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Editorial

Special Issue “Photonics for Emerging Applications in
Communication and Sensing”
Guo-Wei Lu 1,*, Zhenzhou Cheng 2 and Ting-Hui Xiao 3,4
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Microelectronics, Zhengzhou University, Zhengzhou 450052, China; xiaoth@zzu.edu.cn
4 Institute of Quantum Materials and Physics, Henan Academy of Sciences, Zhengzhou 450046, China
* Correspondence: gordon.guoweilu@gmail.com

Photonics has emerged as a crucial enabler for various emerging applications in com-
munication and sensing, revolutionizing industries such as data centers, autonomous
driving, 5G wireless networks, cloud computing, the IoT, and virtual reality. This Special
Issue aims to present recent advancements and address future challenges in photonics tech-
nologies, focusing on performance monitoring in optical networks, photonic sensors and
devices, optical signal processing subsystems, and digital signal processing for future opti-
cal transmission systems. This collection of research consists of thirteen articles highlighting
the transformative potential of photonics in supporting and enabling the advancement
of emerging technologies in communication and sensing. By exploring these frontiers,
we strive to uncover innovative solutions that will shape the future of communication
and sensing.

In optical networks, it is essential to estimate the quality of transmission (QoT) of light
paths and monitor the performance of each wavelength channel. Y. Zhou et al. presented a
self-attention mechanism-based multi-channel QoT estimator for optical networks. Based
on the previous QoT estimation scheme using an artificial neural network (ANN), a self-
attention mechanism was introduced to dynamically assign weights to the interfering
channels to improve the estimation accuracy and scalability. Specifically, the maximal
absolute error achieved by SA-QoT-E was reduced from 4.21 to 1.13 dB in the Japan network
(Jnet) and from 3.46 to 0.84 dB in the National Science Foundation network (NSFnet) [1]. To
efficiently monitor the optical performance in wavelength division (WDM) networks with
low implementation costs, T. Yang et al. introduced optical labels encoded in differential
phase-shift keying (DPSK) to enable simultaneous monitoring of all wavelength channels
using a single low-bandwidth photodetector (PD) and designed digital signal processing
(DSP) algorithms. Less than 1 dB error was achieved after 20-span WDM transmission,
verifying the feasibility and efficiency of the proposed scheme [2]. To enhance the physical
layer security of optical networks, the signal-to-noise ratio (SNR) of the optical channel can
be extracted and used as the basis of key generation. X. Wang et al. proposed a cost-effective
key distribution scheme using the extracted SNR as a key for secured communication with
promising metrics such as a key generation rate of 25 kbps and a key consistency rate
of 98% [3].

Plasmonic sensors are photonics-based devices that exploit the interaction between
light and plasmons and the collective oscillations of electrons to detect and analyze changes
in local electromagnetic fields. J. Liu et al. investigated the optical extinction spectra of a
silver nanocube driven by an ultrashort carrier-envelope phase (CEP)-locked laser pulse.
They revealed five localized surface plasmon resonance (LSPR) modes and their physical
origin, demonstrating the modulation capability of CEP in selectively exciting LSPR modes.
This research provides insights into controlling and optimizing the optical properties of
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metal nanoparticles for sensing and detection applications [4]. While traditionally associ-
ated with noble metals like gold and silver, plasmonic sensors can also be implemented
by using alternative materials such as aluminum nitride (AlN). S. Tang et al. explored a
dielectric-grating-assisted plasmonic sensor utilizing the bound states in the continuum
(BIC) effect for narrow line widths and high sensitivity in refractive index sensing. This ap-
proach addresses the limitations of plasmonic sensors and opens possibilities for improved
sensing technologies [5].

Emerging materials such as silicon-based compounds, metasurfaces, and phase-change
materials have enabled exciting advancements in photonic devices for optical signal pro-
cessing. Y. Hong et al. presented an optimized approach using the 3D finite element
method to achieve flat and low dispersion profiles in silicon nitride waveguides for efficient
four-wave mixing (FWM). Their work results in near-zero dispersion values and high
conversion efficiencies with low pump power, enhancing the performance of optical signal
processing applications based on FWM [6]. X. Tian et al. introduced a hybrid phase-change
metasurface carpet cloak using a novel phase-change material (GSST). This metasurface of-
fers wideband indiscernibility, polarization-immune cloaking, and reversible functionality,
providing potential applications in electromagnetic camouflage and illusion [7].

Optical signal processing subsystems play a pivotal role in optical communication,
focusing on developing innovative techniques to manipulate, analyze, and enhance optical
signals, enabling efficient transmission, detection, and processing of information in optical
transmission systems. Y. Liu et al. proposed an optical analog-to-digital converter (OADC)
scheme using a multimode interference (MMI) coupler for enhanced bit resolution. Their
approach achieved 20 quantization levels with only 6 channels, demonstrating robustness
and integration potential [8]. A. Chiba et al. achieved 60 GHz separation optical two-tone
signal generation at arbitrary C-band wavelengths without complicated optical wavelength
filtering. Their method selectively suppresses undesired low-order optical sidebands using
a polarizer, resulting in more than 20 dB suppression over a 40 nm wavelength range [9].
Z. Liu et al. demonstrated a high-resolution 1 × 6 programmable photonics spectral proces-
sor (PSP) using low-cost, compact spatial light paths. This processor allows independent
manipulation of filtering bandwidth and power attenuation for each wavelength channel,
offering potential benefits for WDM systems [10].

DSP plays a crucial role in extracting, decoding, and enhancing optical signals, ensur-
ing reliable transmission, coherent detection, and efficient utilization of the available optical
bandwidth in both coherent and intensity-modulation direct-detection (IMDD) optical
communication systems. It encompasses a wide range of techniques and algorithms that
enable the optimization of signal quality, advanced modulation formats, error correction,
and compensation of impairments. T. Yang et al. proposed a low-complexity scheme for
accurate chromatic dispersion (CD) estimation in faster-than-Nyquist (FTN) coherent opti-
cal transmission systems. Their scheme achieves high CD estimation accuracy (65 ps/nm)
with reduced computational complexity (3%) compared to conventional methods, making
it suitable for practical FTN systems [11]. Y. Zhang et al. proposed a parallel distribution
matcher scheme for probabilistic-shaped coherent optical fiber communication. The SNR
can be enhanced by 0.12 dB, and the block length can be reduced by 40% compared to
the conventional scheme using a constant composition distribution matcher (CCDM) [12].
Y. Liu et al. investigated signal pre-processing schemes for SNR equalization in short-reach
probabilistically shaped discrete multitone (DMT) transmission systems. The proposed
fast Walsh–Hadamard transform (WHT)-based pre-distortion scheme offers a receiver
sensitivity gain of 1 dB [13].

This Special Issue on photonics technologies showcases remarkable advancements
and prospects in the field. The featured research articles highlight innovative solutions
and address key challenges in various topics, such as optical performance monitoring,
photonic sensors, photonic devices for optical signal processing, optical signal processing
subsystems, and digital signal processing. The continued development of photonics for
emerging applications in communication and sensing holds great promise for the future.
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Article

Self-Attention Mechanism-Based Multi-Channel QoT
Estimation in Optical Networks
Yuhang Zhou 1, Xiaoli Huo 2, Zhiqun Gu 1,*, Jiawei Zhang 1, Yi Ding 2, Rentao Gu 1 and Yuefeng Ji 1

1 State Key Lab of Information Photonics and Optical Communications, Beijing University of Posts and
Telecommunications (BUPT), Beijing 100876, China

2 China Telecom Research Institute, Beijing 102209, China
* Correspondence: guzhiqun@bupt.edu.cn

Abstract: It is essential to estimate the quality of transmission (QoT) of lightpaths before their
establishment for efficient planning and operation of optical networks. Due to the nonlinear effect of
fibers, the deployed lightpaths influence the QoT of each other; thus, multi-channel QoT estimation
is necessary, which provides complete QoT information for network optimization. Moreover, the
different interfering channels have different effects on the channel under test. However, the existing
artificial-neural-network-based multi-channel QoT estimators (ANN-QoT-E) neglect the different
effects of the interfering channels in their input layer, which affects their estimation accuracy severely.
In this paper, we propose a self-attention mechanism-based multi-channel QoT estimator (SA-QoT-E)
to improve the estimation accuracy of the ANN-QoT-E. In the SA-QoT-E, the input features are
designed as a sequence of feature vectors of channels that route the same path, and the self-attention
mechanism dynamically assigns weights to the feature vectors of interfering channels according
to their effects on the channel under test. Moreover, a hyperparameter search method is used to
optimize the SA-QoT-E. The simulation results show that, compared with the ANN-QoT-E, our
proposed SA-QoT-E achieves higher estimation accuracy, and can be directly applied to the network
wavelength expansion scenarios without retraining.

Keywords: quality of transmission (QoT) estimation; nonlinear effect; multi-channel; self-attention mechanism

1. Introduction

Precise and fast estimation of quality of transmission (QoT) for a lightpath prior to its
deployment becomes capital for network optimization [1]. Traditional physical layer model
(PLM)-based QoT estimation utilizes optical signal transmission theories to predict the
lightpaths’ QoT values, which mainly includes two approaches: (1) sophisticated analytical
models, such as the split-step Fourier method [2]; (2) approximated analytical models, such
as the Gaussian Noise (GN) model [3]. The former approach analyzes various physical layer
impairments and provides high estimation accuracy, but it requires high computational
resources. Thus, sophisticated analytical models are unable to estimate the lightpaths’
QoT values online and are not scalable to large-scale networks and dynamic network
scenarios [2], and the latter approach, of which the widely used GN model simplifies the
nonlinear interference (NLI) to additive Gaussian noise, provides quick QoT estimation for
lightpaths, but it requires an extra design margin to ensure the reliability of the lightpaths’
transmission in the worst-case, thus leading to underutilization of network resources [3].
The PLM-based QoT estimation cannot ensure high accuracy and low computational
complexity simultaneously.

Machine learning (ML) has powerful data mining and fast prediction abilities, it
has been widely used for QoT estimation. Most of the existing studies focus on the QoT
estimation for a signal lightpath [4–20], and all of these achieve high accuracy. For example,
in [4], three ML-based classifiers, which include random forest (RF), support vector machine

Photonics 2023, 10, 63. https://doi.org/10.3390/photonics10010063 https://www.mdpi.com/journal/photonics
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(SVM), and K-nearest neighbor (KNN), are proposed to predict the QoT of lightpaths. The
simulation results show that these classifiers achieve high accuracy and the SVM-based
classifier achieves the best performance with a classification accuracy of 99.15%. In [9], a
neural network (NN)-based QoT regressor is proposed, and the experimental results show
that the regressor achieves a 90% optical signal-to-noise (OSNR) prediction of a 0.25 dB
root-mean-squared-error (RMSE) on a mesh network. In [15], a meta-learning assisted
training framework for an ML-based PLM is proposed, and the framework can improve
the model robustness to uncertainties of the parameters and enable the model to converge
with few data samples. In [20], it is explored how ML can be used to achieve lightpath QoT
estimation and forecast tasks, and the data processing strategies are discussed with the aim
to determine the input features of the QoT classifiers and predictors.

However, due to the nonlinear effect of fibers, the newly deployed lightpaths (new-
LPs) degrade the QoT of previously deployed lightpaths (pre-LPs). The single-channel
(lightpath) QoT estimation only provides the QoT information of the new-LPs, which leads
to the decrease in QoT estimation accuracy of the pre-LPs. Thus, it is necessary to estimate
the QoT of new-LPs and pre-LPs simultaneously, i.e., multi-channel QoT estimation. In [21],
a deep grapy convolutional neural network (DGCNN)-based QoT classifier is proposed,
of which the aim is to accurately classify any unseen lightpath state. In [22], a novel deep
convolutional neural network (DCNN)-based QoT classifier is proposed for network-wide
QoT estimation. The above works achieve high accuracy of multi-channel QoT classification.
Nevertheless, the QoT classifier cannot provide detailed QoT values of lightpaths; thus, it
cannot be directly applied to network planning, such as modulation format assignment.
Reference [23] proposes an ANN-based multi-channel QoT estimator (ANN-QoT-E) over
a 563.4 km field-trial testbed, and the mean absolute error (MAE) is about 0.05 dB for
the testing data. However, in optical networks, there exist three NLIs, i.e., self-channel
interference (SCI), cross-channel interference (XCI), and multi-channel interference (MCI).
When the interfering channel with a higher power is closer to the spectrum of the channel
under test (CUT), stronger NLI is introduced on the CUT [3]. Thus, the effects of the
interfering channels on the CUTs’ QoT are different. The ANN-QoT-E proposed in [23]
neglects the different effects of the interfering channels in its input layer, which affects its
accuracy. Therefore, how to assign different weights to interfering channels for the QoT
estimation of CUTs to enhance the accuracy becomes a crucial problem.

In this paper, we extend our previous work in [24], which applies self-attention
mechanisms to improve the accuracy of the ANN-QoT-E. The comparison of this work
with the previous works is shown in Table 1, and the main contributions of this paper are
summarized as follows:

(1) We propose a self-attention mechanism-based multi-channel QoT estimator (SA-
QoT-E) to improve the estimation accuracy of the ANN-QoT-E, where the input
features are designed as a sequence of channel feature vectors, and the self-mechanism
dynamically assigns weights to the interfering channels for the QoT estimation of
the CUTs.

(2) We use a hyperparameter search method to optimize the SA-QoT-E, which selects
optimal hyperparameters for the SA-QoT-E to improve its estimation accuracy.

(3) We show the performance of the SA-QoT-E via extensive simulations. The simulation
results show that the SA-QoT-E achieves a higher estimation accuracy than the ANN-
QoT-E proposed in [23], and it is verified that the assignment of attention weights
to the interfering channels conforms to the optical transmission theory. Compared
with the ANN-QoT-E, the SA-QoT-E is more scalable, and it can be directly applied
to network wavelength expansion scenarios without retraining. By analyzing the
computational complexity of the SA-QoT-E and the ANN-QoT-E, it is concluded that
the SA-QoT-E has higher computational complexity. However, the training phase
of QoT estimators is offline and the computational complexity of the SA-QoT-E is
acceptable; thus, the SA-QoT-E still has more advantages than the ANN-QoT-E in
practical network applications.
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Table 1. Comparison of this work with the previous works.

Work QoT
Classification

QoT
Regression

Channel Effect
Quantification

Hyperparameters
Search

Ref [21] X
Ref [22] X
Ref [23] X
Ref [24] X X

This work X X X

The remainder of this paper is organized as follows. In Section 2, we describe the
principle of the self-attention mechanism-based multi-channel QoT estimation scheme.
The dataset generation and simulation setup are shown in Section 3. In Section 4, we
discuss the simulation results in terms of convergence, estimation accuracy, scalability, and
computational complexity. Finally, we make a conclusion in Section 5.

2. Self-Attention Mechanism-Based Multi-Channel QoT Estimation

The self-attention mechanism improves the accuracy of the task model by calculating
the relevance between Query (Q: query state) and Key (K: candidate state), allowing the
task model to dynamically pay attention to the input feature vectors and extract more
important information [25]. To solve the problem that ANN models ignore the different
effects of the interfering channels in their inputs, we apply the self-attention mechanism to
assign the dynamic weights to the input channel features, i.e., SA-QoT-E.

The schematic diagram of the SA-QoT-E is shown in Figure 1a. The steps of the
SA-QoT-E are shown as follows:

(1) Network database collection: The network database, which includes the transmission
configuration (such as the launch power of each channel, the wavelength allocation,
and transmission distance) and the corresponding QoT value of each channel, is
collected from the network topology first.

(2) Channel features input: Then, the channel features from the network database are
input to the self-attention mechanism block.

(3) New channel features generation: The self-attention mechanism assigns weights to the
input channel features according to their effects on the CUT. Thus, the new channel
features with interfering channel information (ICI) are generated.

(4) Channels QoT estimation: Finally, the channel features with ICI are input into an
ANN model to estimate the QoT values of the channels.

In the SA-QoT-E, the database generation in step (1) is shown in Section 3 and the
ANN model in step (4) is a classic ML model [26]. Thus, in this section, we introduce
the design of the input of the self-attention mechanism in step (2) and the process of the
self-attention mechanism in step (3).

2.1. The Design of the Input of Self-Attention Mechanism

The self-attention mechanism takes a sequence of feature vectors as input. For a certain
feature vector in the sequence, the self-attention mechanism dynamically assigns a weight
to each feature vector according to its effect on the vector under test, and finally generates
a new feature vector containing the entire sequence information. In optical transmission
systems, due to the nonlinear effect of fibers, the characteristics of the interfering channels
(such as the launch power and the wavelength) decide their effects on the QoT of the CUT,
where the interfering channels and the CUT pass through the same route. Therefore, in the
SA-QoT-E, we design the input of the self-attention mechanism as a sequence of channel
feature vectors, where the channels pass through the same route and the channel feature
vectors contain the corresponding channel transmission characteristics. Each channel
feature vector in a sequence is shown as follows:

Fi = [pi, wi, li], (1)
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where Fi represents the channel feature vector of the i-th channel, pi is the launch power of
the i-th channel, wi is the wavelength of the i-th channel, and li is the transmission distance
of the i-th channel.
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2.2. The Process of Self-Attention Mechanism Block

In the self-attention mechanism of the SA-QoT-E, the attention weights represent the
effects of the interfering channels. The higher the attention weight of the interfering channel,
the more the SA-QoT-E pays attention to the corresponding interfering channel. There are
three parameter matrices trained from the training data, which are Wq, Wk, and Wv, and
the channel feature vectors are multiplied by these matrices to obtain the corresponding Q,
K, and V. Then, the attention weight is a function of Q and K, and the new channel feature
vector with ICI is calculated by the weighted summation of the attention weight and V. The
self-attention mechanism block is shown in detail in Figure 1b. There are two main parts
in the block: (1) the calculation of attention weight; (2) the calculation of channel feature
vector with ICI.

2.2.1. The Calculation of Attention Weight

As shown in Figure 1b, the feature vectors of the i-th channel, which is the CUT, and
the interfering channels, which also include the CUT itself, are used for the calculation of Q
and K, respectively. For the calculation of attention weight, the two most commonly used
functions are Dot-product and Additive [25]. The two functions have similar computational
complexity; however, Dot-product can be implemented using highly optimized matrix
multiplication, and it is much faster and more space-efficient in practice than Additive.
In this work, Dot-product is chosen as the function to calculate the attention weight, and
the soft-max function is applied for the normalization of attention weights. The attention
weight αij can be calculated as follows:

αij = so f tmax
(

FiWq
(

FjWk
)T
)

, (2)

where αij is the attention weight of interfering channel j for the CUT i; so f tmax(·) is the
soft-max function; Wq and Wk are the nd × nd (nd is the dimension of the channel feature
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vectors, nd = 3 in this paper) trainable parameter matrices for the calculation of Q and K,
respectively; Fi and Fj are the feature vectors of channel i and channel j, respectively.

When the attention weights of the interfering channels for the CUT i are obtained by
Formula (2), the new feature vector with ICI of channel i can be calculated for the QoT
estimation of channel i.

2.2.2. The Calculation of Channel Feature Vector with ICI

The attention weights of the interfering channels are the effects of the interfering
channels on the CUT, and the channel feature vector with ICI is calculated as follows:

F′i = ∑j αijFjWv, (3)

where F′i is the feature vector with ICI of channel i, αij is the attention weight of interfering
channel j for the CUT i, Fj is the feature vector of the interfering channel j, and Wv is the
nd × nd trainable parameter matrix for the calculation of V.

The channel feature vector with ICI F′i contains the information of CUT i and all the
interfering channels, and the channel feature vector F′i is input to an ANN model to estimate
the QoT value of the CUT i. Similarly, we can obtain the QoT values of all channels to
achieve the multi-channel QoT estimation task.

3. Data Generation and Simulation Setup

In the SA-QoT-E, the input is the feature vectors of all occupied channels passing the
same route, and the output is the generalized signal-to-noise ratio (GSNR) values of these
channels. The GSNR can be calculated as follows:

GSNR =
P

PASE + PNLI
, (4)

where P is the launch power of the lightpath, PASE is the amplified spontaneous emission
(ASE) noise power introduced by erbium-doped fiber amplifiers (EDFAs), and PNLI is the
NLI power due to the nonlinear effect of fibers. The Japan network (Jnet) and National
Science Foundation network (NSFnet) are considered in our simulations, which are shown
in Figure 2a,b, respectively. The transponders of the two networks are set to work on the C++
band of which the center frequency is 193.35 THz with a spectral load with 80 wavelengths
(i.e., channels) on the 50 GHz spectral grid. The symbol rate of the transponders is 32 GBaud,
and the launch power of each channel is uniformly selected in the range of [−3~0] dBm with
0.1 dBm granularity. We assume the fibers in the two networks are ITU-T G.652 standard
single-mode fibers (SSMF), of which attenuation, dispersion, and non-linearity coefficients
are 0.2 dB/km, 16.7 ps/nm/km, and 1.3/W/km, respectively; the span length of the fibers
is 40 km in the Jnet and 100 km in the NSFnet. The EDFas in the two networks are set to
completely compensate for fiber span losses, and the noise figure is 8 dB in the Jnet and
6.5 dB in the NSFnet. The network datasets of the two networks are generated synthetically
by the open-source Gaussian noise model in the Python (GNPY) library [27], where the
NLI power is calculated by the generalized Gaussian model (GNN). In each network, we
generate 8000 samples for training and 2000 samples for testing by randomly choosing one
of the K shortest paths of a source–destination node pair and a channel state that represents
whether the channels are occupied. The training datasets in the Jnet and NSFnet are defined
as D80

Jnet and D80
NSFnet, and the testing datasets in the Jnet and NSFnet are defined as T80

Jnet
and T80

NSFnet. Each sample of the network dataset contains the launch power of each channel,
the wavelength allocation, the transmission length, and the GSNR of each channel.

In our simulations, the performance comparison of the ANN-QoT-E and the SA-QoT-
E is shown. The input of the ANN-QoT-E contains the launch power of each channel
(80-dimensional vector), the wavelength allocation (80-dimensional vector), and the trans-
mission distance, and the outputs of the ANN-QoT-E are the GSNR values of all channels
(80-dimensional vector). Thus, the sizes of the first and the last layers of the ANN-QoT-E
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are 161 and 80, respectively. In the ANN model of the SA-QoT-E, its input is the channel
feature vector with ICI (3-dimensional vector) and its output is the GSNR value of the
channel. Thus, the sizes of the first and the last layers of the ANN model of the SA-QoT-E
are 3 and 1, respectively.
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(NSFnet) topology.

We optimize the hyperparameters of the SA-QoT-E to achieve high accuracy. To
reduce the operation time of the hyperparameters search method, we empirically se-
lect the set of available hyperparameters rather than all of those. In the SA-QoT-E, we
set the number of heads of the self-attention mechanism Ns, the number of hidden lay-
ers NL, the number of neurons in hidden layers Nh, the batch size b, the learning rate
α, and the epoch number e as variables with the constraints that Ns ∈ {1, 2, 3, 4},
NL ∈ {1, 2, 3, 4}, Nh ∈ {32, 64, 128, 256, 512}, b ∈ {16, 32, 64, 128}, α ∈ {0.1, 0.01, 0.001},
and e ∈ {100, 200, 400, 600, 800}. The hyperparameters of the ANN-QoT-E are similar to
the ANN model of the SA-QoT-E.

After searching for the hyperparameters to achieve the highest accuracy on training
datasets, the number of heads of the self-attention mechanism is set to 1 in the SA-QoT-E.
The ANN-QoT-E and the ANN model of the SA-QoT-E are set to be composed of fully
connected layers including 161/256/256/80 and 3/256/256/1 neurons, respectively. The
activation function for all neurons is the rectified linear unit (ReLU) function and the loss
function is the mean square error (MSE). In the training phase, the batch size, the learning
rate, and the number of epochs of the ANN-QoT-E and the SA-QoT-E are 32, 0.01, and 400,
respectively. We extract 1/10 of the training set as the verification set, and the trained mode
is verified every 50 epochs and the current optimal model is saved.

4. Simulation Results and Analyses

Figure 3a,b show the GSNR decrease of the Ch_1, Ch_20, Ch_40, Ch_60, and Ch_80
caused by the deployment of the new lightpaths in the Jnet and the NSFnet. In the Jnet
and the NSFnet, the selected routes are 1-3-5-9-14-13 and 2-4-11-12, respectively, and the
wavelength assignment scheme is the first-fit (FF). In Figure 3a, with the increase in the
number of newly deployed lightpaths, the GSNR decrease of the CUTs increases and the
maximum GSNR decrease achieves 3.25 dB. Moreover, due to the FF scheme, the GSNR
of the channel with the smallest number (Ch_1) decreases the most when the number of
newly deployed lightpaths is 10, and when the number of newly deployed lightpaths
achieves 70, the GSNR of the channel with the middle number (Ch_40) decreases the most.
In Figure 3b, the performance of the GSNR decrease in the NSFnet is similar to that in the
Jnet, and the maximal GSNR decrease of the CUTs is 1.36 dB. The QoT of the previously
deployed lightpaths is deteriorated greatly due to the deployment of new lightpaths, and
the QoT estimation of the single lightpath cannot capture the decrease in the previously
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deployed lightpaths’ QoT. Thus, it is necessary to estimate the QoT of new-LPs and pre-LPs
simultaneously, i.e., achieve multi-channel QoT estimation, in optical networks.
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In this section, we show the performance of the ANN-QoT-E proposed in [23] and our
proposed SA-QoT-E in respect of model convergence, estimation accuracy, scalability, and
computational complexity.

4.1. Convergence

The training processes of the ANN-QoT-E and the SA-QoT-E in the Jnet and NSFnet
are shown in Figure 4a,b. As shown in Figure 4a, in the Jnet, the ANN-QoT-E and the
SA-QoT-E converge after 400 epochs. After 79 epochs, the ANN-QoT-E almost converges
and its training loss is 0.127, and the SA-QoT-E almost converges at the 51th epoch and
its training loss is 0.127. In Figure 4b, after 400 epochs, the two models converge in the
NSFnet, where the SA-QoT-E almost converges at the 53th epoch with the training loss
of 0.059 and the ANN-QoT-E almost converges at 226th epoch with the training loss of
0.057. In conclusion, the SA-QoT-E converges in fewer epochs than the ANN-QoT-E. That
is because the SA-QoT-E has a stronger data-fitting ability than the ANN-QoT-E.
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4.2. Estimation Accuracy

Figure 5 shows the estimation accuracy of the ANN-QoT-E and the SA-QoT-E tested
on the testing dataset. Figure 5a shows the testing of the mean absolute error (MAE) of the
two estimation models in the Jnet and NSFnet. The testing MAE of the SA-QoT-E is lower
than that of the ANN-QoT-E; specifically, the testing MAE of the SA-QoT-E is 0.147 dB
and 0.127 dB lower than that of the ANN-QoT-E in the Jnet and NSFnet, respectively,
which means the predicted GSNR of the SA-QoT-E is, on average, 0.147 dB and 0.127 dB
closer to the ground truth of the GSNR compared with that of the ANN-QoT-E in the Jnet
and NSFnet, respectively. R2 score is a commonly used metric for the evaluation of the
regression model, it is closer to 1, and the corresponding model has higher estimation
accuracy. Figure 5b shows that, in the Jnet and the NSFnet, the R2 score of the SA-QoT-E is
0.03 and 0.016 higher than that of the ANN-QoT-E, respectively.

Figure 5c,d show the predicted GSNR of the ANN-QoT-E and the SA-QoT-E against
their actual GSNR in the Jnet, respectively. The ideal estimation result is that the scatters
distribute on the baseline, which means the predicted GSNR is equal to the actual GSNR.
The figures show that, in the Jnet, the estimation accuracy of the SA-QoT-E is higher than
that of the ANN-QoT-E; specifically, the maximum absolute error of the SA-QoT-E is 1.13 dB
and that of the ANN-QoT-E is 4.21 dB.

Similarly, Figure 5e,f show the predicted GSNR values of the two models against their
actual GSNR in the NSFnet. The results show that the estimation accuracy of the SA-QoT-E
is higher than that of the ANN-QoT-E in the NSFnet, where the maximum absolute error of
the SA-QoT-E is 0.84 dB and that of the ANN-QoT-E is 3.46 dB.

In the Jnet and the NSFnet, the accuracy of the SA-QoT-E is higher than that of
the ANN-QoT-E, which is because the self-attention mechanism assigns weights to the
interfering channels according to their effects on the QoT of CUT. Figure 6a,b show the
attention weight and launch power of each channel for Ch_16 in the Jnet and for Ch_76 in
the NSFnet, respectively, which is tested by the SA-QoT-E on a randomly selected testing
sample. Due to the nonlinear effect of fibers, the interfering channel, which has a higher
launch power and closer spectral distance to the CUT (SDC), has a stronger effect on the
CUT. Figure 6a marks the channels with the larger attention weight. In the Jnet, as shown
in Figure 6a, these marked channels are arranged in descending order of attention weight
as Ch_16, Ch_7, Ch_14, Ch_75, Ch_72, Ch_13, Ch_60, and Ch_25. The attention weight of
Ch_16 is maximal due to its launch power being maximal and SDC being minimal. Though
the SDC of Ch_7 is higher than that of Ch_14, the attention weight of Ch_7 is higher than
that of Ch_14 due to the higher launch power of Ch_7. The attention weights assigned
for Ch_13, Ch_25, Ch_60, Ch_72, and Ch_75 violate the nonlinear effect theory; thus, the
accuracy of the SA-QoT-E in the Jnet is lower than that in the NSFnet. Figure 6b shows
that, in the NSFnet, the order of the marked channels according to their attention weight is
Ch_76, Ch_29, Ch_10, Ch_69, and Ch_41. The attention weight of Ch_76 is maximal due to
the maximal launch power and minimal SDC of Ch_76, and the attention weight of Ch_29
and Ch_10 is higher than that of Ch_69 and Ch_41, which is because the launch power
of Ch_29 and Ch_10 is higher than that of Ch_69 and Ch_41. Due to the smaller SDC of
Ch_29 than Ch_10, the attention weight of Ch_29 is higher than that of Ch_10. For the same
reason, the attention weight of Ch_69 is higher than that of Ch_41. The attention weights
assignment in the NSFnet obeys the nonlinear effect theory.
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Figure 5. Estimation accuracy of the ANN-QoT-E and the SA-QoT-E: (a) testing MAE of two models
in the Jnet and NSFnet; (b) testing R2 of two models in the Jnet and NSFnet; (c) ground truth of GSNR
vs. predicted GSNR based on the ANN-QoT-E in the Jnet; (d) ground truth of GSNR vs. predicted
GSNR based on the SA-QoT-E in the Jnet; (e) ground truth of GSNR vs. predicted GSNR based on the
ANN-QoT-E in the NSFnet; (f) ground truth of GSNR vs. predicted GSNR based on the SA-QoT-E in
the NSFnet.
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4.3. Scalability

The input dimension and output dimension of ANN models are fixed. When the
number of network wavelengths is expanded (such as a C band network expanding to a
C+L band network), the original ANN-QoT-E cannot be applied to the network. The SA-
QoT-E has the advantage of variable length of the input feature vector sequence due to the
introduction of the self-attention mechanism. We generate new testing datasets in the Jnet
with 120 wavelengths (the full channels of the C++ band), in the Jnet with 216 wavelengths
(the full channels of the C+L band), in the NSFnet with 120 wavelengths, and in the NSFnet
with 216 wavelengths, which are defined as T120

Jnet, T216
Jnet, T120

NSFnet, and T216
NSFnet, respectively.

Figure 7 shows the estimation accuracy of the SA-QoT-E in the Jnet and NSFnet obtained by
testing on T80

Jnet/T120
Jnet/T216

Jnet and T80
NSFnet/T120

NSFnet/T216
NSFnet, where the SA-QoT-E is trained

on D80
Jnet/D80

NSFnet. As shown in Figure 7a, in the Jnet, the testing MAEs of the SA-QoT-E
tested on T80

Jnet/T120
Jnet/T216

Jnet are low; even the highest MAE obtained on T216
Jnet is lower than

the MAE obtained by the ANN-QoT-E in Figure 5a; in the NSFnet, the testing MAEs of the
SA-QoT-E tested on T80

NSFnet/T120
NSFnet/T216

NSFnet are close and low. Figure 7b shows the R2
score of the SA-QoT-E tested on T80

Jnet/T120
Jnet/T216

Jnet and T80
NSFnet/T120

NSFnet/T216
NSFnet, in the Jnet

and NSFnet, and the SA-QoT-E achieves a high R2 score.
Figure 7c,d show the predicted value of the SA-QoT-E against their actual GSNR tested

on T120
Jnet and T216

Jnet, respectively. The results show that the SA-QoT-E trained on D80
Jnet has a

relatively high accuracy on T120
Jnet and T216

Jnet; specifically, the maximum absolute errors of the
SA-QoT-E tested on T120

Jnet and T216
Jnet are 1.79 dB and 2.58 dB, respectively.

Figure 7e,f show that the SA-QoT-E trained on D80
NSFnet has a relatively high accuracy

on T120
NSFnet and T216

NSFnet; specifically, the maximum absolute errors of the SA-QoT-E tested
on T120

NSFnet and T216
NSFnet are 0.84 dB and 0.73 dB, respectively.

The self-attention mechanism learns the interaction between channels, and aggregates
multiple channel feature vectors into a new channel feature vector to estimate the QoT of
the corresponding channel, Thus, the SA-QoT-E is not limited by the number of network
channels. In conclusion, the SA-QoT-E can be directly applied to network wavelength
expansion scenarios without retraining.
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Figure 7. Estimation accuracy of the SA-QoT-E in the Jnet and NSFnet with different numbers of
wavelengths: (a) testing MAE of the SA-QoT-E in the Jnet and NSFnet; (b) testing R2 of the SA-QoT-E
in the Jnet and NSFnet; (c) ground truth of GSNR vs. predicted GSNR based on the SA-QoT-E in the
Jnet with 120 wavelengths; (d) ground truth of GSNR vs. predicted GSNR based on the SA-QoT-E in
the Jnet with 216 wavelengths; (e) ground truth of GSNR vs. predicted GSNR based on the SA-QoT-E
in the NSFnet with 120 wavelengths; (f) ground truth of GSNR vs. predicted GSNR based on the
SA-QoT-E in the NSFnet with 216 wavelengths.
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4.4. Computational Complexity

Compared with the ANN-QoT-E, the SA-QoT-E not only improves the estimation
accuracy but also has scalability. However, the SA-QoT-E has higher computational com-
plexity. The computational complexity is the total number of addition operations and
multiplication operations of the QoT estimators. The computational complexity of each
layer of the ANN models is its input dimension multiplied by its output dimension; thus,
the computational complexity of the ANN-QoT-E in our simulations can be calculated
as follows:

CANN = O
(
(2Nch + 1)Nh + N2

h + NhNch

)
=O

(
NchNh + N2

h

)
, (5)

where CANN is the computational complexity of the ANN-QoT-E, Nch is the number
of wavelengths in the network, and Nh is the number of neurons in the ANN model’s
hidden layer.

The self-attention mechanism mainly contains three steps: (1) similarity calculation;
(2) soft-max operation; (3) weighted summation. First, the computational complexity of the
similarity calculation is O

(
N2

chnd
)
, due to the fact that it is a Nch× nd matrix multiplied by a

nd×Nch matrix. In addition, the computational complexity of soft-max operation is O
(

N2
ch
)
.

Finally, the weighted summation is a Nch × Nch matrix multiplied by a Nch × nd matrix;
thus, its computational complexity is O

(
N2

chnd
)
. The computational complexity of the

ANN model in the SA-QoT-E is O
(

Nch
(
ndNh + N2

h + Nh
))

. Therefore, the computational
complexity of the SA-QoT-E is shown as follows:

CSA = O
(

2N2
chnd + N2

ch + Nch

(
nd Nh + N2

h + Nh

))
=O

(
N2

chnd + Nch Nhnd + Nch N2
h

)
, (6)

where CSA is the computational complexity of the SA-QoT-E. The computational complex-
ity of the ANN-QoT-E and the SA-QoT-E is shown in Table 2. Obviously, the computational
complexity of the SA-QoT-E is higher than that of the ANN-QoT-E. However, the training
of the estimation models is offline and CSA is acceptable, and the SA-QoT-E can be applied
to realistic optical network optimization.

Table 2. Computational complexity of the ANN-QoT-E and the SA-QoT-E.

QoT Estimation Model Computational Complexity

ANN-QoT-E O
(

Nch Nh + N2
h
)

SA-QoT-E O
(

N2
chnd + Nch Nhnd + Nch N2

h
)

4.5. Discussion

The estimation accuracy of QoT estimators is important to ensure the reliable trans-
mission of the lightpaths in optical networks, and the computational complexity of QoT
estimators decides their availability in practical scenarios. The SA-QoT-E has the advan-
tages compared with the ANN-QoT-E: (1) stronger data-fitting ability; (2) higher estimation
accuracy; (3) stronger scalability. However, these advantages of SA-QoT-E come at the
cost of high computational complexity. The computational complexity of SA-QoT-E is
higher than that of the ANN-QoT-E, which is mainly affected by the number of channels
Nch. Thus, the ANN-QoT-E is more suitable for optical networks with a large number of
network channels and a shortage of computing resources. In most scenarios, the SA-QoT-E
has more advantages compared with the ANN-QoT-E.

5. Conclusions

In multi-channel optical networks, due to the nonlinear effect of fibers, the different
interfering channel has a different effect on the CUT. The existing ANN-QoT-E ignores
the different effects of the interfering channels, which affects its estimation accuracy. To
improve the accuracy of the ANN-QoT-E, we propose a novel SA-QoT-E, where the self-
attention mechanism assigns attention weights to the interfering channels according to
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their effects on the CUT. Moreover, we use a hyperparameter search method to optimize the
hyperparameters of the SA-QoT-E. The simulation results show that the proposed SA-QoT-
E improves the estimation accuracy compared with the ANN-QoT-E. Specifically, compared
with the ANN-QoT-E, the testing MAE achieved by the SA-QoT-E is decreased by 0.147 dB
and 0.127 dB in the Jnet and NSFnet, respectively; the R2 score achieved by the SA-QoT-E is
improved by 0.03 and 0.016 in the Jnet and NSFnet, respectively; the maximal absolute error
achieved by the SA-QoT-E is reduced from 4.21 dB to 1.13 dB in the Jnet and from 3.46 dB to
0.84 dB in the NSFnet. Moreover, the SA-QoT-E has scalability, which can be directly applied
to network wavelength expansion scenarios without retraining. However, compared with
the ANN-QoT-E, the SA-QoT-E has higher computational complexity. Fortunately, the
training of the SA-QoT-E is offline and the computational complexity of the SA-QoT-E is
acceptable; thus, the proposed SA-QoT-E can be applied to the realistic optical network
and provide more accurate lightpath QoT information for optical network optimization.
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Abstract: Transmission capacity and receiver sensitivity of an intensity-modulation direct detection
(IM-DD) optical discrete multi-tone (DMT) system can be improved by using the probabilistically
shaping (PS) technique. However, different probabilistic distributions will be required owing to
the unbalanced signal-to-noise ratio (SNR) among data-carrying subcarriers (SCs) induced by the
imperfect frequency response of optical/electrical devices, which can increase the implementation
complexity of the PS-DMT transceiver. In this work, different signal pre-processing schemes including
pre-equalization, Walsh–Hadamard transform (WHT)-based full data-carrying SCs precoding (FDSP)
and fast WHT-based partial data-carrying SCs precoding (PDSP) are investigated for SNR equalization
in a short-reach PS-DMT transmission system. After transmission over 50 km single-mode fiber, the
experimental results indicated that three pre-processed signals have almost the same generalized
mutual information (GMI) performance and receiver sensitivity improvements. The proposed fast
WHT-based PDSP scheme may be a good option for the implementation of the PS-DMT transmission
systems with a large SC SNR fluctuation regarding computational complexity.

Keywords: intensity-modulation and direct-detection (IM-DD); discrete multi-tone (DMT);
probabilistically shaping (PS); full data-carrying SC precoding (FDSP); partial data-carrying SC
precoding (PDSP); Walsh–Hadamard transform (WHT)

1. Introduction

Intensity-modulation and direct detection (IM-DD) optical discrete multi-tone (DMT)
has been widely considered a promising candidate for optical fiber access networks, owing
to its high spectral efficiency (SE), robustness against fiber dispersions, and low cost [1–3].
However, current optical access networks cannot support further mobile traffic and keep
up with the continuously increased bandwidth demand [4,5]. Thus, one effective scheme
named probabilistically shaping (PS) technique has been investigated widely in optical
transmission systems due to the improved transmission capacity and receiver sensitiv-
ity [6,7]. In [8], the authors proposed a fixed-length matcher named constant composition
distribution matching (CCDM), and its output data sequence can obey the same empirical
distribution (ED). Moreover, the shaped symbols can be represented by using binary tags
and encoded by using forward error correction (FEC) code with preserving the distribution
of the shaped symbols. Unfortunately, the practical IM-DD DMT transmission systems
suffer the large data-carrying subcarriers (SCs) signal-to-noise ratio (SNR) fluctuation
caused by various interferences, such as the data converters-induced clock tone leakage
(CTL), imperfect optoelectronic devices-induced nonlinear effect and serious low-pass-like
attenuation, etc. As a result, different probabilistic distributions may be required for the
implementation of the PS technique, which increases the system’s complexity.

In the literature, one classic and effective scheme named the adaptive modulation
technique is widely used, which can boost the system’s capacity [9]. Besides, a simplified
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scheme named the pre-emphasis (or pre-equalization) technique was also widely used
to effectively compensate for power fading in transmission systems [10]. However, the
traditional adaptive loaded-DMT or pre-emphasis technique is channel-dependent and re-
quires the channel state information (CSI) with the reverse link, which is complex and time
consuming. Nowadays, a channel-independent precoding scheme is seen as another effec-
tive way to compensate for unbalanced impairments. Thus, by employing this technique,
only one symbol modulation scheme and one kind of CCMD are required in PS-enabled
DMT transmission systems. Some precoding matrices such as the Walsh–Hadamard trans-
form (WHT) matrix [11], constant amplitude zero autocorrelation sequence (CAZAC)
matrix [12], and discrete Hartley transform (DHT) matrix [13] have been employed to
realize precoding for DMT transmission systems. The precoding technique can also be
applied to reduce the peak-to-average power ratio (PAPR) owing to the improvement of
the autocorrelation performance of signal symbols [14], and mitigate nonlinear distortions
induced by electrical/optical devices. In [15], J. Ma et al. proposed and experimentally
demonstrated an orthogonal circular matrix transform (OCT)-based precoding scheme in
a short-reach IM-DD transmission system, which can effectively reduce the PS-enabled
transceiver implementation complexity. Moreover, the precoding schemes based on seven
commonly precoding matrices were comparatively investigated [16], and their computa-
tional complexities were theoretically analyzed and compared as well. It also indicated that,
compared with other precoding matrices (e.g., OCT, DHT, CAZAC, etc.), there is no need
for multiplication operations in WHT precoding, which can be considered as a suitable
scheme to compensate unbalanced impairments in an optical IM-DD system regarding the
computational complexity.

In the above-mentioned precoding works, all of the data-carrying SCs in DMT or
OFDM symbols are used for precoding, and we call this method full data-carrying SC
precoding (FDSP). Since the Hermitian symmetry (HS) constraint is required for the in-
verse fast Fourier transform (IFFT) to obtain the real-valued DMT signal, the number
of data-carrying SCs is generally not an integer power of two. In this case, the precod-
ing techniques cannot be directly implemented with the corresponding FFT-based fast
algorithms. Moreover, when a large number of SCs are employed for data delivery, the
FDSP exhibits high complexity from a hardware implementation point of view. To deal
with this issue, the multi-band OCT-based precoding technique was proposed [17]. In
addition, a block precoding (BL) scheme, in which the data-carrying SCs are divided into
several groups and the number of data-carrying SCs in each group is an integer power of
2, was proposed in [18,19]. However, the difference in equalized SNRs is relatively large
among these groups. Compared to the uniform modulation scheme, these methods need to
adopt different modulation formats and probabilistic distributions according to the SNRs
of groups.

In this work, to further reduce the implementation complexity of the precoding-
enabled PS-DMT transceiver, a fast WHT-based partial data-carrying SC precoding (PDSP)
technique is proposed and experimentally verified in the optical IM-DD transmission
system. The proposed PDSP technique can realize SNR equalization and provide a signifi-
cant reduction in implementation complexity. We also compare the proposed technique
with the FDSP and digital pre-equalization techniques. The rest of this paper is struc-
tured as follows. The operation principle of the probabilistically shaping technique, fast
WHT-based partial data-carrying SCs pre-coding (PDSP) scheme, and its computational
complexity is described in Section 2. The experimental setup and verification are presented
in Sections 3 and 4, respectively. The corresponding conclusion is finally summarized
in Section 5.

2. Operation Principle
2.1. The Principle of PS Technique

The diagram for the PS technique is schematically plotted in Figure 1. At the transmit-
ter, the upper (or lower) data sequence is separated into two bit streams, which contain V1
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and V2 bits, respectively. The upper (or lower) data sequence is shaped to non-uniform
distributed symbols (U1) through CCDM, and its corresponding rate can be expressed
as RDM = V1/U1. In this scheme, the non-uniform distribution PX is applied and can be
expressed as [20]

PX(x) = e−λ|x2|
/

∑
x∈χ

e−λ|x2| (1)

where λ is a rate parameter and these shaped symbols (M-PAM) can be expressed as
χ = {±1, ±3, . . .± (M− 1)}. In this work, M is chosen to 8. Subsequently, these shaped
symbols are mapped into binary bit sequences with labeling by gray mapping and encoded
by low-density parity-check (LDPC) code with the DVB-S.2 standard. Note that a bit-level
interleaver is applied in our work to further improve the performance of FEC coding [15]. In
the following, 2 one-dimensional M-PAM symbols are mapped in I/Q parts, respectively, to
generate a two-dimension M2-QAM symbol. Thus the information rate (IR) of PS-enabled
64-QAM (bits /QAM symbols), RPS, can be expressed as

RPS = 2(1 + RDM −m(1− RC)) (2)

where RC is the rate of LDPC code and m = log2M.
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Figure 1. Schematic diagram of the PS-enabled DMT system.

At the receiver, the corresponding inverse operations for the PS technique are also
shown in Figure 1. It should be mentioned that the generalized mutual information (GMI)
under bit-metric decoding (BMD) is estimated by using log-likelihood ratios (LLRs) [7].
Assuming that N-points samples are obtained with the Monte Carlo simulation method,
the GMI for I/Q parts can be written as [21]

GMII(Q) ≈
1
N

N

∑
k=1

(− log2 PX(xk))−
1
N

N

∑
k=1

m

∑
i=1

(
log2

(
1 + e(−1)bk,i Lk,i

))
(3)

where bk,i and Lk,i represent the input bit and output bit, respectively. According to Equation
(3), GMII and GMIQ have the same calculation method, and the total GMI for the M2-QAM
symbol equals to GMII + GMIQ.

2.2. Fast WHT-Based PDSP Scheme

Ideally, only one probability distribution is required for the PS-DMT transmission
system with a small range of SC SNR variations. However, the SC SNR may be largely
fluctuated due to the imperfect frequency response of the optical/electrical devices, as
illustrated in Figure 2a. In the conventional FDSP case, all of the data-carrying SCs are
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regarded as one group and used for performing precoding (see Figure 2b,c). As mentioned
above, the number of data-carrying SCs (F) is usually not an integer power of two due
to the HS constraint. Thus, the hardware implementation of the FDSP is a big challenge
when a large FFT size is applied for DMT modulation/demodulation. For the proposed
PDSP scheme, we divide F data-carrying SCs into two groups: P data-carrying SCs in
group 1, where P is a number of an integer power of two, on both sides are selected
for precoding, while no precoding is performed for the left F-P data-carrying SCs in
group 2, as shown in Figure 2d,e. Note that the P data-carrying SCs selected from the
successive data-carrying SCs in high/low-frequency whose SNRs are lower than average
SNR and successive low-frequency data-carrying SCs with highest SNRs. In this case, the
implementation complexity can be further reduced with the PDSP scheme in the PS-DMT
transmission system.
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Unlike other PDSP schemes with a complex-valued precoded matrix (e.g., DFT and
OCT), the real-valued WHT-based PDSP technique has lower computational complexity.
According to [16], the normalized Hadamard matrix of order P can be given by

DP =
1√
P

[
DP/2 DP/2
DP/2 −DP/2

]
, D2 =

1√
2

[
1 1
1 −1

]
(4)

where D2 is the normalized Hadamard matrix of order 2, and P must be either 1, 2, or an
integer multiple of 4. DP can be constructed from D2. In the PDSP scheme, P is an integer
number of two, the inverse matrix DP

−1 equals to DP.
Once the PS is done, the shaped QAM symbols can be expressed as XF = [X1, X2, . . . , XF]T

and XP = [X1, X2, . . . , XP]T, where F > P and T denotes the transpose operation. Thus, by multi-
plying the fast WHT-based precoding matrix DP, the PDSP precoded symbols
YP = [Y1, Y2, . . . , YP]T can be given by

YP = DPXP (5)

After fiber channel transmission, without considering nonlinear distortions, the recov-
ered PDSP symbols RP = [R1, R2, . . . , RP] after FFT operation can be given by

RP = HYP + W = HDPXP + W (6)
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The channel transfer matrix, H, is a diagonal matrix that can be expressed as diag
(h1, h2, . . . , hP), and the frequency response of the k-th SC is hk. Similarly, the noise on
the k-th SC is denoted by Wk, which obeys Gaussian distribution with variance and
zero mean. The corresponding noise vector in the frequency domain is expressed as
W = [W1, W2, . . . , WP]. Assuming that the accurate channel equalization is performed, the
PDSP-decoded QAM symbols ZP = [Z1, Z2, . . . , ZP] can be written as

ZP = D−1
P H−1RP = XP + D−1

P H−1W = XP + DPH−1W (7)

After performing PDSP decoding, these data-carrying SCs can be treated equally
and only one kind of CCDM and one symbol modulation scheme are required for the
implementation of the PS-DMT transmission system.

2.3. Complexity Comparison

The computational complexities of FDSP/PSDP schemes are analyzed and listed in
Table 1. The number of data-carrying SCs F is not an integer power of two in the WHT-based
FDSP scheme, and the required real-valued addition operations may be resource-intensive.
However, the fast WHT can be implemented when the number of precoded data-carrying
SCs P is an integer power of two. Therefore, the computational complexity of the fast
WHT-based PDSP scheme can be significantly reduced.

Table 1. WHT-based FDSP/PDSP computational complexity comparison.

Precoding
Scheme

Refer to [16] Fast Algorithm [18]

Real Mult. Real Add. Real Mult. Real Add.

FDSP 0 2F2 − 2F - -
PDSP 0 2P2 − 2P 0 2Plog2 (P)

3. Experimental Setup

The experimental setup of the PS-DMT systems enabled by a fast WHT-based PDSP
scheme is illustrated in Figure 3. At the transmitter (Tx), the digital PS-DMT signal is
generated offline with digital signal processing (DSP) approaches in Matlab. Firstly, the
pseudo-random binary sequence (PRBS) is generated and then sent to the PS module,
which is clearly mentioned in Section 2.1. After that, the shaped 64-QAM symbols are
precoded with the proposed fast WHT scheme. Note that only 96 and 64 positive-frequency
SCs are, respectively, used for FDSP and PDSP schemes, and other SCs are filled with
zeros. After the HS operation, the cyclic prefix (CP) with a length of eight points is added
for each 256-point inverse fast Fourier transform (IFFT) output to resist ISI. Additionally,
one training symbol (TS) is inserted in the front of each PS-DMT frame to realize both
timing synchronization and channel estimation [22]. Finally, the precoded PS-DMT signal
is digitally clipped to combat the digital-to-analog converter (DAC)-induced quantization
noise [23] and reduce PAPR. The analog electrical DMT signals are converted by using a
Tektronix arbitrary waveform generation (AWG, AWG7122C). The corresponding sampling
rate and the resolution for D/A conversion are 12-GSa/s and 10-bits, respectively. Note
that the average signal power for traditional/FDSP/PDSP PS-enabled DMT signals are
set to equal in this experiment. The converted electrical DMT signals are suppressed
by a low-pass filter (LPF) and then amplified by a Mini-Circuits electrical amplifier (EA,
ZX60-14012L-S+) with a bandwidth of ~6 GHz. The Mach–Zehnder modulator (MZM)
works at the quadrature point to minimize the non-linear distortion. The wavelength
and output power of the laser diode (LD) are 1550 nm and 11 dBm, respectively. Then,
the 2.5 dBm optical PS-DMT signals are coupled into a 50 km single-mode fiber (SMF),
and its dispersion and loss are ~17 ps/nm/km and ~0.2 dB/km, respectively. At the
receiver (Rx), the optical PS-DMT signal is attenuated by a variable optical attenuator
(VOA). An optical coupler (OC) is used to change the received optical power (ROP). Then,
the output PS-DMT signal with 90% power is detected by a photodiode (PD). The recovered
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signal is amplified by an EA and captured by a digital storage oscilloscope (DSO, Lecroy
Wavemaster 820-Zi-A, Teledyne LeCroy, Chestnut Ridge, New York, USA). The sampling
rate of DSO and resolution for A/D conversion are 40 GSa/s and 8 bits, respectively.
The sampled signals are post-processed with the Rx DSP flow, which consists of symbol
timing synchronization, remove CP, FFT, ISFA-enhanced channel estimation [23], frequency
domain equalization, fast WHT decoding, and PS demodulation. Finally, the different BER
or GMI performances are calculated.
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Figure 3. Experimental setup of the PS-DMT system enabled by fast WHT-based PDSP scheme.

When the rate of LDPC is set to 9/10, the different rates of CCDM, i.e., 1.75, 1.55 and
1.25 bits per one-dimensional symbol are discussed in this work. Therefore, according
to Equation (2), the corresponding information rates (IRs) are 4.9, 4.5, and 3.9 per two-
dimensional symbol (bits/QAM symbol). Meanwhile, the constellations of the three
probability distributions for probabilistically shaped 64-QAM are also given in Figure 4.
It shows clearly that, as the RDM decreases, the probabilistically shaping for the DMT
symbol can become more obvious. The bandwidth of the 64-QAM PS-DMT signal is
constantly equal to 4.5 ((96 × 12)/256) GHz. When the IR equal to 4.9 bits/QAM symbol,
the corresponding data rate and net data rate are 22.05 (12 × 4.9 × (96/256)) Gb/s and
21.36 (12 × 4.9 × (96/256) (900/901)) Gb/s, respectively. Thus, the achievable spectral
efficiency of the PS-DMT signal is 4.74 (21.36/4.5) bit/s/Hz. The key parameters of the
precoded PS-DMT frame are indicated in Table 2.
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Table 2. Some key parameters of the precoded PS-DMT frame.

Parameter
Value

Unit
FDSP PDSP

Modulation format 64 QAM -
IFFT/FFT size 256 points

Data SCs 96 -
Data SCs for Precoding 96 64 -

CP length 8 -
TS per frame 1 -

DMT symbols per frame 900 -
Clipping ratio (CR) 13 dB

Bandwidth 4.5 GHz

4. Results and Discussion

The three pre-processing techniques including digital pre-equalization (Preq), WHT-
based FDSP and fast WHT-based PDSP are compared for PS-DMT at three IRs regarding
electrical spectra, SNR equalization, BER, and GMI performance.

4.1. Spectrum Analysis

The electrical spectra of the transmitted signals for original, digital Preq, WHT-based
FDSP and fast WHT-based PDSP schemes are shown in Figure 5a–d, respectively. For the
digital Preq scheme, to resist high-frequency attenuation, the mapped QAM symbols are
multiplied by a pre-equalization factor via round-trip feedback. Therefore, as shown in
Figure 5b, its high-frequency power is relatively high.
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Figure 5. Spectral of the transmitted signals with (a) original scheme, (b) Preq scheme, (c) WHT-based
FDSP scheme and (d) Fast WHT-based PDSP scheme.

After 50 km SMF transmission, the spectra of the received original, Preq, WHT-based
FDSP and fast WHT-based PDSP precoded signals are shown in Figure 6a–d, respec-
tively. Except for the Preq scheme, the high-frequency components of the spectra show
obvious attenuation (see Figure 6a,c,d) owing to the low-pass filtering induced by the
optical/electrical devices and fiber dispersions. The flat signal spectrum (see Figure 6b)
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also indicates that the Preq scheme can compensate for the high-frequency attenuation of
the PS-DMT signal in the IM-DD transmission system.
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4.2. SNR Equalization

The estimated SC SNRs for four kinds of 64-QAM PS-DMT signals are shown in
Figure 7, where the ROP and IR for the DMT symbols are −9 dBm and 4.9 bits/QAM,
respectively. The SC SNR fluctuation is up to 13 dB for the original signal. The imperfect
frequency response of the MZM and EA are the main reasons for low SNRs on the low-
frequency SCs. Additionally, the degraded SNR on the high-frequency SCs is mainly caused
by the bandwidth limitations of the optical/electrical devices and fiber dispersion. By
using WHT-based FDSP or PDSP schemes, the SNR values on the precoded SCs are well
equalized. Unlike the FDSP scheme, only 64 data-carrying SCs, with indices of 1st–32nd
and 65th–96th, are used for the proposed PDSP scheme. Therefore, we can observe that
the SNR value of the precoded SCs with the PDSP scheme is slightly lower than that of the
FDSP scheme, but higher SNR performance on the middle data-carrying SCs with indices
from 33rd to 64th is achieved with the PDSP scheme. Compared with the FDSP scheme,
the Preq scheme can also play the role of equalizing the SC SNR.

When the ROP is set to −9 dBm, the recovered 64-QAM constellations for four kinds
of PS-DMT signals are shown in Figure 8a–d. Compared to the conventional PS-DMT tech-
nique, the Preq, WHT-based FDSP and WHT-based PDSP schemes make the constellation
points more distinct and convergent.

4.3. GMI and BER Performance

The GMI versus ROP for four different kinds of PS-DMT signal schemes at IRs of
4.9/4.5/3.9 bits/QAM symbol are investigated and shown in Figure 9a–c, respectively.
They indicate that Preq, WHT-based FDSP and Fast WHT-based PDSP schemes have almost
the same GMI performance and outperform the original one, due to the relatively flat SNR
distribution. As the theoretical maximum information rate can be given by GMI with an
ideal FEC code, there is about 0.3 dB improvement for the receiver sensitivity in PS-DMT
transmission system with the LDPC rate of 9/10.
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The measured BER performance for four kinds of PS-DMT signal scheme versus
ROP is investigated and shown in Figure 10. When the LDPC rate is set to 9/10 and IRs
equal to 4.9/4.5/3.9 bits/QAM symbol, compared with the original scheme, the receiver
sensitivity improvements of about 1 dB can be achieved at BER performance below 1e-3 for
Preq/WHT-based FDSP/fast WHT-based PDSP schemes. Thus, the fast WHT-based PDSP
scheme may be a good option for the implementation of the PS-DMT transmission systems
with a large SC SNR fluctuation regarding computational complexity.
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5. Conclusions

In this paper, we proposed and experimentally investigated a low-complexity fast
WHT-based PDSP scheme to combat the unbalanced impairments and reduce the imple-
mentation complexity of PS-enabled DMT IMDD transmission systems. After 50 km SMF
transmission, the results show that pre-equalization, WHT-based FDSP and fast WHT-
based PDSP schemes have almost the same BER and GMI performance. Compared with
the traditional PS-enabled scheme, there is about 1 dB gain for receiver sensitivity by
employing the three pre-processing schemes. However, the proposed fast WHT-based
PDSP scheme is a lower-complexity option for the implementation of the PS-DMT systems
with large SC SNR fluctuation.
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Abstract: Faster-than-Nyquist (FTN) coherent optical transmission technology is considered to be an
outstanding solution to achieve higher spectral efficiency (SE), larger capacity, and greater achievable
transmission by using advanced modulation formats in concert with highly efficient digital signal
processing (DSP) to estimate and compensate various impairments. However, severe inter-symbol
interference (ISI) caused by tight FTN pulse shaping will lead to intractable chromatic dispersion
(CD) estimation problems, as existing conventional methods are completely ineffective or exhibit
unaffordable computational complexity (CC). In this paper, we propose a low-complexity and highly
robust scheme that could realize accurate and reliable CD estimation (CDE) based on a designed
training sequence (TS) in the first stage and an optimized fractional Fourier transform (FrFT) in the
second stage. The training sequence with the designed structure helps us to estimate CD roughly
but reliably, and it further facilitates the FrFT in the second stage to achieve accurate CDE within
a narrowed searching range; it thereby results in very low CC. Comprehensive simulation results
of triple-carrier 64-GBaud FTN dual-polarization 16-ary quadrature amplitude modulation (DP-
16QAM) systems demonstrate that, with only overall 3% computational complexity compared with
conventional blind CDE methods, the proposed scheme exhibits a CDE accuracy better than 65 ps/nm
even under an acceleration factor as low as 0.85. In addition, 60-GBaud FTN DP quadrature phase
shift keying (DP-QPSK)/16QAM transmission experiments are carried out, and the results show that
the CDE error is less than 70 ps/nm. The advantages of the proposed scheme make it a preferable
candidate for CDE in practical FTN coherent optical systems.

Keywords: faster-than-Nyquist; chromatic dispersion estimation; low-complexity

1. Introduction

With the exponential growth of data traffic due to bandwidth-intensive applications
such as HD video streaming, cloud computing, automatic driving, 5G and other emerg-
ing applications, the optical fiber communication capacity is gradually approaching the
Shannon limit nowadays. The future optical fiber network is developing towards an
ultra-high spectral efficiency, ultra-large capacity and ultra-long transmission distance [1,2].
Optical transport adopting higher bit rates and better spectrum efficiency (SE) is an in-
evitable step for next-generation wavelength division multiplex (WDM) systems. Although
large-capacity WDM transmission systems have been commercially deployed due to the
advances of digital signal processing (DSP), further increasing the spectral efficiency is
a key challenge in order to meet the explosive demand for higher capacity in communi-
cation channels. The mainstream Nyquist WDM system is a feasible scheme to achieve
high-spectral-efficiency and large-capacity optical transmission to a certain extent by com-
pressing signal bandwidth and reducing the channel spacing. However, the orthogonal
transmission criterion limits the further improvement of the system’s spectral efficiency. In
recent years, faster-than-Nyquist (FTN) optical transmission technology has drawn great
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attention and been widely investigated [3–5]. By compressing the symbol interval in the
time domain or the channel spacing in the frequency domain, the channel spacing in an
FTN system could be less than the symbol rate, and the transmission rate could be higher
than the Nyquist rate. Accordingly, FTN optical coherent systems are reasonably consid-
ered as a promising solution to achieve a higher SE, larger capacity and greater achievable
transmission by using high-order quadrature amplitude modulation (QAM) formats in
concert with advanced DSP to compensate the inherent inter-symbol interference (ISI) [6].
Therefore, FTN technology is one of the potential development directions in the field of
ultra-high-spectral efficiency and ultra-large-capacity coherent optical transmission.

Chromatic dispersion (CD) compensation is a vital part of digital signal processing
(DSP) units for future FTN optical transmissions to exempt from the complicated link
dispersion management in the optical domain. CD is also an important optical characteristic
of optical fibers, and with the increase of the speed and distance of optical transmission
systems, it has become a main obstacle for the development of ultra-high-speed and ultra-
long-distance optical transmission systems. In addition, CD, as one of the main channel
damages, will cause serious ISI unavoidably in long-haul communication systems. Besides
this, due to the real-time requirement of protection switching in the actual system, it is
essential for DSP to quickly and accurately monitor the link CD and perform precise
compensation. Consequently, a command of accurate CD value in advance is the necessary
prerequisite for CD compensation through the DSP algorithms. Moreover, due to the CD
estimation (CDE) in the first step of the DSP flow in a digital coherent receiver, at this time,
other impairments have not been compensated/equalized, such that the CD estimation
algorithm must be tolerant to various types of other damage, thereby putting forward
high demands on the robustness of the CD estimation method. Most problematic of all
is the FTN strong filtering brought about by introducing serious ISI, which may lead to
unaffordable computational complexity (CC) in the estimation of CD, and may further
exacerbate the difficulty of CD estimation.

Various CD estimation schemes in a digital coherent receiver have been proposed and
demonstrated. One approach relies on extracting parameters from the equalizer taps, but
it only applies to the case of a small amount of CD [7]. In order to improve the range of
CDE, other dispersion estimation methods are developed. Many CDE schemes based on
searching have been reported. One is based on the Godard Clock-Tone (GCT) of the signal
spectrum [8,9]. In this method, the power of the clock tone after each signal equalization
is calculated by scanning the fixed CD in a pre-defined CD range. The value of the CD
can be obtained when the power of the clock tone is the largest. However, it fails when an
acceleration factor is small. Another method is based on the peak-to-average-power ratio
(PAPR), which also requires a pre-defined CD range and a given CD search step in order to
obtain the real CD value. The eigenfunction values need to be calculated after each signal
equalization, and the value of CD can be obtained when the power of the eigenfunction
is the smallest [10,11]. The scheme based on auto-correlation functions of signal power
waveform [12,13] can obtain the CD by finding the time delay when the signal power
auto-correlation function is the maximum value, but the scheme completely fails in an
FTN-WDM system. Blind CDE based on fractional Fourier transform (FrFT) uses a linear
frequency modulation (LFM) signal and has good energy accumulation characteristics with
the optimal fraction order [14–17]. The CD can be obtained when the optimal order is
found. However, the method is almost the same as the CDE based on PAPR, with both
looking up the CD value primarily by little-step searching, and thereby resulting in very
high CC. Moreover, the data-aided CDE method was proposed in [18], but the CDE error
is too large to be tolerated in FTN-WDM systems. A CDE scheme based on TS was also
proposed in [19]. The scheme is used to solve the problem that the blind CDE algorithm
based on FrFT fails at ultra-low sampling rates. After equivalent sampling, it still needs
the blind CDE based on FrFT to search the optimal fraction order, thereby resulting in
high CC. Besides this, the CDE method based on constant amplitude zero autocorrelation
(CAZAC) TS in [20] makes use of the similar characteristics of CAZAC TS and a chirp
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signal. The CDE value can be obtained by using the relationship between the CD and the
optimal order. However, it needs to obtain the optimal orders of the TS before and after
transmission by scanning. Therefore, the CC of the method is also high. A CDE scheme
based on machine learning has high CDE accuracy [21]. However, the CDE range is too
small to meet requirement of FTN-WDM system for a long transmission distance. The
delay-tap-sampling-based CDE method proposed in [22] needs to establish a CD lookup
table, which needs to scan CD with a small step, which also leads to high CC.

In this paper, a low-complexity and highly-robust CDE scheme is proposed and
demonstrated. The first stage CDE of the proposed CDE scheme mainly relies on channel
estimation using a designed TS, and the fine estimation in the second stage employs
blind CDE based on an optimized FrFT. The feasibility of the proposed scheme is verified
by the simulation and experiment of 64/60GBaud dual polarization 16-ary QAM (DP-
16QAM) and dual polarization quadrature phase shift keying (DP-QPSK) systems under
different transmission distances. The results show that the CD estimation performance
is accurate and robust. Compared with the conventional blind CDE scheme based on
FrFT, the complexity of the proposed scheme is reduced by about 97%, with estimation
accuracy comparable to the blind CDE scheme. The remainder of the paper is structured as
follows. The principle of the proposed CDE scheme and the complexity comparison are
described in Section 2. In Section 3, simulation results are presented to prove the feasibility
of the scheme. In Section 4, we confirm the feasibility of the algorithm by performing the
experiment. The conclusions are drawn in Section 5.

2. Principle of the CDE Scheme

In conventional scanning/searching-based CDE schemes, we need a lot of samples
and a small search step in order to ensure the estimation accuracy; thus, it results in a
very high CC that seriously hinders its practical application. Especially in the FTN system,
the strong filter damage makes the CD estimation extremely difficult, and it is urgent to
study and design a low-complexity and high-robust CDE scheme. Accordingly, here, we
propose a novel two-stage CDE scheme. Figure 1 shows the structure of the data frame,
which consists of CDE TS used in the first stage and the valid transmission service signal.
The notation * means taking the complex conjugate. The TSs are pairs of “a[n]” and “b[n]”
sequences which both are CAZAC Chu [19,20] sequences with the same length. Due to
the good autocorrelation and randomness of CAZAC Chu sequences, they are chosen as
the transport matrix to estimate the channel phase response corresponding to CD. The
approximate dispersion value of the system is obtained by channel estimation. Then,
according to the range of coarse CDE at the first stage, we further modified and optimized
the blind CDE based on FrFT for fine estimation in the second stage. The steps of the CD
estimation are shown in Figure 2.
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Figure 2. Block diagram of the proposed CDE scheme consisting of two stages: (a) the first coarse
stage using TSs, and (b) the second fine stage using optimized FrFT.

From Figure 2, we can see the principle of the first-stage, where x11[n], x12[n], y21[n]
and y22[n] are the input signals that are compensated by the IQ imbalance recovery algo-
rithm corresponding to the TS a[n], −b*[−n], b[n] and a*[−n]. The channel transmission
matrix can be expanded as Equation (1), where H(f ) represents the channel response of the
transmission system, E denotes the polarization-dependent loss (PDL) matrix, HCD(f ) is the
transfer function of the dispersion information, and P(f ) denotes the polarization-mode
dispersion (PMD) matrix:

H( f ) = E·HCD( f )·P( f ) (1)

where HCD(f ) can be described as an all-pass filter in the frequency domain characterized by
Equation (2). Here, λ0 is the central wavelength of the laser source, D is the fiber dispersion
parameter, z is the total length of the transmission link, and c is the speed of light:

HCD( f ) = exp
(
−j f 2 πλ0

2Dz
c

)
(2)

In transmission systems, because there is mainly the amplitude loss from PDL, the
PDL damage represented as E can be ignored reasonably. The PMD transfer matrix P(f )
can be written as Equation (3), where ∆τ is the time delay caused by PMD, and 2θ and ϕ
are the azimuth and elevation rotation angels, respectively:

P( f ) =
(

p( f ) q( f )
−q∗( f ) p∗( f )

)
=

(
ejπ f ∆τcosθ ejϕsinθ

−e−jϕsinθ e−jπ f ∆τcosθ

)
(3)

where the relationship between p(f ) and q(f ) can be expressed as |p( f )|2 + |q( f )|2 = 1. As
such, the channel response H(f ) of the transmission system can be expressed as Equation (4):

H( f ) = HCD( f )
(

p( f ) q( f )
−q∗( f ) p∗( f )

)
(4)

The determinant of H(f ) is as follows:

det(H( f )) = exp
(

2j f 2 πλ0
2Dz
c

)(
|p( f )|2 + |q( f )|2

)
= exp

(
2j f 2 πλ0

2Dz
c

)
(5)

Equation (5) shows that the phase angle depends on CD, such that the coarse CD value
Dz can be calculated by the quadratic function simulation graph derived from data fitting,
as follows:

CDest,1 = Dz =
c

f 2πλ02 arg
√

det(H( f )) (6)
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However, the accuracy of the first-stage CDE algorithm cannot meet the requirements
of the FTN system; therefore, the second-stage fine CDE algorithm is essential. The
principle is as follows: when the linear frequency modulation (LFM) signal has the FrFT
transformation of the best order, the maximum energy convergence can be obtained [16].
A similar character can be extended to the signal with CD in the frequency domain by
following Equation (7). F(z, f ) is the signal with CD in the frequency domain [17].

F(z, f ) = F(0, f )exp
(
−j

π f 2λ0
2Dz

c

)
(7)

The optimal order popt can be inferred as follows:

popt =
2
π

arccot
(

λ0
2Dz

c(N − 1)∆t2

)
(8)

According to the time–frequency distribution of an optical signal with CD, N rep-
resents the number of samples to be calculated and ∆t represents the symbol sampling
interval. We use p, which ranges from −1 to 1, as the granularity of the search order, and
L(p) represents the convergence degree of the signal energy, as shown in Equation (9). Thus,
the value of popt can be obtained when the power of L(p) is at its maximum.

L(p) =
∫ +∞

−∞

∣∣Xp(u)
∣∣2du (9)

where Xp(u) is the FrFT of the chirped signal in the time domain with the p order. CDest,2 is
the estimated value we obtain. Finally, the fine CDE expression can be realized as follows:

CDest,2 =
c(N − 1)∆t2

λ02 tan
(

popt
π

2

)
(10)

Complexity Comparison with the Blind CD Estimation Method

We compare the CC in terms of the number of computing operations (mainly the real
multiplication and real addition) of the proposed CDE scheme with a conventional blind
CDE algorithm based on FrFT [17]. It should be pointed out that all of the complexities
are calculated for two polarizations, and the computation is based on optimum implemen-
tations. The CC is averaged over a single output sampling symbol. Thus, the CC of the
proposed scheme is summarized as follows.

For the first-stage CDE of our proposed scheme, (1) the number of the single-polarization
samples is 2L. Therefore, the FFT operation takes 4 log22L real multipliers, and 2 log22L
real adders. (2) The real multipliers and real adders required by division in the frequency
domain for channel estimation, respectively, are 22 and 18. For the second-stage CDE,
because the first-stage CDE narrows down the CDE range, the order search range is reduced
to [−k, k]. (1) The step size of the scanning order is p, and the number of samples is N,
which requires FrFT calculation. The CC of FrFT is the same as FFT with the same length.
In this stage, 4k log2 N

p real multipliers and 2k log2 N
p real adders are needed. Under the

same estimation accuracy, the conventional blind CDE algorithm based on FrFT, the order
search range is within (−1, 1) and the step of the scanning order is also p, the sample
number is N, and the search times are 2/p. The algorithm takes 4 log2 N

p real multipliers

and 2 log2 N
p real adders, respectively. In general, the value of L is small, such as 128 in a

10-Gbaud DP-16QAM system [19]. Besides this, because the first-stage CDE narrows down
the CDE range, the range of p goes down, and then K is much less than 1. Consequently,
the overall CC of the proposed algorithm could be far less than the conventional CDE
based on FrFT. The complexity comparison between the two CDE schemes is summarized
as shown in Table 1. Because the key parameters of the algorithms will be determined by
simulations, the specific complexity comparison will be given in the third section of the
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simulation verification. For more comprehensive comparison, here we can make a rough
estimation of the CC of the proposed scheme by referring to typical parameters in the
existing literature. A data-aided CDE scheme is proposed in [19], where the CDE error is
about 10% of the real CD. This shows that the first-stage CDE based on TS could narrow
down the CDE range markedly, thereby reducing the scanning times by approximately
90%. In the literature [20], 4096 samples and the step size 0.001 of the scanning order are
used to search the optimal order of the energy concentration function. It can be inferred
from the above typical parameters that the length of the TS used for coarse CDE is usually
less than 512. Thus, according to the calculation of the CC in Table 1, we can show that
when the CDE accuracy is almost the same, the CC of the proposed CDE scheme is about
3% of the traditional CDE scheme.

Table 1. Complexity comparison between the proposed and conventional CDE scheme.

Algorithm Real Multiplication Real Addition

Conventional CDE based on
FrFT

4 log2 N
p

2 log2 N
p

Proposed two-stage CDE 4 log2 2L +
4k· log2 N

p + 22 2 log2 2L +
2k· log2 N

p + 18

3. Simulation and Discussion
3.1. Simulation Environment

In order to verify the feasibility of the proposed CDE algorithm, a three-wavelength
64GBaud DP-16QAM FTN-WDM coherent optical transmission simulation platform was
built. In the transmitter-side offline DSP, 219-1 pseudorandom bit sequences (PRBS) are
mapped to 16QAM symbols. The TS is inserted as shown in Figure 1. Then, FTN filtering
shaping is completed by Root Raised Cosine (RRC) digital filter with a roll-off factor of
0.01. The transmitter uses three lasers with a channel spacing of 75 GHz as the carrier of
the IQ modulator. The central carrier wavelength is 1550 nm. The three modulated optical
carriers enter the optical fiber transmission through the wavelength division multiplexing
coupler, and the optical fiber link is composed of multiple spans using a fiber loop; each
loop includes 80 km optical fiber, a ROADM and an EDFA. At the receiver, the wavelength
division multiplexing de-multiplexer is used to filter out the target center wavelength
channel. After passing through the optical coherent receiver, the signal is processed by
offline DSP to recover the original signals. Before the CD estimation, IQ quadrature
imbalance compensation must be performed. In the system, the acceleration factor α is
defined as the ratio between the RRC 3 dB bandwidth and the signal baud rate. The fiber
CD coefficient and PMD coefficient are 16 ps/nm/km and 0.2ps/

√
km, respectively. The

optical fiber transmission distance is over 160~960 km. The launch power at the transmitter
is 0 dBm.

Figure 3 shows a simulation platform for a 64Gbaud DP-16QAM FTN-WDM system
and the proposed CD estimation scheme. The parameters of the conventional blind CDE
algorithm are the same as the proposed scheme. We use p for the step of the search order.
For each CDE, the difference between the real CD value (CDreal) and the estimated CD
value (CDest) is used to evaluate the performance. M is the total number of computations.
The mean error of the absolute CDE (MECD) is defined as

MECD =
1
M ∑M

i=1

∣∣CDest,i − CDreal,i
∣∣ (11)
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Figure 3. Simulation platform for a 64Gbaud DP-16QAM FTN-WDM system with the proposed CD 
estimation scheme. 

3.2. Analysis of the Impact of the Algorithm Key Parameter 
Obviously, the performance of the channel estimation depends on the length of the 

TS. To some extent, the longer the sequence used to fit the channel phase response, the 
better the fitting effect will be. Therefore, CDest will be more close to practical CDreal. How-
ever, excessively long training sequences lead to excessive overhead that will decrease the 
data transmission efficiency. On the contrary, when the length of TS is short, the estima-
tion will not be accurate enough. It is of great significance to find out the most suitable 
parameters of the CD estimation algorithm considering the performance and overhead 
costs. 

Theoretically, the length of a single training sequence is required when the training 
sequence is used to accurately detect CD, as follows [19]: 
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Figure 3. Simulation platform for a 64Gbaud DP-16QAM FTN-WDM system with the proposed CD
estimation scheme.

3.2. Analysis of the Impact of the Algorithm Key Parameter

Obviously, the performance of the channel estimation depends on the length of the TS.
To some extent, the longer the sequence used to fit the channel phase response, the better
the fitting effect will be. Therefore, CDest will be more close to practical CDreal. However,
excessively long training sequences lead to excessive overhead that will decrease the data
transmission efficiency. On the contrary, when the length of TS is short, the estimation will
not be accurate enough. It is of great significance to find out the most suitable parameters
of the CD estimation algorithm considering the performance and overhead costs.

Theoretically, the length of a single training sequence is required when the training
sequence is used to accurately detect CD, as follows [19]:

L = Dzλ0
2BNt/cT (12)

where B represents the signal Baud rate and Nt = 2 when the system has two polarizations,
and T is the sampling period. In these systems of around 1000-km fiber transmission, the
minimum length of TS samples is calculated as 2100. Because the overall CDE accuracy
depends on the estimation accuracy of the second-stage, it is enough for L to be a value
of 512 in order to obtain a coarse CD in the first stage. Meanwhile, the CDE range of the
second-stage can be reduced to about 1/8 of the maximum CD. This indicates that the CDE
in the second stage only needs to meet the requirement of a high accuracy within the CD
range from −2000 ps/nm to 2000 ps/nm.

Obviously, from the basic principle of the algorithm, we can find that the sample
number used in the second fine-stage CDE and the step of the search order p both influence
the final CDE accuracy. Due to the first stage of CDE, the search range of the second
fine-stage CDE is reduced to [−2000–2000] ps/nm. The range of order p varies with the
number of samples. In order to fully estimate the residual CD after the first-stage CDE
and compensation, we set the range to be slightly larger than [−2000–2000] ps/nm for the
second-stage CDE. Therefore, when the sample numbers are 4096 and 8192, we can obtain
from Equation (10) that the search ranges of the order are [−0.048–0.048] and [−0.024–0.024],
respectively.

In order to balance the estimation performance and computational complexity of the
algorithm, the granularity of the CD scanning, calculated from the sample number and the
step of the search order, is set as 100 ps/nm and 200 ps/nm, respectively. Thus, we used
4096 and 8192 samples to evaluate the performance of CDE, and the step size p of the order
search is set as 0.002 and 0.004, and 0.001 and 0.002, respectively. The CDreal is randomly
generated from 160 to 960 km, and each configuration is evaluated 100 times.

Figure 4a,b show the distribution of the mean value of the absolute CDE error using
4096 samples when the step size of the order scanning is 0.002/0.004 and the granularity
of the CD scanning is 100/200 ps/nm, respectively. It can be seen that the smaller the
CD scanning granularity, the smaller the mean value of the CD estimation error, which is
mainly concentrated in the range of less than 65 ps/nm. When the CD scanning granularity
is 200 ps/nm, the maximum CD estimation error reaches 115 ps/nm, and the estimation
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error distribution is relatively uniform. In order to achieve higher CD estimation per-
formance, we increase the number of samples to 8192 for CD estimation. The results in
Figure 5 show that the CD estimation performance using 8192 samples is slightly better
than that using 4096 samples, and the CD estimation error distributions of the two cases
are basically similar.
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In Table 2, MECD is the absolute mean error of CDE, and RCD represents the range of
the CDE error. We can see that the performance of CDE is similar when scanning the CD
with the same granularity. This also indicates that the more sampling points there are, the
higher the accuracy of the CDE. With the increase of the step of CD scanning, the effect of
CDE becomes worse. When taking the overall complexity of the algorithm proposed into
consideration, we select a granularity of CD scanning of 200 ps/nm, and p is 0.004 and
0.002. Besides this, the computational complexity of the two cases with different sample
numbers is nearly equivalent. However, in multiple simulations of various link conditions,
we found that the CD estimation performance with the sample number of 8192 is more
stable; that is, the ability to resist various system impairments (such as PMD, timing error,
phase noise, etc.) is stronger. Therefore, considering the ability and stability, the number of
sampling symbols is selected as 8192, corresponding to the p of 0.002. In addition, according
to the analysis of the algorithm complexity, with the same parameter, i.e., 8192 sampling
symbols and a 0.002 step size of order scanning, the overall CC of the proposed CDE
algorithm is reduced by about 97% compared with the conventional, completely blind CDE
scheme. In addition, as shown in Table 2, we can also compare the CC under different
parameters with different CDE performances. When the number of sampling symbols and
p are 4096 and 0.002, respectively, the overall CC of the proposed CDE algorithm is reduced
by about 95%. If p is 0.004, the overall CC of the proposed CDE algorithm is reduced by
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about 94.7%. When the number of sampling symbols and p are 8192 and 0.001, respectively,
the overall CC of the proposed CDE algorithm is reduced by about 97.5%. Therefore, the
proposed CDE algorithm benefits from the two-stage structure, which greatly reduces the
CC compared with the traditional algorithm.

Table 2. Performance of the CD estimation.

Sample p
Granularity 100 ps/nm

Sample p
Granularity 200 ps/nm

MECD RCD MECD RCD

4096 0.002 29 2~95 4096 0.004 59 1~114

8192 0.001 26 1~57 8192 0.002 54 0~109

3.3. Evaluation of the CD Estimation Performance

Firstly, in order to verify the tolerance of the ASE noise of the CDE scheme, we set
different OSNR values and test the mean error of the CDE for 16QAM, when other system
parameters are kept constant. The standard single-mode fiber (SSMF) transmission length
is 960 km here. We also set p as 0.002, 0.008, 0.01, and 0.012 in order to fully evaluate the
performance of the conventional blind CDE algorithm. The steps of CD scanning are about
200, 800, 1000 and 1200 ps/nm, respectively. Figure 6 shows the simulation results for
CD estimation performance against different levels of OSNR for 16-QAM systems using
the proposed two-stage scheme. It can be seen that a higher OSNR has a slightly positive
impact on the estimation performance.
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When the FTN acceleration factor α is greater than or equal to 0.85, the CDE perfor-
mance decreases slightly with the decrease of α, but the difference between the conventional
scheme and the proposed one is very small. Overall, the proposed CDE scheme exhibits
a CDE accuracy better than 65 ps/nm. Theoretically, for the conventional scheme, the
relationship between CDest and p is based on a set trigonometric function instead of a
linear function such as formula (10). Besides this, accumulated CD is definite, and the
principle of the algorithm makes the searchable CD a discrete value, such that there is a
theoretical CDE deviation value. It can be calculated that the CDE errors are about 40, 160,
360 and 160 ps/nm, and we can see that the simulation results are consistent with the theory.
Moreover, under the same CDE parameters, i.e., p = 0.002, the accuracy of the conventional
blind CDE algorithm based on FrFT is almost equivalent to the CDE we proposed. At this
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time, the overall CC is reduced by about 97%. With the same fixed number of samples, the
computational complexity of the blind CDE algorithm is reduced by increasing p. Even so,
the computational complexity of the proposed CDE algorithm is still reduced by at least
85%, while the proposed method has better performance than the conventional one.

In addition, in order to further explore how different transmission distances, i.e.,
different accumulated CD, affect the performance of the CDE method, the simulation for
CD estimation performance against different levels of CD is carried out in a 64Gbaud
DP-16QAM FTN-WDM system. Here, accumulated CD is the product of the transmission
distance and the CD coefficient of 16 ps/nm/km. Theoretically, the first-stage CDE only
determines the residual CD of the second-stage within a certain range that is not fixed.
Therefore, as long as the accuracy of the second-stage estimation is high enough, the CDE
error of our scheme should be random and relatively small, and the error should basically
remain at the same level under different transmission distances. The simulation result
proves the above analysis. It can be seen from Figure 7 that the performance of the CDE
algorithm is very robust even when the acceleration factor is 0.85. The MECD is about
55 ps/nm. However, for the conventional blind CDE, the accumulated CD of transmission
in one circle is 1280 ps/nm, which is not integer times of the CD search granularity, such
that the estimated error varies periodically under such a 200 ps/nm CD search granularity.
This is because with the fixed CD searching granularity, the CD estimation performance is
very stable even when the acceleration factor is as low as 0.85. If the CD search granularity
becomes very small, the differences among different α will become apparent with larger
CC. On the contrary, benefitting from the two-stage structure of the proposed algorithm,
the proposed algorithm exhibits more stable and accurate CD estimation performance.
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As we all know, differential group delay (DGD) is one of the important link impair-
ments affecting signal quality, especially in a high-order QAM system. Here, we also
simulate the average error of CDE under different DGD in to explore the effect of DGD on
the performance of the CDE method. The residual CD and DGD can be compensated using
an adaptive equalization algorithm based on a multi-tap finite impulse response (FIR) filter.
The results show that the performance of the proposed CDE algorithm decreases with the
increase of DGD regardless of the transmission distance in Figure 8. When the DGD is
small, the CD estimation performance is mainly determined by the algorithm parameters,
and the influence of the acceleration factor α is very small, such that the performance of
the CDE is basically the same. However, as the transmission distance increases, the DGD
increases, and the ASE noise on the link becomes more and more serious; thereby, the CD
estimation is worse for long-distance transmission than for short transmissions. Besides,
in the case of large DGD, due to the small acceleration factor, the ISI of the FTN signal is
severe, and the CD estimation performance is relatively degraded. Taking the 130 pm/nm
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residual CD that the FIR equalizer can tolerate as the threshold, the minimum tolerable
DGD of the proposed algorithm is about 27 ps.
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4. Experimental Setup and Performance Analysis

In order to further verify the practical performance of the proposed CDE algorithm,
multi-span fiber transmission experiments were carried out. Figure 9 shows the exper-
imental setup of 60-GBaud DP-QPSK and DP-16QAM coherent optical systems. In the
transmitter-side offline DSP, firstly, 219-1 pseudorandom bit sequences (PRBS) were gen-
erated and then mapped into Gray-mapped DP-QPSK/16QAM symbols. The TS was
inserted at the transmitter side, as shown in Figure 1. Note that the FEC encoding was not
employed in the experiment, and FTN pulse shaping was realized in the digital domain
by FIR filters here. Then, the discrete signals after FTN filtering were sent into four syn-
chronized channels of an arbitrary waveform generator (AWG, Agilent 8194A) working at
120 GSa/s with a ~36-GHz 3-dB analog bandwidth. Double oversampling was performed
to generate 60Gbaud electrical signals, and tunable external cavity lasers (ECL) with a
~50 kHz measured linewidth were used as the carrier laser. The AWG output differential
electrical signals drove a DP I/Q modulator. Then, the modulated carrier was launched into
a re-circulating transmission fiber loop, which consisted of a timing controller, an optical
coupler, an acousto-optic modulator (AOM)-based optical switch, a fiber span of 80 km
SSMF with an attenuation of 0.17 dB/km and CD of 16 ps/nm/km, and an EDFA. Here no
inline or pre/post-optical CD compensation were used in the experiment. Note that due to
experimental equipment limitation, the shortest distance supported by the fiber loop was
80 × 2 km. After each fiber loop transmission, FTN DP-QPSK/16QAM signals were send
to a programmable optical band pass filter (OBPF) with 0.5 nm 3-dB bandwidth and 1 GHz
resolution. At the receiver side, another ECL with ~50-kHz linewidth was used as the
LO in order to realize coherent detection. The FTN DP-QPSK/16QAM optical signal was
sampled using an 80-GSa/s real-time sampling oscilloscope after photoelectric conversion
for offline processing. The offline DSP flow is also shown in Figure 9. Firstly, it lowered the
sample to two samples per symbol and compensated for IQ imbalance. Then, the proposed
and referenced CDE algorithms were implemented before CD compensation. Next, after
timing recovery, a radius-directed equalization (RDE) algorithm was employed for the
purpose of ISI pre-equalization and polarization de-multiplexing. The frequency offset
estimation and carrier phase estimation were subsequently carried out before performing
the ISI mitigation based on the post-filter + MLSE scheme. Finally, more than 106 symbols
were used for BER counting.

41



Photonics 2022, 9, 657

Photonics 2022, 9, x FOR PEER REVIEW 41 of 43 
 

 

bandwidth and 1 GHz resolution. At the receiver side, another ECL with ~50-kHz lin-
ewidth was used as the LO in order to realize coherent detection. The FTN DP-
QPSK/16QAM optical signal was sampled using an 80-GSa/s real-time sampling oscillo-
scope after photoelectric conversion for offline processing. The offline DSP flow is also 
shown in Figure 9. Firstly, it lowered the sample to two samples per symbol and compen-
sated for IQ imbalance. Then, the proposed and referenced CDE algorithms were imple-
mented before CD compensation. Next, after timing recovery, a radius-directed equaliza-
tion (RDE) algorithm was employed for the purpose of ISI pre-equalization and polariza-
tion de-multiplexing. The frequency offset estimation and carrier phase estimation were 
subsequently carried out before performing the ISI mitigation based on the post-filter + 
MLSE scheme. Finally, more than 106 symbols were used for BER counting. 

Tx Offline DSP Transmitter Transmission link

PRBS

Symbol Mapping

Upsampling

FTN Shaping

Receiver

I/Q 
Modulator

Coupler

Laser OBPF

Pol-div Coherent 
Receiver LO 

Lecroy MCM-Zi-A
Real-time 

Oscilloscope

I/Q imbalance recovery
CD estimation

CD Compensation
Time recovery

Polarization demultiplexing
Frequency-offset estimation

Carrier-phase estimation
ISI equalization
BER Counting

Rx Offline DSP

K
ey

sig
ht

  8
19

4A
A

W
G

AOM1

AOM2

EDFA
SSMF

80km/spanSSMF

OBPF

Timing 
controller

Rx 
Offline 

DSP

TS Inserting

 
Figure 9. Experimental setup for 60-GBaud FTN DP-QPSK/16QAM coherent transmission systems. 

Figure 10 shows the total accumulated CD versus the estimated CD under different 
FTN acceleration factors α, in the case of an 160–720 km SSMF optical fiber transmission 
distance. It was observed that both the proposed CDE and conventional blind scheme 
exhibit substantially equivalent performance. However, because the FTN coherent optical 
system was extremely sensitive to residual CD, the large CD estimation error will cause 
the subsequent DSP algorithm to fail to work. Therefore, it was necessary to further quan-
titatively analyze the error of CD estimation. 

(b) 16QAM(a) QPSKAccumulated:7646

2000 4000 6000 8000 10000 12000

2000

4000

6000

8000

10000

12000
 conventional scheme, α=0.95/0.9/0.85
 CD Reference Value
 proposed scheme, α=0.95
 proposed scheme, α=0.9
 proposed scheme, α=0.85

C
D

 es
tim

at
io

n 
va

lu
e(

ps
/n

m
)

Accumulated CD(ps/nm)
2000 4000 6000 8000 10000 12000

2000

4000

6000

8000

10000

12000

Accumulated CD(ps/nm)

C
D

 es
tim

at
io

n 
va

lu
e(

ps
/n

m
)

 conventional scheme, α=0.95/0.9/0.85
 CD Reference Value
 proposed scheme, α=0.95
 proposed scheme, α=0.9
 proposed scheme, α=0.85

Accumulated:7646

 
Figure 10. Accumulated CD vs. the CD estimated in (a) DP-QPSK and (b) DP-16QAM systems. 

Figure 11a,b show the mean value of the absolute CDE error in a 60Gbaud DP-QPSK 
and DP-16QAM experimental system with various link lengths. Although the CDE accu-
racy fluctuates, it is in the overall range of 40–70 ps/nm. The CDE performance of the 
16QAM system was slightly lower than that of the QPSK system, but the difference was 
small, and the performance has no obvious correlation when α is greater than or equal to 
0.85. Compared with the traditional blind CDE algorithm, the CD estimation performance 
of the proposed algorithm was more stable in both QPSK and 16QAM systems. In addi-
tion, as is consistent with the simulation, the CDE error of the blind CDE algorithm varied 

Figure 9. Experimental setup for 60-GBaud FTN DP-QPSK/16QAM coherent transmission systems.

Figure 10 shows the total accumulated CD versus the estimated CD under different
FTN acceleration factors α, in the case of an 160–720 km SSMF optical fiber transmission
distance. It was observed that both the proposed CDE and conventional blind scheme
exhibit substantially equivalent performance. However, because the FTN coherent optical
system was extremely sensitive to residual CD, the large CD estimation error will cause
the subsequent DSP algorithm to fail to work. Therefore, it was necessary to further
quantitatively analyze the error of CD estimation.
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Figure 11a,b show the mean value of the absolute CDE error in a 60Gbaud DP-QPSK
and DP-16QAM experimental system with various link lengths. Although the CDE accuracy
fluctuates, it is in the overall range of 40–70 ps/nm. The CDE performance of the 16QAM
system was slightly lower than that of the QPSK system, but the difference was small,
and the performance has no obvious correlation when α is greater than or equal to 0.85.
Compared with the traditional blind CDE algorithm, the CD estimation performance of
the proposed algorithm was more stable in both QPSK and 16QAM systems. In addition,
as is consistent with the simulation, the CDE error of the blind CDE algorithm varied
periodically with the CDreal value. Therefore, our proposed CDE algorithm has better
estimation accuracy and more robust working stability under different modulation formats
with different transmission distances and acceleration factors.
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experiments for transmission over various distances, and the worst CD estimation errors
were 60 ps/nm and 70 ps/nm for QPSK and the 16QAM system, further proving that
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Abstract: Optical performance monitoring (OPM), particularly the optical power and optical signal-
to-noise ratio (OSNR) of each wavelength channel, are of great importance and significance and need
to be implemented to ensure stable and efficient operation/maintenance of wavelength division
multiplexing (WDM) networks. However, the critical monitoring module of existing solutions
generally are too expensive, operationally inconvenient and/or functionally limited to apply over
WDM systems with numerous nodes. In this paper, a low-cost and high-efficiency OPM scheme
based on differential phase shift keying (DPSK)-modulated digital optical labels is proposed and
demonstrated. Each pilot tone is modulated by digital surveillance information and treated as an
identity indicator and performance predictor that ties up to each wavelength channel and thereby
can monitor the performance of all wavelength channels simultaneously by only one low-bandwidth
photoelectric detector (PD) and by designed digital signal processing (DSP) algorithms. Simulation
results showed that the maximum errors of channel power monitoring and OSNR estimation were
both less than 1 dB after 20-span WDM transmission. In addition, offline experiments were also
carried out and further verified the feasibility of our OPM scheme. This confirms that the optical
label based OPM has lower cost and higher efficiency and thereby is of great potential for mass
deployment in practical WDM systems.

Keywords: optical performance monitoring; wavelength division multiplexing; channel optical
power; optical signal-to-noise ratio; optical labels

1. Introduction

With the exponential growth of data traffic due to emerging bandwidth-intensive
services and internet applications such as HD video streaming, cloud computing, automatic
driving, 5G and other emerging applications, the optical fiber communication capacity
is gradually approaching the Shannon limit [1]. Optical transport endowed with higher
bit rates and better network resource utilization is an inevitable step to comply with the
demand of ever-increasing capacity. Accordingly, large-capacity and long-haul WDM
systems equipped with reconfigurable optical add-drop multiplexers (ROADMs) based on
wavelength selective switches (WSSs) have been widely deployed in metro and backbone
optical networks. The application of ROADMs could improve the flexibility and efficiency
of the WDM system significantly, but the optical network would become larger and larger in
scale, more and more complex in topology and dynamic in connection at the same time [2].
Therefore, to ensure its working stability and operation efficiency, low-cost and highly
reliable multi-channel OPM technology is indispensable, and therefore, it is attracting a
lot of attention. Especially the optical power and OSNR of each WDM channel, as key
channel performance indicators, are the most important and meaningful parameters that
need to be accurately monitored/estimated [3,4]. In addition, wavelength connection
monitoring enables network operators to quickly discover incorrect connections caused by
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manual and/or software configuration errors, avoiding manual searching and recognizing,
which is often time-consuming and labored. In addition, if the OPM can monitor the
node location (hereinafter called “node ID”) where the service signal is initially added
and obtain specific surveillance information (such as symbol rate, modulation format,
route configuration, etc., hereinafter called “wavelength ID”), it will be beneficial to the
efficient management and optimization of WDM optical networks. However, the majority
of critical monitoring modules of existing solutions, such as the conventional method
using optical spectral analysis by spectrometer or optical filter, are generally too expensive,
operationally inconvenient, have poor timeliness, and their functionally is limited to applied
in performance monitoring of all channels over a WDM system with numerous nodes [5].

The existing mainstream monitoring schemes mainly take advantage of direct-or
coherent detection of high-speed service signal and use DSP algorithms to monitor the per-
formance of WDM channels. The monitoring technology based on direct detection without
optical filters usually works at the receiver end, which divides a small part (less than 5%)
of the service’s optical signal for direct detection, and it analyzes the characteristics of
the received signal by DSP algorithms to obtain the channel performance in a low-cost
way [6,7]. However, most of the existing monitoring schemes based on direct detection
inherently lose more information about the channel characteristics, and the accuracy of
the monitoring is greatly reduced while the correctness of the wavelength connection also
cannot be realized. On the other hand, optical filter-based monitoring technology can
coherently acquire spectral information in the channel or a wavelength range through a
tunable filter or diffraction grating spectrometer. In addition, due to the natural wavelength
selectivity of coherent detection, the analysis of spectral information, optical power, mod-
ulation format, OSNR and other monitoring information has high recognition resolution
and monitoring dynamic range [8]. However, it requires expensive narrow linewidth
tunable lasers, and thereby it is difficult to apply in WDM networks due to its high cost,
complex structure and one-by-one channel monitoring restrictions. Moreover, most of
the existing monitoring solutions based on machine learning (ML) need to preprocess
the high-speed sampling sequence with the help of DSP at the receiving end and then
perform data analysis, processing and feature extraction [9,10]. The ML methods are not
only difficult to effectively monitor the correctness of wavelength connections but also have
higher implementation complexity than conventional DSP methods and require a large
amount of data set training, parameter tuning and model generalization in advance [11].
Consequently, for a WDM network with large scale, complex structure and continuous
network topology expansion, the OPM technology still presents a prominent contradiction
between monitoring capability and implementation cost.

To solve these problems, OPM schemes based on optical labels have been proposed
and investigated [12–20]. The typical monitoring technology based on optical label mainly
adopts a pilot tone modulation to generate a low-speed label signal corresponding to the
target channel, where the pilot-tone-carried label signal is loaded on the service optical
signal as optical labels. At monitoring nodes, a low bandwidth direct-detection photode-
tector (PD) followed by the analog-to-digital converter (ADC) acquires the label signal
of all wavelength channels simultaneously. The bandwidth of PD is usually at hundred-
MHz order while the sampling rate of ADC is about hundred-MSa/s that is enough to
demodulate the labels with relatively low cost. Theoretically, the optical labels are tied
up to their corresponding optical channels anywhere in the network, and the node ID as
well as wavelength ID can be flexibly loaded as optical labels; it can not only monitor the
wavelength channel performance but also can reliably deliver any interested surveillance
information of each channel to further sense the working state and optimize resource
utilization of WDM networks.

However, when oriented to practical applications, there are still many problems in the
existing solutions. On the one hand, the OPM techniques based on only pure pilot tones
in [14–16] have a trade-off problem of two negative effects of stimulated Raman scattering
(SRS) and chromatic dispersion. When the low frequency pilot tone is used, it will have
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severe SRS effects that need to be combated by dividing the whole wavelength channels into
several sub-channels with the assistance of expensive optical filter. In contrast, when high-
frequency pilot tones are used, the large CD caused by long-distance fiber transmission will
cause severe power fading of the pilot tones, thereby significantly degrading the monitoring
performance. On the other hand, the optical labelling scheme based on subcarrier index
modulation (SIM) reported in [17–20] has the advantage of efficient demodulation of optical
labelling signals. Nevertheless, since it adopts the SIM scheme for optical labels, not only
the modulation and demodulation require large-size (16,384 points in [18]) inverse fast
Fourier transform (IFFT) and fast Fourier transform (FFT), respectively, which results in
very high circuit realization complexity, but also it is difficult to monitor channel optical
power due to the SRS effect, and likewise, it is hard to flexibly adjust the transmission rate
of label signals. In our previous work, we used pilot tones of a few MHz and demonstrated
a scheme that could suppress the SRS effect on optical power monitoring based on our
proposed SRS mitigation algorithm [21]. However, a scheme using such low frequency
(several MHz) pilot tone has a serious SRS effect, and the monitoring performance is still
difficult to guarantee even using the SRS mitigation algorithms [22,23].

In this paper, we present our recent research activities and progress on optical-label
enabled OPM, and a low cost and high efficiency multi-channel optical power monitoring
and OSNR estimation scheme based on differential phase shift keying (DPSK) digital
optical labels is proposed and demonstrated. The proposed scheme innovatively adopts
the service transmitter to flexibly load the time-domain digital label signal modulated
on unique pilot tone that arranged for the corresponding wavelength channel, without
additional digital to analog converter (DAC) or customized optical modulator, and without
complex IFFT operation. The pilot tones have a frequency of tens of MHz that is modulated
by low-speed (~K Baud) digital label information, i.e., the node ID, wavelength ID and
so no. The channel optical power is monitored using the method of spectral integration,
and the OSNR is estimated by calculating the amplified spontaneous emission (ASE) noise
accumulation that contributed by all amplifiers. To verify the proposed scheme, we have
performed simulations on WDM systems within 20 spans of fiber transmission, and the
results show that the maximum error of power monitoring is less than 0.9 dB while the
error of OSNR estimation is also less than 1 dB. Therefore, compared with the conventional
optical filter-based OPM technology, the implementation of the proposed scheme is of
lower cost and higher efficiency, which has great potential for large-scale deployment in
practical WDM networks.

2. Principle of the Optical-Label Enabled OPM Scheme

The optical label is known as a top modulation or a small amount of amplitude
modulation, also called low-frequency perturbation or pilot tones in some studies. The
schematic diagram of the scheme is shown in Figure 1. After the digital surveillance
information of node ID and wavelength ID of each wavelength channel is mapped by
DPSK coding, it is modulated (~K Baud rate) to the pilot tone with a specific frequency
to be the final optical label. It is noteworthy that the pilot tone frequency is larger than
40 MHz to avoid the impact of SRS crosstalk [24]. Thus, the power monitoring error caused
by the SRS, resulting in the non-correspondence between the label power and the channel
power, can be reasonably ignored.
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Figure 1. Schematic diagram of the optical-label enabled OPM scheme. (OTU: optical transponder 
unit, OPA: optical pre-amplifier, OBA: optical boost amplifier, OLA: optical line amplifier, MZM: 
Mach-Zehnder modulator, PBC: polarization beam combiner, PT: pilot tone, OSC: optical supervis-
ing channel). 
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At the transmitter side in Figure 1, wavelength channel 1 is taken as an example to 
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module, the label data are first mapped into BPSK symbols and then modulated onto pilot 
tones with a specific frequency to generate label signals. The label signals are subsequently 
loaded into the high-speed service signal in the electrical domain and thus generate a la-
beled service signal. It is then converted to analog signal by the DAC and drives the optical 
I/Q modulator to generate a labeled optical signal. Here, the DAC is the one used by the 
high-speed service itself, not an additional one. When arriving at optical pre-amplifier 
(OPA) or optical boost amplifier (OBA) in a service node, or optical line amplifier (OLA) 
in relay node, the received signal is divided into two parts. Thus, 99% power of the signal 
is used for the coherent detection of service optical signal, and 1% power of signal is used 
for performance monitoring and optical label demodulation. The 1% power of signal is 
sent into a PD to achieve optical-to-electrical conversion. The electrical signal is then con-
verted to a digital signal by an analog-digital converter (ADC). Then, after monitoring the 
optical power and OSNR estimation, the node ID and wavelength ID are recovered. Fi-
nally, the monitoring results of channel optical power, OSNR and node/wavelength ID 
are transmitted to the control plane through optical supervising channel (OSC), and the 
control plane thus could not only check the route, symbol rate, modulation format and so 
on of each wavelength channel, but also analyze the performance of the whole WDM op-
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In a typical WDM system, one fiber carries the high-speed service signals of 80 wave-
length channels, so different frequency PT with digital labels are modulated on corre-
sponding wavelength channels where the same label signals are modulated on two polar-
izations to improve the received signal-to-noise ratio (SNR) of optical labels. For instance, 
the labels with PT frequency of f1 are assigned to the service optical signal on wavelength 
channel 1 of λ1, and the rest can be done in the same manner so that the digital band-pass 
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Figure 1. Schematic diagram of the optical-label enabled OPM scheme. (OTU: optical transpon-
der unit, OPA: optical pre-amplifier, OBA: optical boost amplifier, OLA: optical line amplifier,
MZM: Mach-Zehnder modulator, PBC: polarization beam combiner, PT: pilot tone, OSC: optical
supervising channel).

2.1. Optical Labels Loading and Detection

At the transmitter side in Figure 1, wavelength channel 1 is taken as an example to
introduce the process of label generation and modulation. In the transmitter-side DSP
module, the label data are first mapped into BPSK symbols and then modulated onto pilot
tones with a specific frequency to generate label signals. The label signals are subsequently
loaded into the high-speed service signal in the electrical domain and thus generate a
labeled service signal. It is then converted to analog signal by the DAC and drives the
optical I/Q modulator to generate a labeled optical signal. Here, the DAC is the one used by
the high-speed service itself, not an additional one. When arriving at optical pre-amplifier
(OPA) or optical boost amplifier (OBA) in a service node, or optical line amplifier (OLA) in
relay node, the received signal is divided into two parts. Thus, 99% power of the signal is
used for the coherent detection of service optical signal, and 1% power of signal is used
for performance monitoring and optical label demodulation. The 1% power of signal
is sent into a PD to achieve optical-to-electrical conversion. The electrical signal is then
converted to a digital signal by an analog-digital converter (ADC). Then, after monitoring
the optical power and OSNR estimation, the node ID and wavelength ID are recovered.
Finally, the monitoring results of channel optical power, OSNR and node/wavelength ID
are transmitted to the control plane through optical supervising channel (OSC), and the
control plane thus could not only check the route, symbol rate, modulation format and
so on of each wavelength channel, but also analyze the performance of the whole WDM
optical network comprehensively.

In a typical WDM system, one fiber carries the high-speed service signals of 80 wave-
length channels, so different frequency PT with digital labels are modulated on correspond-
ing wavelength channels where the same label signals are modulated on two polarizations
to improve the received signal-to-noise ratio (SNR) of optical labels. For instance, the labels
with PT frequency of f 1 are assigned to the service optical signal on wavelength channel 1
of λ1, and the rest can be done in the same manner so that the digital band-pass filter in the
OPM module could extract corresponding digital labels on the PT with different frequen-
cies. The optical field of the dual polarization optical signals with amplitude-modulated
optical labels can be expressed as follows:

Ein,x,i = Ax,i(t)· exp{j(2π fo,it + θx,i(t))}·
√
[1 + m· cos(2π fit)·Di(t)] (1)
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Ein,y,i = Ay,i(t)· exp
{

j
(
2π fo,it + θy,i(t)

)}
·
√
[1 + m· cos(2π fit)·Di(t)] (2)

where Ein, x
y ,i represents the electric field of x/y polarization on the i-th channel, x and y rep-

resent two polarizations, n represents the serial number of the wavelength channel where it
is located. Ax,i(t)· exp{j(2π fo,it + θx,i(t))} represents the service date signal, where Ax,i(t)
is the amplitude, fo,i is the center wavelength of i-th channel, θx,i(t) is the phase of service
signals. cos(2π fit)·Di(t) is the optical label, where m represents the modulation depth
of optical labels and fi is the frequency of the corresponding pilot tone. It is noteworthy
that the square root form of the optical label modulation on the service signal is used to
facilitate analysis of label reception during square-law detection using the PD module.
When it comes to the detection of optical labels in an OPM module, 1% of the optical power
component is isolated and inputted into the OPM module. Direct-detection low bandwidth
PD and low sample-rate ADC are used to realize the photoelectric conversion and digital
sampling of the optical labels of all wavelength channels simultaneously. The PD detection
can be expressed with the following equations.

I =
n

∑
i=1

[
|Ein,x,i|2 +

∣∣Ein,y,i
∣∣2
]
=

n

∑
i=1

{[
Ax,i

2(t) + Ay,i
2(t)

]
·[1 + m· cos(2π fit)·Di(t)]

}
(3)

where I represents the signal after PD square-law detection. The signal contains all the
optical labels of each channel. n represents the number of PT. Here, the spectrum of optical
labels is obtained and analyzed by the FFT algorithm, which is an important step for optical
labels-based power monitoring. Afterward, since the digital labels are loaded by different
frequency PT on different wavelength channels, digital band-pass digital filters are used
here to separate the labels on different channels. Finally, differential demodulation methods
are used to realize demodulation of the DPSK-based optical labels and recover the ID
information. The filtered optical labels (digital labels on PT) of the i-th channel can be
expressed as

Ii = [Ax,i
2(t) + Ay,i

2(t)]·m cos(2π fit)·Di(t) = Ai(t)·m cos(2π fit)·Di(t) (4)

where Ai(t) equals [Ax,i
2(t) + Ay,i

2(t)], representing the optical label amplitude of the i-th
channel after PD reception.

2.2. Channel Optical Power Monitoring

It is obvious that there is a linear proportional relationship between the channel’s
optical power of the service signal and the detected power of the optical labels. In addition,
the integral value of the received spectrum of optical labels for a wavelength channel
could represent the detected power of optical labels on the channel based on pre-tested
conversion coefficients. These relationships can be expressed using Equation (5).

Pch,i =
PLabel,i

m·α · f (VPD) (5)

where Pch,i and PLabel,i represent the actual optical power of the i-th channel and the
corresponding monitored optical label power respectively. m represents the modulation
depth of the optical label. f (VPD) represents the calibration coefficient of the PD module,
and it depends on the photoelectric conversion characteristics of the PD itself and the
feature of the optical labels. α represents the splitting ratio of the optical coupler (OC).
Typically, a 1:99 (α = 1%) OC is used in our scheme to divide the labeled optical signal into
OPM module.

After photoelectric conversion and digital sampling by a PD and ADC, a DSP unit is
used to calculate the channel optical power. Firstly, FFT is used to obtain the spectrum of op-
tical label, and the reception spectrum of an 80-channel WDM using 0.1 MSa/s digital labels
is shown in Figure 2. It is shown that the PT frequency range of 40–55.8 MHz with 0.2 MHz

49



Photonics 2022, 9, 647

grid between neighbor channels is adopted. Then, spectrum integration of each optical
label spectrum from the beginning PT frequency to the ending PT frequency is carried out,
respectively. For example, the channel-1 power is equal to the spectrum integration value
from [39.9–40.1] MHz range. Next, a proportional coefficient of photoelectric conversion
of PD is used to calculate the final channel optical power of the service signal. Finally, the
monitoring results of all network monitoring nodes are transmitted to the control plane
through optical supervising channel (OSC), and the control plane analyzes the performance
of the whole optical network and optimizes resource utilization comprehensively.
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2.3. OSNR Estimation

The scheme diagram of OSNR estimation is also shown in OPM Module in Figure 1.
In a multi-span WDM transmission system, OSNR will gradually deteriorate due to the
accumulation of ASE noise generated by the EDFA. Therefore, the OSNR could be estimated
by calculating the ASE noise accumulation. In a practical, optical transmission system,
the actual gain of the amplifier may be different from the configured gain, so we can
calculate the actual current working gain of each optical amplifier with the help of the
optical power monitored by the optical labels. At the same time, because the noise figure
of optical amplifier changes with different wavelengths, here we can obtain the value of
the noise figure (NF) pattern by measuring it in advance. Finally, according to the EDFA
amplification of each wavelength channel, the overall amplification case of each wavelength
can be obtained. Thus, based on the EDFA amplification and ASE noise accumulation of
each wavelength channel, the OSNR can be estimated by the 58-Formula.

The detailed principle of OSNR estimation is as follows. For each optical amplifier in
the network, its ASE noise could be expressed as [25]:

ASE(dBm) = 10· log[(hν)(Bo)]+ NF(dB)+G(dB) = −58(dBm)+ NF(dB)+G(dB) (6)

where hν represents the energy of a single photon, Bo represents the reference bandwidth
of OSNR which is 12.5 GHz. The NF represents the noise figure of optical amplifier. G
represents the actual gain of optical amplifier which is calculated using the results of optical
power monitoring. When the service signal is transmitted through a series of amplifiers,
the ASE noise will be added linearly. At this time, on the service transmission link, the ASE
noise accumulation by the i-th amplifier in j-th channel can be expressed as:

ASEsum_n,j(dBm) = 10· log
n

∑
i=1

10
−58(dBm)+NFn,i(dB)+Poutn,i

(dBm)−Pinn,i
(dBm)

10 (7)
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where the Poutn,i a and Pinn,i represent the output-power and input-power of n-th amplifier
in i-th channel, respectively. Finally, the OSNR of each channel can be estimated by
Equation (8).

OSNRn,i(dB) = Poutn,i (dBm)− ASEsum_n,i(dBm) (8)

2.4. CAPEX Analysis

Capital expenditure (CAPEX) is an important issue in optical network monitoring.
How to monitor optical network with low cost and high efficiency has become the goal
pursued by mainstream manufacturers and operators. We conduct a detailed cost analysis
of the proposed scheme and two typical existing schemes. We compare the CAPEX of OPM
schemes based on optical filter (OF) (hereinafter referred to as scheme A) [15], SIM labels
(scheme B) [19] and the proposed method (scheme C). We learn the market price from a
number of related device/module manufacturers and customers, and the comparison of
CAPEX is mainly based on the market price of all devices/modules used in different OPM
schemes. It should be noted that because the labeling rate is low, the loading process is
simple, and the hardware resources required by the DSP unit are relatively small, so their
cost can be reasonably ignored. Here, the cost of OPM over an 80-channels WDM system is
taken as an example to compare the CAPEX. The reference cost units of different devices
used in the three schemes are shown in Table 1.

Table 1. The cost of different modules used in the three OPM schemes.

Scheme A Scheme B Proposed C

Modules Cost Units Modules Cost Units Modules Cost Units

VOA 400 (×80) VOA 400 (×80) / /

OF 9000 / / / /

PD 1100 PD 1100 PD 1100

ADC 500 ADC 500 ADC 500

Total 42,600 Total 33,600 Total 1600

Obviously, the proposed OPM scheme adopts only the service transmitter to flexibly
load the time-domain digital label signals and uses a PD to detect the optical labels of
all channels simultaneously. It is shown in Figure 3 that, compared with scheme A, the
proposed scheme greatly reduces the CAPEX by 96% because the variable optical attenuator
(VOA) and OF are completely removed. Compared with scheme B, the complex IFFT
operation and VOAs are both removed in the proposed scheme, and thereby, the CAPEX is
further reduced by 75%. Therefore, it could be concluded that the proposed scheme has
the advantages of very low cost and high efficiency, and therefore, it has great potential in
WDM network monitoring.
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3. Simulation and Discussion

With the help of VPI TransmissionMaker 9.0 created by VPIphotonics (Berlin, Ger-
many) and MATLAB R2020a created by MathWorks (Natick, MA, USA), we have con-
structed a simulation platform of WDM transmission with OPM module based on DPSK-
modulated digital optical labels to investigate the performance of the proposed scheme for
channel power monitoring and OSNR estimation. Here we simulate 8, 32 and 64 channels
within 20 spans WDM transmission systems. The 2 Mbps rate digital labels modulated
by different PTs with 4 MHz grid are arranged to 16 G Baud polarization multiplexing
(PM) QPSK and PM-16QAM transmission systems. The center wavelength of service signal
is form 193.1–196.25 THz with 50 GHz interval. A photodetector with 300 MHz −3 dB
bandwidth and ADC with 600 MSa/s sample rate and 10-bit resolution are used to detect
the optical labels in a WDM system. Table 2 shows important simulation parameters. Here
we firstly investigate the performance when using different label modulate depth of 0.05,
0.10 and 0.15. The result of optical label demodulation, such as signal noise ratio (SNR) and
label power (result of spectrum integral) in QPSK and 16QAM systems, is shown in Table 3.

Table 2. Simulation parameters.

Service Modulation Format PM-QPSK/16QAM Modulation Depth 5%/10%/15%

Service Baud Rate 16 G Baud EDFA Noise Figure 5 dB

Launch Power 0 dBm Length of Each Span 100 km

Digital Label Format DPSK PMD Coefficient 0.1 ps/(km)1/2

Digital Label Rate 2 Mbps PD Bandwidth 300 MHz

Bit Number of Digital Labels 32 bit ADC Sample Rate 600 MSa/s

Carrier Wavelength 193.1–196.25 THz ADC Resolution 10 bit

Channel Spacing 50 GHz Fiber Attenuation 0.2 dB/km

Table 3. SNR and power of optical labels in with different modulate depth.

Service
Signal Format Modulation Depth SNR of Optical

Label (dB) Label Power (mW)

QPSK

5% 10.59 0.96

10% 13.71 1.99

15% 15.10 2.98

16QAM
5% 6.95 0.91

10% 10.29 1.88

According to Table 3, we find that the optical label performance in QPSK system is
better than that in 16QAM system, and the optical label power basically exhibits a linear
relationship as the modulation depth increases. Optical label power and modulation depth
m are basically linear, and the label information could be recovered accurately. In addition,
the SNR of optical label under different m is sufficient for error-free demodulation.

3.1. Performence of Channel Optical Power Monitoring

In order to alleviate the influence of the photoelectric conversion characteristics of dif-
ferent PDs and different modulation depths on the accuracy of channel optical power mon-
itoring, we first simulated the curve relationship of the calibration coefficient with the mod-
ulation depth in the QPSK/16QAM system. The modulation depth of the QPSK/16QAM
system is increased from 2% to 15%. Then, the relationship between the calibration coeffi-
cient and the modulation depth is shown in Figure 4.
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Figure 3 shows that as the modulation depth increases, the calibration coefficient of
the QPSK system is relatively constant with little fluctuation, but it increases first and
then gradually becomes constant as the modulation depth increases in the 16QAM system.
The main reasons are as follows: For the constant-module QPSK signals, the beat noise
generated by PD detection is relatively small, which means that even at a low modulation
depth, the noise only accounts for a small part of the entire optical label power and causes
little effect on the optical label power. As the modulation depth increases, the optical label
power also increases almost linearly. Therefore, the change of modulation depth hardly
brings about the change of calibration coefficient.

However, for the 16QAM system with non-constant modulus, larger beat noise will
be generated after PD detection. This noise accounts for a ratio of the entire optical label
power at low modulation depths, even exceeding that of the digital label signal modulated
by the pilot tone. This results in the optical label power being greater than the expected
power at the corresponding modulation depth. In the case of monitoring the optical power
of the same channel, the calibration factor is small compared with QPSK systems. The PD
beat noise is almost constant or slightly increases with increasing modulation depth, but
the power value of the pilot-modulated useful digital label increases linearly, resulting in
a reduced effect of PD beat noise accompanied by an increase in calibration coefficients.
This process gradually flattens out as the power of the digital label signal increases. When
the modulation depth is increased to 15%, the effect of the beat noise is small, reaching
a situation similar to that of the QPSK system, so the calibration coefficients of the two
systems are almost the same at this time.

The maximum absolute errors of optical power monitoring at different modulation
depths on 16QAM and QPSK systems after 20 spans fiber transmission are shown in
Figure 5. It shows that the scheme of optical power monitoring using spectrum integration
is feasible, and the maximum channel power monitoring error is less than 0.6 dB. The QPSK
and the 16QAM systems exhibit same performance, and the maximum monitoring error is
similar at different label modulation depths. Therefore, the monitoring accuracy of two
systems can be considered to be roughly the same.
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Figure 5. The optical power monitoring results of (a) 8-channel QPSK, (b) 8-channel 16QAM system. 

In addition, taking a QPSK system as an example, the impact of channel number on 
the accuracy of channel power monitoring is also investigated. Here, the optical label 
modulation depth is fixed to 0.10, while the number of monitoring channels is set from 5 
to 64. The monitoring error of channel optical power of different wavelength channel 
numbers after 20-span transmission is shown in Figure 6. 
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It can be seen form Figure 6 that when the number of channels is increased from 5 to 
64, the monitoring error also increases gradually. The main reason is that as the number 
of wavelength channels increases, the launch power increases accordingly, and the fiber 
Kerr nonlinear effect increases, which deteriorates the signal quality of the optical label. 
In addition, as the number of wavelength channels increases, the spectrum range in-
creases; thus, the inter-channel crosstalk caused by the SRS effect is more serious, and 
consequently, it will also lead to deterioration of accuracy of optical power monitoring. 
Moreover, we can see that the monitoring errors fluctuate in a relatively small range. This 
is because in each simulation with different channel numbers, the optical label sequence 
is randomly generated, and the random change of the label sequence characteristics 
causes the monitoring results to fluctuate slightly. In general, although there is a rising 
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In addition, taking a QPSK system as an example, the impact of channel number on
the accuracy of channel power monitoring is also investigated. Here, the optical label
modulation depth is fixed to 0.10, while the number of monitoring channels is set from
5 to 64. The monitoring error of channel optical power of different wavelength channel
numbers after 20-span transmission is shown in Figure 6.
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It can be seen form Figure 6 that when the number of channels is increased from
5 to 64, the monitoring error also increases gradually. The main reason is that as the
number of wavelength channels increases, the launch power increases accordingly, and
the fiber Kerr nonlinear effect increases, which deteriorates the signal quality of the optical
label. In addition, as the number of wavelength channels increases, the spectrum range
increases; thus, the inter-channel crosstalk caused by the SRS effect is more serious, and
consequently, it will also lead to deterioration of accuracy of optical power monitoring.
Moreover, we can see that the monitoring errors fluctuate in a relatively small range. This
is because in each simulation with different channel numbers, the optical label sequence is
randomly generated, and the random change of the label sequence characteristics causes
the monitoring results to fluctuate slightly. In general, although there is a rising trend
in the error of channel power monitoring, the maximum monitoring error after 20-span
transmission does not exceed 0.9 dB, so it is believed that our proposed scheme is applicable
to WDM optical networks.
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3.2. Performence of OSNR Estimation

In order to validate the performance of OSNR estimation practically, the NF value of
EDFA in each optical channel is set to 5 dB, typically. Meanwhile, the length of each span is
identically set to 100 km in 20-span transmission. The input power and output power of
EDFAs are monitored based on optical labels, and the OSNR in each channel is calculated
by using the proposed method. Then, 16 G Baud PM-16QAM and PM-QPSK 8, 32 and 64
channels WDM transmission simulations are carried out. The result of OSNR estimation as
well as the estimate error after 20-span transmission are shown in Figure 7.
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Figure 7. Result of OSNR estimation and corresponding error under 100 km equal-length span in 
(a) 8-channel QPSK, (b) 8-channel 16QAM, (c) 32-channel QPSK, (d) 32-channel 16QAM systems, 
(e) 64-channel QPSK systems, and (f) 64-channel 16QAM system. 
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(a) 8-channel QPSK, (b) 8-channel 16QAM, (c) 32-channel QPSK, (d) 32-channel 16QAM systems,
(e) 64-channel QPSK systems, and (f) 64-channel 16QAM system.
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Figure 7 shows that the scheme of OSNR estimation is feasible because that OSNR
could be estimated accurately in each span both in 8/32/64-channels QPSK and 16QAM
systems. It shows that the OSNR monitoring error after 20 span transmissions is less than
0.45 dB in both 8-channel PM-QPSK/16QAM systems, while it is about 0.7 dB in 32-channel
PM-QPSK/16QAM systems. When the number of transmission channels increases to 64,
the OSNR monitoring error after 20 span transmissions is less than 1 dB both in 64-channel
PM-QPSK/16QAM systems. The main monitoring error occurs because of the error that
occurred during the previous channel power monitoring. With the increase of transmission
spans, the ASE noise induced by EDFA continues to accumulate due to multiple cascade
amplification in the transmission link, resulting in an increase of channel power monitoring
and thereby causing larger OSNR estimation error. In addition, the nonlinear effects and
inter-channel cross talk also become more serious as the number of channels increases,
which leads to a larger error in OSNR monitoring. Furthermore, other factors such as
chromatic dispersion, polarization dependent impairments and so on will also affect the
accuracy of power monitoring, which leads to a situation where the longer the transmission
distance is, the greater the monitoring error is.

Meanwhile, to make the simulation more realistic and reliable, the span lengths of
the 20-spans transmissions in the 8-channel system are set to 100, 60, 80, 40, 100, 50, 70, 20,
100, 60, 30, 70, 50, 80, 20, 100, 40, 100, 30 and 80 km, respectively. Thus, it is convincing to
evaluate practically the OSNR estimation and corresponding errors of the target channel 1
(NF = 4) and channel 3 (NF = 5). Figure 8 shows that the maximum OSNR monitoring error
is about 0.3 dB after 20-span transmission in both PM-QPSK/16QAM WDM systems. The
scheme still works in the case of different span lengths, and the OSNR estimation error also
tends to increase for the same reason. However, due to that the total transmission length
here is reduced, resulting in a reduction of channel power monitoring, and it further makes
the OSNR estimation error smaller than the results in Figure 7a,b.
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4. Experimental Setup and Performance Analysis

To further verify the actual performance of the proposed scheme, the transmission ex-
periment is carried out. Figure 9 shows the experimental setup of optical-label based OPM
over PM-QPSK and PM-16QAM systems. Since there is only one set of laser source, optical
IQ modulator, and arbitrary waveform generator (AWG) available, only single-channel
optical fiber transmission and monitoring verification is carried out in this experiment.
In addition, limited by the storage depth and sampling rate of the 8190A instrument
(up to 12 GSa/s), the service signal rate in the offline experiment is set to 4 G Baud, and
the modulation depth of the optical tag to the service signal is set to 0.10. Firstly, random
bit sequences of service signal are generated and mapped into PM-QPSK/16QAM symbols.
Then, we modulate the 2 Mbit/s ID information [1, 1, 1, 0, 0, 0, 1, 1, 1, 0, 0, 0, 1, 1, 1]
onto a 40 MHz pilot tone and load the pilot-tone-carried labels onto the service signals by
offline DSP. Next, the discrete signals after the matched filter are sent into AWG (M8190A)
working at 400 MSa/s. After 80 km standard single-mode fiber (SSMF) transmission and
EDFA amplification, an adjustable optical attenuator is used to change the optical power of
the channel within the PD’s acceptable working range of [−20–0 dBm]. A spectrometer
(AQ6370) is used to observe the optical signal spectrum, while a 200 MHz-bandwidth PD is
used to detect the optical labels. Then the detected 16QAM and QPSK signals are sampled
by a real-time oscilloscope with 400 MSa/s for offline processing.
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Figure 9. Diagram of experimental platform.

The waveform of the optical label after differential demodulation in offline DSP is
shown in Figure 10. It shows that the transmitted DPSK digital optical labels, i.e., ID
information of a wavelength channel, could be accurately recovered without error by
using a low-bandwidth PD and low-sample-rate ADC with the help of DSP processing.
Furthermore, we can see that the signal quality of labels in QPSK system is better than that
of 16QAM. This is due to the fact that after PD reception, the amount of beat noise of QPSK
constant-module signals is smaller than that of 16QAM, thereby making the QPSK system
a better optical label signal-to-noise ratio when demodulating the labels.
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The result of power monitoring in experiments is shown in Figure 11. The result shows
that the optical label power can be calculated more accurately, and then, the accurate chan-
nel optical power monitoring result can be obtained. The power monitoring error of the
QPSK system is similar to that of the 16QAM system, which are both less than 0.3 dB under
80 km fiber transmission. It is important to point out that the multi-span transmission can-
not be fully experimented with, resulting in better channel power monitoring performance
than that of our simulation. Moreover, although the error of power monitoring fluctuates
irregularly within a range, the accurate channel optical power monitoring performance is
sufficient to make it a practical OPM solution.
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Figure 11. Results of channel power monitoring and monitoring error (a) in QPSK system, and (b) 
in 16QAM system. 

5. Conclusions 
In this paper, a low-cost and highly efficient optical labels enabled channel power 

monitoring and OSNR estimation of WDM system has been proposed and demonstrated. 
DPSK digital optical labels modulated on pilot tones with frequency of tens of MHz were 
applied as identity indicators and performance predictors tied up to each wavelength 
channel. The system can not only monitor the performance of all wavelength channels 
simultaneously using low-cost PD detection, but it is also able to reliably deliver any spe-
cific surveillance information to further sense the working state of WDM channels. In ad-
dition, in our proposed DSP processing in OPM modules, the channel optical power is 
monitored using the method of spectral integration, and the OSNR is further estimated 
by calculating the ASE noise accumulation form all amplifiers. The simulation results of 
8, 32 and 64 channels WDM systems under 20 spans transmission show that the maximum 
monitoring error of channel optical power and the estimation error of OSNR are both less 
than 1 dB in 16 G Baud PM-QPSK and PM-16QAM systems, respectively. Furthermore, 
an offline experiment platform was constructed by using a PD with 300 MHz bandwidth 
and an ADC with 600 MSa/s sample rate, and the results show that the DPSK digital labels 
could be accurately recovered with the help of the proposed DSP processing, while the 
monitoring error of channel optical power is less than 0.3 dB. Therefore, the advantages 
of low cost and high efficiency make our scheme more pragmatic and more robust and 
therefore easier to implement and more practical for WDM system applications. 
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Abstract: As a typical high-order modulation format optimization technology, constellation probabil-
ity shaping enhances generalized mutual information (GMI) by optimizing the probability distribu-
tion of each constellation point of the signal. It can improve the transmission capacity of the same
order M Quadrature Amplitude Modulation (QAM) signal under the condition of limited average
transmission power, and further narrow the gap with the Shannon limit capacity. The distribution
matcher is a key part of constellation probability shaping since it not only ensures the one-to-one
mapping of input and output sequences but also realizes the function of probability shaping. The con-
stant composition distribution matcher (CCDM) structure is a widely utilized distribution matcher in
the current probability shaping technology. Based on CCDM, a parallel distribution matcher scheme
is proposed in this paper. It has a lower rate loss than CCDM for short output lengths (n is less than
100). Block lengths can be reduced by up to 30% with the same rate loss. When the GMI is the same as
for the probability shaping (PS) 64QAM signal using CCDM, the OSNR required by the PS-64QAM
signal using this scheme can be enhanced by 0.12dB, the block length can be reduced by 40%, and the
transmission distance in a standard single-mode fiber can be slightly extended.

Keywords: probabilistic amplitude shaping; constant composition distribution matcher; higher order
modulation format signal; constellation shaping; LDPC coding

1. Introduction

The communication transmission rate and data flow in the network continue to expand
as the Internet of Everything era dawns [1,2]. Optical fiber communication network is an
essential supporting platform in the process of transmitting and exchanging information.
Continuously improving its system capacity is the eternal goal of the development of
optical communication. The high-order modulation format optical signal carries more bit
information per symbol, boosting spectral efficiency and transmission capacity, and is the
primary modulation method used in the current high-speed and large-capacity coherent
optical communication system. As the probability of the appearance of each symbol in
the standard M-QAM modulation format optical signal is the same, the system capacity is
difficult to approach the Shannon limit. The gap between the standard M-QAM signal and
the Shannon capacity in the additive white Gaussian noise channel is around 1.53 dB [3].
As a typical high-order modulation format optimization technology, constellation shaping
enhances mutual information and generalized mutual information by optimizing the
distribution of each constellation point of the signal. It includes geometric shaping (GS) and
probability shaping (PS), which can improve the transmission capacity of the same order
M-QAM signal under the condition of limited average transmission power and further
narrow the gap with Shannon limit capacity.

In comparison with geometric shaping, the position of each constellation point of
the signal remains the same after probability shaping, but the transmission probability of
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different symbols varies. As a result, it is compatible with the existing modulation receiving
system and digital signal processing technology, and can be flexibly combined with a range
of multiplexing methods and channel coding technology, with low system complexity [3],
this paper focuses on constellation probability shaping.

When the source obeys the continuous Gaussian distribution, the largest capacity
can be achieved in the AWGN channel with power constraint P, according to Shannon [4].
For the probability shaping technology, the constellation points are dispersed discretely,
making it difficult to determine what kind of distribution to use to approach the continuous
Gaussian distribution. Kschischang demonstrated in 1993 that the Maxwell–Boltzmann
(MB) distribution is the optimum for constellation probability shaping [5]. Subsequently,
many probability shaping schemes, such as Gallager’s Scheme [6–8], Trellis Shaping [9],
Concatenated Shaping [10], and Bootstrap Scheme [11], have been proposed to realize
the shaping and optimization of QAM signals. P. Schulte and G. Böcherer innovatively
proposed a probabilistic amplitude shaping (PAS) architecture in 2015 that combined a
constant-composition distribution-matcher (CCDM) with forward error correction (FEC)
encoding to implement PS [12]. Coding and shaping are decoupled in the PAS scheme
thanks to a parallel transmitter design, which substantially simplifies the implementation
of encoder and decoder and makes PS techniques practical. Many researchers have proven
that probability shaping technology improves transmission distance, spectrum efficiency,
and bit error performance in communication systems using the PAS scheme [13–18]. In the
present high-order QAM modulation system, it is one of the preferred technologies.

The distribution matcher is a key component of PAS since it not only ensures the one-
to-one mapping of input and output sequences but also realizes the function of probability
shaping. The CCDM structure [19] is a widely utilized distribution matcher in the current
probability shaping technology. It is based on arithmetic encoding, and the rate loss of
CCDM can only tend to zero as the output symbol length approaches infinity. Hardware
implementation is relatively complex in today’s high-speed optical communication system,
and the complexity increases linearly with the length of symbols. Furthermore, arithmetic
coding is a highly serial coding method. It divides the interval into intervals to reflect
the input and output sequences. While the length of input and output sequences is long,
the interval that must be divided grows, the borders between intervals blur, it is difficult
to distinguish when mapping, and mistakes are common. It is, therefore, necessary to
propose a distribution matcher with better performance even when the output symbol
length is short.

A multiset-partition distribution matcher (MPDM) has been proposed to reduce the
needed output lengths and can be considered as layered CCDM operations [20,21]. MPDM
also adopts the idea of pairwise optimization; it needs to build a Huffman tree structure
to index different complementary pairs and uses serial processing for the input data. The
coding process is complex and error-prone. Many distributed matcher techniques with
a parallel structure have been proposed to address the extremely serial coding approach
of CCDM, such as bit-level distribution matcher [22,23], parallel-amplitude distribution
matcher [24], and Hierarchical distribution matcher [25]. In addition, widely used enumer-
ative sphere shaping (ESS)[26] and shell mapping (SM) are notable sphere shaping (SpSh)
methods, which are different from CCDM. The SpSh considers amplitude sequences in
a sphere. ESS orders these sequences lexicographically, while SM orders them based on
their energy. Compared with ESS and SM, CCDM has similar latency and is significantly
superior in terms of storage complexity [27].

In this work, we propose a parallel distribution matcher based on CCDM to improve
the performance of CCDM at short block lengths. Contrary to the constant composition
of the CCDM, this DM can output variable composition by using pairwise optimization
and parallel structure. The proposed structure has a lower rate loss than CCDM for short
output lengths (n less than 100), and the output block lengths can be lowered by up to 30%
with the same rate loss. When the value of generalized mutual information is the same as it
is when using CCDM, the OSNR tolerance of the PS-64QAM signal using the proposed
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approach can be enhanced by 0.12 dB and the block length can be reduced by 40%. At the
same time, the transmission distance in the standard single-mode fiber link becomes longer.

2. Fundamentals of Probabilistic Shaping
2.1. Constant Composition Distribution Matcher

The function of constant composition distribution is to convert binary bit sequences
Bk = b1b2. . . bk into amplitude sequences An = a1a2. . . an in a one-to-one, reversible map-
ping. The term “constant composition” has two meanings: the length of the input bit
sequence and the output amplitude sequence are both fixed, as is the composition of the
output amplitude sequence, which means the probability of each amplitude occurring
is constant.

Specifically, the input sequence Bk is a uniformly distributed binary sequence of length
k. If we define a set of amplitudes χ = {α1, α2,. . . , αi}, then the output sequence An is of
length n and the probability of each amplitude will be PA(αi) =

nαi
n , indicating that the

amplitude αi will occur nαi times in this sequence with length n. Use Γn
PA

to denote the set
of all sequences of length n with a probability PA of each amplitude. For example, for a
4ASK signal, χ = {1, 3}; when n = 4, P(1) = 3/4, P(3) = 1/4, Γn

PA
= {1113, 1131, 1311, 3111},

the CCDM needs to map the amplitude sequence in Γn
PA

with a sequence of binary bits of
length k, k = log2Γn

PA
= 2, such as the following mapping: 00 ⇔ 1113, 01 ⇔ 1131, 10 ⇔

1311, 11⇔ 3111.
The key steps for constructing a CCDM are as follows: specify the probability PA(αi)

of the amplitude αi and the length n of the output amplitude sequence; the number of
input bits for CCDM of a set Γn

PA
is given by (1). b·c is rounded down. Since CCDM is an

invertible mapping, the size of the codebook Cccdm should be 2k; select a subset of Γn
PA

as
the codebook and establish the mapping relation fccdm to finish one-to-one mapping of the

input and output sequences: {0, 1}k fccdm←→ Cccdm ⊆ Γn
PA

.

k =
⌊

log2Γn
PA

⌋
=

log2
n!

i
∏
i=1

nαi !

, nαi = n · PA(αi), (1)

Any finite length distribution matcher exists a rate loss problem. The rates of CCDM
are R = k/n (bit/symbol), which means that each symbol in the output amplitude se-
quence carries k bits of information. Under the corresponding probability distribution, the
information that each symbol is theoretically able to carry is H(A) , with a rate loss of (2).

Rloss = H(A)− R = H(A)− k
n

, (2)

Similar to the above 4ASK signal, P(1) = 3/4, P(3) = 1/4, H(A) = 0.8113 bit/symbol;
when n = 20,

⌊
log2Γn

PA

⌋
= 13, Rloss = 0.8113− 0.65 = 0.1613; when n reaches 10,000,

R = 8106/10,000 = 0.8106 bit/symbol. So, CCDM is an asymptotically optimal mapping
scheme when the output sequence length n→ ∞, R→ H(A). When n is relatively small,
CCDM has a large rate of loss.

2.2. Probabilistic Amplitude Shaping (PAS) Scheme

The data are modulated to the two polarizations of the optical carrier in the po-
larization multiplexing coherent optical transmitter, and the in-phase and quadrature
components of the optical carrier are modulated separately in each polarization; so, the
constellation of two-dimensional square m2-QAM signal can be expressed as the Carte-
sian product of the one-dimensional m-ASK signal. Use the variable X to represent the
constellation point of the m-ASK signal, and use x to represent the specific value. Take
x = ±1, ±3, . . . , ±(m − 1); when the gray mapping is utilized, each constellation point can be
stated as the product of magnitude and sign and is independent—that is, X = A * S, where
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A = 1, 3, . . . , (m−1) and S = 1 or −1. Since each constellation point is symmetrical about the
origin, the probabilities of the symmetrical constellation points are equal, PX(x) = PX(−x),
PS(1) = PS(−1) = 1/2, the probability shaping of the two-dimensional square m2-QAM
signal can be converted into the probability shaping of the one-dimensional m-ASK signal,
which can be further converted into probabilistic shaping of the positive amplitude of the
m-ASK signal, hence the name probabilistic amplitude shaping.

Figure 1a shows the principle diagram of the probability amplitude shaping using a
constant composition distribution matcher and low-density parity check code. Taking the
64QAM modulation format signal as an example, the I channel or the Q channel is an 8ASK
signal; the generating process of the bit sequence corresponding to the PS-64QAM signal is
shown in Figure 1b.

(a) (b)

Figure 1. (a) The principle diagram of probability amplitude shaping using a CCDM and LDPC.
(b) Bit sequence generation process of PS-64QAM signal.

A sequence of binary data of length U1 at the input is fed into CCDM to generate a
sequence of amplitudes of length V1, the amplitudes are picked from {1, 3, 5, 7}, and the
number of occurrences of each amplitude are equal to the target probability. The rate of
CCDM is RDM = U1/V1. Then, apply the gray map on the V1 amplitude sequences, where
the mapping rule is {1, 3, 5, 7} ⇔ {10, 11, 01, 00}, the mapped binary bit sequence is BL,
and the length is m ∗V1 (m = 2). Next, the binary information sequences of length U2 at the
input and BL are concatenated and encoded together in LDPC to create check bits BP of
length n− k = V1−U2, the encoding rate determined by (3). Finally, U2 and Bp are utilized
as the sign bit together and BL is used as the amplitude bit, which are, respectively, assigned
to different positions of the codeword by the interleaver. The interleaved bitstream can be
used as data information for the I channel or the Q channel to modulate the QAM signal. At
the receiving end, the input binary bit sequence can be recovered by performing the reverse
process. In the following sections, the mutual information and bit error rate performance
of PS-QAM signals will be analyzed based on this probabilistic amplitude shaping scheme.

Rc = k
/

n = (m ∗V1 + U2)
/
(V1−U2 + k) = (m ∗V1 + U2)

/
(m + 1) ∗V1, (3)

3. Parallel Distribution Matching Based on CCDM

When the length of the output block (the length of the output amplitude sequence)
n is small, CCDM suffers from rate loss. In this section, a paired optimization method is
adopted to solve this issue, and a parallel distribution matcher structure based on CCDM
is proposed.
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3.1. Paired Optimization Principle

When the length n of CCDM output amplitude sequence is small, the probability
distribution of each amplitude must be quantized—that is, PA → PA′ , to ensure that the
number of occurrences of each amplitude is an integer and the quantization should try to
satisfy that PA and PA′ are as close as possible.

When the output amplitude sequence of the CCDM is An = a1a2 . . . an, the length is n,
the amplitude setting is χ = {α1, α2, . . . , αi}, each amplitude value in the sequence An is
taken from χ, the number of occurrences of the amplitude αi is nαi , and nαi = n · PA′(αi);
the set C = {nα1 , nα2 , . . . , nαi} is called PA′ composition with a probability distribution a,
and the size of the set C can be determined using the permutation and combination formula
as shown in (4), which is equivalent to Γn

PA
.

M(C) =
n!

nα1 !nα2 !...nαi !
(4)

Ctyp = {nα1 , nα2 , ..., nαi} represents a typical composition of CCDM output, and obeys
the probability distribution PA′ (αi)

. The pairwise optimization means that the single output
amplitude sequence of the CCDM does not follow the probability distribution PA′ (αi)

—that
is, C 6= Ctyp. However, the average composition of many output amplitude sequences is
equal to Ctyp, with all output amplitude sequences obeying the target probability PA′ (αi)

as
a whole. The purpose of pairwise optimization is to find components that satisfy (5) [20],
where l represents the Ncomp possible composition of the output amplitude sequence and cl
represents the number of occurrences of the sequence whose composition is Cl in the output
sequence; its value does not exceed M(Cl) at most. Here, we only consider the case of
pairwise complementarity, not the case of three or more compositions of complementarity.

Ncomp

∑
l

cl · Cl

Ncomp

∑
l

cl

= Ctyp (5)

For example, the length of the output amplitude sequence of CCDM is n = 10; the
amplitude is taken from (a1,a2,a3,a4), assuming the probability distribution after quantiza-
tion is PA′ = (0.4, 0.3, 0.2, 0.1); Ctyp = (4, 3, 2, 1); and the information entropy H(A) = 1.85
bit/symbol. If only Ctyp is considered in the output composition of CCDM, M(Ctyp) =
12,600, it can map k =

⌊
log2(Ctyp)

⌋
= 13 input bits, the rate is 1.3 bit/symbol, and the rate

loss is 0.55 bit. When considering the composition of C1 = (4, 2, 3, 1) and C2 = (4, 4, 1, 1),
although a single output amplitude sequence is not equal to PA′ , but M(C1) = M(C2) =
6300, the output amplitude sequences of C1 and C2 can be complementary, and the overall
obeys the probability distribution PA′ ; thus, the total output amplitude sequence is equal
to 12,600 + 6300 + 6300 = 25,200, which can map 14-bit input binary sequence. Compared
with only considering Ctyp, the rate is increased by 0.1 bit/symbol [20].

3.2. Implementation of Parallel Distribution Matcher Base on CCDM

Based on the above principle, the benefit of pairwise optimization can be exploited to
improve the rate penalty of CCDM. For simplicity, only two complementary components
are considered here satisfying (6).

Cl + Cl = 2Ctyp (6)

All complementary pairs can be found by exhaustive methods, but when n is relatively
large, there are many complementary pairs and it is easy to miss. A summary formula is
given below, which can be used to locate all complementary pairs {Cl ,C2} that meet (6)
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on a regular basis. When n = 10, Ctyp = (4, 3, 2, 1), 2Ctyp = (8, 6, 4, 2), consider the
following polynomial:

x1 + x2 + x3 + x4 = 10 0 6 x1 6 8, 0 6 x2 6 6, 0 6 x3 6 4, 0 6 x4 6 2

(x0 + x1 + x2 + x3 + x4 + x5 + x6 + x7 + x8)︸ ︷︷ ︸
x1

∗ (x0 + x1 + x2 + x3 + x4 + x5 + x6)︸ ︷︷ ︸
x2

∗ (x0 + x1 + x2 + x3 + x4)︸ ︷︷ ︸
x3

∗ (x0 + x1 + x2)︸ ︷︷ ︸
x4

(7)

For example, x8 in x1, x1 in x2, x1 in x3, and x0 in x4 is equal to x8+1+1+0 = x10 when
multiplied; so, the composition C1 = (8, 1, 1, 0) is one of the cases, and the corresponding
complementary pair is C1 = (0, 5, 3, 2). This polynomial multiplication enables us to find
regularly all the possible compositions and the corresponding complementary pairs.

Figure 2 shows the block diagram of the parallel distribution matcher. The length
of the input binary sequence is k = pl + ka + kb, which the first pl bits utilized to select
complementary pairs, and the remaining ka + kb bits are serial-to-parallel conversion
as needed. In the upper CCDM1, the bit sequence of length ka is mapped to the 2ka

amplitude sequences in the set M(Cl) by arithmetic coding, and in the lower CCDM2, the
bit sequence of length kb is also mapped to the 2kb amplitude sequences in the set M(Cl).
After the parallel-to-serial conversion of the generated two-paths amplitude sequence, the
component composition is 2Ctyp, which obeys the target probability distribution PA′ .

Figure 2. The block diagram of the parallel distribution matcher.

The specific implementation steps are as follows:
(1) Set the length of the output blocks of the two CCDMs to be n, quantify the tar-

get probability distribution PA → PA′ to ensure that the number of occurrences of each
amplitude is an integer, and obtain Ctyp and ktyp =

⌊
log2M(Ctyp)

⌋
.

(2) According to (7), find all qualified complementary pairs Cl , M(Cl), denoted as
Npair; calculate M(Cl) and M(Cl), and obtain the mappable input bit sequence length
ka + kb = blog2M(Cl)c+

⌊
log2M(Cl)

⌋
; sort Npair complementary pairs from large to small

according to the size of ka + kb—the complementary pairs of ka + kb < ktyp are preferentially
discarded because such complementary pairs will reduce the overall rate loss, and there
are N

′
pair types of complementary pairs left after discarding; to obtain pl = log2N

′
pair, a

binary sequence of length pl and 2pl complementary pairs maintain a one-to-one mapping
relationship.

(3) At the input end, for a string of input binary bit sequences, first determine which
complementary pair is used by the two CCDMs according to the size of the first pl bits. Then,
make a serial–parallel conversion after obtaining ka + kb; the corresponding amplitude
sequences are obtained through arithmetic coding, respectively. Finally, the two amplitude
sequences are converted in parallel to serial, which can then be employed in the subsequent
probability amplitude shaping system to achieve the probability shaping of QAM signals.

(4) The appropriate complementary pairs are determined by counting the frequency of
occurrence of each amplitude in n amplitude sequences while the receiver performs inverse
mapping, so that pl can be obtained. ka and kb can be obtained by CCDM inverse mapping,
thereby restoring the original data information.
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4. Simulation Results
4.1. Rate Loss

This section numerically studies the rate loss of parallel distribution matcher based
on CCDM. Take the probability distribution after quantization as PA = {0.4, 0.3, 0.2, 0.1}
as an example to demonstrate the calculation process of the rate loss. When n = 10,
Ctyp = (4, 3, 2, 1), there are 49 complementary pairs (including Ctyp) that satisfy the (5),
the specific parameters of each complementary pair are shown in Table 1. Only the first
32 kinds of complementary pairs sorted by ka + kb are listed in Table 1, because there are
49 kinds of complementary pairs, which are equivalent to 97 cases (Ctyp is equivalent to
only one case) and can index 6-bit binary data at most.

Table 1. The specific parameters of each complementary pair when n = 10, Ctyp = (4,3,2,1).

Pair Number Cl Cl ka + kb Pair Number Cl Cl ka + kb

1 (4, 3, 2, 1) (4, 3, 2, 1) 13 + 13 17 (3, 2, 4, 1) (5, 4, 0, 1) 13 + 10
2 (4, 3, 3, 0) (4, 3, 1, 2) 12 + 13 18 (2, 4, 2, 1) (6, 1, 2, 1) 12 + 11
3 (4, 4, 1, 1) (4, 2, 3, 1) 12 + 13 19 (2, 3, 3, 2) (6, 3, 1, 0) 14 + 9
4 (3, 4, 2, 1) (5, 2, 2, 1) 13 + 12 20 (4, 4, 0, 2) (4, 2, 4, 0) 11 + 11
5 (3, 3, 2, 2) (5, 3, 2, 0) 14 + 11 21 (4, 5, 0, 1) (4, 1, 4, 1) 10 + 12
6 (3, 3, 3, 1) (5, 3, 1, 1) 13 + 12 22 (2, 5, 3, 0) (6, 1, 1, 2) 11 + 11
7 (4, 4, 2, 0) (4, 2, 2, 2) 11 + 13 23 (2, 3, 4, 1) (6, 3, 0, 1) 19 + 9
8 (3, 5, 1, 1) (5, 1, 3, 1) 12 + 12 24 (3, 5, 0, 2) (5, 1, 4, 0) 11 + 10
9 (3, 4, 1, 2) (5, 2, 3, 0) 13 + 11 25 (2, 5, 1, 2) (6, 1, 3, 0) 12 + 9

10 (3, 4, 3, 0) (5, 2, 1, 2) 12 + 12 25 (2, 4, 4, 0) (6, 2, 0, 2) 11 + 10
11 (3, 2, 3, 2) (5, 4, 1, 0) 14 + 10 27 (2, 2, 4, 2) (6, 4, 0, 0) 14 + 7
12 (2, 4, 2, 2) (6, 2, 2, 0) 14 + 10 28 (1, 5, 3, 1) (7, 1, 1, 1) 12 + 9
13 (2, 4, 3, 1) (6, 2, 1, 1) 13 + 11 29 (1, 4, 3, 2) (7, 2, 1, 0) 13 + 8
14 (4, 5, 1, 0) (4, 1, 3, 2) 10 + 13 30 (3, 6, 1, 0) (5, 0, 3, 2) 9 + 11
15 (3, 5, 2, 0) (5, 1, 2, 2) 11 + 12 31 (3, 1, 4, 2) (5, 5, 0, 0) 13 + 7
16 (3, 3, 4, 0) (5, 3, 0, 2) 12 + 11 32 (2 ,6, 1, 1) (6, 0, 3, 1) 11 + 9

When the first 32 complementary pairs are chosen, pl = 6, the average total number of
indexable bits is 6 × 64 + 26 + 25 × 10 + 24 × 14 + 23 × 12 + 22 × 20 + 20 × 7 = 1852, the rate
R = 1852/64/20 = 1.447 bit/symbol, and the rate of CCDM is 1.3 bit/symbol, increasing
by 0.147 bit/symbol. When the first 17 complementary pairs are selected, pl = 5 and the
average total number of indexable bits is 5 × 32 + 26 + 25 × 10 + 24 × 14 + 23 × 7 = 933,
resulting in a rate of R = 933/32/20 = 1.459 bit/symbol, an increase of 0.159 bit/symbol.
When only the first three complementary pairs are selected, pl = 2, the average total number
of indexable bits is 2 × 4 + 26 + 25 × 3 = 109, and the rate R = 109/4 × 20 = 1.36 bit/symbol,
increasing by 0.06 bit/symbol. In the worst case, the complementary pair may not be
chosen, and the parallel CCDM is equivalent to a single CCDM.

Figure 3 shows rate loss over block length for the probability distribution as
PA = {0.4, 0.3, 0.2, 0.1}. The rates under different a are shown in Table 2. We observe
that the parallel distribution matcher achieves a lower rate loss than CCDM for all block
lengths n. When the block length n = 100, the rate of CCDM is 1.75 bit/symbol and the rate
loss is 0.1, while when the parallel distribution matcher is n = 70, the maximum rate can
reach 1.76 bit/symbol (pl = 8) and the minimum is 1.74 bit/symbol (pl = 4), saving 30% on
block length n. When the block length of the parallel distribution matcher is n = 100, the
maximum rate loss is 0.0847 bit/symbol and the minimum rate loss is 0.0693 bit/symbol,
both better than CCDM’s rate loss of 0.1 bit/symbol.
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Figure 3. Rate over block length n for CCDM and parallel distribution matcher (Rmax and Rmin);
the probability distribution is PA = {0.4, 0.3, 0.2, 0.1}.

Table 2. Rate of CCDM and parallel DM under different block lengths n.

n Parallel DM pl
= 8

Parallel DM pl
= 7

Parallel DM pl
= 6

Parallel DM pl
= 5

Parallel DM pl
= 4 CCDM

10 – – 1.447 1.458 1.4375 1.3
20 – – 1.612 1.606 1.589 1.5
30 – 1.677 1.673 1.665 1.653 1.6
40 1.713 1.711 1.706 1.699 1.69 1.65
50 1.732 1.73 1.725 1.72 1.712 1.68
60 1.7491 1.7462 1.7425 1.7352 1.7287 1.7
70 1.7604 1.7569 1.7521 1.747 1.743 1.7143
80 1.7685 1.7649 1.7611 1.7563 1.75 1.725
90 1.7749 1.7721 1.7679 1.7636 1.7604 1.733

100 1.7807 1.7767 1.7734 1.7702 1.7653 1.75

4.2. Generalized Mutual Information and BER Results

The Generalized mutual information (GMI) can be used to express the achievable
information rate for bit-metric decoding. In this section, the generalized mutual information
and bit error rate performance of the probability shaping signal using parallel distributed
matcher are analyzed using the PAS scheme. The advantages of the proposed structure are
demonstrated when compared with the PS-QAM signal using CCDM.

The GMI for bit-interleaved coded modulation is represented by (8) (Equation (13)
of [3] and Equation (7) of [28]). In Monte Carlo simulations of N samples, GMI can be
expressed as (9) (Equation (8) of [28]). Considering the rate loss of DM, the achievable
information rate is shown in (10) (Equation (15) of [24]).

GMI(X; Y) = H(X)−
m

∑
j=1

H(Bj|Y) (8)

GMI ≈ 1
N

N

∑
k=1

[−log2PX(xk)]−
1
N

N

∑
k=1

m

∑
i=1

[log2(1 + e(−1)
bk,iΛk,i

)

Λk,i = log
∑x∈χi

1
pY|X(yk|x)PX(x)

∑x∈χi
0

pY|X(yk|x)PX(x)
= log

pY|Bi
(yk|1)

pY|Bi
(yk|0)

+ log
PBi (1)
PBi (0)

(9)
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GMIDM = GMI − Rloss (10)

We consider a dual-polarization PS-64QAM modulation system with P(1, 3, 5, 7) =
(0.4, 0.3, 0.2, 0.1), the baud rate per polarization is 28 GBaud. The simulation block diagram
and parameters in VPI are shown in Figure 4. In Figure 5, GMI in bits per symbol is shown
over OSNR in dB for PS-64QAM. Under the same OSNR, the greater n (n = 30, 50, 100) is,
the smaller the rate loss is, and the larger the generalized mutual information is for the
PS-64QAM signal utilizing the parallel distribution matcher. The OSNR required by the
parallel distribution matcher is less than that using CCDM when n is 100 and the GMI is the
same. When GMI is 4 bit/symbol, compared with the uniformly distributed 64QAM signal,
the OSNR of the PS-64QAM signal using CCDM is reduced by 0.35 dB, and the OSNR of the
PS-64QAM signal using the parallel distribution matcher is reduced by 0.47 dB, which is a
0.12 dB improvement compared with CCDM. When the block length of CCDM increases
from n = 100 to n = 50,000, the OSNR only reduces by 0.33 dB; so, the parallel structure has
a relatively large improvement of 0.12 dB.

Figure 4. The GMI simulation block diagram and parameters in VPI.
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Figure 5. GMI in bit/symbol over OSNR in dB for bit-metric decoding and PS-64QAM. The inset
zooms into the region around GMI = 4 bit/symbol, where the parallel distribution matcher of length
n = 100 is 0.47 dB more power-efficient than uniform 64QAM, and is 0.12 dB more power-efficient
than PS-64QAM using CCDM.

Figure 6 demonstrates the maximum and minimum GMI values for PS-64QAM sig-
nals using this parallel distribution matcher at different block lengths when the OSNR
is 15, 16, and 17 dB. When OSNR = 15 dB, GMI = 3.655 bit/symbol; OSNR = 16 dB,
GMI = 3.948 bit/symbol; and OSNR = 17 dB, GMI = 4.23 bit/symbol. The needed block
length n of the parallel distribution matcher is only 60, although the required block length
of the CCDM is 100; so, the block length can be saved by 40%. The matcher can attain the
same performance as CCDM while using fewer blocks.
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Figure 6. GMI in bit/symbol over block length n when OSNR = 15, 16, and 17 dB. When the GMI
is the same, the parallel distribution matcher required block length n is only 60, while the required
block length of CCDM is 100; so, the block length can be saved by 40%.

In terms of system bit error rate, the probability distribution of the final PS-QAM
signal is the same whether utilizing the parallel distribution matcher or CCDM; the only
difference is the number of PS-64QAM symbols generated. If n = 50 and the input bit
sequence length is 58,128, the parallel structure can generate 33,600 PS-64QAM symbols,
while the CCDM can generate 34,600 PS-64QAM symbols. When n = 100 and the input bit
sequence length is 62,300, the parallel structure can generate 35,000 PS-64QAM symbols
and the CCDM can generate 35,600 PS-64QAM symbols. Consequently, the bit error rate
performance of the two is the same in the back-to-back situation.

When the transmission distance is long in the optical fiber transmission link, the
amplifier spontaneous emission accumulates continuously and the number of symbols can
have a slight impact on the bit error rate. Simulation block diagram and parameters of
standard single-mode optical fiber transmission are shown in Figure 7. Figure 8 shows
the BER performance under different transmission distances; the fiber is a standard single-
mode fiber (SSMF) with α = 0.2 dB/km, γ = 1.3 (W · km)−1, and D = 17 ps/nm/km; each
span of length 100 km is followed by an Erbium-doped fiber amplifier with a noise figure
of 3.8 dB. Laser phase noise and polarization mode dispersion are not included in the
simulation as perfect compensation is assumed. The transmission distance of PS-64QAM
signals using the paired optimized parallel distribution matcher is marginally greater than
that of PS-64QAM signals using CCDM at the forward error correction threshold of −2.42
for n = 50 and n = 100.

Figure 7. Simulation block diagram and parameters of standard single-mode optical fiber transmission.
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Figure 8. The BER performance over transmission distance in the standard single-mode fiber trans-
mission link. The transmission distance of PS-64QAM signals using the parallel distribution matcher
is slightly larger than that of PS-64QAM signals using CCDM.

5. Conclusions and Discussion

As a key part of probability shaping technology, the distribution matcher has signifi-
cant importance and application value for research. At present, the widely used constant
composition distribution matcher is a progressive optimization scheme. It is only when the
length of the output symbols is infinity long that the rate loss of CCDM is zero. In addition,
it adopts arithmetic coding, which is a highly serial coding method. It represents the input
and output sequences, respectively, by dividing intervals between intervals. When the
number of input and output sequences is large, the intervals to be divided become greater
and the boundary between intervals becomes blurred, which is difficult to distinguish and
easy to make mistakes when mapping. Therefore, it is necessary to propose a distribution
matcher structure with good performance under short block length.

In this paper, we have proposed a novel parallel architecture distribution matcher,
which is an improvement over conventional CCDM at short output block lengths. The
output sequence has various compositions compared with the constant composition of the
CCDM because of the parallel structure and pairwise optimization of the two CCDMs. As
a result, the proposed structure has a lower rate loss when the output block lengths (n is
less than 100) are the same and the output block lengths can be lowered by up to 30% with
the same rate loss. In the simulation of an optical communication system of PS-64QAM
signal, compared with a CCDM signal with the same generalized mutual information, the
PS-64QAM signal employing this structure requires a lower OSNR, the block length can
be reduced by 40%, and the transmission distance is increased. In detail, When GMI is
4 bit/symbol, compared with the uniformly distributed 64QAM signal, the OSNR of the
PS-64QAM signal using CCDM is reduced by 0.35 dB, and the OSNR of the PS-64QAM
signal using the parallel distribution matcher is reduced by 0.47 dB, which is a 0.12 dB
improvement. The improvement in transmission distance is small, and it is expected to
further improve the transmission distance in combination with digital signal processing
technology, which will be our future research direction.

Other parallel distribution matcher schemes, such as parallel-amplitude distribution
matcher [24], realize the function of symbol-level DM through multiple-bit-level DM.
Therefore, M-1 bit-level DM is required to map sequences with M output amplitude
values. For high-order QAM format, the number of bit-level DM required increases with
the increase in modulation order, and the overall structure of the system is complex. In
addition, the multiset-partition distribution [20], which also adopts the idea of pairwise
optimization, needs to build a Huffman tree structure to index different complementary
pairs and uses serial processing for the input data. The coding process is complex and
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error-prone. In contrast, the scheme proposed in this paper is a two-stage parallel structure.
No matter how high the order of the QAM signal is, only two CCDMs are required. At the
same time, the input data are processed in the two CCDMs after serial–parallel conversion.
The receiver performs a corresponding parallel–serial conversion. There is no complex
coding process; so, the structure is simple.
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Abstract: Plasmonic sensors have attracted intensive attention due to their high sensitivity. However,
due to intrinsic metallic loss, plasmonic sensors usually have a large full width at half maximum
(FWHM) that limits the wavelength resolution. In this paper, we numerically investigate and propose
a dielectric grating-assisted plasmonic device, leveraging the bound states in the continuum (BIC)
effect to suppress the FWHM of the resonance. We initiate quasi-SP-BIC modes at 1559 nm and
1905 nm wavelengths by slightly tilting the incident angle at 2◦ to break the symmetry, featuring a
narrow linewidth of 1.8 nm and 0.18 nm at these two wavelengths, respectively. Refractive index
sensing has also been investigated, showing high sensitivity of 938 nm/RIU and figure of merit
(FOM) of 521/RIU at 1559 nm and even higher sensitivity of 1264 nm/RIU and FOM of 7022/RIU at
1905 nm.

Keywords: bound states in the continuum; plasmonic; sensor

1. Introduction

Over the past two decades, there has been extensive research on plasmonic devices
due to the capability to break the optical diffraction limit and confine light in sizes that
are much smaller than the diffraction limit, thus enhancing the electric field [1,2]. Because
of the surface wave nature, this type of device is usually very sensitive to surrounding
refractive index changes [3–8], making them potential candidates for sensing application. A
recent review paper summarized the state of the art in this area [9]. However, the intrinsic
loss from the materials limits the linewidth of the device resonance and hinders further
development. For example, interacting between impinging light and lossy materials will
generate a thermal issue that modifies the surrounding medium and changes the sensitivity.
One possible way to address this problem is to use BICs to mitigate the issue [10]. A
figure-of-merit (FOM), defined as S/FWHM (S denotes the sensitivity, and FWHM denotes
the full width at half maximum), is often adopted to characterize a sensor performance.
An ideal sensor would possess a larger FOM, namely high sensitivity and a small FWHM.
Therefore, an approach to reduce the FWHM of plasmonic sensors while maintaining their
sensitivity is highly desired.

BIC, which is referred to as embedded eigenvalues or embedded trapped modes,
was first proposed by von Neumann and Wigner in 1929 [11]. It is a localized state of an
open structure with access to radiation channels, yet it remains highly confined with, in
theory, an infinite lifetime and Q-factor. Therefore, it is considered an important approach
for designing high-Q optical resonators [12–15] and has been applied to lasers [16–19]
and sensors [20–22]. Recently, Azzam et al. [23] proposed a hybrid plasmonic-photonic
structure that possesses two types of BICs, namely symmetry-protected BICs (SP-BICs)
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and Friedrich–Wintgen BICs (FW-BICs), of which the former is caused by the symmetry
incompatibility between the local modes and the continuum spectrum and the latter is
induced by the destructive interference of two scattering channels.

In this paper, we numerically study a BIC-assisted plasmonic sensor that leverages the
BIC effect to suppress the linewidth of the resonance. A quasi-SP-BIC mode at 1559 nm can
be initiated by slightly tilting the incident angle to break the symmetry, featuring a narrow
FWHM of 1.8 nm. The device possesses high sensitivity (~938 nm/RIU) (RIU denotes
refractive index unit) and high FOM (~521/RIU) characteristics in refractive index sensing.
By tuning the operating wavelength to 1905 nm, our device exhibits a higher sensitivity
of ~1264 nm/RIU, a narrower FWHM of 0.18 nm, and a better FOM of ~7022/RIU. The
devices also feature a 0.1 nm/(g/L) sensitivity for glucose solution detection at 1559 nm
and a 0.14 nm/(g/L) sensitivity at 1905 nm.

2. Design of a BIC-Assisted Plasmonic Sensor

The schematic of the proposed device is shown in Figure 1a. It consists of a one-
dimensional aluminum nitride (AlN) grating on a metal–glass substrate. The momentum
matching condition between the excited resonance mode and the incident light is [24]:

ksp =
2π

λ
nssinθ + m

2π

a
=

2π

λ

√
εmns2

εm + ns2 (1)

where ksp is the momentum of the surface plasmon, λ is the free-space wavelength, ns is the
refractive index of the surrounding medium, εm is the dielectric constant of the metal layer,
θ is the angle of incidence, a is the grating pitch, and m is the grating diffraction order.
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Figure 1. (a) Schematic of the proposed device, consisting of one-dimensional aluminum nitride
(AlN) grating on Ag-SiO2 substrate. (b) Cross-section of the device. Here, the width and height of
the grating are w = 320 nm and d = 440 nm, respectively, the period is a = 1070 nm, and the thickness
of the silver film is h = 100 nm.
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In our device, we choose silicon dioxide as the substrate and silver as the metal layer
for its low-loss property in the near-infrared range among all the metals [25]. We pick
AlN as the grating material for its transparency in the near-infrared, which can effectively
reduce the device loss and lead to a narrower resonance peak. For our simulation, we fix the
refractive index of silicon dioxide at 1.45 for its negligible variations. The refractive indices
of silver and AlN are from Refs [26,27], respectively. We set water as the surrounding
medium for sensor design and fix its refractive index at 1.33. Figure 1b shows the cross-
section of the device. The AlN grating with the width, w = 320 nm, is periodically arranged
in the x-direction with a period, a = 1070 nm. The thicknesses of the grating, d, and silver
film, h, are 440 nm and 100 nm, respectively. The value of the geometric parameter shown
in Figure 1b is listed in Table 1.

Table 1. Value of the Geometric Parameter Shown in Figure 1b.

w (nm) d (nm) a (nm) h (nm) Incident Angle (deg)

320 440 1070 100 2

We employ the finite difference time domain (FDTD) method to calculate the reflection of
the proposed device. Due to the invariance in the z-direction of our device, for convenience,
2D-FDTD is chosen. We simulate the device using a non-uniform grid with a minimum grid
size of 1 nm. The perfectly matched boundary condition and periodic Bloch boundary condition
are selected for the y-direction and the x-direction, respectively. We use TM polarized light as
the incident light to excite the plasmonic mode at the metal-dielectric interface.

The calculated reflected spectra for the wavelength range of 1350–1650 nm under
different incident angles are plotted in Figure 2a. Two counter-propagating plasmonic
modes, SP [+1] and SP [−1], form standing waves, resulting in the formation of symmetric
and anti-symmetric modes with different energy bands as shown in the insets of Figure 2b.
The bandgap between the two energy bands covers the wavelength region of 1475–1540 nm,
and the width indicates the strength of the interaction between the two modes. It is worth
noting that, in the upper band, there is a discontinuous region, circled by the red dash line,
at the wavelength ~1559 nm when the light is normally incident, which does not exist in
the lower band. To better illustrate this phenomenon, we plot the reflected spectral when
the incident angles are 0◦ and 2◦ in Figure 2b. Compared with the normal incidence, a clear
Fano resonance, marked by a red dashed square, is observed around 1559 nm when the
device is illuminated with a 2◦ incident angle, indicating an SP-BIC exists in the device.
The corresponding magnetic field distribution is shown in the inset of Figure 2b, where
the magnetic field is antisymmetric to the central line. Since the incident plane wave is
symmetric when the wavevector is normal to the plane. Additionally, the reflected wave
and transmitted wave are supposed to be plane waves with no diffraction order other than
the 0th order due to the small lattice constant. The different types of symmetry prevent
coupling between the SP-BIC mode and the output wave, granting the strong localization
of this mode. Since the incident wave cannot couple to the other modes at this wavelength,
most of the energy is reflected, resulting in the high reflective coefficient, which explains
the discontinuity of the upper band in Figure 2a. To excite a quasi-SP-BIC mode, we can
slightly tilt the incident angle to break the symmetry and provide a certain amount of mode
overlap with the quasi-SP-BIC mode.
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Figure 2. (a) The reflected spectra for different incident angles. A discontinuity is observed at the
center of the red circle, indicating the existence of an SP-BIC. (b) The reflection spectrum when the
incident angles are 0◦ and 2◦, respectively. The insets show the magnetic field distribution for the
corresponding resonances circled by the red and blue lines in Figure 2a. (c) The reflection spectral for
different incident angles. The inset shows the value of the CR/FWHM for different incident angles.

Compared with the anti-symmetric mode in the upper band, the lower band features
symmetric mode distribution, as shown in the blue dashed square in Figure 2b. Due to the
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same symmetry between the incident light and the mode, even normal incidence can excite
the resonance, which results in the continuity of the lower band in Figure 2a.

In Figure 2b, we also observe the different linewidths of the two modes. As seen from
the insets, compared with the symmetric mode, the anti-symmetric mode is better confined
in the device, which results in a reduced radiation loss. Therefore, the anti-symmetric mode
(FWHM = 1.8 nm) has a narrower resonance peak than the symmetric one (FWHM = 5.7 nm).
Although exciting the SP-BIC is hard, we can leverage the quasi-SP-BIC mode to suppress
the resonance linewidth and significantly improve the device sensing performance.

We also study the property of the quasi-SP-BIC mode by gradually tilting the incident
angle to deviate from zero-degree, as shown in Figure 2c. As the incident angle gradually
increases, the resonance contrast ratio (CR), which refers to the reflection difference between
the off-resonance and the on-resonance, becomes larger, indicating more energy couples
into the quasi-SP-BIC mode due to increasing mode overlap. However, this process is
associated with increased radiation loss due to the deviation from the SP-BIC condition,
which, in turn, widens the FWHM. Therefore, we make a trade-off between the FWHM
and the resonance CR by calculating the value of CR/FWHM, as shown in the inset of
Figure 2c, and choose 2◦ as the final incident angle for its biggest value of CR/FWHM.

3. Results
3.1. Sensitivity Characterization and Refractive Index Sensing

To evaluate the device sensing performance, we simulate the response of the device
under different environmental mediums with a refractive index range from 1.33 to 1.57.
During the calculation, we fixed the grating period, height, and width to 1070 nm, 440 nm,
and 320 nm, respectively, and the silver thickness to 100 nm. Here, we set the incident angle
to 2◦ to slightly break its symmetry and enter the quasi-SP-BIC mode. Figure 3a shows
multiple reflected spectra when the surrounding refractive index gradually increases. The
quasi-SP-BIC mode red-shifts from 1559 nm to 1784 nm while the other resonance peak
red-shifts from 1447 nm to 1647 nm. Linear fittings in Figure 3b indicate a linear resonance
shift for both the two modes, of which the former has a sensitivity of ~938 nm/RIU and
the latter’s sensitivity is 833 nm/RIU. Considering the sharpness of the resonance, we
obtain the FOM of the quasi-SP-BIC mode about 521/RIU, which is also the FOM of our
device. In the following part, we will focus our discussion on the quasi-SP-BIC mode for its
higher FOM.

Figure 3c presents the simulated resonance shift corresponding to different glucose
concentrations in water with the incident angle at 2◦. The refractive index of the glucose so-
lution is taken from Ref. [28]. The resonance red-shifts linearly as the glucose concentration
increases, showing 0.1 nm/(g/L).

3.2. Performance Change with the Thickness of the Silver Layer

In our device, we choose silver to generate the plasmonic mode. Its thickness plays
an important role in the device’s performance. It has been proved that when the metal
layer is thinner, parts of the energy are radiated into the substrate, resulting in a larger
radiation loss, which gradually stabilizes when the thickness of the metal layer approaches
the skin depth of the metal [29]. We calculate the reflected spectra of the quasi-SP-BIC under
different silver layer thicknesses in Figure 4. During the calculation, all other parameters
are fixed (a = 1070 nm, w = 320 nm, d = 440 nm, ns = 1.33, θ = 2◦). The thickness of the
silver layer could slightly affect the position and the linewidth of the resonance. When the
thickness changes from 60 nm to 120 nm with a step of 20 nm, the resonance wavelengths
are 1558.64 nm, 1558.42 nm, 1558.56 nm, and 1558.47 nm, and the corresponding FWHM,
shown in the inset of Figure 4, are 2 nm, 1.8 nm, 1.8 nm, and 1.8 nm. When the silver layer
is thicker than 80 nm, the FWHM becomes stable, indicating no further substrate leakage
occurs. In addition, the resonance CR stabilizes when the thickness is greater than 80 nm.
Considering the FWHM and the resonance CR, a silver film with a thickness larger than
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80 nm is preferred. We thus pick 100 nm as our silver thickness to provide a sufficient
buffer for device implementation.
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Figure 3. (a) The reflected spectra for different surrounding mediums. (b) The resonance wavelengths
shift as a function of the surrounding index variation. The linear fittings show 833 nm/RIU and
938 nm/RIU for Mode1 and Mode2, respectively. (c) The reflected spectra for different concentrations
of the glucose solution. The inset shows the resonance wavelength shifts with the glucose solution
concentration variation.
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resonance CR and the FWHM change with the silver layer thickness.

3.3. Performance Change with the Grating Variables

The AlN grating is also crucial for our device. There are multiple parameters in a grat-
ing, e.g., the grating height, width, and period, that would affect the device’s performance.
In this section, we provide a detailed analysis of these parameters on the performance of
the sensor. Note that in this section, the silver thickness is fixed at 100 nm.

First, we calculate the reflected spectra for different grating heights with fixed grating
width (w = 320 nm), period (a = 1070 nm), and incident angle (θ = 2◦). Figure 5a shows that
when the grating height gradually thickens from 400 nm to 480 nm, the resonance moves
to the longer wavelength without significant distortion of its shape. The corresponding
FWHM of the resonant peak is around 1.8 nm during the parameter scanning. We also do
refractive index sensitivity characterization, showing the sensitivity is within the range of
920 nm/RIU to 960 nm/RIU. Therefore, a thinner grating possesses a higher sensitivity
and thus a higher FOM, as shown in the inset of Figure 5a. However, from Figure 5a, we
observe a slight decrease in the resonance CR for the grating height is smaller than 440 nm.
Considering the overall performance, we pick 440 nm as our grating height to provide a
higher FOM without sacrificing the CR of the resonance. This also provides a reference for
our future design.

Next, we plot the reflected spectra for different grating widths with fixed grating
height (d = 440 nm), period (a = 1070 nm), and incident angle (θ = 2◦) in Figure 5b. We find
a red-shifted and slightly broadened resonant peak as we widen the grating width, i.e.,
increasing the duty cycle. The FWHM increases from 1.6 nm for the 280 nm wide grating
to 2 nm for the 360 nm wide one, while the sensing sensitivity monotonically drops from
958 nm/RIU for the 280 nm wide grating to 923 nm/RIU for the 360 nm wide grating. The
corresponding FOM also monotonically drops from 598/RIU to 461/RIU, as shown in the
inset of Figure 5b, indicating a better sensing performance for the grating with a lower duty
cycle. However, the inset of Figure 5b also shows an increasing resonance CR for wider
grating teeth. Therefore, by taking a trade-off, we pick 320 nm as the grating width.

We also simulated the reflected spectra for different grating periods (from 970 nm to
1170 nm with a 50 nm step) and kept all other parameters fixed (w = 320 nm, d = 440 nm,
and θ = 2◦). As shown in Figure 5c, when the period increases, the corresponding FWHM
slightly drops from 1.9 nm to 1.7 nm, and the sensitivity increases from 826 nm/RIU to
1060 nm/RIU, providing a monotonically increasing FOM from 434/RIU to 623/RIU. In the
meantime, we also notice a decreasing resonance CR as we increase the period. Therefore,
we trade-off these factors and select the period a = 1070 nm for our design.
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3.4. Performance Change with the Grating Shape Deviation

We also study the device tolerance by considering the fabrication-induced sidewall
angle deviations. In reality, it is common to have a trapezoid cross-section similar to the
inset of Figure 6. In this section, we fix all the parameters same as in Section 2, namely
a = 1070 nm, d = 440 nm, w = 320 nm, h = 100 nm, θ = 2◦, and ns = 1.33, and scan the ∆w
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from −50 nm to 50 nm with a step of 25 nm. We plot the reflected spectra for different
values of ∆w in Figure 6. As ∆w increases from −50 nm to 50 nm, similar to widening
the grating width, the resonance shifts to the longer wavelength, and the CR gradually
increases. The corresponding sensitivity decreases from 945 nm/RIU to 924 nm/RIU.
During the whole process, the FWHM does not vary too much. It is fair to say that the
device shows a sufficient tolerance for certain fabrication-induced geometric errors.
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4. Discussion

According to Equation (1), the resonance wavelength is proportional to the grating
period. Further increasing the period may move the operating wavelength towards a
longer wavelength. On the other hand, if we define the complex refractive index of silver
as nm = n + ik, for a plasmonic device, the quality factor is [30]:

Qsp =
k3

2n
(2)

A larger quality factor indicates a lower loss of a device. Take 1559 nm and 1905 nm as
an example. Even though moving from 1559 nm to about 1905 nm increases the imaginary
part of the complex refractive index, k, from 11.439 to 13.862, it also raises the real part, n,
from 0.1453 to 0.23119. Therefore, the Qsp indeed increases from about 5150 to about 5760,
implying a lower device loss when working at a longer wavelength. In the meantime, a
resonance working at a longer wavelength shifts more than the one at a shorter wavelength.

We thus increase the period to shift the resonance peak of the quasi-SP-BIC from
1559 nm to a longer wavelength. Then, we optimize the device parameters as a = 1350 nm,
w = 400 nm, d = 240 nm, and h = 100 nm. With incident angle θ = 2◦, we apply glucose
solution with different concentrations to the device, showing 1264 nm/RIU, corresponding
to 0.14 nm/(g/L) for glucose solution, and 0.18 nm FWHM in Figure 7. The sensitivity
is more than 30% higher than its counterpart at 1559 nm, while the FWHM is one order
narrower than the 1559 nm one, leading to a much higher FOM of ~7022/RIU. We compare
the performance of our devices with other recently reported plasmonic sensors in Table 2.
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index variation. The linear fitting shows 1264 nm/RIU.

Table 2. Performance comparison.

Ref. Sensitivity (nm/RIU) FWHM (nm) FOM (/RIU)

Sharma et al. [31] 461.53 14.8 31.18
Lu et al. [32] 497.83 0.904 551

Chau et al. [33] 1200 45 26.67
Sun et al. [34] 526.0 7.2 73.10
Li et al. [35] 404.295 8.04 50.30

Sreekanth et al. [36]
He et al. [37]

30,000
815

50.8
360.6

590
2.26

This paper @1559 nm 938 1.8 521
This paper @1905 nm 1264 0.18 7022

5. Conclusions

In summary, we propose a grating-assisted plasmonic refractive index sensor. Com-
bining the quasi-SP-BIC effect and the surface wave nature, our device features a small
FWHM and high sensitivity, resulting in FOM of 521/RIU at 1559 nm and 7022/RIU at
1905 nm. We also do glucose solution sensing, showing a 0.1 nm/(g/L) sensitivity at
1559 nm and a 0.14 nm/(g/L) sensitivity at 1905 nm. The performance of the proposed
scheme is significantly better than the other grating-based plasmonic sensors reported
earlier. Our approach provides a feasible way for designing a high-performance sensor
with narrow FWHM and high sensitivity.
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Abstract: We demonstrate 60 GHz separation optical two-tone signal generation at arbitrary C-band
wavelengths without involving complicated optical wavelength filtering. By utilizing a polarizer,
the selective suppression of undesired low-order optical sidebands has been proven and optimized
based on model analysis. By utilizing this scheme in conjunction with the optimized parameters,
more than 20 dB of suppression of undesired optical sidebands have been successfully achieved over
a 40 nm wavelength range. This scheme allows us to generate optical two-tone signals at the desired
wavelength.

Keywords: microwave photonics; optical modulation; optical polarization; optical two-tone signals;
RF photonics

1. Introduction

A phase-synchronized pair of monochromatic lightwaves with stable frequency spac-
ing plays an important role in the complementary use of radio-wave (RF) signals and
lightwaves, i.e., in the field of microwave photonics. Such a lightwave-pair is called as an
optical two-tone (OTT) signal. Since the RF signal obtained from the direct detection of
the OTT signal has a stable frequency, this can be applied to the convergence of optical
and wireless communications [1], high-resolution-image broadcasting [2], precise clock
distribution [3,4], radar measurement [5], and THz signal generation [6]. Not limited in the
complementary use of an RF signal and lightwaves, some advantages are there in RF fre-
quency upconversion, such as low phase noise, frequency tunability, increase in the output
signal frequency and allowance of some optical techniques such as optical amplification.

Wide frequency-separation OTT signals are especially useful because of the demand
for millimeter-waveband RF signals; therefore, several types of OTT signal generation
schemes have been explored. One involves constructing a phase-locked loop for light-
waves [7]. Its offset range currently reaches 17.8 GHz [8] due to phase noise (linewidth)
suppression of the semiconductor lasers constituting the optical phase-locked loop. How-
ever, a significant problem remains in further increasing the bandwidth: it requires broad
loop-BW, which implies that the closed-loop should be as short as possible. In contrast,
there is another approach that employs optical modulation to generate optical sidebands [9],
which is facilitated by the development of a waveguide-type optical modulator equipped
with traveling-wave electrodes [10,11]. In this scheme, the optical frequency spacing of
the generated OTT signals is mainly dominated by the driving frequency of the optical
modulator, and it can be exceeded by extracting a pair of higher-order optical sidebands
generated by deep optical modulation.

Several approaches have been demonstrated for sideband extraction. The straightfor-
ward way is to filter an optical signal in the wavelength domain [12–14], which involves the
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precise adjustment of transmission/rejection wavelength ranges when the wavelength of
the OTT signals should be changed. Additionally, their optical-frequency separation is lim-
ited by the steepness of the optical filter in the wavelength axis. The other approaches are
investigated using a modulation order-dependent interference by utilizing an I-Q optical
modulator [15–17] and periodic phase shifts of each optical sideband given by RF signals;
the desired optical sidebands survive to become OTT signals via constructive optical in-
terference, while unnecessary optical sidebands disappear due to the destructive optical
interference [18–20]. The approach is an optical filter-free operation, allowing for the optical
wavelength flexibility to endure. However, the optical phase offset must be specifically
stabilized to achieve low-spurs operation in long term, and an optical modulation device
should be densely integrated to increase the degree of frequency multiplication (i.e., the
ratio of frequency spacing of OTT signals against the frequency of the RF signal driving
the optical modulator). Although densely-integrated optical modulation devices have
been reported [21–25], further dense integration would be limited via a fabrication process
and physical parameters such as wavelength of the lightwave and refractive indices of
materials.

Another approach involves using the polarization of light as one degree of freedom.
While some attempts were conducted using a polarization modulator in a polarization-
maintaining Sagnac interferometer (PMSI) [26,27], one of the issues was stability degrada-
tion. In these approaches, BOTH polarization modes of PMSI were utilized, so that the
output signal would be unstable due to a fluctuation in polarization by temperature via re-
tardation in optical fibre. Deviation of the bias voltage of the polarization modulator would
also induce degradation of its performance. A system for stabilizing static optical phases
must be required, as well as the approaches based on an integrated optical modulator.
Furthermore, the analytically obtained optimization results were complicated.

These problems have been solved using a configuration where a bi-directional single
Mach-Zehnder optical modulator (MZM) is nested in only ONE polarization mode of the
modified PMSI [28–31]. In this article, we describe how this approach allows us to generate
OTT signals at arbitrary wavelengths. Our scheme promises wavelength tunability and
simplicity; it only requires wavelength changes for the seed lightwave of the OTT signal
generator, and it is free from the precise adjustment of an optical band-rejection filter. In
Section 2, the operation principle is described by introducing an analysis model to derive
an equation of an output lightwave signal from the proposed configuration. The analytical
results are also discussed. In Section 3, we describe a proof-of-principle experiment. Based
on the obtained optical spectra and their derivatives, we show that this scheme is suitable
to generate the OTT signals for C-band wavelengths. In Section 4, we summarize the OTT
signal generation scheme.

2. Principle
2.1. Output Signal from Polarization-Maintaining Sagnac Interferometer

Figure 1 shows a model for generating wavelength-tunable optical two-tone signals,
which is composed of a push-pull-driven MZM within one mode of a PMSI [30,31]. In
this setup, P-polarized incident lightwaves propagate in the clockwise direction, while
S-polarized ones propagate in the counter-clockwise direction. Due to the polarization-
rotation element (PRE), both components become S (TE) polarized at the MZM. Incident
lightwave E0, composed of the P-polarization component E0P and S-polarization component
E0S, is described as

E0 =

[
E0S
E0P

]
=

[
E0 cos α
E0 sin α

]
(1)

where α is the angle of the polarizer placed at the input port of polarizing beam splitter
(PBS), and E0 is the lightwave amplitude just after passing through the polarizer. Here-
after, the polarization-extinction ratio (i.e., the inverse of attenuation of the polarization
component when the insertion loss of the polarizer is omitted) is denoted as ξ, while in
Equation (1) the effect of the polarization extinction ratio is omitted because the dominant
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term of each polarization component belongs to its polarization axis. The lightwaves after
passing through the MZM and PRE become

ECCW =

[
0

−TMZM(∆θ, θB)E0S

]
=

[
0

−TMZM(∆θ , θB)E0 cos α

]
(2)

and

ECW =

[
TMZM(η∆θ, θB)E0P

0

]
=

[
TMZM(η∆θ, θB)E0 sin α

0

]
(3)

for counter-clockwise propagation ECCW and clockwise propagation ECW, respectively.
Here, we assume that the polarization extinction ratio of the PBS is infinite; however, the
effect of its finite polarization extinction ratio results in lightwave power loss due to leakage
at the empty port of the PBS in the PMSI. Note that, at the PRE, the P-polarized lightwave
is converted into an S-polarized one, and vice versa. TMZM (∆θ, θB) is the transmittance
of the MZM that is driven by a sinusoidal RF signal with an angular frequency of ω0 and
induced optical phase ∆θ, which is given by

TMZM(∆θ, θB) = cos(∆θ sin ω0t + θB), (4)

if the insertion loss of the MZM is omitted. θB is the phase bias of the MZM, and hereafter
θB is assumed to be π/2; i.e., the MZM is driven under the null-bias condition. η is the
ratio between the two induced optical phases, and |η| is assumed to be less than 1. So,
the attenuation of the RF signal amplitude to achieve the ratio is 1/|η|. In Figure 1, a set
of induced optical phases (∆θ and η∆θ) is independently shown, but actually, the set can
beprepared by utilizing RF signal reflection or circulation. Adopting the MZM possessing
RF termination ports, we can simultaneously induce two optical modulations with different
modulation indices [29]. Using this feature, we modulate the two circulating lightwaves
independently, with modulation indices of ∆θ and η∆θ for ECCW and ECW, respectively.
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Figure 1. Analysis model of wavelength-tunable optical two-tone signals generation based on an
MZM in PMSI with PRE. PBS: polarizing beam splitter, PRE: polarization-rotation element, POL:
polarizer. Blue solid arrows and red solid arrows depict the electric field (polarization) of lightwave
propagating in the PMSI in the clockwise direction and the counter-clockwise direction, respectively.
In the configuration, lightwaves propagate according to black open arrows. Dashed arrows indicate
the RF signal modulating lightwave in the PMSI.

At PBS, these lightwaves are combined and projected onto the polarizer. The lightwave,
after passing through the polarizer, EOUT, can be described as
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EOUT = TPOL[ECCW + ECW]

=

[
cos α sin α
− sin α cos α

][
1 0
0 1/

√
ξ

][
cos α − sin α
sin α cos α

]
×
[

TMZM(η∆θ, θB)E0P
−TMZM(∆θ, θB)E0S

]

= E0 sin 2α
2 {TMZM(∆θ, θB) + TMZM(η∆θ, θB)} ×

[
cos α
− sin α

]

+ E0√
ξ
{TMZM(η∆θ, θB) sin2 α− TMZM(∆θ, θB) cos2 α} ×

[
sin α
cos α

]
,

(5)

where the first and second terms correspond to the lightwave amplitude parallel and
perpendicular to the axis of the polarizer, respectively. TPOL is the amplitude transmittance
of the polarizer:

TPOL =

[
cos α sin α
− sin α cos α

][
1 0
0 1/

√
ξ

][
cos α − sin α
sin α cos α

]
. (6)

If the orthogonal axis of EOUT is chosen to be parallel and perpendicular to the polarizer,
the lightwave E′OUT can be expressed as

E′OUT = T′POL[ECCW + ECW]

=

[
1 0
0 1/

√
ξ

][
cos α − sin α
sin α cos α

][
TMZM(η∆θ, θB)E0P
−TMZM(∆θ, θB)E0S

]

= E0

[
sin 2α

2 {TMZM(∆θ, θB) + TMZM(η∆θ, θB)}
−1√

ξ
{TMZM(∆θ, θB) cos2 α− TMZM(η∆θ, θB) sin2 α}

]
.

(7)

The lightwave coming back to the polarizer from the PMSI is projected with a different
angle, −α.

2.2. Suppression of First-Order Sideband for Third-Order Sideband Extraction

Eout is composed of many optical-frequency components when MZM is driven by
strong sinusoidal RF signals. However, assuming that infinite ξ, Equations (5) and (7) imply
that some optical-frequency components of Eout become zero under a certain condition.
This fact can be derived by expanding the term TMZM(∆θ, θB) + TMZM(η∆θ, θB) using the
m-th order Bessel function of the first kind Jm(x):

TMZM(∆θ, θB) + TMZM(η∆θ, θB)

= +j
∞
∑

m=−∞
[J2m+1(∆θ) + J2m+1(η∆θ)] ej(2m+1)ω0t (8)

Then, the (2m + 1)-th order optical sidebands disappear when the following equation is
satisfied:

J2m+1(∆θ) + J2m+1(η∆θ) = 0. (9)

From the above equation, adequate parameters can be obtained for suppressing ±1st order
optical sidebands (i.e., m = –1, 0) in the lightwave composed of –3rd~+3rd order optical
sidebands. Note that, ideally, the null-biased MZM does not generate even-order optical
sidebands. Although there are many solutions satisfying Equation (9), we focus on those
with a negative η which can be achieved by a π-phase shift of the RF signal modulating
clockwise lightwave [30,31]; i.e., η is in the range from –1 to 0. Additionally, η = –1 is
not suitable, because Equation (9) is satisfied for arbitrary ∆θ and m, meaning that all
sidebands disappear. Figure 2a shows the plot of J1(x) versus x to find a numerical solution
of Equation (9), and the pairs of the solution are shown in Figure 2b.
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Adapting the parameter setting, the polarization of input (α = 45◦) and output light-
waves can be drawn as Figure 3. While polarization of the lightwave launching into the
PMSI is parallel to the axis of the polarizer (Figure 3a), ±1st-order optical sidebands of ECW
(originating from the P-polarization incident lightwave) are flipped in their phase at a weak
optical modulation while those of ECCW retains their phase. Then, as shown in Figure 3b,
the polarization of ±1st-order optical sidebands is perpendicular to the polarization axis
of the polarizer. In contrast, ±3rd-order optical sidebands are sufficiently small for the
S-polarization components due to the modulation index including a small |η|; hence, only
the sidebands of the P-polarization are projected by the polarizer so that they become the
desired output lightwave, as shown in Figure 3c. Under a negative η, the intensity of the
desired ±3rd-order optical sidebands, P3, is approximately expressed as

P3 ' E2
0

sin2 2α

4
[J3(∆θ)− J3(|η|∆θ)]2, (10)

when the components perpendicular to the axis of the polarizer are neglected. For the
±1st-order optical sidebands, which are undesired components in the generated OTT
signals, P1 is

P1 ' E2
0

[
sin2 2α

4 [J1(∆θ)− J1(|η|∆θ)]2
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ξ
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]
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(11)

From Equations (10) and (11), the optimum value of α is expected to be 45◦. Figure 4a
shows the dependence of P1/P3 on ∆θ for several |η|, assuming that ξ = 104 (40 dB). The
∆θ, giving the bottom of each dip, corresponds to the solution of Equation (9). With a
decreasing |η| (i.e., an increase in attenuation), the dip of each plot gradually shifts to the
higher ∆θ. Additionally, the dip becomes narrower with a decrease in |η|, originating
from the fact that the slope of J1(x) increases when the argument x is far from x0 = 1.841,
which gives a local maximum of J1(x0). This fact is also summarized in Figure 4b, which
show dependence of the maximum suppression ratio of the 1st-order optical sidebands
and 3 dB width of the dips versus |η|. This means that, by adopting a lower |η| (higher
attenuation), the suppression ratio is enhanced by more than 30 dB, while the suppression
ratio is degraded by deviations of η and ∆θ. A deviation in α has less of an effect on the
suppression ratio given a sufficiently high polarization extinction ratio, while the deviation
directly affects P3 and P1, as implied by Equations (10) and (11).
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Figure 3. Alignment of the polarization axis of the polarizer and polarization state of an (a) incident
lightwave and the output lightwave composed of (b)±1st-order optical sidebands and (c)±3rd-order
optical sidebands. Note that the propagation axis (Z) of (a) is opposite to that of (b,c), while the
spatial coordinate is consistent.
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Figure 4. (a) Dependence of 1st-order optical sideband intensity on ∆θ when η is in negative and its
absolute value |η| equals to 0.794 (2 dB attenuation), 0.631 (4 dB attenuation), 0.501 (6 dB attenuation),
0.398 (8 dB attenuation), 0.316 (10 dB attenuation), 0.251 (12 dB attenuation). Polarization extinction
ratio ξ is assumed to be 104. All plots are normalized by the intensity of ±3rd-order optical sidebands
obtained from each η. (b) Minimum intensity and 3-dB width of the dips in (a) versus |η|, ranging
from 1 dB to 11 dB with a step of 1 dB in RF attenuation 1/|η|. (c) Output power of desired
wavelength component P3 normalized by ∆θ2 being proportional to input RF power. Calculation is
performed using Equation (10) and setting of |η| is common with (a). All traces are normalized by
the maximum when |η| equals to 0.251.

Regarding the desired optical signal power P3, the output power is increased with
increase of ∆θ, according to the characteristic of J3(x). For focusing on conversion efficiency
from the input RF drive signal power, P3 normalized by ∆θ2 is plotted on Figure 4c for
several |η|. As can be seen, P3/∆θ2 is increased with a decreasing |η| and the ∆θ giving
the local maxima of each plot are gradually increased, in the range of 3–3.5 in ∆θ.

3. Experiments
3.1. Experimental Setup and Proof-of-Concept Experiment

For conducting an experiment, we evaluate the wavelength dependence of the ex-
tinction ratio (ER) of the MZM integrated into a Z-cut Lithium Niobate substrate [31].
Halfwave voltage and modulation bandwidth of the modulation electrodes were evaluated
to be 2.4 V and 23 GHz respectively, for each arm. The ER was designed to be more than
20 dB, and the insertion loss was evaluated to be 5.7 dB, at a wavelength of 1550 nm. To
evaluate the wavelength dependence of ER, optical-power transmission spectra of MZM
were obtained using a wavelength-swept light source (Agilent, 81689A) with a line-width
of around 1 MHz. Transmission spectra of MZM were measured under each of its null- and
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in-phase conditions at a wavelength of 1550 nm, and the condition was fixed during each
of the spectrum measurements. For wavelengths ranging from 1530 nm to 1570 nm, ERs of
more than 30 dB were obtained from the MZM. And, at the wavelength of 1550 nm, ER was
evaluated to be more than 40 dB. Then, the suppression of undesired even-order sidebands
and carriers is sufficiently guaranteed due to destructive interference within MZM.

Figure 5 shows the experimental setup for evaluating the wavelength tunability of the
OTT signal generator [30,31]. For the lightsource of the OTT signal generator, we employed
an external-cavity laser diode (Agilent, 81689A). By using a 2 × 2 optical coupler followed
by a polarization-maintaining optical circulator (OC), a polarizer (polarization extinction ra-
tio >35 dB) and a quarter-waveplate, the incident lightwave generated from the lightsource
was introduced into PMSI, which was composed of a polarizing beam splitter (polariza-
tion extinction ratio >21 dB, insertion loss <1.0 dB), PRE and MZM. To compensate for
the wavelength-dependence of polarization-mode dispersion of polarization-maintaining
optical fibers (PMFs), some PMFs were connected to couple its slow- (fast-) axis to the fast-
(slow-) axis of the other PMFs. In addition, a quarter waveplate was employed to rotate
the polarization of parasitic unmodulated lightwaves originating from the reflection at the
end of a PMF and/or PBS; hence, the parasitic unmodulated lightwaves were rejected by
the polarizer. Among the setup, the components with a narrow wavelength range were
the OC (1550 ± 30 nm) and the 2 × 2 optical coupler (1550 ± 20 nm), which restricts the
tunable range of the setup. However, the latter was used just for monitoring the launched
optical power, so that it can be removed from the setup. The bias voltage of the MZM was
adjusted to its null-bias condition at the wavelength of 1550 nm to suppress the optical
carrier and even-order optical sidebands using the MZM. During measurement, the bias
voltages were fixed. To drive the MZM, a 10 GHz RF signal was amplified (Ciao Wireless,
CA-910-4042) and applied to the MZM. The applied RF power was evaluated using a
conventional RF power meter (HP, 437B and 8481A). Using an optical spectrum analyzer,
the optical spectrum of the lightwave emitted from the OTT signal generator was evaluated.
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Figure 5. Experimental setup. Thin red lines are the RF signal connections, and double solid lines are
connections for lightwave. ECLD: External-cavity diode laser, S-F conv.: PMF connector coupling
a slow- (fast-) axis of the either PMF to a fast- (slow-) axis of the other, PM: optical power-meter,
OC: Optical circulator, POL: Polarizer, λ/4: quarter-waveplate, PBS: Polarizing beam-splitter, PRE:
Polarization-rotation element, MZM: Mach-Zehnder optical Modulator, OSA: optical spectrum
analyzer, 3 dB: 3 dB RF hybrid coupler, PS: RF phase shifter, and ATT: Attenuator.

3.2. Experimental Results Obtained from 1550 nm Seed Lightwave

Figure 6 shows the typical optical spectra of the experimentally obtained OTT signals
and the strongly modulated lightwave launching into PBS. The RF signal amplitude was
adjusted to set the modulation index ∆θ to 2.93, and the RF attenuation 1/|η| required
for selective polarization rotation was adjusted to 11 dB, i.e., two modulation indices ∆θ
and |η|∆θ (=0.83) were obtained from the single MZM. As can be seen, the ±1st-order
optical sidebands were suppressed by 34 dB by the polarizer, and the desired ±3rd-order
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optical sidebands were −28 dBm to −29 dBm. Although no feedback system was adopted
in the experimental setup simply placed in a room without strict thermal shielding, the
obtained optical output power was sufficiently stable; power fluctuation of the suppressed
±1st-order optical sidebands was within ±0.3 dB for 8 h. This implies that the phase
difference between the lightwaves circulating in PMSI does not fluctuate due to the use
of the same one polarization mode of PMSI. Using both polarization modes in the PMSI
composed of PMFs, unavoidable fluctuation in optical-phase difference would be induced
by temperature fluctuation. It should be noted that only the±1st-order optical sidebands to
be suppressed at the polarizer are involved in the effect of the phase-difference fluctuation,
while the other sidebands and carrier do not suffer from such an effect: although intensity
fluctuation of even-order ones including the carrier might originate from that of MZM bias,
and its degree is sufficiently small. Additionally, the other odd-order (in this case ±3rd-
and ±5th-order) ones do not undergo interference so that their intensity is also stable.
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Figure 6. Optical spectrum of 60-GHz separation OTT signal (Solid red line) composed of strongly
modulated lightwave (Dashed blue line) and weakly modulated lightwave. The frequency of RF
signal driving MZM, f 0, is 10 GHz. Horizontal and vertical axes are normalized by f 0 and the intensity
of ±3rd-order sidebands, respectively.

To evaluate the suppression of ± 1st-order optical sidebands, we experimentally
evaluate the dependence of the intensity on the induced optical phase ∆θ under the fixed η,
as shown in Figure 7. As can be seen, the intensity plots agree well with the analytically
obtained dip characteristic for RF attenuation 1/|η| = 11.5 dB, supporting the validity
of the model analysis shown in Figure 4a of Section 2.2. The 0.5-dB difference against the
RF attenuation in the setup (11 dB) may be due to the accumulation of the other insertion
losses such as DC blocks and bias tees, and the residual calibration error of the RF power
meter. The experimentally obtained intensity was −35 dB, which was restricted by the
lower limit of the optical spectrum analyzer used in the experiment and the ER of the
polarizer. The degree of the suppressed intensity is also evaluated under the condition of
satisfying Equation (9) for the negative η, which is shown in Figure 8. With a decrease in
∆θ, the intensity gradually decreased and followed the analytical result. Some deviation
in the experimental results would be mainly due to the deviations of RF power and RF
attenuator, besides instrument accuracy of the optical spectrum analyzer.
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Figure 8. Intensity of ±1st-order optical sidebands normalized by ±3rd-order optical sideband
intensity, obtained from the experiment (open circles) and analytical model where ER of the polarizer
is 41.5 dB (dashed line). At each ∆θ, η is set to satisfy Equation (9).

Figure 9 shows RF spurs against ∆θ obtained from a photodiode (PD) with a 3 dB
bandwidth of 70 GHz (Finisar, XPDV3120R) and an RF harmonic mixer (HP, 11970U)
connected to an RF spectrum analyzer (HP, 8563E). First- (10 GHz) and fourth-order
(40 GHz) spurs were detected with the degree of ~−30 dB, mainly originating from the
beat of the desired components, their neighbor components (±2nd-order components), and
the ±1st-order components cut by the polarizer. In contrast, second-order (20 GHz) spurs
were relatively strong: around −10 dB against the desired lightwave components. These
spurs are due to the desired components and the ±5th-order components. Additionally,
these spurs were stronger than the expected power. Such a difference might be ascribed
to the effect of dispersion of optical fibers. However, the strength of these spurs might
not be significant: these RF frequencies are sufficiently far from the desired sextupled
signal frequency so that they can be rejected by RF signal processing such as using an RF
band-pass filter [29].
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Figure 9. Power ratio of spurs versus the induced optical phase ∆θ. Origin of the vertical axis
corresponds to 60-GHz RF power. Circles, triangles, and squares denote the 10 GHz (1st-order),
20 GHz (2nd-order), and 40 GHz (4th-order) RF signals. The filled symbols indicate experimental
results, while the opened symbols indicate results from numerical calculations.

3.3. Wavelength-Tunable OTT Signal Generation

Figure 10 shows the typical optical spectra of OTT signals obtained from the generator
with several seed lightwave wavelengths. The OTT signals were successfully generated
without increasing the spurs: for the intensity ratio of ±1st-order optical sidebands against
the desired ±3rd-order ones, more than 20 dB was achieved over a 40 nm wavelength
range in the C-band, owing to the wavelength-independent ER of the MZM and the
sufficiently high polarization extinction ratio of the polarizer in the broad-bandwidth range.
In acquisition of Figure 10, the bias voltage of MZM was fixed at its null point for the
wavelength of 1550 nm, to avoid a complicated adjustment of the bias voltage. Such a
constant voltage might also induces residual spurs due to a slight deviation in the bias
voltage condition from the null, when the wavelength of the seed lightwave shifts from
1550 nm. The suppression ratio would be further enhanced if we accept bias voltage
tracking according to the wavelength of the seed lightwave. Power fluctuations of the
desired OTT signals due to the seed-wavelength changes were within −25~−32 dBm.
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4. Summary

We demonstrated an optical two-tone signal generation scheme at arbitrary wave-
lengths without involving complicated optical signal processing in the wavelength axis.
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Using an analytical approach, we optimized the driving condition for suppressing unde-
sired lightwave components and conducted a proof-of-principle experiment. Due to the
sufficiently high ER of the MZM and polarizer, the ±1st-order optical sidebands has been
suppressed with a ratio of more than 20 dB against the desired wavelength components.
Because this scheme requires no optical filters, it can be useful for generating optical two-
tone signals at arbitrary wavelengths and may be extended to RF signal measurement by
combining other microwave-photonics techniques.
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Abstract: Metasurface-enabled cloaking offers an alternative platform to render scatterers of arbitrary
shapes indiscernible. However, specific propagation phases generated by the constituent elements for
cloaking are usually valid for a single or few states of polarization (SOP), imposing serious restrictions
on their applications in broadband and spin-states manipulation. Moreover, the functionality of
a conventional metasurface cloak is locked once fabricated due to the absence of active elements.
Here, we propose a hybrid phase-change metasurface carpet cloak consisting of coupled phase-shift
elements setting on novel phase-change material of Ge2Sb2Se4Te1 (GSST). By elaborately arranging
meta-atoms at either 0 or 90 degrees on the external surface of the hidden targets, the wavefront of its
scattered lights can be thoroughly rebuilt for arbitrary SOP exactly as if the incidence is reflected by a
flat ground, ensuring the targets’ escape from polarization-scanning detections. Furthermore, the
robustness of phase dispersion of meta-atoms endows the metasurface cloak wideband indiscernibil-
ity ranging from 7.55 to 8.35 µm and tolerated incident angles at least within ±25◦. By reversibly
switching of the phase states of Ge2Sb2Se4Te1, the stealth function of our design can be turned on and
off. The generality of our approach will provide a straightforward platform for polarization-immune
cloaking, and may find potential applications in various fields such as electromagnetic camouflage
and illusion and so forth.

Keywords: metasurface carpet cloak; states of polarization (SOP); hybrid phase-change metasurface;
polarization-insensitive cloaking; electromagnetic camouflage and illusion

1. Introduction

The electromagnetic (EM) invisibility, by eliminating the scattering light and restoring
the polarization, amplitude and phase profiles of the transmitted/reflected light as if the
incidence is reflected by a flat ground, can render the hidden targets unobservable, which
is a dream that people have been chasing unremittingly for a long time. Such scenarios,
often considered to only exist in magical movies by exploiting a specific invisible technique,
such as in the Harry Potter movies, have become a reality and have flourished because
of the advent of metamaterials [1,2]. Transformation optics (TO) [3], as an ambitious ap-
proach, can reboot the EM waves around the hidden objects and thereby enable it to be
fully indiscernible. However, the implementation of this technique is supported by compli-
cated constitutive parameters, especially for the extremely inhomogeneous and anisotropic
profiles of the material parameters [4–6], which impose enormous challenges in practice.
Afterward, the concept of carpet cloak based on scattering cancelation was proposed [7,8],
which is fulfilled by suppressing the dominant multipolar scattering orders. Nevertheless,
bulky footprint and lateral shift of the scattered waves can easily deteriorate the quality of
cloaking and thus render the hidden objects readily detectable, especially at high frequen-
cies. As an alternative, the cloak technique assisted by quasi-conformal mapping was also
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proposed [9,10], which adopts the strategy of inverse transformation of the permittivity
and permeability to release the inherent restraint of full stealth technique. However, it is
generally bulky, costly and time consuming to manufacture with high precision.

Recently, the emergence of metasurfaces [11–16] undoubtedly provides a powerful
platform to achieve stealth, due to its inherent virtues such as more degrees of flexible-
design freedom, skin thickness, low loss and easy fabrication relative to three-dimensional
(3D) bulky metamaterials. Metasurfaces, as the equivalent 2D counterpart of metamaterials,
consist of subwavelength optical scatterers that could arbitrarily tailor the polarization,
phase and amplitude of EM waves by introducing abrupt phase changes across the interface.
Metasurface-enabled carpet cloak [17–23] inherits all the merits of metasurfaces and any
targets wrapped with it can thoroughly reconstruct the scattered lights exactly as if the input
EM wave is reflected by a flat conducting ground. Following this strategy, various types
including multi-wavelength [24,25], reconfigurable [26,27] and smart metasurface carpet
cloaks [28–30] have been proposed and demonstrated. However, these metasurface cloaks
are subjected to polarization sensitivity, i.e., they work efficiently only at a single or a few
states of polarization (SOP), being easily detectable by full-polarization detection systems.
Such restrictions can be released by exploiting symmetric circular ring or square-shaped
nanostructures as the constituent elements of metasurfaces [19,31], but at the cost of losing
a degree of freedom in the design space. On the other hand, the functionality of current
metasurface cloaks is locked once fabricated due to the absence of active elements, which
severely limits their wide applications. As a non-volatile optical phase change material
(O-PCM), Ge2Sb2Se4Te1, with extremely large refractive index contrast associated with
material phase transformation as well as exceptionally broadband transparency and low
loss in the infrared spectral regime, uniquely empowers metasurface devices with more
degrees of freedom for post-processing and thus to become active cloaks. Thereafter, a
reconfigurable full-polarization metasurface cloak has been in high demand but challenging
to develop until now.

Here, counterintuitively, we report an ambitious approach to construct a metasurface
consisting of anisotropic Au nanoantenna pairs setting on a Ge2Sb2Se4Te1 spacer layer,
which is capable of perfect cloaking at any SOP described by the Poincaré sphere. In
contrast to [21], who realized polarization-insensitive cloaking via exploiting the cross-
LP scheme, in our scheme these anisotropic nanoantenna pairs with varied dimensions
are arranged at either 0 or 90 degrees (relative to the x-axis), allowing us to accurately
implement the propagation phases to cover 2π phase shifts. There are two advantages by
doing so. First, both right circularly polarized (RCP) and left circularly polarized (LCP)
light will be imparted by the identical phase profiles as they interact with the designed
metasurface, leading to a perfect cloaking performance upon any incident SOP since any
polarized light can be decomposed into a combination of LCP and RCP light. Second, the
robustness of phase dispersions of these anisotropic meta-atoms endows the metasurface
cloak wideband indiscernibility and large tolerated angular range. One point should be
emphasized that by reversibly switching of phase states of Ge2Sb2Se4Te1, the designed
cloak can realize stealth switching of “ON” and “OFF” by imposing appropriate external
stimuli without changing the meta-devices’ structures. The generality of our approach will
provide a straightforward platform for reconfigurable polarization-immune cloaking, and
may find potential applications in various fields such as electromagnetic camouflage and
illusion and so forth.

2. Principles and Structures
2.1. Design Principles of Polarization-Insensitive Cloaking

To construct a metasurface carpet cloak that works well for metallic bumps with
arbitrary boundaries of h(x, y), each constituent element should be encoded with the
desired compensated phase profiles ϕ(x, y) aimed at the wavelength λ0 for a specific
polarization [18,21]:

ϕ(x, y) = π − 2k0cosθ(h(x, y)− g(x, y)) (1)
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where k0 = 2π/λ0 is the wave number in free space, θ is the angle of input beams, g(x, y)
denotes the contour of a flat ground and the additional phase π is induced by half wave loss.
Generally, one can use the function g(x, y) to mimic any fictive object as an illusion cloak. For
simplicity, g(x, y) is set to 0 to signify a flat ground herein. Note that the compensated phase
profiles ϕ(x, y) are only feasible for a specific polarization to realize perfect stealth. Other
SOP deteriorate the entire cloaking performance due to unwanted phase distortions, which
can be overcome by employing a symmetric circular ring or square-shaped nanostructures
as the meta-atoms of metasurfaces. However, this approach suffers from the loss of a degree
of freedom in the design space owing to the symmetry of these meta-atoms.

To solve this issue, we counterintuitively adopt anisotropic Au nanoantenna pairs
as the meta-atoms of metasurfaces, which synergies propagation phases tailored by the
cells’ dimensions and specific PB phases by rotating meta-atoms at either 0 or 90 degrees,
similar to those of our pioneered work [32] and Chen’s work [33]. To be specific, as the
input spin-polarized light hits on anisotropic meta-atoms, the reflected beams could be
described by the Jones vector [34]:

R|σ〉 = rl + rs

2
|σ〉+ rl − rs

2
exp(−j2σβ)|−σ〉 (2)

in which the parameter σ is assigned to +1 or −1 for RCP or LCP light, and rl and rs
represent the complex reflection coefficients for the linearly polarized (LP) light along
the long and short axes of the nanoantenna, respectively. Each nanoantenna is rotated
counter-clockwise with the angle of β with respect to the x-axis. From Equation (2), we can
find that the outgoing EM fields contain not only the original (co-) polarized components
(σ) with a complex amplitude (rl + rs)/2, but also the orthogonal (cross-) polarized com-
ponents (−σ) with a complex amplitude (rl − rs)/2. It should be noted that an additional
phase delay 2σβ is induced for the cross-polarized components, which is the origin of
the PB phase. We can eliminate the unfavorable scatterings caused by the co-polarized
components via optimizing the unit cells to be a perfect half-wave plates (rl = − rs), while
maximizing the cross-polarized components to boost the polarization conversion efficiency
(PCE) and realize high-efficiency meta-devices. However, since the PB phase is susceptible
to the helicity of the incident beams, i.e., exp(j2β) for RCP and exp(−j2β) for LCP lights,
respectively, the above cross-polarization-engineered phases are only feasible for a specific
polarization, while collapsing for others. Notably, if half of all the nanoantennas are ar-
ranged at β = 0◦ and the other half at β = 90◦, the exponential expression results will be
identical, manifesting the same phase distributions for input RCP or LCP beams, which
implies that the metasurface will enable perfect cloaking upon any incident SOP.

2.2. Structures and Methods

Figure 1a illustrates the schematic of the polarization-immune metasurface carpet
cloak, from which one could witness that the metasurface design enables perfect cloaking
upon all LP (transverse magnetic, TM), LP (transverse electric, TE), LP(π/4), LCP and RCP
incident beams. These prototypical space-variant polarization states of incident beams
can be gracefully described by the Poincaré sphere (PS) [35], as shown in Figure 2a. As a
proof, an ultrathin metasurface cloak is designed, which overlays a triangular bump, as
exhibited in Figure 1b. The tilt angle of the triangular bump is a = 15◦, and hi = (i−1/2) p
represents the vertical distance from the center point of the meta-atom (i = 1,2,3, . . . , n) to
the flat ground. For better cloaking, 40 meta-atoms (n = 40) are arranged on each side of the
triangular bump. Since the tilt angles of the two sides of the bump exhibit opposite signs,
the deflection angles of reflected beams are also inverted, leading to mirror-like reflection.
Left panel of Figure 1c exhibits the schematic of unit cell of the metasurface cloak, in which
the spacer layers of GSST and ZnS:SiO2 are sandwiched by top metallic nanoantenna pairs
and bottom gold ground. The GSST layer with the fixed thickness of 490 nm functions
basically as active elements to tailor local circumstances, and the ZnS:SiO2 layer with a
fixed thickness of 150 nm acts as the protective layer to prevent GSST from being oxidized,
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respectively. The top metallic nanoantenna pairs consist of two distinct anisotropic Au
nanoantennas with identical height h = 100 nm and lattice constant p = 3000 nm. It should
be emphasized that the 3D unit cell is arranged by 0 degrees herein. To break structural
symmetry and generate chirality-dependent optical responses, one antenna A0 with a
fixed width a0 = 550 nm and length b0 = 1200 nm orients obliquely with a rotation angle
γ = 20◦ relative to the x-axis. While for the other A1, its long axis is parallel to the y-axis,
and its width is set to a1 = 800 nm and length b1 varies ranging from 600 to 2900 nm to
realize 0~π coverage. Additionally, Figure 1c (right panel) also displays the top views of
the meta-atoms arranged by 0 (top) and 90 (bottom) degrees.

Photonics 2022, 9, x FOR PEER REVIEW 4 of 11 
 

 

an ultrathin metasurface cloak is designed, which overlays a triangular bump, as exhib-
ited in Figure 1b. The tilt angle of the triangular bump is a = 15°, and hi = (i−1/2) p represents 
the vertical distance from the center point of the meta-atom (i = 1,2,3, . . . , n) to the flat 
ground. For better cloaking, 40 meta-atoms (n = 40) are arranged on each side of the trian-
gular bump. Since the tilt angles of the two sides of the bump exhibit opposite signs, the 
deflection angles of reflected beams are also inverted, leading to mirror-like reflection. 
Left panel of Figure 1c exhibits the schematic of unit cell of the metasurface cloak, in which 
the spacer layers of GSST and ZnS:SiO2 are sandwiched by top metallic nanoantenna pairs 
and bottom gold ground. The GSST layer with the fixed thickness of 490 nm functions 
basically as active elements to tailor local circumstances, and the ZnS:SiO2 layer with a 
fixed thickness of 150 nm acts as the protective layer to prevent GSST from being oxidized, 
respectively. The top metallic nanoantenna pairs consist of two distinct anisotropic Au 
nanoantennas with identical height h = 100 nm and lattice constant p = 3000 nm. It should 
be emphasized that the 3D unit cell is arranged by 0 degrees herein. To break structural 
symmetry and generate chirality-dependent optical responses, one antenna A0 with a 
fixed width a0 = 550 nm and length b0 = 1200 nm orients obliquely with a rotation angle γ 
= 20° relative to the x-axis. While for the other A1, its long axis is parallel to the y-axis, and 
its width is set to a1 = 800 nm and length b1 varies ranging from 600 to 2900 nm to realize 
0⁓π coverage. Additionally, Figure 1c (right panel) also displays the top views of the meta-
atoms arranged by 0 (top) and 90 (bottom) degrees. 

 
Figure 1. Principle diagram and design scheme of the polarization-immune metasurface carpet 
cloak. (a) Principle diagram of the polarization-immune metasurface carpet cloak wrapping on 
metallic bumps with arbitrary boundaries. It can work well upon all LP (TM), LP (TE), LP (π/4), 
LCP and RCP incident beams. (b) As a proof, an ultrathin triangular metasurface carpet cloak is 
designed in which the tilt angle of the triangular bump is a = 15°, hi represents the vertical distance 
from the center point of the meta-atom to the flat plane. (c) Left: Schematic of the meta-atoms (0 
degrees) of the proposed metasurface. Right: Top views of the meta-atoms arranged at 0 (top) and 
90 (bottom) degrees. (d) Normalized reflectance and propagation phases of anisotropic Au nano-
antenna pairs with length b1 spanning from 600 to 2900 nm, while other parameters remain un-
changed. 

Figure 1. Principle diagram and design scheme of the polarization-immune metasurface carpet cloak.
(a) Principle diagram of the polarization-immune metasurface carpet cloak wrapping on metallic
bumps with arbitrary boundaries. It can work well upon all LP (TM), LP (TE), LP (π/4), LCP and
RCP incident beams. (b) As a proof, an ultrathin triangular metasurface carpet cloak is designed
in which the tilt angle of the triangular bump is a = 15◦, hi represents the vertical distance from the
center point of the meta-atom to the flat plane. (c) Left: Schematic of the meta-atoms (0 degrees) of
the proposed metasurface. Right: Top views of the meta-atoms arranged at 0 (top) and 90 (bottom)
degrees. (d) Normalized reflectance and propagation phases of anisotropic Au nanoantenna pairs
with length b1 spanning from 600 to 2900 nm, while other parameters remain unchanged.

In the proof-of-concept demonstrations, finite-element-method-based numerical sim-
ulations are performed by utilizing the software of COMSOL Multiphysics. For each
meta-atom, periodic boundary conditions (PBCs) are adopted along the x- and y-axes, and
perfectly matched layer (PML) boundary conditions are implemented in the z direction. The
input RCP (LCP) wave propagates along the−z-axis and the reflection spectra and propaga-
tion phase with the flipped spin states (LCP (RCP)) are captured. While for the metasurface
cloak, we set PML around the model in x–z plane, apply PBCs along y-axis and adopt
perfect electrical conductor (PEC) boundary instead of bottom Au ground, respectively.
The incident EM waves are characterized by the incident background scattered fields that
propagate along the −z-axis. The optical constants of GSST exhibit frequency-dependent
characteristic [36], the refractive index of ZnS:SiO2 is set to 2 [37] and the permittivity of
Au can be represented by the Drude model [38]. A prototype of the metasurface cloak
can be fulfilled by a standard lithography process, in which 490 nm GSST and 150 nm
ZnS:SiO2 films are DC-magnetron sputter-deposited in sequence followed by electron beam
lithography, and finally 100 nm Au film is thermally evaporated.
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Figure 2. A Poincaré sphere representation of cloaking response under arbitrary SOP for normal
incidence. (a) A Poincaré sphere and five points that characterize different SOP. The calculated
reflected spatial E-field patterns in the x–z plane (up panels) and the corresponding farfield radiation
patterns (bottom panels) for the bared bump under LCP incidence (b), metallic ground under LCP
incidence (c) and the cloaked bump under LCP (d), LP (TM) (e), LP (TE) (f), RCP (g) and (h) LP (π/4)
input light, respectively.

Figure 1d shows the simulated propagation phase shifts and reflection at the targeted
wavelength of 7.9 µm by parameter sweeping of the long axis’ length b1 of A1 nanoantenna
by varying it from 600 to 2900 nm for two perpendicular-oriented meta-atoms R0 and
R90. In our simulation, R0, i.e., the meta-atoms arranged by 0 degrees, represents the
long axis of A1 (b1) oriented along the y-axis, while R90, i.e., the meta-atoms arranged by
90 degrees, represents the long axis of A1 (b1) oriented along the x-axis by rotating A1 in-
plane 90 degrees. It should be emphasized that the whole element structure maintains
exactly the same rotation as the long axis of A1 (b1) with reference to its center in the
x–y plane. As illustrated in Figure 1d, for the meta-atoms arranged at either R0 or R90,
the reflection spectra are completely coincident, while the phase shifts preserve the same
profiles but are imparted with a π phase shift, which confirms the feasibility of the theory
expressed by Equation (2). As a proof, 40 units that cover 2π full-phase shifts while
maintaining high reflectance are picked to build the metasurface cloak, in which 22 (close
to half of 40) meta-atoms are arranged in R0 and 18 in R90, enabling the realization of
polarization-insensitive cloaking performance.
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3. Results and Discussions

With the above principle, we designed a prototype of an ultrathin metasurface carpet
cloak utilizing anisotropic nanantenna pairs as building blocks and wrapping it on a
triangular bump, as shown in Figure 1b. Firstly, to characterize its polarization-immune
cloaking performance at normal incidence, five points that represent different SOP of
incident light impinging on the designed metasurface are picked and their coordinates at the
Poincaré sphere are given in Figure 2a. For the Poincaré sphere, the North (up) and South
(bottom) poles denote the cases of two orthogonal circularly polarized illuminances, and
Points B, C and D on the equator represent the scenarios upon LP lights with polarization
angles 0 (TE), π/4 and π/2 (TM), respectively. The corresponding calculated reflected
spatial E-field patterns in the x–z plane are illustrated in the up panels of Figure 2d–h,
respectively. For comparison, the cases of a bared triangular bump and PEC ground upon
LCP illuminance are also considered, as shown in the up panels of Figure 2b,c, respectively.
Compared with the PEC ground, tangible distortions of the scattering field are induced by
the bared bump, and the wavefront is substantially distributed in parallel with double tilt
angle α (Figure 2b), very different from the case of PEC ground, for which the wavefront is
parallel to the ground plane (Figure 2c). However, after wrapping the bared bump with
our cleverly designed metasurface, when LCP light illuminates, scattering distortions are
strongly suppressed and the wavefront is reconstructed (Figure 2d) as those of the ground
plane (Figure 2c). As a consequence, the hidden target is invisible as if it does not exist.
It is worth mentioning that almost identical restored wavefronts are also yielded for our
cleverly designed metasurface upon all the other illuminances of RCP, LP (TM), LP (TE) and
LP (π/4), implying that the metasurface cloak enables perfect cloaking upon any incident
SOP. The existing little perturbation is probably due to the discontinuity of local reflection
phases, which can be minimized by further optimization.

To better quantitively evaluate the quality of the generated cloaking performance by
our metasurface cloak, we show the corresponding far-field radiation patterns upon the
above-mentioned incident SOP, as shown in the bottom panels of Figure 2d–h. Simultane-
ously, the corresponding far-field radiation patterns for the bared bump and PEC ground
are also depicted in the bottom panels of Figure 2b,c for comparison. As expected, two
scattered sidelobes located at ±30◦ (double of the tilt angle α) produced by the bared
bump are efficiently suppressed and merged into one main lobe by our metasurface cloak
upon any incident SOP. Such a phenomenon is very consistent with those of PEC ground,
again proving that our designed metasurface enables polarization-insensitive cloaking
performance at the wavelength of 7.9 µm upon normal incidence.

Furthermore, oblique incidence scenarios at 25◦ for the metasurface cloak upon the
above-mentioned five SOP are calculated, as shown in Figure 3c–g. We also give the cases
of bared cloak and PEC ground for comparison. It can be easily found that the oblique
incidence of 25◦ breaks the symmetry of the scattered wavefront between the left and right
sides for the bared bump (Figure 3a), quite different from the specular reflection of the PEC
ground (Figure 3b). To our relief, after the bared bump was wrapped with the well-designed
metasurface, the reflection behaviors at 25◦ upon all five SOP (Figure 3c–g) were analogous
to those of the PEC ground, explicitly implying that the designed metasurface cloak is
insensitive to the incident SOP even at modest oblique angles, and straightforwardly
proving that the unique design could tolerate incident oblique angles of at least 25 degrees
at the wavelength of 7.9 µm.
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Figure 3. Cloaking response of our design upon arbitrary SOP under oblique incidence. For our
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Broadband cloaking operation is a crucial indicator to evaluate the performance
of invisibility cloaks. For convenience, we only showed the simulated far-field radiation
profiles of the cloaked bump upon normal LCP incidence against the input wavelength from
7 to 9 µm in Figure 4a. One could see that the far-field radiation profiles are converged into a
straight horizontal line located at 0 degrees within a wideband from 7.55 (λ1) to 8.35 µm (λ2)
(labelled by dashed white lines), i.e., our metasurface cloak exhibits a broadband cloaking
response despite some trivial scattering perturbations. To reveal the underlying mechanism,
we calculated the theoretical phase dispersions of all the picked meta-atoms according
to Equation (1) under three prototypical incident wavelengths (7.55, 7.9 and 8.35 µm) in
Figure 4b. The actual (simulated) phase dispersions for all selected meta-atoms at 7.9 µm are
also displayed. One could observe that the theoretical predictions exactly match with the
actual phases at λ0 = 7.9 µm, leading to invulnerable invisibility. Although the theoretical
phase lines at λ1 = 7.55 µm and λ2 = 8.35 µm slightly deviate from the actual ones, the
designed metasurface cloak can still preserve perfect invisibility due to the robustness of
the phase dispersion of meta-atoms [39]. Figure 4d,e shows the simulated reflected E-field
intensity profiles in the x–z plane and their corresponding 2D far-field radiation patterns for
our scheme under LCP illuminance with λ1 = 7.55 µm and λ2 = 8.35 µm, respectively. As
expected, these reconstructed wavefronts exhibit almost identical morphological features
to the one at the wavelength of 7.9 µm, unanimously confirming that the metasurface can
obtain broadband and invulnerable invisibility in the MIR. To further verify the broadband
cloaking operation of our design, Figure 4c depicts the reduced total radar cross-section
(RCS) that is calculated by dividing the total RCS of the cloaked bump by that of the bared
bump [40]. It can be easily found that our design upon normal incidence produced a
significant RCS reduction reaching up to −18 dB, and the 3 dB RCS reduction bandwidth
is very consistent with the results in Figure 4a, further implying the feasibility of the
broadband cloaking operation of the designed metasurface. Additionally, the relatively
large RCS reduction upon oblique incidence (θ = 25◦) demonstrates the virtues of wide-
angle cloaking very well.
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Figure 4. Broadband cloaking operation of the polarization-insensitive metasurface carpet cloak.
(a) Scanned plot of the simulated far-field radiation profiles for the cloaked bump upon LCP incidence.
(b) Phase dispersions of all picked meta-atoms under three prototypical incidences. (c) Calculated RCS
reduction for our metasurface cloak under normal and oblique incidences. Simulated reflected E-field
intensity profiles in the x−z plane (up panels) and the corresponding 2D far-field radiation patterns
(bottom panels) for our scheme under LCP illuminance with λ1 = 7.55 µm (d) and λ2 = 8.35 µm (e),
respectively.

It should be emphasized that our metasurface cloak is endowed with reconfigurability
and continuous (multilevel) control supported by embedding a chalcogenide phase-change
layer of GSST as a spacer layer. As a representative chalcogenide PCM, GSST could
be switched instantaneously, repeatedly and non-volatilely along amorphous (aGSST)
intermediate and crystalline (cGSST) states [41]. A huge contrast in the complex refractive
index caused by phase transformation and low loss in the MIR enable GSST to be a
good platform for reconfigurable and versatile optics [36]. To confirm this fact, Figure 5
displays the simulated reflected E-field intensity profiles in the x–z plane for our scheme
with different crystallization levels (m = 0.25, 0.5, 0.75 and 1) upon LCP illuminance of
λ0 = 7.9 µm, respectively. For the calculation of the effective permittivity of GSST at any
crystallization level, please refer to Ref. [42]. m = 0 and m = 1 indicate that GSST exists in
amorphous and crystalline states, respectively, and the larger the value of m, the higher
the crystallinity of GSST. This work adopts aGSST by default, unless otherwise specified.
The results of the scenario with m = 0 have been shown in Figure 2d. As anticipated, the
stealth performance of the designed metasurface cloak gradually deteriorates as m increases,
which is mainly attributed to the red shift of resonance and enlarged loss. When m = 1
(Figure 5d), the reflected wavefront of our design looks very similar to that of the bared
bump (Figure 2b), indicating that the designed metasurface cloak turns off. Therefore, by
adjusting the crystallinity of GSST, our designed metasurface cloak can realize the function
of continuous regulation and switching, which undoubtedly expands the flexibility and
diversity of the designed functionalities.
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4. Conclusions

In summary, we report a Ge2Sb2Se4Te1-based metasurface carpet cloak consisting of
40 anisotropic nanostructures. By arranging well-optimized meta-atoms at either 0 or 90 de-
grees on the external surface of the hidden targets (triangular bared bump), 2π full-phase
coverage can be obtained, ensuring the wavefront of scattered lights can be thoroughly
rebuilt exactly as if the incidence is reflected by a flat ground under arbitrary SOP of the
Poincaré sphere, and thus enabling the hidden targets to escape from polarization-scanning
detections. Meanwhile, the robustness of the phase dispersion of meta-atoms allows for the
metasurface cloak to generate a broadband indiscernibility within the wavelength range
of 7.55 to 8.35 µm and to tolerate the incident angles reaching up to ±25◦. It should be
emphasized that our metasurface cloak is endowed with a continuously adjustable and
switchable stealth response supported by converting GSST states. The generality of our
approach will provide a straightforward platform for polarization-immune cloaking, and
may find potential applications in various fields such as electromagnetic camouflage and
illusion and so forth.
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Abstract: Localized surface plasmon resonance (LSPR) of metal nanoparticles has attracted increasing
attention in surface-enhanced Raman scattering, chemical and biological sensing applications. In
this article, we calculate the optical extinction spectra of a silver nanocube driven by an ultrashort
carrier envelope phase (CEP)-locked laser pulse. Five LSPR modes are clearly excited in the optical
spectra. We analyze the physical origin of each mode from the charge distribution on different parts
of the cubic particle and the dipole and quadrupole excitation features at the LSPR peaks. The charge
distribution follows a simple rule that when the charge concentrates from the face to the corners
of the cubic particle, the resonant wavelength red-shifts. Then we modulate the LSPR spectra by
changing CEP. The results show that CEP has selective plasmon mode excitation functionality and
can act as a novel modulation role on LSPR modes. Our work suggests a novel means to regulate
LSPR modes and the corresponding optical properties of metal nanoparticles via various freedoms of
controlled optical field, which can be useful for optimized applications in chemical and biological
sensors, single molecule detection, and so on.

Keywords: surface plasmons; ultrashort laser pulse; carrier envelope phase; nanoparticles; nanocubes;
modulation

1. Introduction

The optical properties of metal nanoparticles have long been of great interest in
physics, chemistry, biology and their interdisciplinary fields. Localized surface plasmon
resonance (LSPR), which is a collective oscillation of conduction electrons, occurs when
metal nanoparticles interact with incident light waves [1]. This resonance leads to large
enhancements of local electromagnetic field around the nanoparticle surface [2] and is
sensitive to nanoparticle size, shape, composition and deposited substrate as well as the
external dielectric environment [3]. These unique properties make the research of LSPR
spectroscopy significant for application to surface-enhanced Raman scattering (SERS) [4],
chemical and biological sensing [5], antennae [6,7] and so on.

For many metal nanoparticles, the optical extinction spectra present a series of LSPR
peaks in a broad spectral range with different amplitudes and widths. Understanding
and predicting the fundamental physics governing LSPRs is both necessary to realize and
fully optimize potential devices. Mie theory can precisely calculate the LSPR modes of a
spherical Ag nanoparticle with size larger than 80 nm. Higher plasmon modes appear in
the optical spectrum and different modes would localize at different spatial regions of the
nanoparticle [8–10]. In comparison, the research on Ag nanocubes is much less complete,
as an analytical solution is not available for precise calculation of their optical spectra.
Fuchs was the first to envision theoretically the response of a cubic particle described by a
model dielectric constant in the electrostatic limit and predicted several surface phonon
modes of ionic nanocubes [11,12]. When a cubic particle interacts with continuous wave
(CW) light, one or two LSPR peaks are observed for smaller particles with sizes below
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80 nm, and a third peak appears between the two peaks when the nanocube edge length
is longer than 90 nm [1]. However, these LSPR peaks, including both the width and
amplitude, are difficult to distinguish clearly and precisely. As a result, previous studies
have mainly concentrated on analysis of the main dipole and quadrupole modes while
ignoring higher-order modes [13,14].

To solve the problem and clearly identify all plasmon modes in metal nanoparticles,
we consider the interaction of a nanocubic Ag nanoparticle with an ultrashort laser pulse.
The emergence of ultrashort pulse laser technology [15,16] has provided a powerful tool
for probing physical problems in an unprecedented fast timescale. Recent progress in
ultrashort pulse laser technology has resulted in the generation of intense optical pulses
comprising only a few wave cycles within the full width at half maximum (FWHM) of
their temporal intensity profile [17–21]. The study of the interaction of intense few-cycle
laser pulses with matter has brought a new, important branch of investigations in nonlinear
optics [22] and has opened up a number of applications ranging from nanometer-scale
materials processing [23] to the generation of coherent soft-X-ray radiation for biological
microscopy [24]. With the FWHM of laser pulse becoming comparable to the time period of
oscillation cycles, the temporal evolution of the electric and magnetic fields of a few-cycle
light pulse and, hence, all nonlinear processes driven by these fields become increasingly
affected by the carrier-envelope phase (CEP) of the pulse [25–28]. For instance, in 2008
Goulielmakis and coworkers measured the sub-femtosecond XUV emission from neon
atoms ionized by a linearly polarized, sub-1.5-cycle, 720-nm laser field [29]. The ratio of the
energy of the main attosecond XUV pulse to the overall XUV emission energy transmitting
through the bandpass strongly depends on the CEP. At present, the regulation and control
of LSPR is made mainly by selecting the particle size and shape, as well as the surrounding
dielectric medium [30,31]. The emergence of ultrashort pulses hopefully may provide
another regulative parameter, due to the CEP effect.

In this paper, we calculate the optical extinction spectra of a silver nanocubic particle
driven by an ultrashort CEP-locked pulse. We analyze the physical origin of the five LSPR
modes appearing in the spectra by examining the distribution patterns of electric fields and
electric charges on the face of the cube. The result shows that when the charge concentrates
from the face to the corners of the cubic particle, the resonant wavelength redshifts. We
then investigate the influence of the CEP of laser pulse on the regulation and control of the
LSPR modes.

2. Materials and Methods

The optical extinction spectra of a silver nanocubic particle is calculated by three-
dimensional (3D) finite-difference time-domain (FDTD) simulations [32,33]. For compari-
son, we consider the interaction of a 3D silver nanocubic particle of edge length 90 nm with
a CW light and an ultrashort CEP-locked pulse. The particle, as schematically depicted in
Figure 1a, is embedded within an air background with a refractive index of 1.0. We choose
the center of the silver particle as the origin of coordinates, and the edges of the nanocube
are parallel to the x, y and z axes. The incident light propagates along the z axis and the
polarization direction is along the x axis. We adopt the optical constants given in Palik [34]
and calculate the extinction cross section of Ag nanoparticle by using the 3D FDTD method.
In our calculation, a large simulation span of 3 um and a long simulation time of 800 fs are
used. The simulation region uses PML absorbing boundary conditions on all boundaries
and the maximum mesh step is 2 nm. To calculate the extinction spectra, we set an analysis
group located inside the source to measure the absorption cross-section and an analysis
group located outside the source to measure the scattering cross-section. Meanwhile, a
two-dimensional monitor is set in the xz plane to calculate the electric field intensity and
an analysis group with span of 100 nm to calculate the charge density distribution.
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Figure 1. (a) Schematic configuration of the nanocube and the coordinate system for the simula-
tion. (b) Calculated optical extinction cross section spectra for the Ag nanocube embedded in an 
air background with an edge length of 90 nm driven by a continuous wave light. (c) Schematic of 

an ultrashort pulse. φ is the CEP, 0T  is the time period of the laser field. (d) Calculated optical 
extinction cross section spectra for the Ag nanocube embedded in an air background with an edge 
length of 90 nm driven by an ultrashort pulse. 
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tions of the dipole component and quadrupole component of the dominant peak to the 
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when driven by a CW light. 
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Figure 1. (a) Schematic configuration of the nanocube and the coordinate system for the simulation.
(b) Calculated optical extinction cross section spectra for the Ag nanocube embedded in an air
background with an edge length of 90 nm driven by a continuous wave light. (c) Schematic of an
ultrashort pulse. ϕ is the CEP, T0 is the time period of the laser field. (d) Calculated optical extinction
cross section spectra for the Ag nanocube embedded in an air background with an edge length of
90 nm driven by an ultrashort pulse.

3. Results

We first consider the interaction of a silver nanocubic particle with a CW light. The
result is shown in Figure 1b. We find that only one dominant LSPR peak located at 494 nm
can be observed obviously in the spectrum, whereas other peaks are hardly recognizable
and may overlap with each other. Previous studies focus on analysis of the contributions
of the dipole component and quadrupole component of the dominant peak to the optical
cross sections, while much less attention has been paid to the other plasmon modes when
driven by a CW light.

To solve the problem and figure out the plasmon modes of the silver particle clearly,
we employ a CEP-locked ultrashort pulse to interact with the silver nanocubic particle, as
illustrated in Figure 1c. The electric field of the laser pulse is written as

E(t) = E0 exp(−α2t2) cos(ωt + ϕ) (1)

where E0 is the amplitude, α =
√

2 ln(2)/τ, with τ being the FWHM of the pulse, ω and
T0 are the frequency and time period of the laser field, respectively, and ϕ is the CEP. In
the calculation, the amplitude is set as 1 V/m and ϕ = π/3. The FWHM duration of the
laser pulse is one optical cycle, and the carrier frequency of the laser field is 4.7 × 1015 Hz ,
which corresponds to 0.11388 atomic units (a.u.). As shown in Figure 1d, we clearly observe
five LSPR peaks ordered as peaks 1–5 for this 90 nm silver cube, and they are located at
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275 nm, 374 nm, 447 nm, 495 nm and 643 nm, respectively. These peaks correspond to
five kinds of plasmon modes. The dominant peak is peak 4, which is located at 495 nm.
The other peaks are much weaker than peak 4. Therefore, the overall extinction spectrum
curve looks like a broad peak centered at 495 nm with three shoulders appearing on the
short-wavelength side and one shoulder appearing on the long-wavelength side. Here,
we try to assign unambiguously each LSPR peak to the excitation of either a dipole, or
quadrupole, or hybrid resonance mode. Furthermore, to better understand the intrinsic
nature of these plasmon resonance peaks, we analyze the physical origin of different LSPR
peaks essentially from the surface charge distribution.

4. Discussion

The local field distribution has been widely utilized to discern the physical nature of a
particular plasmon resonance mode appearing in the extinction spectrum curve. In fact, the
optical properties of a particle are associated with surface modes, which are accompanied
by polarization charge on the surface [11]. In other words, the optical extinction of the
particle can be associated with the surface polarization charge. To understand clearly the
physical origin of the surface modes, we calculate the electric field intensity patterns and
the surface charge distributions for a silver particle under different incident waves. In the
field intensity calculations, we have selected an enclosed cubic surface with a 2 nm gap
from the surface of the nanocube. Figure 2 shows the calculated electric field intensity (in
units of the incident field intensity throughout this paper) and charge density distribution
(in units of C/m3 throughout this paper) of the 90 nm silver nanocube in the xz plane with
y =−45 nm at the 275 nm, 374 nm, 447 nm, 495 nm and 635 nm resonance peaks, respectively.
Figure 2a shows the local electric field intensity distribution at the wavelength of 275 nm,
whereas Figure 2b illustrates the corresponding polarized electric charge distribution. From
the figures, we can clearly see that mode 1 is a dipole mode because charges of different
sign are separated on the left and right parts of the face of the cube. For mode 2 and
mode 3, the charge distribution shown in Figure 2d,f illustrates that both the 374 nm and
447 nm resonance modes are quadrupole modes, as the signs of the electric charge on the
two z-axis edges are opposite to each other, and they are also opposite on the bottom side
and upper side on one z-axis edge.
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Figure 2. Calculated near-field intensity in the xz plane of a 90 nm silver nanocube at the (a) 275 nm,
(c) 374 nm, (e) 447 nm, (g) 495 nm and (i) 643 nm resonance peaks, respectively. The corresponding
polarized electric charge distribution at (b) 275 nm, (d) 374 nm, (f) 447 nm, (h) 495 nm and (j) 643 nm
resonance peaks, respectively. Red and blue colors indicate positive and negative charge, which are
also indicated by “+” and “−” marks, respectively.
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According to Figure 2c,e, the field intensity is high at the edge of the cube for the
374 nm resonance mode, but for the 447 nm resonance mode the intensity is more concen-
trated in the corners. For mode 1 and mode 2, the polarization charges cover the face and
the edges of the cube, respectively. However, polarization charges tend to concentrate in
the corners when the resonance wavelength redshifts. Taking a closer look at Figure 2e,f,
we find that both the local field and the charge distribution are larger on the upper side
of the nanocube than on the bottom side. The difference is attributed to the retardation
effect of the incident light, which becomes significant when the size of the particle increases
to 90 nm. On the other hand, the charges in the two sharp corners at the bottom side are
not strictly opposite in sign when compared with the upper side. Therefore, the excited
plasmon mode at this wavelength is not a pure quadrupole mode. It can be assumed to be
the superposition of dipole and quadrupole modes, and the quadrupole mode is dominant
here. Figure 2g,h clearly show that the 495 nm mode corresponds to a dipole mode induced
by the x axis polarized incident waves as the electric charge located on the edges and
corners has opposite sign on the two z-axis edges in the xz plane with y = −45 nm. The
intensity is concentrated in a larger volume near the upper two corners. Finally, mode 5,
namely, the 635 nm resonance mode, is also a dipole mode and the charge is highly localized
in the region that is very close to the corners as shown in Figure 2i,j.

From the discussion above, we can find several interesting features. First, the charge
distribution follows a certain rule. Generally, the charges distributed on the faces of a cube
contribute to the short-wavelength resonance mode while charges localized at the corners
correspond to the long-wavelength surface mode. The mode generated by the edges of a
cube locates between the two modes, and some modes originate from the combination of
the faces, edges and corners. According to Ref. [11], the polarization charges on different
parts of a nanocube produce different normal components of the polarization at the surface
and result in the difference of dipole moment, which directly determine the surface mode
frequencies. The relationship between the resonance frequencies and the charge distribution
can be written in the form:

〈χ(ω)〉 = ∑
Cm

χ−1(ω) + 4πnm
, (2)

where χ(ω) is the complex dielectric susceptibility of the particle, nm is the depolarization
factor associated with the mth normal mode and Cm denotes the strength of the mode.
A resonant peak occurs when Re[χ−1(ω)] ≈ −4πnm or ε′(ω) = 1− n−1

m , where ε′(ω) is
the value of the real part of the material dielectric function at each resonant peak. The
depolarization factor decreases when the charge concentrates from the face to the corners
of the cubic particle. As a result, the value of the real part of the material dielectric constant
requested to support plasmon resonance decreases, and this corresponds to the redshift of
the resonant wavelength. Second, as the particle is as large as 90 nm, quadrupole modes
are excited by the incident wave at the metal nanoparticle due to the phase retardation
of the field inside the particle. The 275 nm, 495 nm and 643 nm peaks are induced by
the dipole resonances, whereas the 374 nm and 447 nm resonance modes are mainly
quadrupole modes. The difference in the charge distribution and the contributions of
the dipole component and quadrupole component reveal the physical origin of the five
plasmon modes.

Third, the field enhancement factor does not scale proportionally to the extinction
efficiency. Figure 1b shows that the dominant peak of the extinction cross section of a 90 nm
Ag nanocube is 495 nm resonance mode while the 447 nm resonance mode is a shoulder of
the dominant mode. Whereas the field intensity calculated in Figure 2e,g indicates that at a
wavelength of 447 nm, the maximum field enhancement factor is 14,590, while it is only
1200 at a wavelength of 495 nm. Therefore, the 447 nm mode is a large field enhancement
and low extinction (LFE-LE) resonance mode, according to the analysis made by Zhou and
coworkers [35]. The physical mechanism behind this peculiar feature is that the polarization
charge is highly densified in a very limited volume around the corners of the nanocube. As
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shown in Figure 2e,g, the field enhancement effect is highly localized in the region that is
very close to the corner for mode 3. While for mode 4, the field enhancement effect takes
place in a larger volume near the corner. The LFE-LE resonance mode may be very useful
for practical applications such as SERS and nonlinear optical enhancement.

Until now, we have figured out the physical origin of the five surface plasmon modes
and attributed each mode to a particular class of plasmonic excitation mode. Next, we
provide an effective way to manipulate the optical properties of silver nanoparticles which
are important for practical applications. As CEP is a very crucial parameter which can
dramatically affect almost all dynamical processes in laser–matter interaction, the ultrashort
pulse provides a new scheme to regulate and control the LSPRs from the aspect of excitation
optical field engineering. Figure 3 shows the influence of CEP on the charge distribution
for a quadrupole mode at 447 nm and a dipole mode at 643 nm. The sign of the surface
charge alternates between negative and positive as CEP is changed from ϕ = 0.25π to
ϕ = 1.25π. When ϕ = 0.25π and ϕ = 1.25π, the silver nanocube reaches a maximum
charge polarization for two modes. The response of the conduction electron cloud to
the incident electric field is closely related with the optical field retardation effects. As
CEP can dramatically affect the surface charge distribution, which directly determines the
optical properties of silver nanoparticles, CEP becomes a powerful modulation tool on the
LSPRs modes. This can be clearly seen from the calculation result as shown in Figure 4.
When ϕ = 0.75π, only three plasmon modes are excited, which locate at 275 nm, 374 nm
and 495 nm, respectively. The extinction cross sections of these three modes are much
higher than those with ϕ = 0.25π. However, the mode at 643 nm is much weaker and the
peculiar LFE-LE resonance mode at 447 nm is drastically suppressed. The reason is that
the nanocube reaches a minimum charge polarization for two modes when ϕ = 0.75π as
shown in Figure 3. The suppression or promotion of the LFE-LE resonance mode can find
potential applications in the area of SERS and nonlinear optical enhancement. Based on
our discussion above, CEP can act as a powerful modulation means for the regulation and
control of LSPRs, e.g., to implement selective plasmon mode excitation.
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Figure 3. The influence of CEP on the surface charge distribution of a 90 nm silver nanocube.
(a) Quadrupole mode at λ= 447 nm and (b) Dipole mode at λ = 643 nm with ϕ = −0.25π, 0.25π,
0.75π and 1.25π.
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5. Conclusions

In summary, we have theoretically investigated the extinction spectra of a 90 nm
silver nanocubic particle driven by a CEP-locked ultrashort pulse and found that five LSPR
modes are excited by the incident waves. We have analyzed the physical origin of each
mode from two aspects: the charge distribution on different parts of the cubic particle and
the contributions of the dipole component and quadrupole component. The results show
that the short-wavelength resonance mode mainly originates from the charges distributed
at the faces of the cube, while the long-wavelength resonance mode mainly derives from
the charges localized at the shape’s corners. Charges located at edges contribute to the
intermediate resonance modes located between the face mode and the corner mode, and
other modes are generated by the cooperative contribution of charges at faces, edges and
corners, together. On the other hand, the quadrupole mode occurs because of the onset of
the electromagnetic retardation effect. From the two aspects, we have been able to specify
unambiguously the physical origin of each LSPR peak in the extinction spectra.

We have presented an effective way to regulate and control the optical properties
of nanoparticles by changing the CEP of the ultrashort excitation pulse. We have found
that some plasmon modes can be drastically suppressed by changing CEP, especially
the LFE-LE resonance mode. This suggests that CEP can act as a novel modulator of
LSPR modes. As these LSPR modes are associated with very different optical properties
regarding absorption, scattering, modal profile, local field enhancement, “hot spot” size
and position and so on, the CEP could become a useful physical parameter to manipulate
these properties for optimized applications in optical sensing, single-molecule detection,
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Abstract: With the increase in the popularity of cloud computing and big data applications, the
amount of sensitive data transmitted through optical networks has increased dramatically. Further-
more, optical transmission systems face various security risks at the physical level. We propose a
novel key distribution scheme based on signal-to-noise ratio (SNR) measurements to extract the
fingerprint of the fiber channel and improve the physical level of security. The SNR varies with time
because the fiber channel is affected by many physical characteristics, such as dispersion, polarization,
scattering, and amplifier noise. The extracted SNR of the optical fiber channel can be used as the
basis of key generation. Alice and Bob can obtain channel characteristics by measuring the SNR
of the optical fiber channel and generate the consistent key by quantization coding. The security
and consistency of the key are guaranteed by the randomness and reciprocity of the channel. The
simulation results show that the key generation rate (KGR) can reach 25 kbps, the key consistency
rate (KCR) can reach 98% after key post-processing, and the error probability of Eve’s key is ~50%. In
the proposed scheme, the equipment used is simple and compatible with existing optic fiber links.

Keywords: key distribution; signal-to-noise ratio; reciprocity; key consistency rate

1. Introduction

With the sharp increase in the speed and distance of optical communications, optical
networks have become more accessible; accordingly, more threats and higher risks may
be posed. A reliable key distribution system is required to solve this problem and ensure
communication security. Traditional public key-based key distribution security primarily
depends on the complexity of an algorithm, such as the RSA algorithm [1,2]. However,
traditional cryptography is susceptible to the rapid progress of hardware and algorithms.
The robustness of these algorithms faces severe challenges with the development of com-
puter systems, especially quantum computers [3,4]. Quantum key distribution (QKD) is
theoretically considered as the only solution to guarantee absolute security at the physical
level [5–8]. However, QKD requires highly sensitive optical detection equipment instead
of optical amplifiers. Therefore, it is still challenging to realize QKD at longer distances
and higher key rates.

A promising and cost-effective approach is to take advantage of the unpredictable and
random characteristics of the transmission channel to convert the random characteristics of
the environment into a secure key. In this approach, the key is only highly correlated to the
legitimate users (Alice and Bob), but not to the signal being eavesdropped on by Eve. This
idea has already been put into practice in wireless and fiber-optic communications systems.
In a wireless communication system, for key generation, the random fading effects of
the wireless channel are utilized [9,10], such as received signal strength, channel impulse
response, and frequency phase in key distribution schemes [11,12].

Photonics 2021, 8, 208. https://doi.org/10.3390/photonics8060208 https://www.mdpi.com/journal/photonics
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Unlike wireless communication, the optic fiber links have stronger resistance to
environmental disturbance. The proposed method achieves the implementation of a
classical physical layer secure key distribution (SKGD) with unique fiber characteristics,
which extracts the key from the fiber channel characteristics. For the key distribution
scheme based on chaotic synchronization, the security has been improved [13,14], but it
is incompatible with the existing optic fiber link configuration, and the key distribution
distance is short. The SKGD scheme based on the unique characteristics of the physical layer
has the advantages of high security, low cost, and a simple structure. The polarization mode
dispersion (PMD) depends on the birefringence distribution in instantaneous space [15–18]
and fluctuates randomly in the link, providing a random source for key generation. Eve
close to the legitimate party can easily cause information disclosure because the PMD
can only produce a favorable effect when the distance is long enough. Based on the key
distribution scheme of the optical fiber interferometer [19,20], the interferometer is exposed
to the public and vulnerable to active intrusion attacks. As a result, other solutions that can
guarantee high security and easy implementation have not been fully explored.

Recently, researchers have proposed a key generation scheme based on the bit error
rate (BER) measurement of physical channel characteristics [21,22]. The scheme takes
advantage of the physical channel’s randomness to ensure the security of the key and
does not change the structure of the existing optic fiber link. However, this scheme
requires a high BER in order for the normal transmission to be affected. We propose a key
distribution measurement scheme based on the SNR characteristics of the physical layer of
the optical fiber channel without affecting the normal transmission. The combination of
key distribution and encryption transmission is realized by simulation. The final KGR can
reach 25 kbps, and the KCR can reach 98%. Fingerprint SNR is used as the random source
of key extraction in the system, and the uniqueness of the fiber channel ensures the high
security of the generated key.

2. Key Generation Scheme for Optical Fiber Communication
2.1. Channel Model

As shown in Figure 1, the signal sent by the legitimate client Alice is An, while the
legitimate receiver Bob receives the signal sequence Bn. The eavesdropping signal obtained
by Eve is En. The legitimate receiver obtains the SNR by comparing the signal from the
receiver with that from the transmitter. According to information theory, the mutual
information between Eve and Alice as Equation (1) should be as small as possible for
reliable transmission. Eve cannot correctly obtain Alice’s key information, indicating that
the key of communication negotiation is secure when I(An; En)→ 0 .

I(An; En) = H(An)− H(An|En) (1)

The keys generated by Alice, Bob, and Eve are KA = fA(An), KB = fA(Bn), and
KE = fE(En), respectively, to achieve the security of the physical layer. Assuming that the
coefficient of key consistency ε is large enough for n to satisfy the following relation, the
system is secure [9,23].

P(KA = KB) ≥ ε (2)

I(KA; En) ≤ 1− ε (3)

In the best case, the key consistency rate approached in Equation (2) indicates that
the completion of the key generated by Alice and Bob is consistent. Equation (3) indicates
that Eve receives the information irrespective of the key generated by the legitimate. The
maximum security key capacity is shown in Equation (4). The key capacity is CAB when
the communication between legitimate parties is normal, and the generated key capacity
is CAE when Eve eavesdrops. The maximum value CK is obtained by subtracting CAE
from CAB.

CK = [CAB − CAE] = max[I(An; Bn)− I(An; En)] (4)
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CK = [CAB − CAE] = [
1
2

log(1 +
p

σ2
1
)− 1

2
log(1 +

p
σ2

1 + σ2
2
)] (5)

The security capacity CK > 0 under the Gaussian Tap channel is shown in Equation (5),
where p is the power of the signal, and σi(i = 1, 2) are, respectively, the noise variance of
Bob and Eve stealing channels in the normal transmission main channel.
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Figure 1. Key generation model diagram.

2.2. Channel Model

Figure 2 shows the proposed key generation scheme based on the SNR measurement
in the optical fiber loop. Due to the changes in temperature, external stress, and physical
parameters, the measured SNR fluctuates randomly. Specific physical layer channel features
are extracted as follows: Alice and Bob simultaneously measure the SNR parameter changes
in the fiber loop. Data from Alice and Bob are transmitted in the fiber loop link through
time-division multiplexing. Alice and Bob occupy different time slots, i.e., even and odd
symmetric time slots, respectively. First, Alice generates random data and random ground
state CA through a PRNG. Afterwards, the DSP module of the transmitter generates the
signal DAB from the signal DA and the ground state CA. The signal DAB reaches the Bob
terminal after transmission in the optical fiber. Bob’s DSP module processes the received
signal with a random ground state CB to generate the data DAB. After the data DAB signal
is transmitted in the optical fiber, the signal NAB with channel noise reaches Alice. The
receiver’s DSP module generates data DABA based on the received signal DAB and random
ground state CA. The SNR performance of the fiber loop can be obtained by comparing the
data DA with DABA. Similarly, Bob can measure the fiber loop simultaneously to acquire
the SNR change rate of the fiber loop backlink.
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The KCR is the consistency rate of the key generated by Alice and Bob, and the par-
tition length of the key is N , as shown in Equation (9). 
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Figure 2. Schematic diagram of key generation principle at the physical layer. PRNG: pseudo-random number generator.
DSP: digital signal processing.
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2.3. Key Evaluation Index

In this paper, the SNR as the channel physical layer feature is introduced to evaluate
the system performance. The calculation of the SNR is shown as follows: The bit resolution
of signal quantization is N, the quantization noise variance is σ2

e , and the signal’s power is
σ2

s . The expression of SNR is shown in Equation (6) [24].

SNR = 10 log10
σ2

s
σ2

e
= 6.02N + 10.79 + 10 log10 σ2

s (dB) (6)

KEY =

{
0 i f SNR < ave(SNR) ∗ (1− αq)
1 i f SNR > ave(SNR) ∗ (1 + αq)

(7)

Alice and Bob obtain the SNR through the loopback measurement and then quantize
it to generate the key. As presented in Equation (7), ave is the average value of the SNR,
and αq is the quantization coefficient.

KGR is the number of keys generated in a period divided by the test time. The details
are shown in Equation (8).

KGR =
R
`N

(1− αq)(1− ξ) (8)

R is the signal transmission rate of 10 Gb/s, and `N is the segment length of the
received signal. Moreover, αq denotes the outliers during quantization corresponding
to the number of key bits generated after each symbol is quantized as 0.3, and ξ is the
discarding rate of privacy amplification (i.e., bit rate discarded in privacy amplification).

KCR = 1−

`N
∑
j
|KAlice(j)− KBob(j)|

`N
(9)

The KCR is the consistency rate of the key generated by Alice and Bob, and the
partition length of the key is `N , as shown in Equation (9).

KER =

`N
∑
j
|KAlice(j)− KEve(j)|

`N
(10)

The key error rate (KER) is the error rate of the key generated by Alice and Eve, as
shown in Equation (10).

2.4. Key Generation Process

The key quantization optimization process is shown in Figure 3. Alice and Bob extract
channel characteristics of the SNR, quantify and code to generate the key, and generate the
key with excellent consistency and security after post-processing. The specific steps are
as follows:

Step 1: Bob calculates the channel’s SNR through loopback measurements;
Step 2: The characteristic information SNR is quantized to generate a consistency key

by encoding. The specific steps are shown in Equation (2);
Step 3: The key’s consistency is judged, and the consistency factor is set as ε = 0.95.

If KCR > ε, it will proceed to the next step; otherwise, the quantization factor αq will be
updated and it will go back to the beginning;

Step 4: After the key is post-processed, Bob transmits the quantization coefficient αq
and consistency factor ε to Alice through the public channel;

Step 5: To increase the security of the generated key, data with length 0 or length 1 are
discarded, and the key sequence KB with good randomness and consistency is obtained;

Step 6: Bob shares the optimized parameters αq and ε with Alice, and Alice generates
the key sequence KA in the same way.
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3. Key Distribution Simulation Platform Setup

As shown in Figure 4, the data transmission rate of the scheme is 10 Gbps, the optic
fiber link is 200 km, the laser transmitting power is 1 mW, and the wavelength is 1550 nm.
The sending process of the scheme is as follows: Firstly, Alice obtains the orthogonal
frequency division multiplexing signal encrypted by quantum noise stream through DSP
processing. Next, the signal is converted from digital to analogue through the arbitrary
waveform generator (AWG), and the electrical signal is modulated onto an optical carrier
using an I/Q modulator. The signal amplified by erbium-doped fiber amplifier (EDFA)
enters the optic fiber link to Bob’s terminal. It is demodulated by the coherent receiver and
sampled by a 20 GSa/s oscilloscope (OSC). Bob converts the signal to analogue through
AWG and then modulates it to the optical carrier using the I/Q modulator. After passing
through the amplifier and optic fiber link, Alice’s coherent receiver carries out coherent
demodulation on the signal. The demodulated data are sent to an OSC for sampling
(sampling rate = 20 GSa/s). Finally, Alice performs DSP processing on the sampled signal.
There are simulation-specific parameters, as listed in Table 1.
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Table 1. Simulation parameter list.

Equipment Parameter Configuration

AWG Transmitting Rate: 10 Gb/s
Light source Wavelength: 1550 nm

EDFA Launch Power: 1 mW
Ultra-low loss fiber Power: 12 dBm

OSC 200 km, 0.2 dBm/km

4. Analysis of Simulation Results
4.1. Random Analysis

The National Institute of Standards and Technology (NIST) random test results of
key sequences are illustrated in Figure 5a to evaluate the randomness of key bits. We
randomly selected a set of keys from the key sequence as the key test sequence, and
10 NIST sub-tests [25]. The return threshold of all 10 of the NIST sub-tests is above 0.99,
which indicates that the key sequence has true randomness. In addition, for some tests that
return multiple thresholds, we only give the minimum value. Figure 5b describes the 0/1
ratio performance of Alice and Bob’s key bits as a function of the SNR sampling interval.
Alice quantifies the key to receive the 0, 1 key. The noise sources, such as laser, optical
amplifier, and physical fiber parameters, determine the randomness of the fiber channel.
Consequently, the probability of keys 0 and 1 fluctuates around 0.5, further verifying the
key’s randomness.
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4.2. Consistency Analysis

Key consistency comes from precise channel reciprocity, so Alice and Bob share a
highly related key source. According to the physical characteristics of the reciprocity of the
channel, a consensus key is generated. The reciprocity of the channel mainly improves the
consistency of the key. The metric characteristic of the channel generated by the key is the
SNR. As shown in Figure 6a, the KGR of the system first increases and then decreases. With
the increase in the SNR sampling interval, the calculation of BER requires more data bits,
leading to the decrease in the KGR. When the sampling time is 2 µs, the maximum KGR
is 25 kbps. The amount of data obtained at each sampling point is relatively insignificant
when the sampling interval is very small, leading to a relatively severe miscalculation
of SNR. Therefore, the SNR values calculated by Alice and Bob are inconsistent, which
affects the KGR. When the sampling interval is large, the SNR value calculated within the
same amount of time is relatively small, leading to a relatively low KGR rate. Therefore,
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it is necessary to set a reasonable sampling interval to obtain a relatively high KGR. It is
obvious that faster fluctuation of channels corresponds to a smaller sampling interval, thus
extracting more channel feature and generating more secret keys.
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Figure 6. (a) KGR change curve and (b) key extraction quantization curve.

In Figure 6b, red represents the sampling value measured by Alice, and green charac-
terizes the sampling value measured by Bob. It is evident that the change curves of Alice
and Bob almost coincide, and the curve consistency is significant since they simultaneously
measure the same fiber. As a result, we quantize the sample value to one and zero when it
is greater and less than the mean, respectively. In addition, if the sample value is near the
mean, we discard the data.

Furthermore, the KGR changes when varying the transmission power, sampling
interval, and system’s laser power. The signal transmission rate is altered to extract more
channel features, and the KGR increases when the transmission rate is relatively low.
However, the KGR does not increase and tends to be stable when the transmission rate
increases to a certain extent. The sampling interval is varied to find the maximum KGR
from different sampling intervals. At this time, the change in the KGR should be non-linear
to determine the suitable KGR.

As shown in Figure 7, the relationship between the length of the selected data and the
consistency is direct. The smaller the data block length is, the worse the key consistency
is. By quantifying the SNR, the consistency of the initial keys obtained by Alice and Bob
is as above. The SNR interval gradually increases with key consistency, and the obtained
key consistency rate reaches 98% when the SNR interval is greater than 1.4 µs. As the SNR
measurement interval increases, the error curve is smoother, and the fluctuation reduces,
so the key consistency quantized by Alice and Bob is enhanced. The extracted keys can be
subjected to off-line DSP to eliminate the influence of the inconsistency between the two
key sequences of Alice and Bob.

More extensive data are needed to calculate the SNR required to increase the KCR
at both ends, because the longer the data, the more stable the SNR and the higher the
KCR. If the selected data are too long, the KGR for generating the key decreases, in that
the calculated SNR drops for extensive data. Therefore, a reasonable SNR measurement
interval should be selected to strike a balance between the KCR and the KGR.
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4.3. Security Analysis

As shown in Figure 8a, the measured SNR value for Alice and Bob is approximately
10, while Eve’s SNR is around −30. Alice and Bob loop back the measurement, and they
know the initial key to decrypt the signal. Eve can only intercept information from the
optical fiber without the initial key, so the SNR is low.
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As shown in Figure 8b, Eve quantifies the key for SNR and Alice, then she obtains the
key for comparison. The error rate of receiving the key is about 50%, so Eve cannot obtain
the correct key. Moreover, the correlation coefficient between Alice and Eve is cc = 0.02,
indicating that the key generated by the system has superior security. Alice and Eve’s
SNR is not the same, since Eve measures the SNR through different equipment and lines
from Alice and Bob. The SNR is a variable that can be used to negotiate keys to ensure the
generated keys are unique.

5. Conclusions

In this paper, a key generation scheme based on the SNR characteristic of the optical
fiber channel’s physical layer is proposed. In the scheme, the rate of SNR change is
obtained using loopback measurements, and the changed SNR is compared with the
threshold system to judge whether the system is attacked and the legitimate equipment
can be correctly authenticated. If Eve launches an active attack on the system, it impacts
the security and reliability of the generated key. Therefore, we can use physical layer
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authentication for intrusion detection. The simulation results show that the KGR can reach
25 kbps, and the KCR can reach 98%. The correlation coefficient of BER measurement
samples of Alice and Eve is relatively low. The correlation coefficient cc = 0.02 and the
KER of Eve is only 50%, indicating that this system has high security. Due to the physical
characteristics of using the SNR as a key distribution scheme, normal communication
requirements can be guaranteed to set the SNR values. The scheme can be used together
with other security methods in the higher network layer, to enhance communication
security and withstand active intrusion attacks. It has excellent application value and is
suitable for popularization.
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Abstract: Silicon nitride waveguides have emerged as an excellent platform for photonic applica-
tions, including nonlinear optical signal processing, owing to their relatively high Kerr nonlinearity,
negligible two photon absorption, and wide transparent bandwidth. In this paper, we propose an
effective approach using 3D finite element method to optimize the dispersion characteristics of silicon
nitride waveguides for four-wave mixing (FWM) applications. Numerical studies show that a flat
and low dispersion profile can be achieved in a silicon nitride waveguide with the optimized dimen-
sions. Near-zero dispersion of 1.16 ps/km/nm and 0.97 ps/km/nm at a wavelength of 1550 nm are
obtained for plasma-enhanced chemical vapor deposition (PECVD) and low-pressure chemical vapor
deposition (LPCVD) silicon nitride waveguides, respectively. The fabricated micro-ring resonator
with the optimized dimensions exhibits near-zero dispersion of −0.04 to −0.1 ps/m/nm over a
wavelength range of 130 nm which agrees with the numerical simulation results. FWM results show
that near-zero phase mismatch and high conversion efficiencies larger than−12 dB using a low pump
power of 0.5 W in a 13-cm long silicon nitride waveguide are achieved.

Keywords: four-wave mixing; dispersion; phase matching; silicon nitride waveguide; conversion ef-
ficiency

1. Introduction

With the rapid development of the modern optical communication, the technology of
integrated photonic devices is continuously developing. Four-wave mixing (FWM), as an
important third-order nonlinear optical process, can be used for wavelength conversion and
optical signal processing in integrated waveguides, and has received intense investigations
on different platform [1]. Materials such as silicon, silicon dioxide, silicon-rich silica, silicon
nitride, and nonlinear polymer have been used for FWM applications. The refractive index
of silicon is higher, and the optical band gap (1.1 eV) is smaller. However, the conversion
efficiency and signal processing speed of the FWM effect in pure silicon are limited by the
nonlinear loss (two photon absorption induced free carrier absorption) [2,3]. Silicon dioxide
has a smaller refractive index, but the nonlinear index is very low (2.7 × 10−20 m2/W
at 1550 nm), thus it needs a long waveguide to achieve high nonlinear effect. As an
alternative choice, silicon nitride waveguides have a moderately high index contrast, a
relatively high Kerr nonlinearity, and a negligible two photon absorption around telecom
wavelengths, which makes it a potential candidate for photonic integration platforms [4–7].
Moreover, silicon nitride has a wide transparent window ranging from visible to near
infrared wavelengths [8]. As a consequence, excellent silicon nitride-based nonlinear
optical applications have been demonstrated, including optical frequency combs [9,10],
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broadband supercontinuum generation [11], self-phase modulation [12], and FWM-based
wavelength conversion [13]. Usually, silicon nitride thin films can be prepared by PECVD
or low-LPCVD [4].

The dispersion properties of the waveguides are significant for the ultrafast nonlinear
applications [14–17]. The lack of dispersion management might lower the wavelength
conversion efficiency and limit the tuning range of the FWM process. In principle, near-zero
dispersion over a wavelength range is required to achieve phase matching for high FWM
conversion efficiencies [18,19]. Note that other third-order nonlinear applications, such as
optical frequency combs, broadband supercontinuum generation, self-phase modulation,
and cross-phase modulation also require dispersion engineering for phase matching. Both
the material dispersion and waveguide dispersion contribute to the total dispersion. The
waveguide dispersion can be tailored by controlling the structure parameters of the waveg-
uide [10–12,17]. The phase matching conditions are mainly dominated by second-order
dispersion, which is usually described by the dispersion coefficient D.

In this paper, systematic analyses on the dispersion properties of PECVD and LPCVD
silicon nitride channel waveguides are conducted, and the geometric parameters of the
waveguides to obtain near-zero dispersions for phase matching are optimized. The fab-
ricated silicon nitride micro-ring resonator with optimized parameter shows near-zero
dispersion of −0.07 ps/m/nm at 1550 nm and a flat dispersion profile over a 130 nm
wavelength range. FWM results show that the optimized silicon nitride waveguide exhibits
a high conversion efficiency larger than −12 dB.

2. Waveguide Dispersion Analysis Principle

The silicon nitride channel waveguide is designed on silicon substrate with a SiO2
claddings. The thicknesses of the bottom and top claddings are 3 µm. The width and the
thickness of the core are denoted by w and t, respectively. The relationships between the
effective refractive index and the group refractive index and the dispersion coefficient can
be expressed by following equations [20]:

ng = neff − λ
dneff
dλ

ng = neff − λ
dneff
dλ

(1)

D(λ) =
1
c

dng

dλ
= −λ

c
d2neff

dλ2 = −2πc
λ2 β2 (2)

where neff is the effective refractive index, ng is the group refractive index, λ is the wave-
length, c is the speed of the light, β2 is the group velocity dispersion. The effective refractive
index of the waveguide depends on the waveguide width. thickness and the material re-
fractive index. By analyzing the spectrum of neff, the group refractive index and dispersion
of the waveguide can be extracted according to Equations (1) and (2).

3. Results and Discussion
3.1. Waveguide Dispersion Optimiation

The PECVD silicon nitride is deposited at temperature of 350 ◦C with a gas flow ratio of
SiH4:NH3:N2=6:3:189 sccm. The LPCVD silicon nitride is prepared by using dichlorosilane
(DCS) and ammonia (NH3) at 800 ◦C with a DCS to NH3 ratio of 0.3 [17]. The material
refractive indices are shown in Figure 1. The data will be used in effective refractive index
and dispersion calculation. The CVD deposited silicon nitride film can be silicon-rich or
nitrogen-rich. Due to the different deposition temperature and gas ratio, there is a relatively
large difference between refractive indices of silicon nitride films prepared by PECVD and
LPCVD [21,22].
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Figure 1. The refractive index of silicon nitride prepared by PECVD and LPCVD. The insert is the
optical field distribution of the fundamental TE mode, here, the width, thickness, and refractive index
of silicon nitride are 710 nm, 1250 nm and 2.0, respectively.

3.1.1. Dispersion of Silicon Nitride Thin Film Waveguide of PECVD

In this study, only the dispersion of the fundamental TE mode is studied because TM
modes become TE modes if the waveguide rotates 90◦. The filed distribution of the silicon
nitride channel waveguide is calculated by using 3D finite element method (3D-FEM). The
insert in Figure 1 shows the field distribution of the fundamental mode of the PECVD
silicon nitride waveguide at 1550 nm with a width of 710 nm and a thickness of 1250 nm. It
can be seen that the optical power is well confined in the core of the waveguide.

The effective refractive index of the mode is obtained from the mode calculation.
Figure 2 shows the effective refractive index and dispersion of the waveguides with
different width and thickness at the wavelength of 1550 nm. Note that the dispersion
includes the waveguide dispersion and material dispersion. It can be seen that the effective
refractive index of the waveguide increases with the width and thickness increasing because
more power is confined in the waveguide core while the cross-section is larger.
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Figure 2. (a) The effective refractive index, and (b) the dispersion of PECVD silicon nitride waveguide with different widths
and thicknesses.

The dispersion increases with the width and thickness increasing. The dispersion
increases slowly with the width while the width is larger than 1200 nm. This is because
the optical mode distribution is well confined in the waveguide core and weakly affected
by the width increase. For the same reason, the thickness dependence of the dispersion
will exhibit a similar characteristic. For TE mode, the dispersion changes faster with the
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thickness than with the width. However, the optimization of the width is easier than that
of the thickness because it can be simply realized by designing the photolithograph pattern.
Moreover, a very large thickness of the silicon nitride film will add much difficulty to the
dry etching of the device. Therefore, a tradeoff between the device fabrication and the
dispersion engineering should be made. While the width changing is not enough to get
a target dispersion especially an anomalous dispersion (D > 0), the thickness should be
changed during experimental optimization.

According to Figure 2b, near-zero dispersions can be easily obtained while the thick-
ness is around 700 nm and the width is around 1200 nm. We choose the waveguide
parameters as t = 710 nm and w = 1250 nm which offers an obvious fabrication tolerance.
Thus, the dispersion of the selected dimension is slightly larger than zero which might
satisfy the phase matching requirement of FWM. It should be noted that the core dimension
of the waveguide does not meet the condition of single-mode propagation. However, the
power of the high order mode distributes to the edge and attenuates very fast due to trans-
mission loss. Therefore, the high order mode dispersion of the waveguide can be ignored
and the dimension supports effective nonlinear interaction between the fundamental mode
and the materials. The spectrum of the dispersion of the selected waveguide is shown in
Figure 3. The dispersion is near zero (±20 ps/km/nm) over a 100 nm wavelength range
around 1550 nm, and is close to zero (~1.16 ps/km/nm) at 1550 nm, which can offer an
excellent phase matching condition.
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Figure 3. The dispersion as a function of wavelength of PECVD silicon nitride waveguide with
optimized thickness of 710 nm and width of 1250 nm to get a near-zero dispersion around the
wavelength of 1.55 µm.

3.1.2. Dispersion of Silicon Nitride Thin Film Waveguide of LPCVD

In this section, we analyze the dispersion of channel waveguides of silicon nitride
deposited by using LPCVD. Figure 4a shows the dispersion of the waveguide with different
width and thickness at the wavelength of 1550 nm. It can be seen that the dispersion
increases with the width and thickness. The zero dispersion point can be found on the
curve of w = 1100 nm. Therefore, the waveguide with thickness of 790 nm and width
of 1100 nm was selected, which are close to the optimized parameters of PECVD silicon
nitride waveguide. The dispersion spectrum of the optimized waveguide is shown in
Figure 4b. It shows flat and low dispersion over a wide wavelength range, and a near-zero
dispersion of 0.97 ps/km/nm at the wavelength of 1550 nm is obtained.
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Figure 4. The dispersion of LPCVD silicon nitride waveguide (a) with different widths and thicknesses, and (b) with an
optimized thickness of 790 nm and width of 1100 nm.

Compared Figures 2 and 4, it can be seen that PECVD and LPCVD silicon nitride
waveguides exhibit similar dispersion characteristics. Even though the refractive index
characteristics are different, near-zero dispersion can be obtained to meet the phase match-
ing for FWM, in which the thickness is in the range of 700 nm to 800 nm and the width is
in the range of 1100 nm to 1300 nm. If the dispersion is optimized for TM mode in silicon
nitride waveguide, a larger waveguide thickness (>1 µm) will be required because of the
rotational relationship between TM and TE modes. The larger thickness might add more
difficulty to the film deposition and cause more side wall roughness during etching [4].

3.2. Waveguide Fabrication and Experimental Characterization

The dispersion of waveguides can be experimentally analyzed by measuring the
spectrum of an interference waveguide structure such as an MZI interferometer or a
micro-ring resonator. Therefore, we fabricate a micro-ring resonator on a standard 4-inch
silicon wafer with a 3 µm-thick SiO2 layer according to the optimized parameters. The
radium of the ring, the waveguide width, the gap between the bus waveguide and the
micro-ring are 250 µm, 1250 nm and 150 nm, respectively. The 710 nm-thick silicon nitride
film is firstly deposited on the wafer at a temperature of 350 ◦C with a gas flow ratio of
SiH4:NH3:N2 = 6:3:189 sccm by using the PECVD (SAMCO, PD-220NL). A 500 nm-thick
positive photoresist ARP6200 is then spin-coated on the wafer at the speed of 1500 rpm.
After baking at 150 ◦C for 1 min, the waveguide structure is then patterned by electronic
beam lithography (EBL, Elionix, ELS-G100) and etched 710 nm onto the silicon nitride layer
by ion coupling plasma (ICP, SAMCO, RIE-400iPB) with the gas of CHF3. The gap flow,
bias power and ICP power are 6 sccm, 50 W, and 50 W, respectively. After removing the
photoresist, a 3 µm-thick SiO2 layer is then deposited on the sample as a top cladding at
150 ◦C by using liquid source chemical vapor deposition (LSCVD, SAMCO, PD100ST) [23].
Figure 5 illustrates the schematic illustration, micrograph and the SEM image in the
coupling zone of the micro-ring resonator. The light coupling was conducted by using
waveguide grating couplers which offer excellent design and application flexibilities [24].
The grating couplers are optimized at 1550 nm and the coupling efficiency is about−3.5 dB.
The fabricated device agrees well with the design.
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Figure 5. (a) The schematic illustration, (b) micrograph, and (c) SEM image in the coupling region of the micro-ring resonators.

In order to measure the transmission spectrum of the micro-ring resonator, light from
a tunable laser (SANTEC TSL550) is pumped into the input waveguide. The wavelength
is swept over a range of 130 nm and the spectrum is recorded by an optical power meter
(SANTEC MPM200) with 1 pm wavelength resolution and shown in Figure 6a. The insert
shows the experimental setup. According to the spectrum data, the free spectral range
(FSR) is extracted and shown in Figure 6b. It can be seen that FSR increases gradually
with the wavelength. Note that, the transmission loss of the waveguide is estimated to be
1.82 dB/cm by measuring the fiber-to fiber losses of waveguides with different lengths.
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Figure 6. (a) The measured transmission spectrum and (b) the FSR of the silicon nitride micro-
ring resonator. The insert is the experimental setup. PC: polarization controller, PMF: polarization
maintain fiber.

The relationship between the group refractive index and FSR can be written as [25]:

ng =
λ2

2πRFSR
(3)

where R is the radius of the ring. According to Equation (3), the group refractive index is
calculated and shown in Figure 7a. The red line is the polynomial fitting of the data. By
substituting the fitting into Equation (2), the dispersion is calculated and shown in Figure 7b.
It shows a flat and low dispersion profile within −0.04 to −0.1 ps/m/nm from wavelength
1500 nm to 1630 nm (a range of 130 nm). Near-zero dispersion of −0.07 ps/m/nm at the
wavelength of 1550 nm is achieved. The dispersion decreases with the wavelength which
is similar to the simulation results shown in Figures 3 and 4. The wavelength dependence
of the dispersion is near linear in Figure 7b, which is a bit different to those shown in
Figures 3 and 4 at short wavelengths. It can be explained that the material dispersion
which is very linear in the wavelength range as shown in Figure 1 contributes much to the
total dispersion of the fabricated device due to the relatively small waveguide size of the
micro-ring resonator.
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Figure 7. (a) The calculated group refractive index, and (b) dispersion of the silicon nitride micro-
ring resonator.

Dispersions of the waveguides with thicknesses of 610 nm and 810 nm are also
measured and shown in Figure 7b. Simulation and experiment results show that near-
zero anomalous dispersion (D > 0) can be realized by tailoring the dimensions of the
waveguides. Sometimes, anomalous dispersion is required for phase matching [10,18].
Especially in the case of large loss existing, the anomalous dispersion can compensate the
phase mismatching caused by the linear and nonlinear losses. As demonstrated before,
only increasing the width might be incapable of resulting in an anomalous dispersion if
the thickness is small. In order to get a near-zero anomalous dispersion, the thickness of
810 nm or larger values is suitable.

3.3. Phase Mismatch and Conversion Efficiency of the Waveguide

The phase mismatch of the waveguide for FWM can be expressed as [26–28]:

κ = ∆β + 2γPP = βs + βc − 2βp + 2γPP ≈ β2(ωs −ωp)
2 + 2γPP (4)

where βp,s,c and ωp,s,c are the wavenumbers and frequencies of the interaction optical
waves, Pp is the pump power. the first and second terms, ∆β and 2γPp, are referred to as
linear and nonlinear phase mismatch, respectively. γ is the waveguide nonlinear coefficient
and is defined as [29]:

γ =
2πn2

λAeff
(5)

where n2 is the nonlinear refractive index, Aeff is effective mode area of the waveguide.
According to the mode distribution, γ is calculated to be 1.19 m−1W−1 at 1550 nm by
assuming n2 = 2.6 × 10−19 m2W−1 for silicon nitride.

The phase mismatch depends on the dispersion, frequency difference, waveguide
nonlinear coefficient and input pump power. Because the value of γ is positive and not
too large, a near-zero dispersion especially anomalous dispersion can make the phase
mismatch close to zero. Figure 8 shows the phase mismatch of the waveguide with
different input pump power. The near-zero phase mismatch (±0.2 cm−1) is obtained over
a 30 nm wavelength range near the pump wave, which is attributed to the optimized near-
zero anomalous dispersion of the silicon nitride waveguide. It also shows a weak phase
mismatch dependence on the pump power, which means that the conversion efficiency can
be effectively improved by increasing the pump power.
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Figure 8. The calculated phase mismatch of the PECVD silicon nitride waveguide at different pump
power. Here, the pump wavelength is 1550 nm. The width and height of the waveguide are 1250 nm
and 710 nm, respectively.

The coupled equations of the FWM process can be expressed as [27,30]:

dAp

dz
= −1

2
αAp + jγ

∣∣Ap
∣∣2 Ap (6)

dAs

dz
= −1

2
αAs + 2jγ

∣∣Ap
∣∣2 As + jγA∗i A2

pexp(−j∆βz) (7)

dAi
dz

= −1
2

αAi + 2jγ
∣∣Ap

∣∣2 Ai + jγA∗s A2
pexp(−j∆βz) (8)

where Ap,s,c are the amplitude of the interaction optical waves, α is the transmission loss
factor, z is the coordinate along the transmission direction. The conversion efficiency
(CE) defined as the power ratio of the output idler power to signal power are calculated.
Figure 9 shows the CE dependence on the waveguide length with an input pump power
of 0.5 W. It can be seen that CE as high as −12 dB can be obtained with a length of 13 cm.
The CE increases slowly while the length is larger than 13 cm because the accumulated
transmission loss in a very long waveguide attenuates the generated idler power. Moreover,
the optical power in a very long waveguide changes obviously during transmission due
to the nonnegligible loss. The phase mismatch increases with the transmission distance.
Therefore, as can be seen in Figure 9, the CE changes more obviously with the input signal
wavelength while the length is larger. The CE decreases with the input signal wavelength
decreasing because the wavelength difference between the pump and signal waves enlarges
the phase mismatch as shown in Figure 8.
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4. Conclusions

In this paper, we analyzed the group velocity dispersion of the silicon nitride waveg-
uides. In order to find the near-zero dispersion points for the phase matching of FWM-
based application, we optimize the core dimension of the silicon nitride waveguide. The
effective refractive index and the dispersion of the waveguide increase with the width and
thickness increasing, and the dispersion decreases with the wavelength increasing. The
optimum core dimension of the PECVD silicon nitride waveguide is 710 nm × 1250 nm
and the corresponding dispersion is 1.16 ps/km/nm. The optimized core dimension of
the LPCVD silicon nitride waveguide is 790 × 1100 nm and the corresponding dispersion
is 0.97 ps/km/nm. Results show that the dimensions of the PECVD and LPCVD silicon
nitride for the phase matching of FWM are similar.

The dispersion of a PECVD silicon nitride micro-ring resonator is experimentally
characterized with the core dimensions of t = 710 nm and w = 1250 nm. Results show
that a near-zero dispersion of −0.07 ps/m/nm at the wavelength of 1550 nm is obtained
which is consistent with the theoretical results. Owing to the optimized dispersion of the
waveguides, near-zero phase mismatch over a wavelength range of 30 nm is obtained,
which ensures high CEs larger than −12 dB with a low input pump power of 0.5 W in a
13 cm long silicon nitride waveguide.

Author Contributions: Conceptualization: J.H. and G.-W.L.; data curation: Y.H. (Yaping Hong) and
J.H.; methodology: J.H.; software: Y.H. (Yaping Hong) and Y.H. (Yixiao Hong); validation: Y.H.
(Yaping Hong), J.H., and G.-W.L.; writing—original draft: Y.H. (Yaping Hong) and J.H.; writing—
review and editing: Y.H. (Yixiao Hong), J.H., and G.-W.L.; funding acquisition: G.-W.L. All authors
have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

139



Photonics 2021, 8, 161

References
1. Helt, L.G.; Liscidini, M.; Sipe, J.E. How Does It Scale? Comparing Quantum and Classical Nonlinear Optical Processes in

Integrated Devices. J. Opt. Soc. Am. B 2012, 29, 2199–2212. [CrossRef]
2. Wu, C.; Huang, J.; Ou, D.; Liao, T.; Chiu, Y.; Shih, M.; Lin, Y.; Chu, A.; Lee, C. Efficient Wavelength Conversion with Low

Operation Power in a Ta2O5-Based Micro-Ring Resonator. Opt. Lett. 2017, 42, 4804–4807. [CrossRef]
3. McMillan, J.F.; Yu, M.; Kwong, D.; Wong, C.W. Observation of Four-Wave Mixing in Slow-Light Silicon Photonic Crystal

Waveguides. Opt. Express 2010, 18, 15484–15497. [CrossRef]
4. Yakuhina, A.; Kadochkin, A.; Svetukhin, V.; Gorelov, D.; Generalov, S.; Amelichev, V. Investigation of Side Wall Roughness Effect

on Optical Losses in a Multimode Si3N4 Waveguide Formed on a Quartz Substrate. Photonics 2020, 7, 104. [CrossRef]
5. Moss, D.J.; Morandotti, R.; Gaeta, A.L.; Lipson, M. New CMOS-Compatible Platforms Based on Silicon Nitride and Hydex for

Nonlinear Optics. Nat. Photonics 2013, 7, 597–607. [CrossRef]
6. Ikeda, K.; Saperstein, R.E.; Alic, N.; Fainman, Y. Thermal and Kerr Nonlinear Properties of Plasma-Deposited Silicon Ni-

tride/Silicon Dioxide Waveguides. Opt. Express 2008, 16, 12987–12994. [CrossRef]
7. Boller, K.; van Rees, A.; Fan, Y.; Mak, J.; Lammerink, R.E.M.; Franken, C.A.A.; van der Slot, P.J.M.; Marpaung, D.A.I.; Fallnich, C.;

Epping, J.P.; et al. Hybrid Integrated Semiconductor Lasers with Silicon Nitride Feedback Circuits. Photonics 2020, 7, 4. [CrossRef]
8. Feng, J.; Akimoto, R.A. Three-Dimensional Silicon Nitride Polarizing Beam Splitter. IEEE Photonics Technol. Lett. 2014, 26, 706–709.

[CrossRef]
9. Herr, T.; Hartinger, K.; Riemensberger, J.; Wang, C.Y.; Gavartin, E.; Holzwarth, R.; Gorodetsky, M.L.; Kippenberg, T.J. Universal

Formation Dynamics and Noise of Kerr-Frequency Combs in Microresonators. Nat. Photonics 2012, 6, 480–487. [CrossRef]
10. Pfeiffer, M.H.P.; Herkommer, C.; Liu, J.; Guo, H.; Karpov, M.; Lucas, E.; Zervas, M.; Kippenberg, T.J. Octave-Spanning Dissipative

Kerr Soliton Frequency Combs in Si3N4 Microresonators. Optica 2017, 4, 684–691. [CrossRef]
11. Halir, R.; Okawachi, Y.; Levy, J.S.; Foster, M.A.; Lipson, M.; Gaeta, A.L. Ultrabroadband Supercontinuum Generation in a

CMOS-Compatible Platform. Opt. Lett. 2012, 37, 1685–1687. [CrossRef]
12. Tan, D.T.H.; Ikeda, K.; Sun, P.C.; Fainman, Y. Group Velocity Dispersion and Self Phase Modulation in Silicon Nitride Waveguides.

Appl. Phys. Lett. 2010, 96, 611016. [CrossRef]
13. Kruckel, C.J.; Torres-Company, V.; Andrekson, P.A.; Spencer, D.T.; Bauters, J.F.; Heck, M.J.R.; Bowers, J.E. Continuous Wave-

Pumped Wavelength Conversion in Low-Loss Silicon Nitride Waveguides. Opt. Lett. 2015, 40, 875–878. [CrossRef]
14. Yao, Z.; Wan, Y.; Bu, R.; Zheng, Z. Improved Broadband Dispersion Engineering in Coupled Silicon Nitride Waveguides with a

Partially Etched Gap. Appl. Opt. 2019, 58, 8007–8012. [CrossRef] [PubMed]
15. Guo, H.; Herkommer, C.; Billat, A.; Grassani, D.; Zhang, C.; Pfeiffer, M.H.P.; Weng, W.; Bres, C.; Kippenberg, T.J. Mid-infrared

Frequency Comb via Coherent Dispersive Wave Generation in Silicon Nitride Nanophotonic Waveguides. Nat. Photonics 2018,
12, 496. [CrossRef]

16. Okawachi, Y.; Lamont, M.R.E.; Luke, K.; Carvalho, D.O.; Yu, M.; Lipson, M.; Gaeta, A.L. Bandwidth Shaping of Microresonator-
Based Frequency Combs via Dispersion Engineering. Opt. Lett. 2014, 39, 3535–3538. [CrossRef] [PubMed]

17. Kruckel, C.J.; Fulop, A.; Ye, Z.; Andrekson, P.A.; Torres-Company, V. Optical Bandgap Engineering in Nonlinear Silicon Nitride
Waveguides. Opt. Express 2017, 25, 15370–15380. [CrossRef] [PubMed]

18. Liu, Q.; Gao, S.; Li, Z.; Xie, Y.; He, S. Dispersion Engineering of a Silicon-Nanocrystal-Based Slot Waveguide for Broadband
Wavelength Conversion. Appl. Opt. 2011, 50, 1260–1265. [CrossRef]

19. Zhang, L.; Yue, Y.; Xiao-Li, Y.; Wang, J.; Beausoleil, R.G.; Willner, A.E. Flat and Low Dispersion in Highly Nonlinear Slot
Waveguides. Opt. Express 2010, 18, 13187–13193. [CrossRef]

20. Sun, X.; Dai, D.; Thylén, L.; Wosinski, L. Double-Slot Hybrid Plasmonic Ring Resonator Used for Optical Sensors and Modulators.
Photonics 2015, 2, 1116–1130. [CrossRef]

21. Baets, R.; Subramanian, A.Z.; Clemmen, S.; Kuyken, B.; Bienstman, P.; Le Thomas, N.; Roelkens, G.; Van Thourhout, D.; Helin, P.;
Severi, S. Silicon Photonics: Silicon Nitride Versus Silicon-On-Insulator. In Proceedings of the 2016 Optical Fiber Communications
Conference and Exhibition (OFC), Anaheim, CA, USA, 20–22 March 2016; p. Th3J.1.

22. Mao, S.C.; Tao, S.H.; Xu, Y.L.; Sun, X.W.; Yu, M.B.; Lo, G.Q.; Kwong, D.L. Low Propagation Loss SiN Optical Waveguide Prepared
by Optimal Low-Hydrogen Module. Opt. Express 2008, 16, 20809–20816. [CrossRef] [PubMed]

23. Cheng, X.; Hong, J.; Spring, A.M.; Yokoyama, S. Fabrication of a High-Q Factor Ring Resonator Using LSCVD Deposited Si3N4
Film. Opt. Mater. Express 2017, 7, 2182–2187. [CrossRef]

24. Hong, J.; Spring, A.M.; Qiu, F.; Yokoyama, S. A High Efficiency Silicon Nitride Waveguide Grating Coupler with a Multilayer
Bottom Reflector. Sci. Rep. 2019, 9, 12988. [CrossRef]

25. Yin, Y.; Yin, X.; Zhang, X.; Yan, G.; Wang, Y.; Wu, Y.; An, J.; Wang, L.; Zhang, D. High-Q-Factor Silica-Based Racetrack Microring
Resonators. Photonics 2021, 8, 43. [CrossRef]

26. Hansryd, J.; Andrekson, P.A.; Westlund, M.; Li, J.; Hedekvist, P. Fiber-Based Optical Parametric Amplifiers and Their Applications.
IEEE J. Sel. Top. Quantum Electron. 2002, 8, 506–520. [CrossRef]

27. Gao, S.M.; Li, Z.Q.; Zhang, X.Z. Power-Attenuated Optimization for Four-Wave Mixing-Based Wavelength Conversion in Silicon
Nanowire Waveguides. J. Electromagn. Wave 2010, 24, 1255–1265. [CrossRef]

28. Jia, L.; Geng, M.; Zhang, L.; Yang, L.; Chen, P.; Wang, T.; Liu, Y. Wavelength Conversion Based on Degenerate-Four-Wave-Mixing
with Continuous-Wave Pumping in Silicon Nanowire Waveguide. Opt. Commun. 2009, 282, 1659–1663. [CrossRef]

140



Photonics 2021, 8, 161

29. An, L.; Liu, H.; Sun, Q.; Huang, N.; Wang, Z. Wavelength Conversion in Highly Nonlinear Silicon-Organic Hybrid Slot
Waveguides. Appl. Opt. 2014, 53, 4886–4893. [CrossRef] [PubMed]

30. Jin, B.; Yuan, J.; Yu, C.; Sang, X.; Wei, S.; Zhang, X.; Wu, Q.; Farrell, G. Efficient and Broadband Parametric Wavelength Conversion
in a Vertically Etched Silicon Grating without Dispersion Engineering. Opt. Express 2014, 22, 6257–6268. [CrossRef] [PubMed]

141





photonics
hv

Article

An Optical Analog-to-Digital Converter with Enhanced ENOB
Based on MMI-Based Phase-Shift Quantization

Yue Liu , Jifang Qiu *, Chang Liu, Yan He , Ran Tao and Jian Wu

Citation: Liu, Y.; Qiu, J.; Liu, C.; He,

Y.; Tao, R.; Wu, J. An Optical

Analog-to-Digital Converter with

Enhanced ENOB Based on

MMI-Based Phase-Shift Quantization.

Photonics 2021, 8, 52. https://

doi.org/10.3390/photonics8020052

Received: 25 January 2021

Accepted: 11 February 2021

Published: 14 February 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

School of Electronic Engineering, Beijing University of Posts and Telecommunications, Beijing 100876, China;
LYmoon@bupt.edu.cn (Y.L.); liuchang345@bupt.edu.cn (C.L.); heyan@bupt.edu.cn (Y.H.);
taoran2018@bupt.edu.cn (R.T.); jianwu@bupt.edu.cn (J.W.)
* Correspondence: jifangqiu@bupt.edu.cn

Abstract: An optical analog-to-digital converter (OADC) scheme with enhanced bit resolution by
using a multimode interference (MMI) coupler as optical quantization is proposed. The mathematical
simulation model was established to verify the feasibility and to investigate the robustness of the
scheme. Simulation results show that 20 quantization levels (corresponding to 4.32 of effective
number of bits (ENOB)) are realized by using only 6 channels, which indicates that the scheme
requires much fewer quantization channels or modulators to realize the same amount of ENOB. The
scheme is robust and potential for integration.

Keywords: analog-to-digital converter; optical phase-shift quantization; ENOB

1. Introduction

High-speed analog-to-digital converters (ADC) play an important role in modern sig-
nal processing, such as high-frequency radar systems [1–5], wireless communications [6,7],
and image processing [8,9], etc. However, with more and more wideband applications,
such as wireless and radar communications especially when the bandwidth of radar signals
is over 10 GHz, traditional electronic ADCs have been unable to meet the requirements of
high speed due to timing jitter, thermal noise and uncertainty of electronic components,
and so on. In recent years, with the rapid development of photonic technology, using
photonic technology to break through the bottleneck of electronic ADC has become a
research hotspot in the field of optoelectronic technology [10]. The advantage of using
photonic technology in ADC is that the sampling rate can be up to 100GS/s (samples per
second) or even higher. Moreover, the timing jitter of the optical pulse can reach the level
of femtosecond [11,12], which is two orders of magnitude smaller than that of the electrical
sampling pulse. In addition, the pulse width can be compressed to the order of picoseconds
or even femtoseconds by using pulse compression technology [13]. Therefore, optical
analog-to-digital conversion (OADC) technology has significant advantages compared
with traditional electronic ADC technology. In general, OADC has great potential not only
in terms of high speed, high precision, and wide bandwidth, etc., but also in commercial
applications due to the great development of photonic integration. Thus, it has become
one of the main development directions of high-speed ADC.

In last decades, lots of optical-sampling electrical-quantization [14,15] and optical-
sampling optical-quantization schemes have been reported, which can be divided into
two categories, i.e. intensity-to-wavelength optical quantization and phase-shift optical
quantization (PSOQ). Intensity-to-wavelength optical quantization [16,17] usually realizes
intensity to wavelength conversion by using nonlinear effects via nonlinear devices, like
highly nonlinear fiber (HNLF). However, the length of HNLF is usually up to km level and
the optical power required is relatively large to excite the nonlinear effect. On the other
hand, the PSOQ scheme, which was firstly proposed by Taylor [18] and then developed
in [19–23], typically uses electro-optic modulators with multiplied half-wave voltages. The
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advantages of Taylor’s and its developed schemes are potentiality of on-chip integration
and have low requirement of input optical power due to operation principle based on
optical interference. In general, in Taylor’s and its developed schemes, optical quantization
of N bit requires N modulators. To further increase the quantization bits, the half-wave
voltage of the last modulator must be significantly reduced. Therefore, we previously
proposed a cascade step-size (CSS) multimode interference (MMI) coupler-based phase
quantization scheme [24] requiring only one phase modulator (PM). In the scheme reported
in [24], in order to realize N bit, only one phase modulator and a CSS-MMI with 2N-1

output channels are needed. This scheme avoids the increasing requirement of the number
of modulators when N increases in the schemes developed from Taylor’s scheme, and
eliminates the need for ultra-low half-wave voltage of modulators. However, when N is
larger, the number of output channels (K) increases significantly (for example, when N is
4.17 bit, K is 9; whereas N is 5.09 bit, K is 17, and so on), resulting in enormous difficulties
in design and fabrication of CSS-MMI.

In this paper, in order to obtain effective number of bits (ENOB) as high as possible
in OADC with the required number of modulators and optical output channels as fewer
as possible, we propose a new PSOQ scheme of OADC, which effectively increases the
number of quantization bits but requires much fewer optical channels and modulators. We
numerically demonstrate the scheme with 6 optical channels and 2 modulators by using a
1× 4 MMI, a 3× 5 MMI, a PM, and a Mach-Zehnder modulator (MZM), which can achieve
4.32 bit. Compared with our previously proposed scheme [24], which needs 9 optical
channels to achieve 4.17 bit, this new scheme is easier for design and fabrication. Moreover,
we investigated the performance of the proposed scheme by building up a simulation
system, and found that compared with the previous scheme, the proposed scheme not only
has much fewer output channels, but also has more robustness in presence of timing jitter,
intensity noise of optical sampling pulses, and MMI power imbalance.

2. Principle of Operation

The schematic diagram of the proposed OADC is shown in Figure 1. It consists of
an optical sampling module, an optical quantization module, and an electrical back-end
processing module. The optical sampling module is composed of a pulse laser, a 1 × 4MMI
(MMI1st), and a PM. The optical quantization module is composed of a 3× 5 MMI (MMI2nd)
and an MZM. The digital signal processing module is composed of photo-detector (PD)
arrays and electric comparator arrays.
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Figure 1. Schematic diagram of the proposed 4.32-bit optical analog-to-digital converter (OADC). RF input: Radio-frequency
input. PM: phase modulator, MZM: Mach-Zehnder modulator, PD: photo-detector, DSP: digital signal processing.

Firstly, in the optical sampling module, assuming that the injected high-speed pulses
emitted by the pulse laser are solitary pulses with Gauss shape, can be represented as

Ein =
n=+∞

∑
n=−∞

RG(t− nTS) (1)
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where RG(t) =
√

Pmax·e−2·( t
TFWHM

2m
)·e(2π f0t+ϕ0), TS (TS = 1/ fS) is the sampling rate. Pmax

is the peak power of the pulse. The full width at half maximum power (FWHM) pulse
duration is TFWHM and m denotes the order of the super-Gaussian function. The carrier
frequency of the optical pulse is defined by emission frequency f0 and the initial phase is
ϕ0. Therefore, the schematic of waveforms of the sampling pulses is shown in Figure 2a.
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Figure 2. The proposed OADC with sinusoidal RF input. (a) Waveforms and frequency spectrum the
high-speed optical sampling pulses. (b) Spectral response of both modulators. (c) The outputs of
6 channels under single-frequency sinusoidal input signal. (d) Spectral response of PDs. (e) power
spectrum. (f) Transmission curves of 6 optical channels and digital output codes with input voltage.

The high-speed pulses Ein are divided into four channels with equal power by MMI1st,
the outputs of MMI1st can be described as




Es2
Ep2
E′s1
Ep1


 =

1
2




ej0

ej π
2

ej π
2

ej0


·Ein (2)

After splitting, optical pulse E′s1 passes through PM which is driven by input signal
Vin(t), and becomes Es1 as

Es1 = E′s1·ej∆Φs1(t), ∆Φs1(t) = hm1(t) ∗ (Vin(t) + Vb1) (3)
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where hm1(t) is the equivalent model of a phase modulator which reflects the high fre-
quency characteristics of the phase modulator. The electronic frequency response is shown
as Figure 2b, where fm is the frequency of the RF (Radio-frequency) input. ∆Φs1(t) can be
equivalent to π(Vin(t)+Vb1)

Vπ
, where Vπ and Vb1 are the half-wave voltage and bias voltage of

PM, respectively. ∆Φs1(t) is induced by Vin(t). Then Es1 is injected at the middle position
of MMI2nd, while Ep1 and Ep2 are injected at positions as

x =
K± 2

2K
W2 (4)

where K is the number of MMI2nd output channels, here K = 5. After carefully choosing the
dimensions of MMI2nd, K images of equal intensities can be formed at MMI2nd output. The
output power can be expressed as

Ii(t) =





2
√

2P
K

(
3
√

2
4 + cos

(
∆Φs1(t) + i

2 · 2π
K − 3π

4

))
f or even i

2
√

2P
K

(
3
√

2
4 + cos

(
∆Φs1(t)− i−1

2 · 2π
K − 3π

4

))
f or odd i

(5)

where i = 1 . . . 5. From Equation (5), we can see that the output power of each channel
varies sinusoidally with Vin(t) as shown in Figure 2f. This is similar to [24] and acts as
quantizer which can realize 10 quantization levels (corresponding to 3.32 bit). The output
pulses of each channel are shown in Figure 2c. Based on the principle in [24], in order to
extend the ENOB, the 3 × 5 MMI should be replaced by a 3 × 9 MMI, thus OADC can be
extended to 18 quantization levels, which means a 4.17 bit OADC with 9 output channels
is obtained.

In this paper, we propose a new scheme to extend the ENOB by introducing a MZM.
As shown in Figure 1, the MZM with a half-wave voltage of 2Vπ is introduced parallel to
the PM, with Es2 as input. The output power of MZM can be expressed as

I6(t) =
P
2
(1 + cos(∆Φs2(t))), ∆Φs2(t) = hm2(t) ∗ (Vin(t) + Vb1) (6)

where hm2(t) is the numerical model of MZM and reflects the high frequency characteristics
of the MZM. ∆Φs2(t) is equivalent to π(Vin(t)+Vb2)

Vπ
, Vb2 is the bias voltage applied to MZM.

After the optical-to-electrical (O/E) conversion performed by the PD arrays, we can
obtain the electrical signal as

Vi(t) = [(Ii(t) + In(t))·hp(t)]·RL i = 1 . . . 6 (7)

In(t) is the noise current caused by PD in each channel, hp(t) is the equivalent circuit model
of PD as shown in Figure 2d and the power spectrum of Vi(t) is Figure 2e. RL is load
resistance that converts current into voltage output.

Next, the detected signals of the 6 output channels are injected into the electric
comparator arrays, judged to “0” or “1” by appropriate threshold as

Di(n)|t=nTs =





Voh, Vi(t)−Vth > Vin.min

Vol , Vth −Vi(t) > Vin.min

Di(n− 1), |Vth −Vi(t)| < Vin.min

i = 1 . . . 6 (8)

Generally, Voh = 1 and Vol = 0. Vth is the threshold voltage of electric comparator
arrays, Vin.min = Voh−Vol

Av
is the minimum identification precision voltage, which is related

to the conversion precision Av of the comparator. The higher the Av is, the smaller the
Vin.min will be, which shows that the comparator has more accurate comparison results.

At last, after processing these digital signals according to the electronic decision rules
as shown in Figure 2f, we can get 20 different quantization levels. We can see from Figure 2f
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that, the transmission periods of Channel 1 to Channel 5 are 2Vπ . For Channel 1 to Channel
5 we can obtain 10 quantization levels range from 0 to 2Vπ , and the encoding is repeated
within 2Vπ to 4Vπ . Channel 6 is synchronized with other channels, but the transmission
period is 4Vπ . By combining all 6 channels, 20 quantization levels are obtained in the input
voltage ranging from 0 to 4Vπ . Compared with our previously proposed scheme (where
18 quantization levels are obtained with 9 output channels), the proposed scheme needs
fewer channels (6 channels) to obtain equivalent quantization levels (i.e., ENOB).

3. Simulation Modelling and Performance Analysis

Based on the above models, the OADC is built up to verify the feasibility and investi-
gate the performance of the proposed OADC scheme, as shown in Figure 3. We analyze
the OADC performance based on IEEE standard [25], where ENOB is derived as [25]

ENOB =
SINAD− 1.76 dB

6.02
(9)

SINAD (signal-to-noise ratio) well reflects the overall dynamic performance of the
ADC because it includes all factors that constitute noises and distortions. Based on IEEE
standard, SINAD is calculated from the frequency spectrum of the digital output codes of
the ADC as

SINAD = 10lg
σ2

x
σ2

q + σ2
n

(10)

where σ2
x is the electrical signal power, σ2

q and σ2
n represent inherent quantization errors

and errors caused by other noise, respectively.
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that RIN and timing jitter of the pulse source, the MMI channel imbalance and signal noise, 

phase noise of PLL on ENOB. 

Figure 3. Schematic of and simulation results of the proposed OADC. AMLL: active mode-locked
laser; Demux: wavelength division multiplexer. Mux: wavelength division multiplexer. TDL:
time delay line; VOA: tunable optical amplifier; PS: power splitter; MMI1st: 1 × 4 MMI. MMI2nd:
3 × 5 MMI. PD: photo-detector. Com: electronic comparators. PLL: phase-locked loop. (a) 50 GHz
optical pulses are generated by time-wavelength interleaving. (b) S21 response and half-wave voltage
change with input RF signal. (c) FFT spectrum of digital output codes.
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We use time-wavelength interleaving (T-W interleaving) to acquire optical sampling
pulses with fs = 50 GHz. The waveforms of the output of active mode-locked laser (AMLL)
is shown in Figure 3a, whereas the time-wavelength interleaved sampling pulses are shown
in Figure 3a. A sine wave signal of 7.01 GHz was used to act as an electrical analog signal,
which is divided into two by power splitter (PS), one of which is used to drive the PM,
while the other one is used to drive the MZM. Based on the principle analysis, the ideal
ENOB is 4.32 bit. Then we took imperfections in the actual system into account to calculate
the ENOB. Table 1 shows the main simulation parameters of the OADC. The parameters
chosen in Table 1 are based on the datasheet of commercially available devices.

Table 1. Main parameters and values of the OADC in simulation.

Component Parameter Value

Pulse laser
Pmax/Intensity jitter 0 dBm/2%

Sampling rate/Timing jitter 12.5 GHz/100 fs
TFWHM 0.5 ps

T-W
interleaving

Demux/mux
Bandwidth 150 GHz

Channel interleaving 250 GHz

TDL Time delay 0 ps 20 ps 40 ps 60 ps

VOA Amplification power Related with each channel

Modulator
PM

Analog bandwidth 25 GHz
half-wave voltage 3.3 V(@1 GHz)

MZM
Analog bandwidth 25 GHz
half-wave voltage 6.6 V(@1 GHz)

MMI Normalized channel power
imbalance 0.943 1.010 1.027 0.884 1.136

PDs

Bandwidth 40 GHz
RL 50 Ω

Dark current 5 nA

thermal noise Related with bandwidth and
resistance

shot noise Related with pulse power

Comparators Offset voltage 1 mV
Av 30 dB

PLL RMS(Jper) 63 fs

For example, the parameters of AMLL was chosen based on the datasheet of Calmar
PS-10-TT series, like timing jitter is 100 fs, the standard deviation of random intensity noise
(RIN) is 2% relative to the pulse peak power, and the TFWHM of the Gaussian pulse train is
0.5 ps, peak power is 0 dBm, and wavelength is 1560 nm.

As for modulators, with the increase of input RF frequency, RF and light wave speed
mismatch and transmission loss caused by the structural parameters of lithium niobate
modulator increase as well, which in turn affects the output optical signal. Therefore, it is
important to analyze the performance of OADC under this influence. The RF response of
modulator can be represented by S21 response, which decreases with the input frequency
increasing. This will affect the OADC output phase ∆Φs1(t) and ∆Φs2(t) as shown in
Figure 3b. In our simulation, the half-wave voltages of PM and MZM were set as 3.3 V@1
GHz and 6.6 V@1 GHz referring to the commercial modulator, and the S21 data of commer-
cial devices were taken into account. MMI transmission curves were obtained according
to measurement results based on our fabricated MMI [26], which has normalized channel
power imbalance of [0.943 1.010 1.027 0.884 1.136], leading to non-uniform quantization
and thus decreasing the ENOB of the OADC.

In the electronic processing module, the parameters of PD were chosen according to
the silicon germanium PIN structure photodetector mentioned in [27–29], as bandwidth
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of 40 GHz, a load resistance of 50 Ω, dark current of 5 nA, electronic measurement band-
width and resistance-related thermal noise, and shot noise related to input optical power.
Similarly, the parameters for electrical comparators were set with reference to the offset
voltage and minimum conversion accuracy Av of commercial electrical comparators (ADI,
MP582). The electrical components are synchronized with the active mode-locked laser
(AMLL) through a phase-locked loop (PLL). The root mean square period jitter (RMS(Jper))
caused by phase noise of PLL internal electronic circuits is set to 63 fs according to com-
mercial PLL (Texas Instruments, LMX2820).

At last, according to the output digital code and fs, the frequency of the input signal is
calculated according to the FFT calculation result and Equation (9) as shown in Figure 3c,
which is consistent with the given input signal fm, verifying the correctness of the simu-
lation modelling, the SINAD is calculated to be 26.03 dB. Therefore, the ENOB is 4.03 bit,
which is a little slighter than the ideal ENOB of 4.32 bit and demonstrates the accuracy of
the simulation modelling of the proposed OADC scheme.

Table 2 compares the performance of different reported schemes based on PSOQ, “-”
in Table 2 means that CW (continuous-wave) light was used or non-mentioned in the
schemes. We can see from Table 2 that our proposed scheme has a simpler structure due
to the fact that the optical quantizer is a passive device and has fewer optical channels
and accepted number of modulators, which is a potential for on-chip integration (similar
optical quantizer with 5 channels has already been experimentally reported [26]).

Table 2. The performance comparisons of OADC schemes.

Schemes Year Type of
Result

Sampling
Rate

Signal
Input

Quantization
Type

Number of
Modulators

Number of
Optical Channels ENOB

[19] 2011 Experimental - 10 GHz PSOQ 1 8 3.2

[20] 2011 Simulated 20 GHz - PSOQ 1 8 4

[21] 2014 Simulated - 25 GHz PSOQ 1 24 5.28

[22] 2018 Experimental - 400 MHz PSOQ 3 8 3.31

[24] 2018 Simulated - - PSOQ 1 5 3.27

[23] 2020 Experimental - 500 MHz PSOQ 3 10 3.75

This work 2021 Simulated 50 GHz 7.1 GHz PSOQ 2 6 4.03

Next, in order to investigate the robustness of the OADC, we investigated the factors
that RIN and timing jitter of the pulse source, the MMI channel imbalance and signal noise,
phase noise of PLL on ENOB.

3.1. RIN and Timing Jitter

The actual optical sampling pulse has timing jitter, RIN, and limited pulse width.
These characteristics of the optical pulse cause errors in sampling process, reduce the
SINAD of the OADC, and degrade the ENOB. It is important to investigate the effects
of RIN and timing jitter, as both time-wavelength interweaving and back-end electrical
processing also lead to mismatches and amplitude fluctuations throughout the OADC.
Therefore, we investigated the impact of RIN and timing jitter on ENOB. RIN is defined
as δI

Pmax
, where δI is intensity noise, and Pmax is pulse peak power. Full scale modulation

is assumed in the calculation and the amplitude of the RF input is A. Therefore, the error
caused by RIN can be substituted into Equation (10) to calculate SINAD

SINAD =





A2/2

( 2A
N )

2

12 +(2K+1)

(
arcsin RIN

1+RIN
2π/N · 2A

N

)2

· 2
N

K = 5, N = 20

A2/2

( 2A
N )

2

12 +K

(
arcsin RIN

1+RIN
2π/N · 2A

N

)2

· 2
N

K = 9, N = 18
(11)
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Timing jitter can be defined as δT. The judgment time of the sampling pulse is t = nTs.
According to the power shape is given by P(t) = |RG(t)|2, Equation (7), we can calculate
the SINAD caused by timing jitter as following

SINAD =





A2/2

( 2A
N )

2

12 +∑i=K+1
i=1

1
Ts

∫ Ts
0 [Vi(t)·| P(t−δT)−1|]2dt

K = 5, N = 20

A2/2

( 2A
N )

2

12 +∑i=K
i=1

1
Ts

∫ Ts
0 [Vi(t)·| P(t−δT)−1|]2dt

K = 9, N = 18
(12)

It can be seen from Equation (12) that SINAD is related to Ts and the frequency
fm of the input signal. fs = 100 GHz is set in the calculation. SINAD degrades when
RIN increases, which can be theoretically obtained as shown in Figure 4a. As shown in
Figure 4b, SINAD drops faster when fm increases, because there is a greater risk of error in
judgment time.
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Figure 4. SINAD degradation induced by the high-speed pulse RIN and time jitter. (a) Theoretical
calculation of the effect of RIN on SINAD. (b) Theoretical calculation of the effect of timing jitter on
SINAD with different fm. The straight lines represent the proposed 6-port scheme and the dashed
lines represent the previous 9-port scheme.

We demonstrate how RIN and timing jitter affect system performance from the mathe-
matical model. We carried out the simulation operation when sample rate of optical pulse
is 100 GHz and fm = 24.9 GHz in our simulation modelling. The final 215 digital codes
were selected to calculate FFT and the final ENOB was obtained. Here, Pmax equals to
−5 dBm, we changed RIN from 0 to 10%, timing jitter from 0 ps to 1 ps. The results of
ENOB vs. timing jitter and RIN are shown in Figure 5a as a 3D graph. The same investi-
gation was also carried out for our previously 9-port scheme with equivalent ENOB for
comparison. The results of the previous 9-port scheme are shown in Figure 5b. We can
see from Figure 5 that ENOB decreases greatly with the increase of RIN and timing jitter.
When ENOB degrades by 1 bit, in Figure 5a, RIN tolerance is 9.6%, while in Figure 5b RIN
tolerance of our previous 9-port scheme is 5.3%. The results indicate that the new proposed
OADC has lower requirements on RIN of the sampling pulses. As for timing jitter, we
can see that when ENOB degrades by 1 bit, the tolerance of timing jitter is 0.5 ps, while
the previous 9-port scheme is 0.4 ps as shown in Figure 5b. The results indicate that the
proposed scheme is more robust to timing jitter.
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3.2. Channel Imbalance

Channel equalization refers to the consistency in amplitude of the modulation curve
outputs of the quantizer (MMI2nd). The channel imbalance of the MMI2nd may be caused
by manufacturing process errors, or design errors. Therefore, it is important to investigate
the effect of channel imbalance of MMI2nd on ENOB.

The power imbalance of each channel is expressed by δPi =
Pi

(∑K
i=1 Pi)/K

, i = 1 . . . K.

Therefore, the SINAD under the error caused by channel imbalance is given by

SINAD =
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(13)

where i = 1 . . . K. Since the δPi of each channel is different, when calculating the effect of
δPi on OADC performance, it can be represented by

IM =

√
∑K

i=1(δPi − 1)2

K
(14)

It can be seen from Equation (13) that SINAD is related to the number of channels
of MMI2nd. As shown in Figure 6a, SINAD drops faster with more channels, because
there is a greater probability of errors in the judgement. Different IM values are set in
the simulation to observe the impact on ENOB of the OADC. In simulation, ENOB was
calculated by 50 times for the same IM values. The red curve in Figure 6b shows ENOB
degradation induced by IM, the results for previous 9-port scheme are shown as a black
curve. We can see that both ENOB degrades with IM increasing, this is because due to
the imbalance, the actual quantization step size is different from the ideal quantization
step size, which would lead to non-uniform quantization errors and make harmonic noise
power increase, resulting in a decrease in ENOB. Furthermore, as shown in Figure 6b, it
has been verified by 50-time simulations that if the ENOB degrades by 1 bit, the tolerance
of IM of the proposed scheme can be 16%, but the previous 9-port scheme has only 10.9%
tolerance. In comparison, the proposed scheme is more robust to the power imbalance of
the quantizer. We can also see that under the same IM, because the proposed scheme has
fewer ports, the probability of error in the output digital code is smaller than that of the
previous 9-port scheme.

151



Photonics 2021, 8, 52

Photonics 2021, 8, 52 10 of 14 
 

 

where i = 1…K. Since the 𝛿𝑃𝑖 of each channel is different, when calculating the effect of 

𝛿𝑃𝑖 on OADC performance, it can be represented by 

IM = √
∑ (𝛿𝑃𝑖 − 1)

2𝐾
𝑖=1

𝐾
 (14) 

It can be seen from Equation (13) that SINAD is related to the number of channels of 

MMI2nd. As shown in Figure 6a, SINAD drops faster with more channels, because there is 

a greater probability of errors in the judgement. Different IM values are set in the simula-

tion to observe the impact on ENOB of the OADC. In simulation, ENOB was calculated 

by 50 times for the same IM values. The red curve in Figure 6b shows ENOB degradation 

induced by IM, the results for previous 9-port scheme are shown as a black curve. We can 

see that both ENOB degrades with IM increasing, this is because due to the imbalance, the 

actual quantization step size is different from the ideal quantization step size, which 

would lead to non-uniform quantization errors and make harmonic noise power increase, 

resulting in a decrease in ENOB. Furthermore, as shown in Figure 6b, it has been verified 

by 50-time simulations that if the ENOB degrades by 1 bit, the tolerance of IM of the pro-

posed scheme can be 16%, but the previous 9-port scheme has only 10.9% tolerance. In 

comparison, the proposed scheme is more robust to the power imbalance of the quantizer. 

We can also see that under the same IM, because the proposed scheme has fewer ports, 

the probability of error in the output digital code is smaller than that of the previous 9-

port scheme. 

 

Figure 6. The effect of channel imbalance on system performance. (a) Theoretical calculation of the 

effect of channel imbalance on SINAD. (b) Simulation results at the condition of MMI with chan-

nel imbalance. 

3.3. Electronic Devices Noise 

The noise introduced by the electrical devices in the OADC also affects the perfor-

mance of the OADC. Here we analyze two typical effects on the ENOB of the OADC. One 

is the noise of the input analog RF signal, the other is the phase noise of the PLL used to 

synchronize the sampling pulses with comparators and coding circuits, etc.  

3.3.1. The Noise of Input Signal 

The signal source and RF amplifier may introduce noise. Therefore, we analyzed the 

noisy signal on the performance of OADC. The signal to noise ratio (SNR) of the analogue 

signal is expressed as 𝑆𝑁𝑅𝑖𝑛. Assuming that the noise added to the analogue signal is a 

Gaussian random signal with a mean value of 0. Therefore, the SINAD under the error 

caused by noise is given by 

Figure 6. The effect of channel imbalance on system performance. (a) Theoretical calculation of
the effect of channel imbalance on SINAD. (b) Simulation results at the condition of MMI with
channel imbalance.

3.3. Electronic Devices Noise

The noise introduced by the electrical devices in the OADC also affects the perfor-
mance of the OADC. Here we analyze two typical effects on the ENOB of the OADC. One
is the noise of the input analog RF signal, the other is the phase noise of the PLL used to
synchronize the sampling pulses with comparators and coding circuits, etc.

3.3.1. The Noise of Input Signal

The signal source and RF amplifier may introduce noise. Therefore, we analyzed the
noisy signal on the performance of OADC. The signal to noise ratio (SNR) of the analogue
signal is expressed as SNRin. Assuming that the noise added to the analogue signal is a
Gaussian random signal with a mean value of 0. Therefore, the SINAD under the error
caused by noise is given by

SINAD =





A2/2

( 2A
N )

2

12 +2(K+2)·Pnoise · 2
N

K = 5, N = 20

A2/2

( 2A
N )

2

12 +K·Pnoise · 2
N

K = 9, N = 18
(15)

where Pnoise is the power of the noisy signal. It can be seen from Equation (15) that SINAD
is related to the quantization level N. We carried out the simulation operation with other
parameters unchanged. The results of ENOB vs. Pnoise are shown in Figure 7a. Dozens
of simulations have been carried out to eliminate the contingency of the results, which
indicate that the higher the number of quantization levels, the faster the ENOB decreases.
That is to say that the noise of the input signal has a greater impact on OADC with bigger
ENOB, thus the SNR of the input signal cannot be ignored.
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where 𝑓𝑐 is clock frequency, 𝑆𝜃(𝑓) is the power spectrum of phase noise. 
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Figure 7. The effect of noisy signal and phase noise of PLL on system performance. (a) Simulation
results of ENOB under different SNR of input analog signal. (b) Simulation results of ENOB under
different RMS(Jper) of PLL.
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3.3.2. Phase Noise of PLL

The reference clock signal of the PLL is the synchronous output of the pulse laser,
thus PLL could provide a locked clock to the electronic comparators and coding circuits.
However, the clock signal generated from an actual PLL has phase noise (θ(t)), which is
equivalent to the jitter of the clock signal (Jper), that represents clock non-synchronization.
The clock jitter Jper, which is a random disturbance signal and described by root mean
square value (RMS) as

RMS
(

Jper
)
(seconds) =

1
2π fc

√
θ2(t) =

1
2π fc

√
2
∫ ∞

0
Sθ( f )d f (16)

where fc is clock frequency, Sθ( f ) is the power spectrum of phase noise.
Different RMSs of clock jitter are added in the theoretical calculation and simulation

to analyze the influence on OADC. According to P(t), Equation (7), we can calculate the
SINAD caused by clock jitter Jper as following

SINAD =





A2/2

( 2A
N )

2

12 +∑i=K+1
i=1

1
Ts

∫ Ts
0 [|Vi(t−Jper)·P(t−Jper)−Vi(t)·P(t)|]2dt

K = 5, N = 20

A2/2

( 2A
N )

2

12 +∑i=K
i=1

1
Ts

∫ Ts
0 [|Vi(t−Jper)·P(t−Jper)−Vi(t)·P(t)|]2dt

K = 9, N = 18
(17)

It can be seen from Equation (17) that SINAD drops faster when Jper increases, because
there is a greater risk of error in judgment time. We changed RMS(Jper) from 0 to 1 ps,
and maintained the other parameters. The results of ENOB vs. clock jitter are shown in
Figure 7b. When ENOB degrades by 1 bit, RMS(Jper) tolerance is 226 fs for the proposed
scheme, while it is 155 fs for our previous 9-port scheme. The results indicate that the new
proposed OADC has lower requirements on phase noise of PLL due to fewer channels than
previous 9-port scheme.

4. Conclusions

In this paper, a new OADC scheme with ENOB enhanced by introducing an MZM to
increase the optical quantization levels has been proposed and demonstrated in simulation.
Based on the operation principle, 20 quantization levels (corresponding to 4.32 of ENOB)
are realized by using only 6 channels, which indicates that the scheme requires much fewer
quantization channels or modulators to realize the same amount of ENOB. A numerical
analysis and proof-of-concept demonstrations were carried out to verify the feasibility
and robustness of the scheme. Simulation results show that 4.03 of ENOB is realized for
7.01 GHz RF signal under 50 GHz sampling rate, which indicates that the proposed scheme
requires much fewer quantization output channels or modulators to realize the same
amount ENOB, compared with our previous 9-port scheme. We analyzed the influence of
RIN and timing jitter of sampling pulses and the channel imbalance of MMI2nd on ENOB of
both the proposed OADC scheme and the previous 9-port scheme. The simulation results
show that the proposed scheme can tolerate up to 9.6% of RIN and up to 0.5 ps of timing
jitter of sampling pulses, as well as 16% power imbalance of the MMI output channels
when ENOB degrades by 1bit; in contrast, the previous 9-port scheme can tolerate 5.3% of
RIN and 0.4 ps of timing jitter of sampling pulses, and 10.9% power imbalance of the MMI.
Based on the operation principle, if the proposed scheme extends to a 5 bit operation, only
10 ports are needs to achieve 36 quantization levels (ideally 5.17 bit); in contrast, 17 ports
are needed in our previous 9-port scheme to achieve 34 quantization levels (ideally 5.08 bit).
When the ENOB continues to increase, the advantage of fewer ports requirement in the
proposed scheme becomes even more significant. This advantage makes our scheme more
compact and more robustness, and therefore easier for integration and more practical for
system applications.
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In future, to realize an OADC chip based on our proposed scheme, there exist two main
challenges, one of which is heterogeneous integration of optical devices, the other challenge
is optoelectronic integration. However, as we know, the above two challenges, optical
heterogeneous integration and optoelectronic integration, have been some of the most
interesting and promising research fields throughout the world for decades [30,31]. With the
breakthrough of the two integration technologies, our OADC would be practically realized.
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Abstract: The flexible photonics spectral processor (PSP) is an indispensable element for elastic
optical transmission networks that adopt wavelength division multiplexing (WDM) technology.
The resolution and system cost are two vital metrics when developing a PSP. In this paper,
a high-resolution 1 × 6 programmable PSP is investigated and experimentally demonstrated by using
low-cost compact spatial light paths, which is enabled by a 2 K (1080p) liquid crystal on silicon
(LCoS) and two cascaded transmission gratings with a 1000 line/mm resolution. For each wavelength
channel, the filtering bandwidth and power attenuation can be manipulated independently. The total
insertion loss (IL) for six ports is in the range of 5.9~9.4 dB over the full C-band. The achieved 3-dB
bandwidths are able to adjust from 6.2 GHz to 5 THz. Furthermore, multiple system experiments
utilizing the proposed PSP, such as flexible spectral shaping and optical frequency comb generation,
are carried out to validate the feasibility for the WDM systems.

Keywords: programmable; photonics spectral processor (PSP); liquid crystal on silicon (LCoS);
high-resolution and low-cost; optical frequency combs (OFC)

1. Introduction

With the exponential growth of communication traffic driven by high-definition TVs, online social
networks, cloud computing and the Internet of things (IoT), there is an unprecedented requirement on
high-capacity data transmission over optical transport networks [1]. The next generation wavelength
division multiplexing (WDM) optical networks are required to be elastic. They must be capable of
dynamically and efficiently allocating a flexible amount of optical spectra with different modulation
baud rates to separated outputs [2]. To maximize the network efficiency with limited fiber bandwidths,
a new G.694.1 standard has been established by the International Telecommunication Union. The new
provision has a 12.5 GHz bandwidth slot width, which helps to reduce the optical protective band in
order to improve the transmission efficiency in the previous G.692 specification. Moreover, advanced
modulation techniques such as multi- carrier orthogonal frequency division multiplexing (OFDM)
and single-carrier Nyquist shaping combined with high-order quadrature amplitude modulation
(QAM) formats are expected. This scheme is expected to result in promising solutions for realizing
highly-efficient future super-channel optical networking where multiple carriers are very close to
each other with minimal guard-bands [3,4]. Both programmable high-resolution photonics spectral
processors (PSPs) and wavelength selective switches (WSSs) can switch optical signals flexibly.
Benefiting from the adoption of PSP and WSS, flexible-grid reconfigurable optical add/drop multiplexers
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(ROADM) realize the functionalities of the supporting programmable channel bandwidth and provide
a fine wavelength tuning of sub-GHz, i.e., 6.25 GHz [5].

PSP provides a higher resolution than WSS, excluding the fact that they achieve the same functions
of filtering and optical power manipulation. To achieve cost efficiency and a satisfactory performance,
both WSSs and PSPs need to consider the factors such as cost, volume, and insertion loss (IL). It has
been proposed that one replaces the expensive M × N WSS with multiple 1 × K WSSs for the partially
directional high-degree ROADMs [6]. Generally, researchers hope to increase the number of ports and
the degree of integration by sharing an expensive liquid crystal on silicon (LCoS) device and bulk
optical components [7–9]. It is believed that designing a high-resolution 1×K PSP with lower cost and
compact size can be helpful in decreasing the total cost of an M ×N PSP, since it is compatible with the
multiple integration solution demonstrated in [8]. Due to its multiple functionalities, the programmable
PSP can be implemented in future ultra-high capacity optical systems and networks.

Generating the shape of the arbitrary spectrum: The generation of a variable bandwidth and
arbitrary spectrum shape is important in the implementation of the system, such as channel shaping,
channel selection and channel gain equalization. For example, by programming the shape of the filter
into PSP, one can study the cascading effect of the filter on the transmission quality.

Generating proper optical frequency combs: The generation of controllable optical combs is the
key point in optical WDM transmission systems. It requires the PSP to have the high-resolution
capability of attenuating the optical power arbitrarily and creating special spectral lines even if they
have independent shapes with modulation.

Currently, the spatial light modulator (SLM) utilizing LCoS (LCoS-SLM) is the most competing
technique adopted in the design of multiple port WSSs [10–14]. LCoS device combing with gratings can
be further developed as programmable PSP for processing optical spectrum resources [15]. Recently,
demonstrations have been reported on generating a reconfigurable PSP [15–18]. In [15], Gao et al.
proposed and demonstrated a flexible PSP based on a 4K LCoS with a minimum pixel spacing of
3.74 µm. However, they just developed a one-input one-output filter with an achieved minimum
3-dB bandwidth of 10 GHz. Moreover, the price of the employed high-resolution LCoS-SLM is quite
expensive. In 2019, their group also demonstrated a reconfigurable PSP, that provided a minimum
bandwidth of 12.5 GHz in the C-band by using digital micro-mirror devices. The major drawback is that
the achieved tuning resolutions of the center wavelength and IL of this filter are large, being 4.125 GHz
(0.033 nm) and 10 dB across the whole C-band, respectively [16]. Rudnick et al. proposed the use
of a waveguide grating router (WGR) to implement a high-resolution PSP with a 0.8 GHz optical
resolution [17]. However, the achieved free spectral range is just 200 GHz. Besides, to obtain such a
high-resolution, large delays within the WGR are required while still maintaining phase accuracy at
the output, which is beyond standard fabrication tolerances. Employing spatial light paths, WSS with
a high input and output ports has been demonstrated in [8,19,20]. In order to better meet the future
development of high-resolution PSP, the designed spatial light paths are required to be compact and
have a low IL.

In this paper, we propose low-IL and compact spatial light paths in order to develop a
high-resolution low-cost programmable PSP. The concrete scheme is realized by using a 2K LCoS- SLM
(The price of 2K LCoS-SLM is less than half of 4K LCoS-SLM) and two cascaded diffraction gratings
with a 1000 line/mm resolution. We experimentally demonstrate a 1 × 6 PSP operating across the entire
C-band. The achieved minimum 3-dB bandwidth is 6.2 GHz and the largest coverage can be extended
to the full C-band of 5 THz spectra by a tuning step of 3.1 GHz. The best and worst ILs for all six
ports are less than 6 dB and 9.5 dB, respectively, with about a 1-dB wavelength-dependent loss (WDL).
Moreover, arbitrary spectral amplitude manipulations with more than a 20-dB suppression ratio have
been experimentally obtained. Compared with the optical signal generator based on commercial
products, our proposed method has a better performance for the minimum bandwidth setting and
spectral suppression ratio for optical frequency comb (OFC) generation. The achieved results reveal
that it is feasible to develop such a programmable and high-resolution PSP by employing commercial
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cheap devices and compact spatial light paths and to further implement them in a cost-efficient M × N
PSP. This is because the employed optical components and the designed compact light paths help to
improve the wavelength separation ability, while this does not affect the design of the number of input
and output ports of the WSS.

2. Materials and Methods

2.1. Principle of Operation

When designing an optical filter, the center wavelength tuning resolution Rres and minimum
spectral bandwidth Bmin are the two key specifications that need to be take into consideration. In this
paper, by using two cascaded gratings, the proposed method and light path contribute to achieving
a wide dispersed spectrum in space, finally cover larger working length on the LCoS chip. Based
on [15], the larger spot size across the y-axis, the smaller the spectral bandwidth. Figure 1 illustrates
the operation principle of the LCoS-based programmable PSP. The near parallel input beam is injected
onto the transmission gratings. The employed gratings (PING-Sample-083) with a 1000 line/mm
resolution feature a high efficiency and high tolerance to the illumination angle of incidence. With a
90% diffraction efficiency, the incidence angle range can be tuned from 46◦ to 54◦ [21].

Photonics 2020, 7, x FOR PEER REVIEW 3 of 11 

 

cheap devices and compact spatial light paths and to further implement them in a cost-efficient M × 
N PSP. This is because the employed optical components and the designed compact light paths help 
to improve the wavelength separation ability, while this does not affect the design of the number of 
input and output ports of the WSS. 

2. Materials and Methods 

2.1. Principle of Operation 

When designing an optical filter, the center wavelength tuning resolution 𝑅௦ and minimum 
spectral bandwidth 𝐵 are the two key specifications that need to be take into consideration. In 
this paper, by using two cascaded gratings, the proposed method and light path contribute to 
achieving a wide dispersed spectrum in space, finally cover larger working length on the LCoS chip. 
Based on [15], the larger spot size across the y-axis, the smaller the spectral bandwidth. Figure 1 
illustrates the operation principle of the LCoS-based programmable PSP. The near parallel input 
beam is injected onto the transmission gratings. The employed gratings (PING-Sample-083) with a 
1000 line/mm resolution feature a high efficiency and high tolerance to the illumination angle of 
incidence. With a 90% diffraction efficiency, the incidence angle range can be tuned from 46° to 54° 
[21]. 

 

Figure 1. Operation principle of the liquid-on-crystal (LCoS) based programmable PSP using dual-
grating. 

In the experiment, the incidence angle to the first grating is set at the optimal value of 49.9°, 
which means that Φଵ equals to 49.9°. When the input optical beam passes through the transmission 
grating 1, the wideband signals (𝜆ଵ = 1530 nm~𝜆 = 1570 nm in the experiment) are spread into 
angularly separated wavelengths. The first-order diffraction angle of the transmission grating 1 
follows the grating equation as follows [22] sin Θఒ,ଵ + sinΦଵ = λ𝑑  (1) 

where Θఒ,ଵ represents the diffraction angle of the input optical beam with the wavelength of 𝜆 
transmitted after the first grating. d is the groove width of the gratings, which is 1 μm. According to 
Equation (1), the diffraction angle difference for the wideband signal can be calculated by ∆Θଵ =Θఒ,ଵ − Θఒభ,ଵ=53.6° − 49.9° = 3.7°. Then the angular separated lights are transformed into the second 
transmission grating. The optimal incidence angle of 49.9° is assigned to the central wavelength of 
1550 nm. Thus, the incidence angles for 1530 nm and 1570 nm are set as 49.9° + 3.7°/2=51.75° and 49.9° − 3.7°/2=48.05°, respectively. The calculated diffraction angle difference after traveling through 
the second grating is ∆Θଶ = Θఒ,ଶ − Θఒభ,ଶ=55.7° − 48.1° = 7.6°. Therefore, compared with the single 
grating, the dispersed angle in space is doubled. The transmission grating 2 and LCoS chip are 

  Cemented lensLCOS  SLM

Transmission 
grating 1

Transmission 
grating 2

L

Input beam

𝝀𝟏𝝀𝒏
𝒙𝒚

𝝀𝟏 𝝀𝒏 Φଵ
𝚯𝝀𝒊,𝟏

Φ𝝀𝒊,𝟐
𝚯𝝀𝒊,𝟐

𝒇

Figure 1. Operation principle of the liquid-on-crystal (LCoS) based programmable PSP
using dual-grating.

In the experiment, the incidence angle to the first grating is set at the optimal value of 49.9◦,
which means that Φ1 equals to 49.9◦. When the input optical beam passes through the transmission
grating 1, the wideband signals (λ1 = 1530 nm~λn = 1570 nm in the experiment) are spread into
angularly separated wavelengths. The first-order diffraction angle of the transmission grating 1 follows
the grating equation as follows [22]

sin Θλi,1 + sin Φ1 =
λi
d

(1)

where Θλi,1 represents the diffraction angle of the input optical beam with the wavelength of λi
transmitted after the first grating. d is the groove width of the gratings, which is 1 µm. According
to Equation (1), the diffraction angle difference for the wideband signal can be calculated by ∆Θ1 =

Θλn,1 −Θλ1,1 = 53.6◦ − 49.9◦ = 3.7◦. Then the angular separated lights are transformed into the second
transmission grating. The optimal incidence angle of 49.9◦ is assigned to the central wavelength
of 1550 nm. Thus, the incidence angles for 1530 nm and 1570 nm are set as 49.9◦ + 3.7◦/2 = 51.75◦
and 49.9◦ − 3.7◦/2 = 48.05◦, respectively. The calculated diffraction angle difference after traveling
through the second grating is ∆Θ2 = Θλn,2 −Θλ1,2 = 55.7◦ − 48.1◦ = 7.6◦. Therefore, compared with
the single grating, the dispersed angle in space is doubled. The transmission grating 2 and LCoS chip
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are arranged at the front and back focal planes of the cemented lens, whose focal length is f = 100 mm.
The position distribution L along the y-axis on the LCoS chip is further expressed as

L = 2 f · tan(∆Θ2/2) (2)

Thus, based on Equation (2), the theoretical spot size can be calculated as 13.28 mm, which is
consistent with the measured result of 12.6 mm. This error of about 5% is acceptable caused by the
optical path design and package. The main reason for the specific error is that in the process of
packaging and debugging, in order to reduce the fine adjustment of the combined lens of the WDL,
the imaging of the spot from the collimator on the LCoS-SLM is changed after passing through the
optical subsystem. The input light spots from the collimator array are expanded by a 20-fold cylindrical
beam expansion system, resulting in an enlarged elliptical image on the LCoS-SLM. The image is
distributed by wavelength in the horizontal direction of the SLM (y-axis).

The employed LCoS chip (Holoeye Pluto) includes an array of 1920 × 1080 pixels with a pitch
of 8 µm and effective length of 15.36 mm and can be addressed pixel-by-pixel. The reciprocal linear
dispersion along the wavelength axis (y-axis) on the LCoS chip plane is 0.37 GHz/µm. That is to say,
one pixel corresponds to a 3-GHz bandwidth. Thus, the minimum resolution of the central channel
wavelength Rres_min is 3 GHz. If a 4K LCoS-SLM is employed, the minimum resolution can be further
enhanced. Theoretically, the spectral bandwidth is an integer multiple of the minimum resolution,
in proportion to the number of used pixels in the y-axis. One can note that when the number of
cascaded gratings increases to m > 5, the diffraction angle difference ∆Θm = Θλn,m −Θλ1,m > m · ∆Θ1

and the minimum resolution of the MHz scale can be theoretically achieved.

2.2. Implementation

In this section, the implementation and characterization of the 1× 6 programmable PSP is described.

2.2.1. Optical Path Design Using Zemax

In this paper, we first theoretically study the design of the compact light path based on the Gauss
beam coupling equation [23]. The positions and parameters of the used optical elements are calculated.
We further optimize them by using the optical path optimization and tolerancing software of Zemax as
illustrated in Figure 2. This operation ensures the good coupling efficiency of the Gaussian beams
from the input port couples into the multiple output ports and achieves lower values of IL. We then fix
and solidify all the optical elements on an optical substrate according to the compact design in the
experiment. No mechanical adjustments are needed. It is worth noting that in the optical design the
beam spot size expanded by the combination of the cylindrical lenses (Components 2 and 3) matches
the sizes of the two gratings, so that both gratings can be fully utilized. Meanwhile, no additional light
leakage loss is introduced. The x-arises in Figure 3a,b show the normalized pupil, whose function
is to represent the normalized field of view, ranging from −1 to +1. As shown in Figure 3a at the
wavelength direction (y-axis), the optical wavelengths of 1530 nm, 1550 nm, and 1570 nm are uniformly
distributed on the LCoS plane and the simulated spot size from 1530 nm to 1570 nm is about 12.89 mm,
which confirms the measured result of 12.6 mm. At the switching direction (x-axis), the spherical
aberration of the optical system is optimized, and no chromatic aberration is caused for the entire
C-band wavelengths, since the ray fan curves for 1530 nm, 1550 nm and 1570 nm completely coincide,
as shown in Figure 3b. Furthermore, the beam spots formed by different wavelengths are well
separated, as shown in Figure 3a, and the respective ellipticity of the beam spot is quite large at the
switching direction, which ensures that full use is made of the LCoS pixels (approximately 400 pixels).
The elliptical spots on the LCoS plane make it easier to achieve a linear optimization and high control
accuracy for the signal attenuation of each wavelength (the minimum power attenuation of 0.1 dB can
be achieved).
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Figure 2. The proposed compact light path using dual-grating. The insets show the receiver beam
distribution on the LCoS plane at a 45◦ view. The numbers 1–10 represent: No. 1 is the polarization
converter with a birefringent crystal YVO4 and half-wave plates; Nos. 2 and 3 are cylindrical mirrors
with focal lengths of 4 mm and 60 mm, respectively; Nos. 4 and 5 are transmission gratings with
1000-line/mm resolution; Nos. 6, 7, and 9 are cylindrical lenses with focal length of 141 mm; No. 8 is a
mirror; No. 10 is an LCoS chip, whose working wavelength is from 1520 nm to 1620 nm, pixel size is
8µm, fill factor is 87% and resolution is 1920 × 1080.
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Figure 3. Simulation results using Zemax, (a) at the wavelength direction and (b) at the
switching direction.

2.2.2. Experimental Setup

Figure 4 shows the experimental site of the assembled programmable PSP utilizing a compact light
configuration, including a fiber array, a micro-lens array for the interaction of the light beam between
the fiber and free space, a polarization conversion unit, collimating lenses, two transmission gratings,
cemented lenses and a 2 K LCoS-SLM. The dense WDM optical signal from one fiber input port can be
switched to several different output ports by the spectral dispersed gratings addressed on the LCoS.
In the paper, one fiber port is picked as the input, and six ports with a 500 µm pitch are selected as
outputs. The six output ports are divided into two groups, addressed equally on the upper and lower
part of the input port. This design with symmetrical distribution helps to reduce IL differences between
the output ports, because the closer the input port is to the center, the smaller the switching angle
and the smaller the loss are. The beam divergence half-angle is compressed by the micro-lens array
from around 0.6◦ to 6◦. To maximally decrease the pointing error, the micro-lens array must be very
carefully aligned with the input fiber array during the design process. Then, the input polarization
states onto the LCoS chip are adjusted to the P-polarization, since the LCoS chip only manipulates
the P-polarization light beams. A pair of cylindrical lenses are employed to collimate the beam spots
and expand them into elliptical beams. The input beam further goes through the proposed light path

161



Photonics 2020, 7, 127

by using dual gratings. The cemented lens, corresponding to a lens with a focal length of 100 mm,
is composed of two cylindrical lenses ( f1 = f2 = 141 mm). We add a mirror with a 45◦ reflective angle
in the design to make the light path compact and more conveniently adjustable. The collimated and
expanded light is finally converged on the LCoS display and modulated by its phase grating. Different
optical spectra are projected onto different pixels of the LCoS chip plane. The diffracted and reflected
spectra are recombined again by the transmission gratings onto the individual output ports. Thus,
light beams with different wavelengths are able to be routed to any desired output ports.
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Figure 4. Experimental site using our proposed low-cost compact spatial light paths. All the optical
elements are solidified on an optical substrate.

3. Experimental Results and Discussions

We first measured the IL of each output port as a function of the input wavelength across the
whole C-band. In the experiment, a scanning laser source module (Agilent, 81940A) with a sweeping
step of 0.001 nm is employed as a transmitter whose wavelength range is set from 1530 nm to 1570 nm.
At the receiver side, we use a high-sensitivity optical power meter module (Agilent, N7745A) to detect
the optical spectra one by one. According to the measured results as shown in Figure 5, the total IL
fluctuations for the six output ports are between 5.9 dB to 9.4 dB, corresponding to port 1 and port 4.
The introduced IL can be mainly classified as static loss and dynamic loss [24]. The former one is mainly
caused by optical components such as the two transmission gratings (1.9 dB), micro-lens array (1.5 dB),
LCoS chip (0.9 dB), collimating lens (0.5 dB), polarization conversion unit (0.5 dB), and cylindrical
lens (0.2 dB). These ILs are calculated according to the corresponding material parameters. Due to the
input and output of the optical path and the record of passing twice, these losses are doubled in the
calculation. The latter one is mainly induced by different responses of different wavelengths passing
through the slanted cascaded transmission gratings and different distances between the principal
optical axis and output ports, leading to fluctuation losses from 0.4 dB to 3.9 dB. For each port,
the measured intrinsic WDL within the full C-band is around 1 dB as illustrated in Figure 5.
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Figure 5. Measured total insertion loss (IL) for six ports in the full C-band wavelengths.
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In order to facilitate the programming of the spectrum, we have written the corresponding
operation software, and its operation interface is similar to that of Finisar WaveShaper. After calibrating
the LCoS-SLM grayscale of the corresponding device port, and the accuracy of the wavelength and
pixel control bandwidth, our software can also directly read the .txt or .xlsx data files composed of
the wavelength, port and attenuation along the whole C-band, so as to realize the programming on
the wavelength.

In the following measured results illustrated in Figures 6–9, we choose port 3 with neither the
maximum nor the minimum IL of the C-band as the representative of the research object. Figure 6 shows
the measured flexible 3-dB bandwidth adjustments from 6.2 GHz to 25.3 GHz by increasing the number
of pixels on the LCoS chip one-by-one across the y-axis. The starting position is selected at the center of
all the covered LCoS pixels, corresponding to the wavelength of 1550.8 nm. Without introducing extra
IL, the achieved minimum 3-dB bandwidth is 9.8 GHz as shown in Figure 6. The maximum bandwidth
can be extended to 5 THz across the entire C-band by adjusting a step of about 3.1 GHz, which is
consistent with the theoretical minimum resolution of 3 GHz. The minimum filtering bandwidth
of 6.2 GHz (corresponding to one pixel) can be obtained by introducing a 9-dB extra loss, since a
fewer number of pixels results in a higher optical power loss. When increasing the 3-dB bandwidth
to 8.1 GHz, the extra loss is decreased to 1.4 dB. We also measured the minimum 3-dB bandwidths
in the C-band at the central wavelengths of 196 THz (1529.553 nm), 195 THz (1537.397 nm), 194 THz
(1545.322 nm), 193 THz (1553.329 nm), 192 THz (1561.419 nm) and191 THz (1569.594 nm), respectively.
As illustrated in Figure 7, the measured values are about 8.4 GHz, 8.1 GHz, 6.7 GHz, 6.59 GHz, 6.9 GHz
and 7 GHz, corresponding to side band suppression ratios of 27 dB, 28 dB, 31 dB, 31.1 dB, 31.3 dB,
and 29.3 dB, respectively.

Furthermore, a programmable PSP needs to possess the capability to arbitrarily attenuate the
optical power in order to meet the special spectral requirement. In the experiment, by using our
proposed PSP, we generate three sets of continuous sine waves with repetition frequencies of 2.5 GHz
(0.02 nm), 0.25 GHz (0.002 nm), and 0.125 GHz (0.001 nm), respectively. As shown in Figure 8,
the achieved peak-to-peak power suppressions for 2.5 GHz, 0.25 GHz and 0.125 GHz sine waves are
23.4 dB, 18 dB and 6 dB, respectively. The experimental results show that when the frequency interval
is greater than or equal to 0.25 GHz, our proposed system can already produce a peak-to-peak power
suppression signal greater than 18 dB, and the performance is good. In addition, in order to further
verify the application of our method in communications such as OFDM, we have also produced OFCs
with spacing of 12.5 GHz and 25 GHz.

Photonics 2020, 7, x FOR PEER REVIEW 7 of 11 

 

 

Figure 5. Measured total insertion loss (IL) for six ports in the full C-band wavelengths. 

In the following measured results illustrated in Figures 6–9, we choose port 3 with neither the 
maximum nor the minimum IL of the C-band as the representative of the research object. Figure 6 
shows the measured flexible 3-dB bandwidth adjustments from 6.2 GHz to 25.3 GHz by increasing 
the number of pixels on the LCoS chip one-by-one across the y-axis. The starting position is selected 
at the center of all the covered LCoS pixels, corresponding to the wavelength of 1550.8 nm. Without 
introducing extra IL, the achieved minimum 3-dB bandwidth is 9.8 GHz as shown in Figure 6. The 
maximum bandwidth can be extended to 5 THz across the entire C-band by adjusting a step of about 
3.1 GHz, which is consistent with the theoretical minimum resolution of 3 GHz. The minimum 
filtering bandwidth of 6.2 GHz (corresponding to one pixel) can be obtained by introducing a 9-dB 
extra loss, since a fewer number of pixels results in a higher optical power loss. When increasing the 
3-dB bandwidth to 8.1 GHz, the extra loss is decreased to 1.4 dB. We also measured the minimum 3-
dB bandwidths in the C-band at the central wavelengths of 196 THz (1529.553 nm), 195 THz (1537.397 
nm), 194 THz (1545.322 nm), 193 THz (1553.329 nm), 192 THz (1561.419 nm) and191 THz (1569.594 
nm), respectively. As illustrated in Figure 7, the measured values are about 8.4 GHz, 8.1 GHz, 6.7 
GHz, 6.59 GHz, 6.9 GHz and 7 GHz, corresponding to side band suppression ratios of 27 dB, 28 dB, 
31 dB, 31.1 dB, 31.3 dB, and 29.3 dB, respectively. 

Furthermore, a programmable PSP needs to possess the capability to arbitrarily attenuate the 
optical power in order to meet the special spectral requirement. In the experiment, by using our 
proposed PSP, we generate three sets of continuous sine waves with repetition frequencies of 2.5 GHz 
(0.02 nm), 0.25 GHz (0.002 nm), and 0.125 GHz (0.001 nm), respectively. As shown in Figure 8, the 
achieved peak-to-peak power suppressions for 2.5 GHz, 0.25 GHz and 0.125 GHz sine waves are 23.4 
dB, 18 dB and 6 dB, respectively. The experimental results show that when the frequency interval is 
greater than or equal to 0.25 GHz, our proposed system can already produce a peak-to-peak power 
suppression signal greater than 18 dB, and the performance is good. In addition, in order to further verify 
the application of our method in communications such as OFDM, we have also produced OFCs with 
spacing of 12.5 GHz and 25 GHz. 

 

1530 1535 1540 1545 1550 1555 1560 1565 1570

-9

-8

-7

-6

-5

Wavelength (nm)

In
se

rti
on

 L
os

s 
(d

B)

 

 

Port 1 Port 2 Port 3 Port 4 Port 5 Port 6

1550.8 1550.9 1551 1551.1 1551.2 1551.3 1551.4

-40

-30

-20

-10

Wavelength (nm)

In
se

rti
on

 L
os

s 
(d

B)

 

 

6.2GHz
6.87GHz
8.12GHz
9.85GHz
12.68GHz
15.81GHz
18.8GHz
21.91GHz
25.3GHz

45

Figure 6. Flexible bandwidth adjustment with a minimum 3-dB bandwidth of 6.2 GHz to 25.3 GHz.
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Figure 7. Measured minimum bandwidths in the C-band at the central wavelengths of 196 THz
(1529.553 nm), 195 THz (1537.397 nm), 194 THz (1545.322 nm), 193THz (1553.329 nm), 192 THz
(1561.419 nm) and 191 THz (1569.594 nm), respectively.
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Figure 8. Measured optical spectra for 2.5 GHz (0.02 nm), 0.25 GHz (0.002 nm), and 0.125 GHz
(0.001 nm) continuous sine waves.

Figure 9a shows the measured spectral results of 12.5 GHz and 25 GHz combs by using our
designed 1× 6 PSP, and the peak-to-peak power suppressions are more than 8 dB and 25 dB, respectively.
Figure 9b shows the measured spectral results of 12.5 GHz and 25 GHz combs by using a commercial
PSP, whose peak-to-peak power suppressions are about 3 dB and 18.7 dB, respectively. Obviously,
the performance of our proposed system outperforms that of commercial PSP. This is due to the
stronger ability by the proposed method to distinguish photons to the output ports.
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4. Conclusions

In this paper, we have developed a fine-resolution programmable PSP based on low-cost
compact light paths, enabled by a 2K LCoS-SLM and dual cascaded 1000 line/mm diffraction gratings.
An assembled experimental system with one-input and six-output has been built in order to implement
a flexible filtering bandwidth and arbitrary amplitude transfer function. The measured total ILs for the
six ports are around 5.9 dB–9.4 dB over the full C-band. The achieved minimum 3-dB bandwidth is
6.2 GHz, and the largest operating bandwidth can be extended to the full C-band from 1530 nm to
1570 nm (5 THz). Moreover, by using the proposed PSP, a high-resolution high-performance arbitrary
optical spectrum can be generated, such as a sine wave signal with a 0.25-GHz repetition frequency
and 18-dB peak-to-peak power suppression. Based on the achieved experimental results, developing a
programmable and high-resolution 1 × N PSP by using low-cost compact spatial light paths is feasible,
and is believed to further the implementation of an M × N PSP.
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