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## Preface to "Cooperative Microactuator Systems"

Ongoing miniaturization and the increase in demands for the functionality of microsystems generate an urgent need for innovative approaches in the control of, e.g., mechanics, optics, or fluidics on a miniature scale. An important prerequisite is the smart coupling of distributed microactuators to a cooperative synergetic actuation system. This opens up the potential to generate new functionalities and thereby to fulfill complex tasks comprising combinations of force, displacement, and dynamics that have not been possible until now. In the meantime, many different microactuators have been developed and are in use. Yet, their systematic coupling to cooperative multistage or, for instance, multistable microactuator systems still needs to be explored

This Special Issue collects the emerging research activities in the field of cooperative microactuator systems, which are expected to generate new synergies, e.g., through parallelization, cascading, and multistability, as well as through inherent sensing. The presented contributions have come from the Priority Program KOMMMA (Cooperative Multistage Multistable Microactuator Systems) of the German Science Foundation. This interdisciplinary program addresses the various challenges of cooperative microactuator systems by bringing together research groups in the different research areas of microactuators, microsystems, material science, system simulation, and control and systems engineering. The Special Issue covers a broad range of microactuator systems based on electrostatic, shape memory, magnetic levitation, and dielectric elastomer principles. Furthermore, new methods for design and optimal control are introduced and new concepts for the modeling and simulation of the multiphysical properties of microactuator systems are presented.
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#### Abstract

We present the design, fabrication, and characterization of a MEMS-based 3-bit Digital-to-Analog Converter (DAC) that allows the generation of large displacements. The DAC consists of electrostatic bending-plate actuators that are connected to a mechanical amplifier (mechAMP), enabling the amplification of the DAC output displacement. Based on a parallel binary-encoded voltage signal, the output displacement of the system can be controlled in an arbitrary order. Considering the system design, we present a simplified analytic model, which was confirmed by FE simulation results. The fabricated systems showed a total stroke of approx. $149.5 \pm 0.3 \mu \mathrm{~m}$ and a linear stepwise displacement of 3 bit correlated to $2^{3} \hat{=}$ eight defined positions at a control voltage of 60 V . The minimum switching time between two input binary states is 0.1 ms . We present the experimental characterization of the system and the DAC and derive the influence of the mechAMP on the functionality of the DAC. Furthermore, the resonant behavior and the switching speed of the system are analyzed. By changing the electrode activation sequence, 27 defined positions are achieved upgrading the 3 -bit systems into a 3 -tri-state $\left(3^{3}\right)$ system.


Keywords: digital-to-analog converter; DAC; large displacements; electrostatic bending-plate actuator; mechanical amplifier; mechAMP; 3-tri-state system; dicing-free SOI-technology; MEMS

## 1. Introduction

The presented cooperative multistage multi-stable actuator system with large stroke was motivated by terahertz ( THz ) applications where a free-space true-time delay is required. Usually, the true-time delay is subdivided in binary fractions of the wavelength. Mostly, MEMS-based reflect arrays for beam steering applications are driven by out-ofplane actuation [1], but this article focusses on an in-plane single-reflector system with a large displacement. The single in-plane chips are intended to be stacked together after fabrication to realize the mechanical beam steering in the THz range [2,3].

A digital actuator system would be a perfect solution to realize the in-plane discretized large throw. In order to avoid complex driving electronics, a micro-electromechanical digital-to-analog converter (M-DAC) based on cascaded actuators directly addressed by the digital signal is presented. A mechanical DAC converts an electrical binary code into a proportional output displacement [4]. These DACs consist of $n$ electrostatic actuators reaching a finite number of $2^{n}$ positions inherent to the actuators. By adding more actuators, the positioning performance tends to approach the positioning performance of continuous systems [4]. The M-DACs allow accurate, stable and repeatable displacements without extensive feedback control circuits or strict control requests [4]. In contrast to actuators driven by analog voltages, such systems do not need a careful position control including sensing.

Apart from beam steering applications, M-DACs can be used for open-loop operation [5] with high-position resolution and for optical surface profiling [6]. Yeh et al. [7] proposed a thermal actuation for a 3-bit maximum stroke of $5.8 \mu \mathrm{~m}$ at 5 V control voltage (Table 1). Liu et al. [8] presented a 4-bit weighted stiffness micro-electromechanical DAC
with a maximum stroke of $3.75 \mu \mathrm{~m}$ and a control voltage of 5 V . Pandiyan et al. [9] suggested two different concepts based on a bent beam electrothermal compliant actuator as a single mechanical bit reaching maximum strokes of $44 \mu \mathrm{~m}$ and $45 \mu \mathrm{~m}$ at 5 V . As thermal actuators induce heating of the entire microsystem, these actuators are not practicable for applications requiring high precision positioning and quick response times. The drawback of electrostatic actuators is the comparable high voltage required for a large displacement. However, the works of Toshiyoshi et al. [10] and Sarajic et al. [4,11] showed that a strategic optimization of the system setup can lower the control voltage and increase the total stroke. By using comb-drive actuators, Toshiyoshi et al. and Sarajic et al. reached binary encoded displacements of $5.8 \mu \mathrm{~m}$ at 150 V and $8.57 \mu \mathrm{~m}$ at 45 V , respectively.

Table 1. Comparison of digital-to-analog converters from the literature.

| Ref. | Actuation | No. of Bits | Maximum Stroke | Voltage |
| :---: | :---: | :---: | :---: | :---: |
| $[7]$ | thermal | 3 | $5.8 \mu \mathrm{~m}$ | 5 V |
| $[8]$ | electrothermal compliant | 4 | $3.75 \mu \mathrm{~m}$ | 5 V |
| $[9]$ | electrothermal compliant | 4 | $44 \mu \mathrm{~m} / 45 \mu \mathrm{~m}$ | $5 \mathrm{~V} / 5 \mathrm{~V}$ |
| $[10]$ | electrostatic (comb-drive) | 4 | $5.8 \mu \mathrm{~m}$ | 150 V |
| $[4,11]$ | electrostatic (comb-drive) | 12 | $8.57 \mu \mathrm{~m}$ | 45 V |
| this work | electrostatic (bending-plate) | $3 / 3$-tri-states | DAC + mechAMP: $149.5 \mu \mathrm{~m}$ <br> only DAC: $21.4 ~$ m | $60 \mathrm{~V} / 75 \mathrm{~V}$ |

In this paper, we present an in-plane 3-bit DAC consisting of cascaded flexible electrostatic bending-plate actuators for large displacement applications at low voltage. We report the combination of a DAC with a mechanical amplifier (mechAMP) [12] to generate large strokes of up to $149.5 \mu \mathrm{~m}$ at 60 V , including the control of $2^{3} \hat{=} 8$ discrete positions. By changing the electrode activation sequence, we can approach three states with every bit, thus enlarging the system application field to a 3 -tri-state system driving $3^{3} \hat{=} 27$ discrete defined positions.

In Section 2 the single system components and the system concept are presented. Based on this, we derive the analytic transfer function and design the system supported by FE simulation. Section 3 shows the SOI fabrication process. Section 4 presents the experimental setup and the characterization results. We characterize the function of the DAC, of the mechAMP and of the combined system; the switching speed; the resonant behavior and the expansion of the 3-bit system to a 3-tri-state system. The main achievements of this work are summarized in Section 5.

## 2. Concept

### 2.1. System Components

The displacement of the system is generated by combining high-throw electrostatic bending-plate actuators [2,13]. These actuators are illustrated in Figure 1a and consist of long, nonrigid cantilevers and electrodes with low stiffness.

The cantilever of the fixed actuator (f3) is clamped. The cantilever of the moving actuator ( m 2 ) is directly linked to a linear rotor guided and fixed by a flexible spring. The electrodes ( $\mathrm{m} 1, \mathrm{f} 1$ ) face each other at a distance $x_{\text {electrode }}$. When applying a voltage between the electrodes, the cantilevers and electrodes bend down as soon as the electric force attracting the electrodes exceeds the mechanical force of the cantilevers, electrodes and the spring. At low voltage, the tips of the electrodes (m1, f1) begin to approach. With increasing voltage, the pull-in is completed, as illustrated in Figure 1b.


Figure 1. (a) Setup of a high-throw electrostatic bending-plate actuator. (b) Bending-plate actuator traveling the distance $x_{\text {rotor }}$ after the application of a voltage. (c) Setup of the mechAMP converting a small input displacement $x_{\text {in }}$ into a large output displacement $x_{\text {out }}$. (drawings not to scale).

The distance covered by the linear rotor $x_{\text {rotor }}$ corresponds to the electrode gap $x_{\text {electrode }}$ before pull-in, deducting the deflection of the fixed and the moving actuators $x_{\text {moving }}$ and $x_{\text {fixed }}$ (Figure 1b), which yields:

$$
\begin{equation*}
x_{\text {rotor }}=x_{\text {electrode }}-\left(x_{\text {fixed }}+x_{\text {moving }}\right) \tag{1}
\end{equation*}
$$

The displacement of the electrostatic actuators is amplified by a passive micromechanical amplifier (mechAMP) [12], as shown in Figure 1c. It consists of cascaded levers connected by flexure hinges. The amplification ratio $A_{\text {mechAMP }}$ is designed by adjusting the hinges to convert a small input displacement $x_{\text {in }}$ into a large output displacement $x_{\text {out }}$. The input stiffness of the mechAMP is defined by the length of the beams and by the thickness and the position of the flexure hinges.

### 2.2. System Function

The system (Figure 2a) consists of two components: a mechAMP and a 3-bit DAC driven by multiple electrostatic actuators. The binary encoded discrete displacement (small stroke but high force) generated by the DAC $x_{\text {DAC }}$ is amplified by the mechAMP, resulting in a large and still binary-encoded discrete total system displacement $x_{\text {system }}$.

b)


Figure 2. (a) Structure of the system: the binary encoded discrete displacement of the DAC $x_{\text {DAC }}$ is amplified by the mechAMP, resulting in a large and still binary-encoded discrete system displacement $x_{\text {system }},(\mathbf{b})$ corresponding electrical network model. (drawings not to scale).

The 3-bit DAC (Figure 2a) consists of multiple electrostatic actuators $\mathrm{a}_{i}$ with a stiffness $c_{\mathrm{a}, i}$. Each bit has actuators $\mathrm{a}_{i, 0}$ that can travel downwards (0-direction) and actuators $\mathrm{a}_{i, 1}$ that can travel upwards (1-direction). The electrode gaps $x_{\text {electrode }, i}$ are identical for each actuator. The bits are connected by springs $c_{\mathrm{c}, i}$. Sinusoidal guiding springs $c_{\mathrm{g}, i}$ connect
the system to the substrate. Bit 3, the most significant bit (MSB), is connected to the mechAMP. To increase the stability of the mechAMP and the MSB, the MSB is connected to the substrate by two guiding springs, $c_{\mathrm{g}, 32}$ and $c_{\mathrm{g}, 31}$, whereas the other two bits feature only one guiding spring, $c_{\mathrm{g}, 1}$ and $c_{\mathrm{g}, 2}$, respectively.

Figure 3 exemplarily shows the different states of the DAC. Each bit is either shifted upwards or downwards. When all downwards-actuators ( $\mathrm{a}_{i, 0}$ ) are displaced, the system is in position 000 (Figure 3a). The system obtains the next logical position (001) when the upward actuators of the least significant bit (LSB, bit 1) $a_{1,1}$ are activated and the downwards actuators $a_{1,0}$ are deactivated at the same time (Figure 3b). When all upwards actuators ( $\mathrm{a}_{i, 1}$ ) are displaced, the system is in position 111 (Figure 3c).


Figure 3. DAC in (a) the 000 position by activating the $\mathrm{a}_{i, 0}$ actuators; (b) the 001 position by activating the $\mathrm{a}_{1,1}, \mathrm{a}_{2,0}$ and $\mathrm{a}_{3,0}$ actuators and (c) the 111 position by activating the $\mathrm{a}_{i, 1}$ actuators. (drawings not to scale).

In an electrical network model (Figure 2b), the actuators are modeled as potential sources, and the mechanical springs are associated with the capacitors. The network model allows the derivation of the analytic transfer function (2) for the DAC [2]:

$$
\left(\begin{array}{ccc}
c_{\mathrm{a}}+c_{\mathrm{g}}+c_{\mathrm{c}} & -c_{\mathrm{c}} & 0  \tag{2}\\
-c_{\mathrm{c}} & c_{\mathrm{a}}+c_{\mathrm{g}}+2 c_{\mathrm{c}} & -c_{\mathrm{c}} \\
0 & -c_{\mathrm{c}} & c_{\mathrm{a}}+c_{\mathrm{g}}+c_{\mathrm{c}}
\end{array}\right) \cdot\left(\begin{array}{l}
x_{\text {rotor,1 }} \\
x_{\text {rotor,2 }} \\
x_{\text {rotor,3 }}
\end{array}\right)=\left(\begin{array}{c}
F_{\mathrm{a}, 1} \\
F_{\mathrm{a}, 2} \\
F_{\mathrm{a}, 3}
\end{array}\right)
$$

Equation (2) is valid as long as each bit features a displacement either corresponding to a 0 - or to 1-direction ( $x_{\mathrm{a}, 1,0} \neq x_{\mathrm{a}, 1,1}, x_{\mathrm{a}, 2,0} \neq x_{\mathrm{a}, 2,1}$ and $x_{\mathrm{a}, 3,0} \neq x_{\mathrm{a}, 3,1}$ ), assuming each actuator has the same stiffness ( $c_{\mathrm{a}, 1}=c_{\mathrm{a}, 2}=c_{\mathrm{a}, 3}$ ) and travels the same distance $\left(x_{\text {rotor, } 1}=x_{\text {rotor, } 2}=x_{\text {rotor, } 3}\right)$. All connecting springs $\left(c_{\mathrm{c}, 1}=c_{\mathrm{c}, 2}=c_{\mathrm{c}, 3}\right)$, as well as all guiding springs $\left(c_{\mathrm{g}, 1}=c_{\mathrm{g}, 2}=c_{\mathrm{g}, 3}\right)$, have the same stiffness [2].

As illustrated in Figure 2a, the mechanical force of the DAC $F_{\text {DAC }}$ must overcome the stiffness of the mechAMP $F_{\text {mechAMP }}$. For $F_{\text {DAC }} \gg F_{\text {mechAMP }}$, the system displacement yields:

$$
\begin{equation*}
x_{\text {system }}=x_{\mathrm{DAC}} \cdot A_{\text {mechAMP }} \tag{3}
\end{equation*}
$$

### 2.3. System Modeling and Simulation

The function of the system and its components is verified by solid-state mechanic and electrostatic finite-element (FE) simulations carried out in COMSOL Multiphysics. The optimization is focused on a maximum stroke and a linear stepwise displacement.

A single electrostatic actuator is analyzed using 2D electrostatic stationery and timedependent FE simulations based on the setup shown in Figure 4. The flexible electrodes
are clamped at each end. The voltage between the electrodes is systematically increased. During simulation, a moving mesh is used. Spacers defined as contact pairs allow a steady simulation. These semicircular-formed spacers are adopted for the fabrication of the electrostatic actuators, as they minimize the contact area of the electrodes and, therefore, also the risk of a short circuit during experimental characterization. The simulation of the single actuator shows a pull-in voltage of the tips between 20 V and 30 V .


Figure 4. Simulation setup of a single actuator by COMSOL Multiphysics: a voltage is systematically increased between the electrodes, and the spacers defined as contact pairs allow a steady simulation.

As explained in Section 2.1, the cantilevers of the bending-plate actuators bend when a sufficiently high voltage is applied. To achieve a high displacement of the rotor $x_{\text {rotor }}$ (Equation (1)), the stiffness of the fixed actuator must exceed the stiffness of the moving system. Therefore, the cantilever stiffness has to be sufficiently high to overcome the stiffness of the guiding and connecting springs. However, a higher stiffness of the cantilevers results in a higher pull-in voltage. To optimally balance the opposing requirements for low pull-in voltage and large displacement, multiple actuators connected in a parallel configuration are used. In this arrangement, the single actuator features a low pull-in voltage due to its low stiffness, but the total stiffness is increased by the connection of multiple actuators. Figure 5 shows such an actuator consisting of twelve single identical high-throw bending-plate actuators for each direction. The electrodes of the actuators have a thickness $t_{\mathrm{a}, \mathrm{m} 1 / \mathrm{f} 1}=5 \mu \mathrm{~m}$ and length $L_{\mathrm{a}, \mathrm{m} 1 / \mathrm{f} 1}=2210 \mu \mathrm{~m}$. The lengths of the cantilevers amount to $L_{\mathrm{a}, \mathrm{f} 3}=2235 \mu \mathrm{~m}$ and $L_{\mathrm{a}, \mathrm{m} 2}=2265 \mu \mathrm{~m}$, the thickness is $\mathrm{t}_{\mathrm{a}, \mathrm{f} 3 / \mathrm{m} 2}=25 \mu \mathrm{~m}$ and $\mathrm{t}_{\mathrm{a}, \mathrm{f} 2}=20 \mu \mathrm{~m}$.


Figure 5. Bit 1 fixed by guiding springs and connected to bit 2 by a connecting spring. Each actuator, $\mathrm{a}_{1,0}$ and $\mathrm{a}_{1,1}$, consists of 12 single bending-plate actuators (stiching microscope image).

The guiding springs connect the DAC to the substrate and prevent an in-plane rotation. The sinusoidal guiding springs (Figure 5) are well-suited here, as they feature a very low stiffness in the deflection direction, lowering the pull-in voltage and, therefore, increasing the displacement of the actuators [14]. However, in off-axis directions, these springs show a high stiffness ensuring a purely translational guiding of the system [14]. The guiding springs feature the thickness $t_{\mathrm{g}}=7 \mu \mathrm{~m}$ and the length $L_{\mathrm{g}}=1.961 \mu \mathrm{~m}$. The connecting springs (Figure 5) combine the single bits and feature a high stiffness to guarantee the transmission of the actuator displacement to the system output. The minimum thickness of the connecting springs $t_{\mathrm{c}}$ amounts to $12 \mu \mathrm{~m}$, and the length $L_{\mathrm{c}}$ is $1456 \mu \mathrm{~m}$.

For the mechanical amplification of the DAC output displacement, we use the two different concepts of displacement amplification presented in Figure 6. The function principle of mechAMP+ shown in Figure 6a is identical to the version presented in Figure 1c. The mechAMP+ features four hinges with a minimum thickness $t_{\text {hinge }}=3 \mu \mathrm{~m}$ and directly converts the small input displacement $x_{\text {in }}$ in a large output displacement $x_{\text {out }}$. Instead of hinges, the mechAMP-in Figure 6 b is guided by a triangular spring [14] at the output. The spring features 26 beams with an inclination angle $\alpha=60^{\circ}$ and has a thickness $t_{\text {spring }}$ of $5 \mu \mathrm{~m}$ and a length $L_{\text {spring }}$ of $2952 \mu \mathrm{~m}$. This spring provides additional stability for the connection of the mechAMP to the substrate. Therefore, the mechAMP- does not only convert the small input displacement $x_{\text {in }}$ into a large output displacement $x_{\text {out }}$, it also inverts the input signal. As illustrated in Figure 6b, a positive input displacement results in a negative output displacement and vice versa.


Figure 6. MechAMPs displaced the distance $x_{\mathrm{in}}=10 \mu \mathrm{~m}$ by the COMSOL Multiphysics simulation. Due to the symmetric setup, only the left hand side of the mechAMPs is shown. (a) MechAMP+ amplifies the input displacement $x_{\text {in }}$ in a large output displacement $x_{\text {out }}$, and (b) MechAMP- amplifies and inverts the input displacement $x_{\text {in }}$ in a large and inverse output displacement $x_{\text {out }}$.

Based on the presented considerations, we model two systems consisting of different mechAMPs and DACs, shown in Table 2. The modeling results refer to an electrode displacement of $10 \mu \mathrm{~m}$. The sinusoidal guiding springs feature a stiffness of $c_{\mathrm{g}}=0.7 \mathrm{~N} / \mathrm{m}$, the connecting springs of $c_{\mathrm{c}}=128 \mathrm{~N} / \mathrm{m}$ and the actuators of $c_{\mathrm{a}}=92 \mathrm{~N} / \mathrm{m}$. DAC 1 features an additional spring connecting the LSB to the substrate (Figure 7i).

The modeled systems show maximum strokes $x_{\text {system, } \max }$ of $143.7 \mu \mathrm{~m}$ and $167.1 \mu \mathrm{~m}$, respectively. The step sizes amount to $20.5 \pm 6.7 \mu \mathrm{~m}$ and $23.9 \pm 3.1 \mu \mathrm{~m}$, respectively. DAC 1 and DAC 2 achieve maximum strokes of $x_{\mathrm{DAC} 1, \max }=17.8 \mu \mathrm{~m}$ and $x_{\mathrm{DAC} 2, \max }=19.8 \mu \mathrm{~m}$, respectively. MechAMP+ features an amplification ratio of 10.3 with an input stiffness of $44.7 \mu \mathrm{~N}$. MechAMP+ lowers the maximum stroke of DAC 1 to $14.0 \mu \mathrm{~m}$. MechAMP- has a higher amplification ratio of 15.1 but, also, a higher input stiffness of $127.4 \mu \mathrm{~N}$, lowering the maximum stroke of DAC 2 to $11.1 \mu \mathrm{~m}$. The size of system 1 amounts to $10,500 \times 5980 \mu^{2}$, and the chip size amounts to $15,165 \times 10,930 \mu \mathrm{~m}^{2}$ (Table 2 and Figure 7i).

Table 2. Simulated DACs, mechAMPs and systems at a displacement of $x_{\text {electrode }}=10 \mu \mathrm{~m}$.

|  |  | System 1 (Figure 7i) | System 2 |
| :---: | :---: | :---: | :---: |
| DAC | version | DAC 1 | DAC 2 |
|  | $x_{\text {DAC,max }}$ | $17.8 \mu \mathrm{~m}$ | $19.8 \mu \mathrm{~m}$ |
|  | step size | $2.5 \pm 0.8 \mu \mathrm{~m}$ | $2.8 \pm 0.4 \mu \mathrm{~m}$ |
|  | version | mechAMP + | mechAMP- |
| amplification ratio <br> DAC combined to <br> mechAMP | $x_{\text {DAC,max }}$ | 10.3 | 15.1 |
|  | step size | $44.7 \mu \mathrm{~N}$ | $127.4 \mu \mathrm{~N}$ |
|  | $x_{\text {system,max }}$ | $14.0 \mu \mathrm{~m}$ | $11.1 \mu \mathrm{~m}$ |
| system | step size | $2.0 \pm 0.7 \mu \mathrm{~m}$ | $1.6 \pm 0.2 \mu \mathrm{~m}$ |
|  | system size | $10,500 \times 5980 \mu \mathrm{~m}^{2}$ | $11,080 \times 6144 \mu \mathrm{~m}^{2}$ |
|  | chip size | $15,165 \times 10,930 \mu \mathrm{~m}^{2}$ | $15,707 \times 10,930 \mu \mathrm{~m}^{2}$ |



Figure 7. Fabrication process (drawings not to scale): (a) SOI Wafer, (b) deposition of the aluminum layer, (c) etching of the bond pads, (d) deep etching of the handle layer, (e) PECVD of 400-nm $\mathrm{SiO}_{2}$, (f) deep etching of the device layer, (g) HF vapor etching, (h) deposition of $400-\mathrm{nm} \mathrm{SiN}$ and (i) fabricated chip fixed and wire-bonded to a circuit board (stacked device photo).

## 3. Fabrication

The microsystems are fabricated on (100)-oriented Silicon-on-Insulator (SOI) wafers (Figure 7a) with a $300-\mu$ m-thick handle layer and a $50-\mu \mathrm{m}$-device layer. To minimize the risk of a pull-in between the electrostatic actuators and the handle layer and to prevent a parasitic out-of-plane motion during electronic activation, the chips are fabricated by a dicing-free process $[15,16]$. This process separates the chips from each other, making the
mechanical sawing process obsolete and, also, allows the removal of the handle layer from the backside of the electrostatic actuators during hydrofluoric (HF) vapor etch release.

First, a $100-\mathrm{nm}$ aluminum layer is deposited on the device layer by evaporation (Figure 7b), and the bond pads are patterned by wet chemical etching (Figure 7c). Then, the resist (AZ MIR 70129 cp ) is spin-coated with 1000 rpm onto the handle layer as a mask during deep etching. For deep etching, an alternating $\mathrm{SF}_{6} / \mathrm{C}_{4} \mathrm{~F}_{8}$-based deep reactive ion etching process (DRIE) is used (Figure 7d). After $\mathrm{O}_{2}$ plasma, a $400-\mathrm{nm} \mathrm{SiO}_{2}$ layer is deposited by a plasma-enhanced chemical vapor deposition (PECVD) process (Figure 7e). The $\mathrm{SiO}_{2}$ layer is used as a hard mask for the patterning of the structures into the device layer. Then, the structures are patterned and deep-etched (Figure 7f). HF vapor etching releases the moveable structures (Figure 7 g ). Then, the electrodes are isolated by depositing $400-\mathrm{nm}$ silicon nitride ( SiN ) with a low-stress PECVD process (Figure 7h). During this process, the chips are flipped to reduce the spacing between the electrodes and the carrying wafer, which also prevents a coating of the bond pads with isolating SiN. In the final step, the chips are fixed to a circuit board and wire-bonded (Figure 7i).

## 4. System Characterization Results

### 4.1. Experiment and Characterization Setup

The systems are characterized using a highspeed camera system (Keyence VW-600C) and a voltage source (EA- Electro-Automatic PS-3200-02 C). The characterization setup is presented in Figure 8.


Figure 8. A LabVIEW program controls the voltage source, with an Arduino activating the relays in an arbitrary order and as a function of time. The relays are connected to the actuators of the SOI chip. Here, the relays are exemplarily activated to drive the 000 position.

The LabVIEW program controls the voltage source and an Arduino that drives the single bits of the microsystem by activating and deactivating the relays on a circuit board in an arbitrary order and as a function of time. The relays are connected to the actuators on the SOI chip. Pull-down resistors of $330 \mathrm{k} \Omega$ are connected between the electrostatic actuators and the ground potential to enable a quick discharge of the electrodes. The $13-\mathrm{k} \Omega$ resistor limits the current flow to prevent an eventual breakthrough of the SiN isolation at the electrodes. For the actuation of the electrostatic actuators, a DC voltage is used.

Based on the videos recorded by the highspeed camera during the activation of the DAC, the displacement of the system and its components is analyzed. Due to the very high aspect ratio (length vs. displacement) and due to the symmetric setup of the system, the videos show either the middle, the left or the right side of the system. To analyze the videos, the software Tracker allows marking of the strategic tracking points.

### 4.2. Characterization of the System

### 4.2.1. System Function Testing

Figure 9 illustrates the operation of the system. Depending on the activated actuators, the mechAMP and, with it, the output of the system is displaced from maximum (111 position) to the minimum (000 position) displacement.



110 position



000 position


Figure 9. (Top) Middle: system 1, left: mechAMP+ in the 111 position, right: mechAMP+ in the 000 position. (Bottom) Left: actuators in the 111 position, middle: actuators in the 110 position, right: actuators in the 000 position. Due to the high aspect ratio, the length of the actuators is compressed by $50 \%$.

### 4.2.2. Characterization of the DAC

In a first characterization step, the pull-in voltage of the single bits in relation to the driven position is analyzed in Figure 10. Each position is approached in logical order from the 111 to 000 position. Starting with an initial voltage of 30 V , the voltage is increased in 5 V-steps, until a pull-in of all actuators of each single bit is achieved.


Figure 10. Pull-in voltage of the single bits is dependent on the driven position for (a) system 1 and (b) system 2. During the experiment, the voltage increased in 5 V -steps, until a pull-in of all the actuators of each single bit was achieved.

Bit 2 of system 1 (Figure 10a) shows the lowest pull-in voltage of 40 V at the 000 position. As bit 1 and bit 3 pull in at 45 V , the pull-in voltage at the 000 position amounts to 45 V . The 001 and 101 positions have the highest pull-in voltage of 60 V . Therefore, a control voltage of 60 V is chosen for system 1 . Consequently, the control voltage of system 2 (Figure 10b) amounts to 75 V . The high input stiffness of mechAMP- can be considered as the cause for the higher control voltage of system 2.

At first glance, the derived control voltage of the system appears very high. In order to classify this result, a linear relationship between the displacement and voltage is assumed. System 1 reaches a total displacement of $150 \mu \mathrm{~m}$ at 60 V , which corresponds to $2.5 \mu \mathrm{~m}$ per 1 V . The electrostatic comb-drive DACs $[4,10,11]$ presented in Table 1 reached a displacement of approx. $0.04 \mu \mathrm{~m}$ and $0.2 \mu \mathrm{~m}$ per 1 V , respectively. The electrostatic parallel-plate actuator presented in reference [13] reached a displacement of $65 \mu \mathrm{~m}$ at 30 V , which corresponds to $2.2 \mu \mathrm{~m}$ per 1 V . Therefore, in relation to the achieved displacement, the voltage of the presented system is rather low.

During the experimental characterization of the DAC, stiction issues appeared at low voltages. Thus, at the selected control voltage, no stiction issues were observed in the further experiments. Additionally, when varying the switching speed in the range from 2 s to 0.1 milliseconds, no stiction issues were observed.

Figure 10 shows that the pull-in voltage of the electrostatic actuators depends on the system, the bit and on the driven position. For system 1 (Figure 10a), the MSB usually exhibited a lower pull-in voltage than the LSB and bit 2. The stiffness of the additional connecting spring (Figure 7i) that the LSB was connected to was higher than the input stiffness of the mechAMP+ that the MSB was connected to. Therefore, the MSB had to overcome a lower mechanical stiffness than the LSB and had a lower pull-in voltage. Apart from positions 111 and 000, bit 2 always displaces in the opposite direction either of the MSB or of the LSB, which increased the pull-in the voltage of bit 2. At the 000 and 111 positions, the actuators tended to show a low pull-in voltage, so that the displacement of all actuators in the same direction seemed to support a low pull-in voltage.

The displacement of the actuators depending on the driven position was analyzed experimentally, as presented in Figures 11 and 12


Figure 11. Displacement of the actuators $\mathrm{a}_{1,1}$ and $\mathrm{a}_{1,0}$ of the LSB of system. First, the voltage is increased from 0 V to 60 V in 5 V-steps every 2 s . At 60 V , the voltage remains stable while switching every 2 s in logical order from the 111 to 000 position.


Figure 12. Experimental average actuator displacement of the single bits; each experiment was repeated three times. The experimental conditions correspond to the description in Figure 11. (a) Bit 1, (b) bit 2 and (c) bit 3 of system 1 at 60 V and (d) bit 1, (e) bit 2 and (f) bit 3 of system 2 at 75 V .

In Figure 11, we exemplarily show the time-dependent displacement of the actuators of the LSB. To reach the starting 111 position, the voltage is increased in 5 - V-steps every 2 s . At the selected control voltage, the positions are switched in 2-s intervals in logical order from the 111 to 000 position. During the increase of the voltage, clearly visible displacements start at 35 V for the activated actuators $\mathrm{a}_{1,1}$ and the deactivated actuators $\mathrm{a}_{1,0}$. The displacement of the deactivated actuators is a passive displacement caused by the displacement of the activated actuators. Switching from the 111 to 110 position, the $a_{1,0}$ actuators are activated and the $a_{1,1}$ actuators deactivated.

Based on the experiment presented in Figure 11, the average displacement of each bit is shown in Figure 12. The DAC of system 1 (Figure 12a-c) shows a quite stable behavior. For each bit, the activated actuators shift to approx. the same displacement. The deactivated actuators follow the displacement of all the activated actuators in the microsystem. The shift of the deactivated actuators is less than the shift of the activated actuators.

For system 2, the displacement of the deactivated actuators of bit 3 (Figure 12f) exceeds the displacement of the activated actuators. The very low shift of the MSB is possibly due to the high input stiffness of mechAMP- that bit 3 is connected to, resulting in a less-stable displacement of bit 1 and bit 2, as shown in Figure 12d,e.

### 4.2.3. Characterization of the Combined DAC and mechAMP

To characterize the system, the single actuators are activated in logical order from the 111 to 000 position, including all the intermediate steps switching after 2 s . The displacements of the DAC and the mechAMP are recorded and analyzed by marking strategic tracking points using video analyses.

Compared to the originally simulated systems in Table 2, the displacements differ slightly, which is attributed to two aspects: First, the shift of the fabricated electrostatic actuators differs from the solid-state simulation assumption, and second, due to fabrication tolerances, the input stiffness of the mechAMPs slightly deviates. Therefore, the simulation models for Figure 13 are adapted to the experimental characterization results.


Figure 13. Simulative and experimental displacement and the resulting amplification ratio by displacing the systems in logical order from the 111 to 000 positions, including all the intermediate steps, with a switching time of 2 s for (a) system 1 at 60 V and (b) system 2 at 75 V (each experiment was repeated three times).

During the experiment, system 1 in Figure 13a shows a total stroke of $149.5 \pm 0.3 \mu \mathrm{~m}$, with an average step size of $21.4 \pm 6.1 \mu \mathrm{~m}$ at the control voltage of 60 V . Compared to the simulation, the displacement shows a slight deviation at the 011 and 100 positions. The DAC reaches a total displacement of $21.4 \pm 1.5 \mu \mathrm{~m}$, with an average step size of $3.1 \pm 1.1 \mu \mathrm{~m}$. The amplification ratio calculated by Equation (3) amounts to $6.5 \pm 0.9$.

The mechAMP- of System 2 (Figure 13b) displaces inversely to the DAC displacement (Figure 6b). Therefore, an upwards displacement of the DAC results in a downwards displacement of mechAMP- and vice versa. Consequently, the total measured stroke at the output of mechAMP- is negative and amounts to $-151.3 \mu \mathrm{~m}$, resulting in an average step size of $-21.6 \pm 12.2 \mu \mathrm{~m}$. As the variation in step size is only visible in the experimental results and does not appear during the simulation, the experimental variation is attributed to the fabrication deviations and to the high aspect ratio of the system size to displacement range. The amplification ratio of mechAMP-amounts to $-16.9 \pm 3.7$.

### 4.2.4. Resonant Behavior, Switching Speed and Reliability of the System

During characterization, a minimum switching time of the bending-plate actuators between two input binary states of 0.1 ms was used successfully. The switching time of the electrostatic actuators is equal to the minimum switching speed of the device. Therefore, the minimum switching time between two input binary states is 0.1 ms , and the system can realize a frequency of up to 10 kHz . Comparing the speed of actuation to other electrostaticactuated MEMS known from the literature, Grade et al. [17] reported an electrostatic combdrive actuator system with approx. the same travel range as presented here of $150 \mu \mathrm{~m}$ in less than 1 ms . By characterizing a DAC based on electrostatic parallel-plate actuation, Liao et al. [6] reported a much smaller displacement of 1050 nm in less than 80 ms .

The mechanical system resonance is the limiting factor regarding the system switching frequency due to the oscillating effects. Therefore, the oscillation at the amplifier output and at the DAC was measured. System 1 was switched in logical order with all the intermediate steps from the 111 to 000 position and, finally, from the 000 to 111 position without intermediate steps. The positions were switched in $0.25-\mathrm{s}$ intervals corresponding to a frequency of 4 Hz . The experiment was recorded with 4000 fps .

The oscillation amplitude of the DAC fades faster than the oscillation amplitude at the output of the mechAMP. The maximum oscillation amplitude always exceeds the step size. When switching directly from the 000 to 111 position, the system stroke has a maximum oscillation amplitude of $150.2 \mu \mathrm{~m}$ for the system and $16.6 \mu \mathrm{~m}$ for the DAC. Switching from the 100 to 011 position, the system travels the lowest displacement and exhibits a maximum oscillation amplitude of $9.5 \mu \mathrm{~m}$ for the system and of $0.3 \mu \mathrm{~m}$ for the DAC. Therefore, single-step displacement influences the oscillation amplitude. Additionally, the time until the mechAMP reaches an oscillation amplitude of less than $1 \mu \mathrm{~m}$ depends on the
displacement range. The minimum time is 0.08 s for switching from the 100 to 011 position. The maximum time is 0.2 s when switching directly from the 000 to 111 position. Therefore, depending on the required system properties, it can be useful to wait up to 0.2 s until the oscillation of the system output calms down.

The results presented in Sections 4.2.2-4.2.4 are based on experiments that were repeated three times. The deviation of the displacement of system 1 was in the range of $1.5 \mu \mathrm{~m}$ and below for a switching time of 2 s . For examining the switching speed and resonant behavior, the experiment was repeated with a faster switching speed ( 0.1 ms ), resulting in a displacement of $149.7 \mu \mathrm{~m}$, which is in the range of the results shown in Figure 13a $(149.5 \pm 0.3 \mu \mathrm{~m})$. Therefore, a high reliability of the device operation independently from the switching speed is concluded.

### 4.3. High-Resolution Mode Enlarging the System Positions from $2^{3}=8$ to $3^{3}=27$

In Section 2.1, we described the system function as used in the previous sections. As announced in Section 1, a change in the electrode activation sequence allows to approach twenty-seven discrete positions with the same system. Therefore, a third stable state was added to the single bits. Initially, we only activated either the upwards or the downwards actuators and, thus, reached the known states of " 1 -direction" or " 0 -direction", as shown in Figure 14a,b. The intermediate "i-direction" (Figure 14c) is achieved by activating both the upwards and the downwards actuators simultaneously.


Figure 14. Bit switched to (a) 1-direction by activating the $\mathrm{a}_{i, 1}$ actuator, (b) 0 -direction by activating the $\mathrm{a}_{i, 0}$ actuator and (c) i -(intermediate) direction by activating both the $\mathrm{a}_{i, 0}$ and the $\mathrm{a}_{i, 1}$ actuator.

The i-position does not increase the total system throw but allows to approach a larger number of defined positions and to decrease the step size. Therefore, the number of approachable positions increases from $2^{3}=8$ to $3^{3}=27$ in a 3-tri-state, with each bit having three distinct stable states. When activating the system, including the i-position, Equation (2) and its presumptions are no longer valid. Due to the controlled displacement of the actuators, the i-position is a well-defined stable position. The experimental and simulative approaches show that the actuators have to be activated to reach a well-defined multi-stable intermediate displacement. When neither the 1 - nor the 0 -direction actuators are activated, an intermediate position is approached by the single bit, but the system output is not defined.

The 3-tri-state activation is performed at 75 V as stiction issues appear at lower voltages due to the increased stiffness of the electrostatic actuators when activating the i-direction. The positions are switched in logical order from the 111 to 000 position, including all the intermediate steps. The experimental and simulative results presented in Figure 15 show that it is possible to realize an approximately linear stepwise displacement with the 3-tri-state system. As the system was never designed for 3-tri-state activation, slight deviations appeared during the simulation and experiment, but nonetheless, the results are promising and show a high potential to reach 27 defined positions with the originally binary eight-positions system.


Figure 15. Experimental and simulative displacement of the DAC and the system when activating the microsystem as a 3-tri-state system at the $75-\mathrm{V}$ control voltage. The positions are approached in logical order from the 111 to 000 position including the intermediate i-position (Figure 14c).

## 5. Conclusions

In this paper, we presented a MEMS-based electromechanical 3-bit DAC system with a maximum stepwise displacement of $149.5 \mu \mathrm{~m}$ at a voltage of 60 V within a minimum switching time of 0.1 ms . The DAC is based on multiple electrostatic bending-plate actuators connected in a parallel configuration enabling a high actuator stiffness and a low pull-in voltage at the same time. The DAC output is directly connected to a mechanical amplifier that enlarges the binary encoded DAC displacement to a large and still binary encoded system displacement.

Based on a derived system transfer function, two different systems were designed. System 1 enlarged the DAC displacement by a factor of 6.5, and System 2 enlarged and inverted the DAC displacement by a factor of -16.9 . The experimental results verified the system function, the functionality of the DAC and the combined system, as well as the resonant behavior and the switching speed.

Additionally, an alternative high-resolution mode using three distinct stable states of each bit, resulting in $3^{3}=27$ discrete system positions, was found and experimentally verified. The high-resolution mode does not increase the total stroke, but it allows 27 positions instead of eight binary steps due to a different consecutive sequence of switched electrodes.
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#### Abstract

The mechanism of the inchworm motor, which overcomes the intrinsic displacement and force limitations of MEMS electrostatic actuators, has undergone constant development in the past few decades. In this work, the electrostatic actuation unit cell (AUC) that is designed to cooperate with many other counterparts in a novel concept of a modular-like cooperative actuator system is examined. First, the cooperative system is briefly discussed. A simplified analytical model of the AUC, which is a 2-Degree-of-Freedom (2-DoF) gap-closing actuator (GCA), is presented, taking into account the major source of dissipation in the system, the squeeze-film damping (SQFD). Then, the results of a series of coupled-field numerical simulation studies by the Finite Element Method (FEM) on parameterized models of the AUC are shown, whereby sensible comparisons with available analytical models from the literature are made. The numerical simulations that focused on the dynamic behavior of the AUC highlighted the substantial influence of the SQFD on the pull-in and pull-out times, and revealed how these performance characteristics are considerably determined by the structure's height. It was found that the pull-out time is the critical parameter for the dynamic behavior of the AUC, and that a larger damping profile significantly shortens the actuator cycle time as a consequence.


Keywords: cooperative actuators; inchworm motor; electrostatic actuator; MEMS; FEM; coupledfield modeling; gap-closing actuator; pull-in time; pull-out time; squeeze-film damping

## 1. Introduction

Electrostatic actuation is widely commercially used in applications where only low forces and displacements are needed, such as in MEMS-based gyros using the Coriolis effect [1] and in the Digital Micro Mirror (DMD) device [2]. The growing interest in electrostatic actuators observed in recent decades in commercial and research circles is owed primarily to their ease of fabrication and integration due to the compatibility with CMOS fabrication processes, as well as their outstanding force-to-volume ratio, which favors them among other actuation means in the micrometer range. Additional advantages of electrostatic actuators include their low energy consumption, relatively fast response and high resonance frequencies, and low temperature dependence [3,4]. However, electrostatic actuators in MEMS have intrinsic limitations in terms of force and linear displacement capacities. To overcome these limitations, electrostatically driven actuation systems based on the inchworm principle, which typically achieves extended linear displacements through a scheme of repeated latch-drive operations on a common shuttle, have been proposed [5-8]. However, even when using the so-called gap-closing mechanism and cooperative action of different actuators, the reported forces are rather small and typically measure less than 1 mN . Recently, inchworm motors have been integrated in more complex schemes, such as a six-legged terrestrial robot [9], and this year, a robust electrostatic inchworm motor has been presented, allowing 80 mm stroke and a force of 15 mN at 100 V driving voltage.

Thus, the authors claimed a performance of their electrostatic inchworm motor similar to piezoelectric-driven inchworm motors [10].

In principle, an electrostatic gap-closing actuator (GCA) can provide large forces. However, a great influence on the dynamic behavior of this kind of actuator, which requires a thorough consideration, arises from the pull-in phenomenon, also known as the pull-in instability. The distance at which the pull-in takes place in a GCA, known as the pull-in distance, is one-third of the nominal gap when a linear force flexure is used, but it can be extended by using higher-order force flexures [11,12]. In 2007, Zhang et al. [3] surveyed the pull-in phenomenon in addition to key issues concerning the stability, nonlinearity, and reliability of electrostatic MEMS actuators. Then in 2014, Zhang et al. [13] contributed a more extensive review on pull-in instability, in which they covered the theoretical background of the phenomenon, many of the aspects it influences and is influenced by, and its various applications.

Moreover, depending on the application, achieving a decent grasp of the mechanical dynamic behavior of a MEMS actuator, such that its design and operation goals are secured, requires taking into account not only the relevant stiffness and inertia elements but also the damping mechanisms of energy dissipation affecting the structure. These damping mechanisms are usually classified into extrinsic and intrinsic mechanisms. In MEMS applications where special measures are not taken to eliminate extrinsic losses, e.g., to achieve very high quality factors in resonators, the intrinsic damping sources such as thermoelastic damping, for instance, are almost negligible when compared to extrinsic types of dissipation, especially in single-crystalline materials. Moreover, extrinsic losses, which arise from the structure's interaction with its environment, can be dominating and greatly influence its dynamic behavior. Consequently, it has been commonly reported that the most significant damping source in MEMS is viscous or air damping [14] (pp. 97-114). Viscous damping can take up to three forms in MEMS: drag, shear-film, and squeeze-film damping (SQFD). The first one relates to the friction experienced by a structure moving in free space in air, whereas the other two relate to structures moving in close proximity to each other. Shear-film damping happens when structures move parallel to one another and their relative distance remains constant, whereas SQFD happens when they come closer to one another during movement, i.e., when the gap between them diminishes and the fluid therein is squeezed out. In MEMS structures featuring large flat surfaces that move across a gap between them, which is much smaller than their lateral dimensions, and where a thin film of fluid resides, the SQFD dominates, and in many cases it is the only source of damping granted attention [14] (p. 118).

Taking into account the aspects discussed so far, it can be easily understood why the modeling and simulation of MEMS devices is one of the most demanding tasks, especially if the device is intended to have a certain dynamic performance. Although, from a structural point of view, a MEMS component can sometimes be relatively simple; however, the complexity of its modeling and the difficulty of gaining a thorough understanding and accurate prediction of its dynamic behavior stems from the fact that it usually entails the inherent coupling of various energy domains and physical forces (mechanical, electrical, fluidic, etc.). The interactions among these domains are in many cases intrinsically nonlinear, especially for large-amplitude motions of microstructures that amplify their geometric nonlinearities as well [15] (pp. 7-8). This reality makes FEM tools essential for the design and development of novel MEMS applications [14] (pp. 4-11), such as the one at hand. With FEM, small deviations from the ideal structures can also be considered, such as not perfectly vertical sidewalls or small geometrical variations, which occur due to the limitations of the microfabrication processes and can have a large impact on the system behavior of such a complex cooperating system.

This paper presents the results of modeling an actuation unit cell (AUC), both analytically by a lumped-parameter model and numerically with FEM, and compares between the two approaches where possible. The AUC constitutes the basic building block in a novel concept of a cooperative electrostatic microactuator system that is intended for realizing
large actuation displacements (tens of mm ) and forces (tens of N ) [16], which can meet the requirements of implantable actuators for bone distraction in osteogenesis applications, for example [17]. Therefore, the concept of the actuation system as a whole and the main cooperative operations and mechanisms therein will be briefly discussed. Furthermore, a simplified analytical model of the AUC is presented, followed by FEM simulations with several types of studies carried out on a parameterized model to reveal different aspects of the dynamic behavior of the actuator and its operational parameters of interest, e.g., the static study of the deflection-voltage curve that identifies the pull-in and pull-out transitional points and the transient studies of the actuation and settling times, which make up the major parts of the actuation cycle. Moreover, the parameters investigated by FEM are compared with available analytical models found in the literature. The modeling of viscous damping, namely the squeeze-film damping, and its influences on the dynamic behavior are discussed as well.

## 2. System Concept, Materials, and Methods

### 2.1. The Cooperative Concept and Actuation Unit Cell

The works presented here are a stepping stone to implement a modular-like concept of a cooperative electrostatic microactuator system. The cooperative system as a whole is meant to provide scalable displacement in the millimeter range and force capacities of several newtons. A sketch of the system concept is shown in Figure 1. As shown in the figure, pairs of AUCs are integrated with another multistable actuator subsystem, which consists of two sliding shafts that are mounted on central mechanical tracks. The two shafts are initially interdigitated with a stationary holder via mechanical suspension springs that pull them together. Mobility transmission electrodes placed parallel to the sliding shafts provide electrostatic forces to pull out the shafts and release them from the stationary holder such that the outer shafts' teeth become clutched by those of the AUCs. When the shaft is mobile, linear movement is realized by actuating the AUCs in a scheme that is detailed below. However, it is worth noting that the system model is based upon the cooperation of an AUC with many other counterparts to actively actuate the shaft in a bidirectional manner. Therefore, the AUC itself is a two-degree-of-freedom (2-DoF) actuator that is able to both clutch with the main shaft as well as actuate it in either one of the two directions along the shaft.


Figure 1. System concept of a multistage, multistable inchworm motor, illustrated by four pairs of actuation unit cells (AUC) distributed at both sides of two connected sliding shafts (long blue structures), which are pulled together by mechanical suspension springs and held at idle states by a central stationary holder (yellow). The mobility transmission electrodes determine whether the shafts are interlocked with the stationary holder or released from it.

The proposed cooperative approach aims at combining the efforts of multiple AUCs to overcome the intrinsic limitations of each one, namely, in terms of the delivered force and displacement. Pushing the limit of the actuation force is achieved by actuating multiple AUCs simultaneously (parallel operation; timewise), whereas exceeding the displacement capability is realized by the inchworm mechanism, i.e., by activating multiple AUCs sequentially and repeatedly to displace the shaft (serial operation; timewise). Moreover, on the one hand, as it can be inferred from Figure 1, the shaft has multiple stable positions, the distance between which will be determined by the technological manufacturing limitations and design specifications of the interlocking teeth of the stationary holder and the sliding shafts; on the other hand, the displacement of the AUC, i.e., the stroke it is capable of, must be kept small to generate sufficiently large forces, as discussed later. As a result, it must be taken into account that a step displacement of the shaft between two neighboring stable positions (pitch of the interlocking teeth) might require multiple AUC strokes provided by multiple groups of AUCs. Figure 2 illustrates an example of the proposed cooperative scheme with a simple diagram in which each of the units, labelled A, B, and C, represents a group of AUCs that are driven in parallel. Therefore, in this illustration, the AUCs are driven in three groups to satisfy the presumed requirement that a shaft step requires three AUC strokes.
(I)

(II)

(III)


Figure 2. A diagram demonstrating the scheme of serial operations of the unit cells to actuate the main shaft. Each of the units A, B, and C represents a parallel-driven group of AUCs. In this illustration, a step displacement of the shaft (a full actuation cycle) requires three successive strokes by three AUC groups. The diagram reflects the operation of a single group, A, and how it overlaps with the other groups in a cycle. The small and large blue squares represent the anchor and moveable electrode in an AUC, respectively. The purple or red strips represent the electrically charged or grounded electrodes, respectively. It starts after the main shaft has been made mobile by disengaging it from the stationary holder (yellow structure in Figure 1). Simultaneously, the shaft will be clutched by group A, whose teeth are aligned to those of the shaft, whereas the other groups are already pulled away (I). Group A then actuates the shaft (side actuation; rightward arrows) until reaching the stroke limit (II). Afterwards, group B, which is now aligned to the shaft, returns to home position (upward arrow) and clutches the shaft (III). Lastly, group A disengages from the shaft (diagonal arrow) to allow group B to handle the shaft from this point onward (IV), then similarly hand it over to group C (not shown), and the cycle repeats.

The mechanical structure proposed for the AUC has a rigid, rectangular-shaped, centrally anchored, and electrically grounded movable electrode (see Figure 3). The elastic restoration force is realized by four serpentine flexures that are arranged symmetrically about the centered anchor. The frame is actuated via electrostatic attraction towards either one of three surrounding stationary electrodes. Electrode 3 determines whether the frame is engaged with the shaft or not, whereas the two Electrodes 1 and 2 will move it in either of the two opposite directions. The mechanical stoppers prevent the electrodes from coming into contact. Table 1 lists the values for the dimensions corresponding to Figure 3.

### 2.2. The Analytical Model of the AUC

The AUC is basically a spring-mass-damper system that is driven by external electrostatic force. As it can be inferred from Figure 3, the moveable electrode has a planar movement in the xy-plane; however, if one considers its motion along the $x$-axis, an approximation can be made by viewing it as a single-degree-of-freedom device that is confined to the movement along that axis. Additionally, due to the geometrical and operational similarity between the two primary axes of motion, investigating the behavior of the system along one of them essentially covers both. Consequently, as shown in Figure 4, the parallel-plate electrostatic actuator is adopted as an approximate lumped-parameter model, which assumes the infinite rigidity of the moveable electrode wall and that its outer vertical surfaces remain parallel to the opposite surfaces of the stationary electrodes during motion.

Figure 4 shows the four forcing elements that primarily govern the dynamic behavior of the system: The first is the electrostatic force exerted on the grounded moveable electrode (Moveable Plate) when a stationary electrode (Fixed Plate 1) is charged with an electric potential $V_{0}$. In line with the concept of operation discussed above, only one of the two electrodes actuating the structure in the $x$-axis may be charged at any given time. The second is the inertial element that consists of the mass of the moveable electrode wall and a portion of the serpentine springs' masses. It is represented by an equivalent mass for the moveable plate, $m_{e q}=m_{\text {wall }}+r m_{\text {springs }}$, where $r$ is the springs' effective mass ratio. The third element is the elastic force resulting from an equivalent spring constant $k_{\text {eq }}$ that reflects the overall stiffness of the serpentine flexures along the $x$-axis. The equivalent spring constant was derived based on energy methods, as shown in Appendix A. The last element is the viscous damping force represented solely by the dominant SQFD that affects the moveable electrode on both sides as it moves along the $x$-axis. Modeling the latter is explained in more detail below.

Accounting for the viscous damping of fluids in MEMS is fundamentally based on the Navier-Stokes equation, which is a nonlinear three-dimensional partial differential equation that is very challenging to solve numerically, let alone analytically [14] (p. 114). Consequently, certain simplifications and assumptions were customarily made by researchers, depending on specific aspects of the application under investigation, to allow this problem to be tackled by a simpler nonlinear or even a linearized Reynolds equation. Good reviews of some of these efforts in the MEMS field can be found in [14,18].

The fluidic thin films occupying the spaces between the vertical, parallel, and relatively large side walls of the electrodes (the moveable electrode with respect to each of the stationary electrodes) contribute to most of the damping in this application. Moreover, the squeeze-film effect, which results from the moveable electrode's gap-closing motion, may exert a damping force or a spring force or both. The proportionality and extent of these forces depends on several factors that are summarized in the nondimensional so-called squeeze number, which serves as a measure of the compressibility of the thin film. For two parallel plates with overlapping area $A$, separated by distance $d$, and with a harmonic excitation of one plate at frequency $\omega$, the squeeze number $\sigma$ is obtained as follows:


Figure 3. Three-dimensional schematic of the proposed AUC for the cooperative microactuator system, taken from the FEM model in COMSOL.

Table 1. Typical parameter values for the AUC in the FEM model.

| Description | Symbol | Value | Unit |
| :---: | :---: | :---: | :---: |
| Height of unit cell | $h$ | 50 | $\mu \mathrm{m}$ |
| Width of cell wall | $w_{w}$ | 15 | $\mu \mathrm{m}$ |
| Size of cell wall along $x$-axis (inner dimension) | $c_{x}$ | 500 | $\mu \mathrm{m}$ |
| Size of cell wall along $y$-axis (inner dimension) | $c_{y}$ | 500 | $\mu \mathrm{m}$ |
| Size of anchor ( $x$-axis) | $a_{x}$ | 100 | $\mu \mathrm{m}$ |
| Size of anchor ( $y$-axis) | $a_{y}$ | 100 | $\mu \mathrm{m}$ |
| Width of $x$-axis spring (flexure width) | $w_{x}$ | 2 | $\mu \mathrm{m}$ |
| Width of $y$-axis spring (flexure width) | $w_{y}$ | 2 | $\mu \mathrm{m}$ |
| Length of connector beams of $x$-axis spring | $l_{c, x}$ | 50 | $\mu \mathrm{m}$ |
| Length of span beam of $x$-axis spring | $l_{s, x}$ | 200 | $\mu \mathrm{m}$ |
| Length of extension beams of $x$-axis spring | $l_{e, x}$ | 53 | $\mu \mathrm{m}$ |
| Length of connector beams of $y$-axis spring | $l_{c, y}$ | 50 | $\mu \mathrm{m}$ |
| Length of span beam of $y$-axis spring | $l_{s, y}$ | 200 | $\mu \mathrm{m}$ |
| Length of extension beams of $y$-axis spring | $l_{e, y}$ | 53 | $\mu \mathrm{m}$ |
| Length of stationary electrodes | $l_{e}$ | 460 | $\mu \mathrm{m}$ |
| Width of stopper (length of contact area) | $w_{s}$ | 25 | $\mu \mathrm{m}$ |
| Nominal air gap between electrodes | $d$ | 5 | $\mu \mathrm{m}$ |
| Stroke (distance between mov. electrode at rest and stopper) | $s$ | 4 | $\mu \mathrm{m}$ |
| Young's modulus | E | 170 | GPa |
| Poisson's ratio | $v$ | 0.28 | - |
| Density (c-Si) | $\rho$ | 2329 | $\mathrm{kg} / \mathrm{m}^{3}$ |
| Air viscosity | $\mu$ | $1.845 \times 10^{-5}$ | Pa.s |
| Actuation Voltage | $V_{o}$ | variable | V |



Figure 4. Lumped-parameter modeling of the AUC as a parallel-plate capacitor with squeeze-film damping. $m_{e q}$ is the moveable plate's equivalent mass, $k_{e q}$ is the serpentine flexures' equivalent spring constant, $x$ is the position of the moveable plate, $d$ is the initial (nominal) gap, $s$ is the stroke extending to the stoppers, and $V_{0}$ is the actuation voltage.

$$
\begin{equation*}
\sigma=\frac{12 A \omega \mu}{P_{a} d^{2}} \tag{1}
\end{equation*}
$$

where $\mu$ and $P_{a}$ are the fluid viscosity and ambient pressure of the thin film, respectively [14] (p. 128). A low squeeze number means that the gas does not undergo compression; hence, the assumption of incompressible gas is more acceptable, and its damping force dominates with a negligible spring effect. On the other hand, a high squeeze number means that the fluid is trapped in the gap by its own viscosity and cannot escape easily; thus, it undergoes compression and its spring effect becomes more significant to the extent that it acts as a spring rather than a damper with much larger squeeze numbers [19]. The transition point at which the damping and stiffness forces of the film become equal has been worked out through the so-called cut-off squeeze number $\sigma_{c}$. Blech [20] derived an analytical expression for it as follows:

$$
\begin{equation*}
\sigma_{c}=\pi^{2}\left(1+(w / l)^{2}\right) \tag{2}
\end{equation*}
$$

where $w$ and $l$ are the width and length of the thin film that correspond to $h$ and $l_{e}$ of the AUC, respectively. The geometrical dimensions defined in Table 1 result in $\sigma_{c} \approx 9.97$. Under the assumptions of operation at atmospheric pressure, almost free air access to the gap from its surroundings, and moderate driving frequencies, squeeze numbers much less than unity are expected, i.e., $\sigma \ll \sigma_{c}$. Hence, the incompressible fluid assumption is made in the analysis presented here, and the spring effect of the SQFD is neglected.

Furthermore, under assumptions satisfying the Reynolds equation [14] (p. 122) and the incompressible-gas approximation, Starr [21], based on the assumptions of small deflection and small pressure variation, used a linearized form of the Reynolds equation to derive the damping factor for a rectangular plate, which can be expressed as follows:

$$
\begin{equation*}
c=\frac{w^{3} l \mu}{d^{3}} \cdot f(w / l) \tag{3}
\end{equation*}
$$

where $f(w / l)$ is a factor that depends on the aspect ratio of the thin film, and it is obtained, as reported in [22], by the following:

$$
\begin{equation*}
f(w / l)=1-0.6(w / l), \quad \text { for } 0<w / l<1 \tag{4}
\end{equation*}
$$

Contrary to Starr's assumptions, the proposed AUC's moveable electrode experiences large deflections that give rise to large pressure variations. To this end, the approaches
adopted in $[5,22]$ showed that the nonlinear behavior of the SQFD can still be approximated using Starr's expression by replacing the nominal film thickness $d$ with the actual, variable thickness of the film instead. As a result, the viscous damping force exerted by the two thin films in our model can be expressed using the parameter notation of Table 1 and Figure 4 as follows:

$$
\begin{equation*}
F_{d}=c_{S Q F D} \dot{x}=\left(1-0.6 \frac{h}{l_{e}}\right) h^{3} l_{e} \mu\left(\frac{1}{x^{3}}+\frac{1}{(2 d-x)^{3}}\right) \dot{x} \tag{5}
\end{equation*}
$$

In summary, considering the four primary forces in the system discussed here, the equation of motion of the system, with reference to Figure 4, is written as follows:

$$
\begin{equation*}
m_{e q} \ddot{x}+c_{S Q F D} \dot{x}+k_{e q}(x-d)+\frac{\epsilon_{0} A}{2 x^{2}} V_{0}^{2}=0, \quad \text { for } d-s<x<d+s \tag{6}
\end{equation*}
$$

where $\epsilon_{0}$ is the vacuum permittivity and $A=h l_{e}$ is the overlapping electrode surface area.

### 2.3. FE Modeling and Simulation

The device investigated here is a pull-in type device, similar to a microswitch. Pullin devices undergo a sharp transition under deflection through a so-called pull-in point until they land on the opposite electrode unless a mechanical stopper prevents this. As such, the numerical modeling presented here aimed at establishing the device's operation around this transitional point, through the static deflection-voltage curve, to determine the primary pull-in characteristics. Additionally, by performing transient analyses, the dynamic behavior was examined in order to determine other important performance characteristics, such as the pull-in and pull-out times, which help to define a stable operation frequency range for the device.

To achieve these objectives, the AUC was modeled in the commercial FE modeling software COMSOL Multiphysics. A 3D model with typical parameter values was used as shown in Figure 3 and Table 1. The model was simulated through a predefined multiphysics interface, the electromechanics, which is part of the structural mechanics module in COMSOL, and combines the solid mechanics and electrostatics interfaces with a moving mesh functionality. The latter was used to mesh the highly deformable air gap, which only occupied the overlapping area between the surfaces of the moveable electrode and Electrode 1. Thus, the fringing fields were neglected, similarly to the analytical model. The actuating electric potential was applied directly across the gap by defining electric potentials $V_{0}$ and 0 V to the gap-bordering surface of Electrode 1 and to the bulk of the moveable electrode, respectively. The electrostatics interface computed the electric field in the air gap based on Gauss's law and updated it continuously as the gap geometry changed. The electrostatic force that acts on the moveable electrode was calculated in the multiphysics interface by Maxwell's stress tensor. The displacements, stresses, and strains were solved in the solid mechanics interface based on Navier's equations. Additionally, the fluid thin-film damping could be calculated via an ad hoc boundary condition (BC) predefined in the solid mechanics interface. A 2D model that is obtained by a cross-sectional cut along the $z$-axis of the 3D model was primarily utilized, which lessened the computational load significantly and made it easier to obtain converging solutions. For the different COMSOL simulations, fully coupled solvers were utilized with relative tolerance values of no more than 0.001 .

### 2.3.1. Static Analysis

The static deflection-voltage curve of the AUC is defined by the equilibrium points at which the stiffness and electrostatic forces are equal. Figure 5 depicts this curve for the device with the nominal dimensions listed in Table 1. The plot was generated by sweeping the deflection of the center point at the movable electrode's surface, which is opposite to the actuating stationary electrode. The deflection sweep was made over the complete possible range of motion of the center point from the undeflected position to the stationary electrode, while the actuating voltage level required for any deflection point was calculated
inversely. From the plot, it can be inferred that there are stable and unstable regions depending on whether the device can in reality be driven at those points in a controllable manner or not. Starting from the undeflected position $\left(V_{0}=0 \mathrm{~V}\right)$, as the actuation voltage increases, the AUC may be driven in a stable manner up to the point where pull-in takes place, and then it is pulled through the gap and lands on the stoppers (the second stable region, above the stoppers' mark). If the actuation voltage is increased beyond a certain level, the movable electrode wall will collapse under the increasing electrostatic force and come into contact with the stationary electrode. This is essentially a second pull-in point, where the electrostatic force is acting additionally against the wall stiffness; however, considering the operational point of view of the device as a whole, it is referred to as the collapsing point. The amount of deflection above the stoppers line with respect to it represents the static internal deflection, which the wall undergoes at pull-in. Contrariwise, when at the pulled-in position, as the actuation voltage drops below a certain value, the recovering elastic force of the flexures overcomes the electrostatic force and pulls the frame out (pull-out). In this analysis, the 2D model was used.


Figure 5. The static deflection-voltage curve for a 2D model of the AUC corresponding to Table 1 generated by simulation with COMSOL. It shows the stable and unstable regions of the curve as well as the major transitional points, namely, the pull-in, pull-out, and collapse transitions. The dot-dashed lines represent the positions of the stoppers and the stationary electrode.

### 2.3.2. Transient Analysis

The transient analysis is a time-dependent study that was used to investigate the dynamic behavior of the movable electrode under the influence of an actuating electrostatic force of a certain temporal shape or after releasing the structure from the influence of such force. Therefore, it was primarily used to find out the pull-in and pull-out times of the AUC and how these varied with the structures' dimensions and the adopted viscous damping approximations. Moreover, modeling the SQFD effect in the COMSOL environment through the built-in BC available in the solid mechanics interface was only feasible in a 3D model because the borders of the film in the out-of-plane direction could not be properly defined in the 2D model through the available interface settings. As a result, the derived analytical approximation for the SQFD (discussed in Section 2.2) was applied in the 2D model, which is the main model used in transient analyses, as a boundary load acting on the AUC's surfaces of interest. A comparative analysis between the built-in BC and the embedded analytical model in a 3D environment is presented at the end of the discussion chapter.

### 2.4. Solving the Analytical (Lumped-Parameter) Model by MATLAB/Simulink

To corroborate the findings of the transient analyses obtained by the FEM simulation, the system equation of motion, Equation (6), was implemented in a MATLAB/Simulink model (see Figure 6), which was set up with an ode8 Dormand-Prince solver and a fixedstep of 1 ns . The model was solved with two different sets of initial conditions to demonstrate the pull-in and pull-out behaviors. For the pull-in response, the initial position $x_{0}$ was set to $d$, and $V_{o}$ was set to the amplitude of the applied voltage of the corresponding COMSOL simulation to be compared with. The pull-in time was noted when the position $x$ reached the stoppers $(x=d-s)$. For the pull-out response, the initial conditions were $x_{o}=d-s$ and $V_{o}=0 \mathrm{~V}$. The parameters of the model, e.g., the electrode surface area and equivalent mass, were calculated based on the geometry through a script; however, to obtain results that are more comparable to the numerical model, the spring constants were extracted from a 3D COMSOL model rather than the analytical formulations. Additionally, it was assumed that the springs' effective mass ratio $r=0.5$.


Figure 6. The MATLAB/Simulink model corresponding to the system equation of motion, Equation (6).

## 3. Results

In the following presentation of FEM simulation results and the parametric sweeps therein, unless otherwise specified, the dimensions listed in Table 1 apply.

### 3.1. Pull-In Voltage

The pull-in voltage for parallel-plate electrostatic actuators with linear stiffness elements, as shown in Figure 4, is given in [14] (p. 78) as follows:

$$
\begin{equation*}
V_{\text {Pull-in }}=\sqrt{\frac{8 k d^{3}}{27 \epsilon A}} . \tag{7}
\end{equation*}
$$

With FEM, different static parametric studies for the AUC's dimensions were simulated. A primary example is the influence of the spring constant $k$, which was examined through a sweep of the flexure width. Accordingly, Figure 7a plots the numerically and analytically calculated pull-in voltage as a function of the flexure width. The analytical solution determined the spring constant through the formulations given in Appendix A. The difference between the two solutions ranges between $7 \%$ and $7.6 \%$. Similarly, a parametric study sweeping the gap width $d$ is presented in Figure 7b. The relative difference between the numerical and analytical solutions here is between $7.7 \%$ and $9.3 \%$. The curves in Figure 7 represent a dependance of the pull-in voltage on the square root of the cube of the respective parameter. For ideal structures considered in the scope of these analyses, the reported differences between the FEM and analytical models in the investigated ranges stem mainly from the underestimation of the spring constant by the approximate analytical
formulations (see Appendix A). The FEM simulations showed that the pull-in distances, as expected from linear stiffness elements, remained equal to one-third of the nominal gap widths.


Figure 7. The results of static parametric analyses of the pull-in voltage, where the latter is plotted as a function of the following: (a) the flexure width (by sweeping both $w_{x}$ and $w_{y}$ ); and (b) the nominal gap width $d$. In the plots, the FEM results are compared with the analytical solutions that are based on Equation (7) and the stiffness formulations of the serpentine flexures presented in Appendix A.

### 3.2. Pull-In Time

The pull-in time is a fundamental parameter for the dynamic behavior of a GCA. Therefore, attempts to derive an analytical equation for it are found in the literature. Naturally, the derivation depends on the proper assumptions and approximations that can be made in the solution of the corresponding system equation of motion. To this end, for a beam MEMS switch, with the assumption of an inertia-limited system and the approximations of a small damping coefficient $(c \cong 0)$ and a constant electrostatic force, a closed-form solution of pull-in time was derived in [23] (p. 68) as follows:

$$
\begin{equation*}
t_{\text {Pull-in }} \cong 3.67 \frac{V_{\text {Pull-in }}}{V_{0} \omega_{0}} \tag{8}
\end{equation*}
$$

which shows the pull-in time dependence on the ratio of the pull-in voltage $V_{\text {Pull-in }}$ relative to the actuation voltage $V_{o}$ as well as the stiffness and inertia of the structure (lumped in the natural frequency, $\left.\omega_{0}=\sqrt{k_{e q} / m_{e q}}\right)$. From the surveyed literature, this formulation was deemed the most suitable to the system at hand in terms of the assumptions made to derive it, despite the fact that it lacks the consideration of damping, the influence of which is examined below.

Accordingly, several parametric transient studies were carried out in a 2 D model in COMSOL in order to establish how relatable the behaviour of the system at hand is to Equation (8) and how well the assumption of an inertia-limited system is fulfilled. Each parametric study was carried out twice under two different boundary conditions: (a) neglecting the damping of the thin film (undamped) and (b) with the SQFD force exerted as defined in Equation (5) (damped). Moreover, unless otherwise specified, the actuation voltage was applied in the form of a step function with 1 ns transition time and an amplitude slightly $(\sim 0.5 \mathrm{~V})$ larger than the numerically calculated pull-in voltage as per the previously mentioned static analyses. Additionally, the pull-in time of the damped lumped-parameter model was correspondingly calculated by the MATLAB/Simulink model. Figure 8 plots the pull-in time as a function of the following: (a) the flexure width, $w_{x}$ and $w_{y}$ (stiffness); (b) the wall width $w_{w}$ (mass); and (c) the normalized actuation voltage $V_{o} / V_{\text {Pull-in }}$. It should be noted that the analytical solutions based on Equation (8) also assumed $r=0.5$ and calculated $V_{\text {Pull-in }}$ as per Equation (7); therefore, the discrepancy due
to the approximate solution of the latter, as reported in the previous section, propagated to the plots of Figure 8.


Figure 8. The results of transient parametric analyses of the pull-in time, where the latter is plotted as a function of the following: (a) the flexure width (by sweeping both $w_{x}$ and $w_{y}$ with the corresponding actuation voltage amplitude required for pull-in); (b) the wall width $w_{w}$; and (c) the normalized actuation voltage $V_{0} / V_{\text {Pull-in }}$ (the analytically calculated $V_{\text {Pull-in }} \cong 56.4 \mathrm{~V}$ ). In the plots, the 2D FEM results of the damped and undamped regimes are compared with the analytical solutions based on Equation (8). Additionally, the lumped-parameter model solutions by MATLAB/Simulink are also plotted.

As observed in Figure 8a and Figure 8b, Equation (8) and the FEM results correspond reasonably to one another. In the investigated ranges, the analytical solution consistently underestimates the pull-in time with differences between it and the corresponding undamped FEM simulation ranging roughly between $3.6 \%$ and $10.1 \%$ for the stiffness sweep (Figure 8a), generally decreasing with larger stiffnesses, and between $7.8 \%$ and $10.1 \%$ for the mass sweep (Figure 8b). Additionally, it should be pointed out that Equation (8) supposedly accounts for the time required to deflect the electrode along the full gap, whereas the FEM simulations had stoppers placed at $80 \%$ of the gap. Therefore, ideally, the numerically derived undamped curves should have remained below the analytical curves, which means that the error in the analytical account of the pull-in time is even larger than what the figures show. On the other hand, the results of the parametric sweep of the actuation voltage, shown in Figure 8c, reveal larger discrepancies with differences between 10.1\% and (-) $35.8 \%$, consistently increasing (absolute value) with larger actuation voltages.

Furthermore, the comparison between the FEM-based curves in Figure 8 shows that the effect of damping on the pull-in time is relatively small, and it becomes notably smaller
when the applied actuation voltage is larger, regardless of the applicable pull-in voltage (Figure 8a,c). Additionally, by observing the curves obtained from the MATLAB model we find good quantitative agreements with the COMSOL curves, whereby absolute difference values ranging between $0.5 \%$ and $4 \%$ are found in the plotted ranges. The observed slight differences are expected as they result from the variations between the lumped parameters in the MATLAB model and the corresponding distributed parameters in the COMSOL model, given that the latter is naturally assumed to reflect the physical properties of the AUC more accurately.

However, a deeper examination of Equation (8) leads to the conclusion that the pull-in time is neutral to the stiffness element. This becomes evident by substituting Equation (7) and $\omega_{0}=\sqrt{k_{e q} / m_{e q}}$ in Equation (8) and further simplifying the variables by using their basic constituents that correspond to the structure at hand, which provides the following:

$$
\begin{equation*}
t_{\text {Pull-in }} \cong \frac{2}{V_{o}} \sqrt{\frac{\rho d^{3} A_{x y}}{\epsilon l_{e}}}, \tag{9}
\end{equation*}
$$

where $A_{x y}$ is the effective cross-sectional area of the movable electrode (excluding the anchor) in the xy-plane, that is $A_{x y}=A_{x y, \text { wall }}+r A_{x y, \text { springs }} ; \rho$ is the density of material; and $l_{e}$ is the length of the stationary electrode, as defined in Figure 3 and Table 1. Therefore, it is inferred that the reduction in pull-in time with increased stiffness (flexure width), as seen in Figure 8a, in fact resulted from increasing the actuation voltage, which was needed to induce pull-in for larger flexure widths, rather than from increasing the stiffness.

On the other hand, contrary to the assumption made to derive Equation (8), the system at hand features viscous damping, which depends on the cube of the cell height (see Equation (5)). Accordingly, a parametric study was carried out with cell heights spreading from $10 \mu \mathrm{~m}$ to $100 \mu \mathrm{~m}$ (see Figure 9a). As expected, the cell height has no influence on the pull-in time of the undamped regime, since both the stiffness and mass of the structure, present in Equation (8), scale equally with height. This can be inferred from Equation (9), and it can also be observed by the identical undamped responses of the different cell heights in Figure 9a (dashed lines appearing as one). However, increasing the height showed a substantial change in pull-in time that increased more rapidly with larger heights, as observed in Figure 9b, which plots the normalized pull-in time as a function of the height. Here, the pull-in time is normalized relative to the pull-in time of the undamped structure ( $55.75 \mu \mathrm{~s}$ ). It can be observed that the damping has negligible effect on the $10 \mu \mathrm{~m}$ high structure, with $0.4 \%$ increase in pull-in time ( $55.97 \mu \mathrm{~s}$ ), but it has a substantial effect on the $100 \mu \mathrm{~m}$ high structure, with $58.6 \%$ increased pull-in time ( $88.41 \mu \mathrm{~s}$ ) compared to the undamped regime. Moreover, solving the lumped-parameter model in MATLAB has confirmed the same correlation between the pull-in time and the cell height. As a result, it can be inferred that Equation (8) provides a good approximate evaluation of the pull-in time of the AUC only for small cell heights. Especially for large heights needed to achieve large forces for the cooperative system investigated here, the influence of damping has to be considered.

### 3.3. Pull-Out Time

For a cooperative system in which a large number of physically independent actuators have to be driven in a coordinated manner, it is not only the pull-in time of the individual actuators that has to be considered, but the so-called pull-out time, which is defined as the time needed to settle back from a pull-in situation to the unengaged starting position, must also be considered (see Figure 2). In order to estimate the pull-out time in FEM, first, a static study was carried out to bring the moveable electrode to the fully deflected position (being landed at the stoppers); then, the static solution was used as an initial condition for a transient study, which released the structure to oscillate freely under the influence of the structure's elasticity and the thin film's viscosity. In the literature, the pull-out time is usually defined as the time it takes the released electrode to first cross its
undeflected position. This definition renders the stiffness and inertia components the major influencers of pull-out time, as they determine the oscillation frequency and, consequently, the recovering speed of the structure. However, the application at hand requires that the actuator be realigned between successive operations; hence, the settling time is of major consequence and regarding it as the measure of the pull-out time is more sensible.


Figure 9. Transient parametric analysis of the pull-in time under both the damped and undamped regimes: (a) the deflection response of the AUC with a sweep of the cell height $h$; and (b) the corresponding pull-in time as a function of the cell height, where the time is normalized to the pull-in time of the undamped condition $(55.75 \mu \mathrm{~s})$.

Figure 10a plots a parametric study with a sweep of the flexure width. It shows how increasing the spring constant can substantially reduce the time required to first reach the undeflected position (dot-dashed line in the middle); in the investigated range, this time reduces from $46.4 \mu$ s (flexure width $=1.5 \mu \mathrm{~m}$ ) down to $8.3 \mu \mathrm{~s}$ (flexure width $=4.0 \mu \mathrm{~m}$ ). However, consideration of the decay rates of the curves' envelopes reveals equal settling times regardless of the structure's stiffness. On the other hand, a parametric study of the dimensional parameter, which has the strongest influence on the SQFD, i.e., the cell height, is shown in Figure 10b. The simulated cell heights, also ranging from $10 \mu \mathrm{~m}$ to $100 \mu \mathrm{~m}$, show increasing tangible influence on the settling time of the damped oscillation motion as the cell height increases. The MATLAB/Simulink model also showed the same correlations of pull-in time with the flexure width and cell height.

In order to draw a sensible comparison between the curves in Figure 10b, their decaying rates were analyzed. Let us recall the well-known general solution for the response of an underdamped spring-mass-damper system, which takes the form $x(t)=a e^{-\zeta \omega_{n} t} \sin \left(\omega_{d} t+\varphi\right)$, where $a$ and $\varphi$ are the amplitude and phase of the response, and $\zeta, \omega_{n}$, and $\omega_{d}$ are the damping ratio, the natural frequency, and the damped natural frequency of the system, respectively. Accordingly, by fitting exponentially decaying envelopes of the form $a e^{-\zeta \omega_{n} t}$ to a certain point on these curves, with $a=4 \mu \mathrm{~m}$ and $\omega_{n}=73,230 \mathrm{rad} / \mathrm{s}$, "equivalent" damping ratios were extracted for comparison. The point of reference selected for this analysis was the point of tangency on the upper curvature of a response curve after a complete first oscillation, which experiences the highest dissipation rate compared to subsequent oscillations. Figure 10c demonstrates the analysis in which the response of the AUC with a cell height of $100 \mu \mathrm{~m}$ is plotted with the corresponding fitted decaying envelope, showing an equivalent $\zeta \cong 0.1466$. It should be noted that the aforementioned general solution corresponds to a constant damping coefficient that is linearly proportional to the velocity, which is not the case with the SQFD that depends additionally on the inverse of the cube of the changing thin film's width, as shown in the analytical modeling part (see Equation (5)). Therefore, it can be inferred that the decay rate in these oscillations is not constant but rather reduces as the deflection amplitude decreases with the continued oscillations. Moreover, Figure 10d shows the defined equivalent damping ratio as a function of the AUC's height where the resultant damping ratios are fitted with a line. Here, similarly to the response
during pull-in, it can be inferred that the damping has a relatively negligible effect on the $10 \mu \mathrm{~m}$ high structure with $\zeta \cong 0.0061$. Additionally, the substantial influence of the cell height can also be observed by the several-orders-of-magnitude difference in the SQFD force as a consequence of changing this parameter, which is plotted in Figure 10e. Here, the largest SQFD force per unit length of the thin film (corresponds to $l_{e}$ in Figure 3) exerted on the $10 \mu \mathrm{~m}$ high structure is about $1.0(\mathrm{mN}) / \mathrm{m}$ in contrast to $348.6(\mathrm{mN}) / \mathrm{m}$ experienced by the $100 \mu \mathrm{~m}$ high structure.


Figure 10. Transient parametric analyses of the pull-out time by the free damped oscillation response of the AUC after being released from the fully deflected position in a 2D FEM model corresponding to Table 1: (a) with flexures of various stiffnesses (via flexure width sweep, $w_{x}$ and $w_{y}$ ) and (b) with a sweep of the cell height $h$. (c) An example of the analysis carried out on the responses shown in (b) to extract an equivalent damping ratio by fitting an exponentially decaying envelop to the upper curvature of the response after a complete first oscillation. The plotted response belongs to the $100 \mu \mathrm{~m}$ high structure. (d) The equivalent damping ratio due to SQFD as a function of the cell height. (e) The SQFD force per unit length of the thin-film exerted on the AUC with different cell heights. (f) An estimation of the pull-out time as a function of the cell height by applying a settling reference (a realignment margin $\delta$ ) of $\pm 1 \mu \mathrm{~m}$ to the response curves plotted in (b).

Additionally, by allowing a certain margin of deflection for the realignment of the AUC after an actuation cycle, below which the AUC is considered settled, the effect of the height on the dynamic response can be further assessed. For example, by setting a realignment margin ( $\delta$ ) of $\pm 1 \mu \mathrm{~m}$ from the undeflected position, the settling time is plotted as a function of the height (see Figure 10f). It can be observed that the settling time drops more than threefold from $440 \mu$ s with the $50 \mu \mathrm{~m}$ high structure to $117 \mu$ s for the $100 \mu \mathrm{~m}$ high structure.

Furthermore, another possibility to increase SQFD that was explored here is by increasing the number of thin films damping the structure. This can be realized by fabricating additional damping walls adjacent to the frame of the moveable electrode from the inside, thereby the damping thin films can be effectively doubled. The FEM simulation carried out with a $50 \mu \mathrm{~m}$ high structure featuring additional inner damping thin films showed an increased damping ratio of $\zeta \cong 0.1027$ and a reduced settling time of $230 \mu$ s compared to $\zeta \cong 0.0662$ and $440 \mu$ settling time without the additional films.

## 4. Discussion

By viewing the relatively brief history of inchworm motors, a number of characteristics and performance measures can be identified that newly proposed designs aim to improve, e.g., stability, position controllability, failure resistance (redundancy), delivered force, and displacement speed and range. Conceptually, the proposed system of cooperative actuators has good potential regarding all of the aforementioned aspects. For example, as observed, the shaft in this system can be actively actuated in two directions, allowing the exertion of force and the exact positioning control in both directions, which is not the case in many other inchworm motor designs that actively push a shaft in one direction and rely on a spring element to reset it to its initial position after some displacement. Nevertheless, achieving stable operation at a decent displacement speed for a system with many distributed cooperating actuators requires careful determination of the dynamic behavior of the system's basic actuator, the AUC.

### 4.1. Dynamic Behavior

By examining the pull-in time parametric analyses of the stiffness, inertia, and applied voltage, it can be concluded that the AUC does fulfill the inertia-limited assumption. The analyses demonstrated the dependencies described in Equation (8) with a decent qualitative agreement, with the exception of the applied voltage dependence, which Equation (8) reflected inaccurately as the difference percentages have shown. Additionally, with the moderate cell height used in those simulations, the damping showed relatively small effects. However, as revealed by the parametric analysis of the cell height, increasing this parameter can amplify the damping influence and increase the pull-in time by a considerable amount. On the other hand, compared with the pull-in time, the pull-out time analyses showed an even greater dependence on the damping, rendering the influence of the cell height even more critical. It is worth noting that, for instance, within the boundaries of the analyses shown in Figures 9 and 10, increasing the cell height from $50 \mu \mathrm{~m}$ to $100 \mu \mathrm{~m}$ increased the pull-in time by $26.6 \mu \mathrm{~s}$ ( $43 \%$ ) but decreased the pull-out time by roughly $323 \mu \mathrm{~s}(73 \%)$. Hence, the sum of these transition times, which primarily defines the cycle time of the actuator, decreased from $501.8 \mu$ s to $205.4 \mu$ s, i.e., by $59 \%$. Therefore, in contrast to the usual consideration of the pull-in time as the limiting parameter for the actuation speed of devices such as electrostatic cantilever microswitches [15] (p. 41), the pull-out time for the actuator at hand, which necessarily includes the settling time, is much longer than the pull-in time. Hence, reducing the pull-out time by larger damping at the expense of a slightly longer pull-in time ultimately reduces the cycle time of the AUC, allowing higher operating frequencies and faster displacement speeds for the cooperative system.

### 4.2. Output Force

The delivered forces by inchworm motors reported in the literature varied significantly. Yeh et al. [5] achieved $260 \mu \mathrm{~N}$ and Erismis et al. [7] achieved $110 \mu \mathrm{~N}$ at 33 V and 16 V driving voltages, respectively. On the other hand, Penskiy and Bergbreiter [8], who proposed the combination of the latching and driving mechanisms by a unidirectional movement of an inclined flexible arm, reported a force of 1.88 mN at 110 V . Moreover, in a recent publication, Teal et al. [10] claimed producing an impressive 15 mN of force at 100 V . In general, a common aspect among these actuators is the use of a GCA mechanism in a comb-drive arrangement that generally provides larger area for electrostatic force generation, whereas the proposed AUC structure has a single parallel-plate setup for the GCA instead, which requires some form of compensation in order to achieve the desired large force, e.g., higher structures or operating at smaller gaps between electrodes, which are limited by the available fabrication processes and the feasible aspect ratios. Additionally, the possibility of increasing the delivered force on the system level by implementing a larger number of AUCs is an advantage that the proposed concept facilitates, but this feature naturally has its own limits, e.g., overall size of the system and complexity of control and operation. Therefore, the amount of force delivered by the AUC has to be optimized within the limits of the available microfabrication technology, taking into account not only the design specifications of the cooperative system as a whole but also other tradeoffs on the level of the AUC itself.

For example, Figure 11 plots the electrostatic force exerted on the moveable electrode of an AUC corresponding to Table 1 when a voltage potential of 100 V is applied at Electrode 1 (see Figure 3). The figure also plots the corresponding counter elastic force by the springs. The net force output by the AUC, neglecting the transient damping effect, is the difference between the two curves. In the plot, three design parameters can be identified: the gap (distance to stationary electrode, $d=5 \mu \mathrm{~m}$ ), the stroke (distance to stoppers, $s=4 \mu \mathrm{~m}$ ), and the distance at which the interlocking teeth of the shaft is first engaged by the corresponding teeth of the AUC, which equals $1 \mu \mathrm{~m}$ (see Figure 1). If one defines the force of the AUC by the minimum force delivered to the shaft during its displacement, which is the force at the first moment of engagement, then the selected parameters result in a force of 0.046 mN . Note that the effective stroke that the AUC moves the shaft by in this arrangement is $3 \mu \mathrm{~m}$. On the other hand, if the AUC engages the shaft at $3 \mu \mathrm{~m}$ distance from the undeflected position, allowing an effective stroke of $1 \mu \mathrm{~m}$, the force output increases to 0.202 mN . From this example analysis, it is inferred that on the AUC's level, there is a clear tradeoff between the force and the effective stroke, which, in turn, translates to another tradeoff on the system level between the number of AUCs required to achieve a certain output force and the number of cycles required to achieve a certain shaft displacement, which also affects the required frequency of operation to achieve a certain displacement speed. Therefore, an optimization study for the force of the AUC considering the aforementioned aspects as well as other important considerations, e.g., the stability of operation, is planned for the future.

### 4.3. Fabrication Feasibility Analysis

As discussed, the dynamic behavior (defined mainly by the pull-in and pull-out times) and the force provided by a single AUC strongly depend on geometrical parameters and, thus, on the limitations of the fabrication process. A typical set of the most critical parameters, which allow a reasonable compromise between large force, high speed, and reliability of the system, is shown in Table 2. Obviously, such geometries belong to High Aspect Ratio Microsystems (HARMS) and need appropriate processes providing the anisotropy, e.g., of etching. Considering the system approach shown in Figure 1, a SOI process is chosen for this feasibility study. With SOI, all structures shown in Figure 1 will be made out of crystalline silicon. In this case, the critical structure height is defined by the device layer thickness, the handle layer thickness, or the sum of both, and the critical lateral dimensions (gap, interlocking teeth, stoppers, etc.) are defined by lithography and Deep

Reactive Ion Etching (DRIE), e.g., by the Bosch process [24]. The required free-standing structures (suspensions and movable electrodes) can be provided by a combination of Surface Micromachining (SMM) using buried oxide (BOX) as the sacrificial layer and a DRIE step from the front side or from the back side for the areas which should be released on a large area.


Figure 11. The electrostatic, elastic and net forces developed in an AUC corresponding to the parameters listed in Table 1 when subjected to an actuation voltage amplitude of 100 V .

The feasibility of such processes was demonstrated by one of the authors in the realization of a 3D-energy harvester [25] and an electrostatically driven bistable actuator for large forces and large stroke using the toggle-level principle [26]. Whereby, in the former, a thickness of a seismic mass of $411 \mu \mathrm{~m}$ was obtained by performing DRIE from both sides of a SOI-wafer (handle layer thickness of $400 \mu \mathrm{~m}$, BOX thickness of $1 \mu \mathrm{~m}$, and device layer thickness of $10 \mu \mathrm{~m}$ ), and a minimum gap of $9.5 \mu \mathrm{~m}$ was defined by standard proximity printing in combination with DRIE. In the latter, a device layer thickness of $10 \mu \mathrm{~m}$ and suspensions width and length of $2 \mu \mathrm{~m}$ and $700 \mu \mathrm{~m}$, respectively, were realized, similarly to the serpentine springs proposed for the AUC. However, fabricating a much larger device layer thickness and, accordingly, height of suspensions, electrodes, etc., is also possible, as demonstrated in [27] where a symmetric SOI wafer with an equal thickness of $100 \mu \mathrm{~m}$ for the device and handle layers and a BOX thickness of $2 \mu \mathrm{~m}$ in between was used, thus, providing structural heights of $100 \mu \mathrm{~m}$ and $202 \mu \mathrm{~m}$ by performing DRIE either on the device layer only or on both the device and handle layers.

With respect to the critical dimensions and the smallest gaps between electrodes and neighboring structures, e.g., stoppers, the resolution and the overlay accuracy of the used lithography process has to be considered for the feasibility study. Standard Deep Ultraviolet (DUV) lithography is suitable for the presented geometries and meets the accordingly needed overlay accuracy, e.g., for a typical DUV stepper a resolution of $0.25 \mu \mathrm{~m}$ and an overlay accuracy of $<45 \mathrm{~nm}$ is specified [28]. A DUV stepper provides a relatively small field size of about $20 \mathrm{~mm}^{2}$, which will limit the total system size and, thus, the possible number of AUCs that can be integrated in the system to provide large forces, if stitching several exposure fields for structuring the entire actuator system is avoided. However, on an experimental basis, direct laser writing can be used. A system available in our technology provides a resolution of about $0.6 \mu \mathrm{~m}$ with linewidth control of 80 nm and alignment accuracy of 200 nm (both $3 \sigma$ values) over a field size up to $200 \times 200 \mathrm{~mm}^{2}$. These values meet the lithography requirements for defining the geometries presented in Table 2.

Table 2. Examples of proposed AUC geometries for fabrication and their estimated performance characteristics. Absent AUC parameters have the same values as those listed in Table 1.

| Description | Symbol | Device 1 | Device 2 | Unit |
| :---: | :---: | :---: | :---: | :---: |
| Height of unit cell | $h$ | 50 | 100 | $\mu \mathrm{~m}$ |
| Width of cell wall | $w_{w}$ | 25 | 35 | $\mu \mathrm{~m}$ |
| Size of cell wall (inner) | $c_{x}$ and $c_{y}$ | 500 | 600 | $\mu \mathrm{~m}$ |
| Size of anchor | $a_{x}$ and $a_{y}$ | 100 | 100 | $\mu \mathrm{~m}$ |
| Width of spring (flexure width) | $w_{x}$ and $w_{y}$ | 2.5 | 5 | $\mu \mathrm{~m}$ |
| Length of connector beams | $l_{c, x}$ and $l_{c, y}$ | 50 | 50 | $\mu \mathrm{~m}$ |
| Length of span beams | $l_{s, x}$ and $l_{s, y}$ | 200 | 300 | $\mu \mathrm{~m}$ |
| Length of extension beams | $l_{e, x}$ and $l_{e, y}$ | 53 | 82.5 | $\mu \mathrm{~m}$ |
| Length of stationary electrodes | $l_{e}$ | 480 | 600 | $\mu \mathrm{~m}$ |
| Width of stopper | $w_{s}$ | 25 | 25 | $\mu \mathrm{~m}$ |
| Nominal air gap between electrodes | $d$ | 5 | 4 | $\mu \mathrm{~m}$ |
| Stroke | $s$ | 4 | 3 | $\mu \mathrm{~m}$ |
| Equivalent mass (assuming $r=0.5$ ) | $m_{e q}$ | 6.46 | 22.65 | $\mu \mathrm{~g}$ |
| Equivalent spring constant ${ }^{1}$ | $k_{e q}$ | 40.4 | 304.8 | $\mathrm{~N} / \mathrm{m}$ |
| Pull-in voltage ${ }^{1}$ | $V_{\text {pull-in }}$ | 83.9 | 104.3 | V |
| Collapse voltage (2nd pull-in) ${ }^{1}$ | $V_{\text {collapse }}$ | 152.0 | 165.9 | V |
| Actuation voltage | $V_{o}$ | 110 | 130 | V |
| Pull-in time (corresponding to $\left.V_{o}\right)^{2}$ | $t_{\text {pull-in }}$ | 32.2 | 24.9 | $\mu \mathrm{~s}$ |
| Net force of AUC (at $1 \mu \mathrm{~m})^{2,3}$ | $F$ | 0.04 | 0.19 | mN |
| Net force of AUC (at $2 \mu \mathrm{~m})^{2,3}$ | $F$ | 0.06 | 0.51 | mN |
| Realignment margin | $\delta$ | $\pm 2$ | $\pm 1$ | $\mu \mathrm{~m}$ |
| Pull-out time (corresponding to $\delta)^{2}$ | $t_{\text {pull-out }}$ | 283 | 91 | $\mu \mathrm{~s}$ |

${ }^{1}$ Estimation based on static analysis in COMSOL 2D model. ${ }^{2}$ Rough estimation based on MATLAB lumpedparameter model. ${ }^{3}$ Damping force is neglected; the distance is from the undeflected position to the shaft (Figure 11).

However, to achieve large structure heights of $100 \mu \mathrm{~m}$ in combination with small structure widths in the presence of very small gaps between structures ( $<5 \mu \mathrm{~m}$ ), the DRIE process conditions have to be optimized with respect to the specific layout (loading effect) and the needed large anisotropy. The DRIE machine at our disposal is capable of producing structures with aspect ratios of 1:20 with a minimum feature size of $2 \mu \mathrm{~m}$. These limitations were taken into consideration for the geometries shown in Table 2. It is worth pointing out that the stoppers and stationary electrodes of the AUC will have larger dimensions in the outward directions than what is shown in Figure 3 (the simulation model) such that enough contact area with the BOX layer is realized to ensure stability, especially after the latter is etched to free the moveable electrode. Additionally, slight deviations from vertical slope angles of sidewalls have to be considered in modelling such systems. Therefore, the presented COMSOL model has to be extended in the future to a full 3D model.

### 4.4. Error Estimation for the Used SQFD Modeling Approach in COMSOL

As previously mentioned, in order to obtain numerical models that more easily converge and that consume less time for more rapid simulations, the primary FEM modeling used in this paper was 2D. Moreover, as mentioned in Section 2.3.2., modeling the SQFD via the COMSOL built-in BC in the 2D environment was not possible; hence, the derived analytical solution, i.e., Equation (5), was embedded in the model as a boundary load. To investigate the error introduced by these simplifications, comparisons between the two approaches were made. To this end, the deflection responses of the AUC under two actuation voltage amplitudes were simulated in a 3D COMSOL model. Figure 12a plots the deflection responses under an applied voltage that is enough for inducing pull-in for two structures with different heights, along with the undamped response. The built-in BC "Thin-Film Damping" is solved for with the modified Reynolds equation, where the default settings for the fluid-film properties and border nodes are applied. For the $50 \mu \mathrm{~m}$ high structure, the pull-in times calculated for the damped responses of the embedded analytical model and
the built-in BC are $66.7 \mu \mathrm{~s}$ and $66.6 \mu \mathrm{~s}$, respectively, whereas they are $90.0 \mu \mathrm{~s}$ and $88.7 \mu \mathrm{~s}$ in the same order for the $100 \mu \mathrm{~m}$ high structure. These results show very good correlations with less than $1.5 \%$ maximum discrepancy in the case of the higher structure. Moreover, Figure 12b plots the damped deflection responses according to the two approaches under an applied voltage of 55 V , which is less than the pull-in voltage ( $\sim 61 \mathrm{~V}$ ). The plot shows near identical responses. As a result, we conclude that embedding the analytical model of the SQFD described in Section 2.2. In the 2D FEM simulations is a decent substitute to the appropriate COMSOL built-in BC; hence, the simulation results obtained by this approach, as presented in chapter 3, describe the system behavior adequately.


Figure 12. Comparison of the FEM simulations for the SQFD effect on a 3D model of the AUC in COMSOL. The SQFD applied via the COMSOL built-in $B C$ is shown in contrast to the embedded analytical solution presented in this paper, which is implemented as a boundary load. (a) The damped deflection responses to an applied step voltage with $V_{0}=61.5 \mathrm{~V}$ and a transition time of 1 ns for two structures with different heights, $h=50 \mu \mathrm{~m}$ and $100 \mu \mathrm{~m}$, along with the undamped response (essentially independent of $h$ ). (b) The damped deflection responses to an applied step voltage of $V_{0}=55 \mathrm{~V}$ and a transition time of $50 \mu \mathrm{~s}$ for a cell height $h=50 \mu \mathrm{~m}$. In these simulations, the wall thickness $w_{w}=20 \mu \mathrm{~m}$, whereas the other dimensions of the AUC are as listed in Table 1 . Here, the pull-in voltage is $\approx 61 \mathrm{~V}$.

## 5. Conclusions

In this work, a concept for a modular-like cooperative actuator system that is inspired by the inchworm motor is presented. Moreover, an analytical model for the AUC, which is the proposed actuator for the cooperative system, is described. Furthermore, the results of couple-field numerical modeling by COMSOL for the behavior of the AUC are presented, and comparisons with analytical models from the literature are drawn where possible. The results of the static FEM analyses carried out on the AUC showed excellent correlation with the analytical model for the pull-in voltage found in the literature. On the other hand, the transient analyses of the pull-in time showed decent qualitative correlations with a model of an inertia-limited system found in the literature; however, significant discrepancies were observed when the damping in the system is amplified by structures of larger heights. Additionally, by comparison with the FEM results, it was concluded that the dependence of the pull-in time on the applied voltage is not adequately represented by the referenced model. The results of the transient numerical parametric analyses for the pull-in and pull-out times were validated by solving the corresponding lumped-parameter model in MATLAB/Simulink.

Moreover, the transient analyses of the pull-in and pull-out times, which constitute the major parts of the AUC's actuation cycle, revealed substantial dependence on the SQFD, which, in turn, is greatly influenced by the cell height. It was found that the dynamic behavior of the proposed system is most critically influenced by the pull-out time that is relatively much longer than the pull-in time. An example analysis showed that by doubling the cell height (from $50 \mu \mathrm{~m}$ to $100 \mu \mathrm{~m}$ ), the damping profile in the actuator increased
considerably, and the pull-out time decreased by more than tenfold the amount of time the pull-in time increased. Additionally, a tradeoff between produced forces and speed of the inchworm actuation system was found. Although a single AUC is expected to provide forces in the range of 0.1 mN to 0.5 mN , for a cooperative system with many AUCs working in parallel, forces of several tens of millinewtons can be expected when typical design rules for SOI-technology using standard photolithography and DRIE are considered. As a result, some guidelines for the design of the AUC can be drawn from the presented study such that the major performance characteristics, e.g., cycle time, frequency of operation, and force of the actuator, can be defined. In the future, the AUC is intended to be fabricated, and experimental-based analyses of the parameters investigated here will be carried out to establish the validity of the models and simulations presented in this paper.
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## Appendix A

Similar to the approach by Fedder [29] (pp. 84-110), the analytical formulations for the longitudinal and lateral spring constants of the serpentine flexures utilized in the AUC were derived from free body diagrams by using Castigliano's second theorem. The derivations were made by considering only bending forces within the linear elastic regime and the Euler-Bernoulli beam model [30] (pp. 14-23).

Accordingly, the longitudinal spring constant of a serpentine flexure, such as the one shown in Figure A1a, equals the following:

$$
\begin{equation*}
k_{l g}=\frac{E I_{z}}{\lambda} \tag{A1}
\end{equation*}
$$

such that

$$
\begin{equation*}
I_{z}=\frac{h w^{3}}{12} \tag{A2}
\end{equation*}
$$

and

$$
\begin{gather*}
\lambda=\frac{8}{3} \beta^{2}\left(l_{e}^{3}+l_{c}^{3}\right)+\frac{1}{6} l_{s}^{3}+2 l_{e}^{2} \beta^{2}\left(4 l_{c}+l_{s}-2 \varphi\right) \\
+l_{c}^{2} \beta^{2}\left(8 l_{e}+l_{s}\left(3-\frac{1}{\beta}\right)-4 \varphi\right)+\frac{1}{2} l_{s}^{2} l_{c}(1-\beta)  \tag{A3}\\
+2 \varphi^{2} \beta^{2}\left(l_{e}+l_{c}+l_{s}\right)+4 \beta^{2}\left(l_{e} l_{c} l_{s}-\varphi\left(2 l_{e} l_{c}+l_{e} l_{s}+l_{c} l_{s}\right)\right),
\end{gather*}
$$

where

$$
\begin{equation*}
\varphi=\frac{l_{e}^{2}+l_{c}^{2}+2 l_{e} l_{c}+l_{e} l_{s}+l_{c} l_{s}}{l_{e}+l_{c}+l_{s}} \tag{A4}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta=\frac{6 l_{c}^{3} l_{s}+3 l_{1} l_{s}^{3}+9 l_{c}{ }^{2} l_{s}^{2}+6 l_{e} l_{c}{ }^{2} l_{s}+3 l_{e} l_{c} l_{s}^{2}}{\left(2 l_{e}{ }^{4}+2 l_{c}{ }^{4}+8 l_{e}{ }^{3} l_{c}+2 l_{e}{ }^{3} l_{s}+8 l_{e} l_{c}{ }^{3}+5 l_{c}{ }^{3} l_{s}+12 l_{e} 2 l_{c}{ }^{2}+6 l_{e} 2 l_{c} l_{s}+9 l_{e} l_{c}{ }^{2} l_{s}+3 l_{c}{ }^{2} l_{s}{ }^{2}\right)} . \tag{A5}
\end{equation*}
$$

On the other hand, the lateral spring constant equals the following:

$$
\begin{equation*}
k_{l t}=\frac{E I_{z}}{\gamma} \tag{A6}
\end{equation*}
$$

such that

$$
\begin{gather*}
\gamma=\frac{8}{3}\left(l_{e}^{3}+l_{c}^{3}\right)+\frac{1}{6} l_{s}^{3} \alpha^{2}+2 l_{e}^{2}\left(4 l_{c}+l_{s}-2 \varphi\right) \\
+l_{c}^{2}\left(8 l_{e}+l_{s}(3-\alpha)-4 \varphi\right)+\frac{1}{2} l_{s}^{2} l_{c} \alpha(\alpha-1)  \tag{A7}\\
+2 \varphi^{2}\left(l_{e}+l_{c}+l_{s}\right)+4\left(l_{e} l_{c} l_{s}-\varphi\left(2 l_{e} l_{c}+l_{e} l_{s}+l_{c} l_{s}\right)\right),
\end{gather*}
$$

and

$$
\begin{equation*}
\alpha=\frac{6 l_{c}^{2}+3 l_{c} l_{s}}{2 l_{s}^{2}+6 l_{c} l_{s}} \tag{A8}
\end{equation*}
$$

where $l_{e}, l_{c}$, and $l_{s}$ are the lengths of the extension, connector, and span beams, respectively; and $w$ is the serpentine flexure width $\left(w_{x}\right.$ or $\left.w_{y}\right)$ (see Table 1 and Figure 3).

Consequently, the four parallel-connected suspension springs that constitute the stiffness element of the AUC, assuming the wall is rigid, possess an equivalent spring constant along the $x$-axis that can be written as follows:

$$
\begin{equation*}
k_{e q}=2 k_{x, l g}+2 k_{y, l t} \tag{A9}
\end{equation*}
$$

where the subscripts $x$ and $y$ denote the axis along which the serpentine flexure extends, and the applicable longitudinal or lateral spring constants are denoted by $l g$ or $l t$, respectively. It follows that to obtain the equivalent spring constant in the $y$-axis, the axes' subscripts on the right-hand side are switched.

Moreover, in Figure A1b, an example of the validation of the analytically derived formulations against a 3D FEM model is shown. Here, the length of the span beam of the serpentine flexure is swept between $20 \mu \mathrm{~m}$ and $200 \mu \mathrm{~m}$. It is worth noting that taking the bending forces solely into account under the assumption of the Euler-Bernoulli beam model is considered valid for long beams where the length is at least 5-7 times larger than the largest of the other two dimensions. Therefore, the model becomes less accurate with shorter beams (larger discrepancy between the blue curves in the left hand side of Figure A1b) and higher serpentine structures, in which case it becomes more important to take the shearing deformations into account according to Timoshenko's beam model [30] (p. 17).


Figure A1. (a) A 3D model of the serpentine flexure design used in the AUC with dimensions corresponding to Table 1, plotted in COMSOL. (b) A comparison of the analytically derived and 3D-FEM-based longitudinal and lateral spring constants with a sweep of the span beam of the serpentine flexure shown in (a). The longitudinal spring constant shows greater sensitivity to the span length than the lateral spring constant does.
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#### Abstract

We present the design, fabrication, and experimental characterization of microsystems achieving large and stepwise discrete displacements. The systems consist of electrostatic bending plate actuators linked in a chain with increasing electrode gaps to allow a stepwise system displacement. A derived analytic transfer function permits to evaluate the influence of the system components on both the total and the stepwise system displacement. Based on calculation and simulation results, systems featuring $5,8,10,13$, and 16 steps are modeled and fabricated using a dicing-free SOI-fabrication process. During experimental voltage- and time-dependent system characterization, the minimum switching speed of the electrostatic actuators is 1 ms . Based on the guiding spring stiffness and the switching time, step-by-step and collective activations of the microsystems are performed and the system properties are derived. Furthermore, we analyze the influence of the number of steps on the total system displacement and present 16-step systems with a total maximum displacement of $230.7 \pm 0.9 \mu \mathrm{~m}$ at 54 V .


Keywords: large stepwise discrete displacements; bending plate actuators; dicing-free SOI-technology; MEMS

## 1. Introduction

The presented multistage and multistable actuator system with a large stroke was motivated by terahertz ( THz ) applications. For THz systems, a true time delay is required, usually subdivided in binary fractions of the wavelength [1]. To achieve such a true time delay of THz beam steering arrays, a stepwise high-throw actuator microelectromechanical system (MEMS) would be a perfect solution.

Due to the fast response to electric signals [2] and the suitability for harsh environments [3,4], electrostatic actuators are used in THz systems [5] for optical switching [6], capacitors [7], micromirrors [8], and biomedical applications [9]. The usage in underwater environments [3] and in wearable haptics [10] enlarges the application field and increases the demand for large displacement and quick response electrostatic actuators.

Electrostatic actuators appear in many different varieties, of which the comb-drive and the parallel-plate actuators are the best known. Legtenberg et al. [11], amongst others, were pioneers showing the importance of the guiding springs enlarging the displacement of the comb-drives. By adapting the shuttle geometry, Grade et al. [2] demonstrated that these actuators can achieve displacements up to $150 \mu \mathrm{~m}$ in less than 1 ms with operating voltages below 150 V .

Electrostatic parallel-plate actuators reduce the distance between the electrodes in response to an applied voltage [12]. Various investigations [13-17] to reach a stable and large displacement by controller architectures resulted in a high input voltage and a sensitivity to parasitic capacitance. Thus, by adding an isolating layer between the electrodes and by adapting the electrode design, large and stable displacements can be achieved. Based on this, in [6], deflections exceeding $62.5 \mu \mathrm{~m}$ are reported at a driving voltage below 30 V . Therefore, a very long flexible electrode was combined with a rigid cantilever.

Preetham et al. [3] report a peak-to-peak displacement of $19.5 \mu \mathrm{~m}$ at $\pm 8 \mathrm{~V}$ using curved isolated electrodes. In [18], we present a 3-bit digital-to-analog converter achieving a displacement of $149.5 \mu \mathrm{~m}$ at 60 V . In [19], we present three bending plate actuators linked in a chain and achieving a stepwise displacement of up to $35.8 \mu \mathrm{~m}$ at 50 V .

In this contribution, we present microsystems consisting of numerous flexible electrostatic bending plate actuators linked in a chain and achieving large displacements of up to $230.7 \pm 0.9 \mu \mathrm{~m}$ at 54 V . In Section 2, we present the system function and derive the analytical transfer function to model microsystems with multiple steps. We focus on the sinusoidal guiding springs [20] and their huge influence on the system displacement. In Section 3, we show the fabrication of the systems featuring $5,8,10,13$, and 16 steps which are based on a dicing-free SOI-technology [21-23]. In Section 4, we characterize the bending plate actuators with a focus on the influence of the electrode geometry. Then, step-by-step and collective actuator activations as well as the switching time are presented. Finally, the system behavior depending on the number of steps and the guiding spring is analyzed. The main achievements of this work are summarized in Section 5.

## 2. Concept

### 2.1. Flexible Electrostatic Bending Plate Actuators

The required displacement of about $20 \mu \mathrm{~m}$ is generated by flexible electrostatic bending plate actuators. These actuators are based on a rotor electrode (RE) and a stator electrode (SE) facing each other at the distance $x_{\text {electrode }}$ (Figure 1a). The rotor electrode is fixed to a spring-mounted rotor. The stator electrode is combined with a flexible cantilever. When a voltage is applied between the electrodes, the tips of the electrodes approach as soon as the electrostatic force between the electrodes exceeds the overall mechanical force of springs and electrodes. Therefore, the electrodes bend towards each other which is the origin to name these actuators bending plate actuators. The bending of the electrodes starts with the tips approaching each other as the electrodes feature the smallest stiffness at the tips. This behavior is examined experimentally in Section 4.2.2. With increasing voltage, the cantilever of the stator electrode bends down the distance $b$. The pull-in is completed as soon as the electrodes are completely in contact, as shown in Figure 1b.


Figure 1. (a) Setup of the bending plate actuator, (b) completely pulled-in bending plate actuator, (drawings not to scale).

The bending of the flexible cantilever reduces the maximum displacement of the actuator $x_{\mathrm{a}}$. Thus, the flexibility of the cantilever reduces the pull-in voltage of the actuator as the stiffness of the electrodes increases with increasing distance to the tips. Therefore, the cantilever bending is a compromise between a reduction of the pull-in voltage and a reduction of the maximum displacement. In [19] we show that the maximum displacement range of the actuator $x_{\mathrm{a}}$ is the electrode gap $x_{\text {electrode }}$ considering the bending $b$ of the cantilever, which yields:

$$
\begin{equation*}
x_{\mathrm{a}}=x_{\text {electrode }}-b \tag{1}
\end{equation*}
$$

### 2.2. System Function

The cooperative system setup is shown in Figure 2a [19]. The system consists of multiple electrostatic bending plate actuators ( $a_{1}, a_{2}, \ldots, a_{j}$ ) linked in a chain by connecting
springs $\left(k_{1}, k_{2}, \ldots, k_{j}\right)$ with the identical stiffness $k$. The first actuator $a_{1}$ has the smallest initial electrode gap $x_{1}$. With each actuator, the initial gap increases, so the last actuator $\mathrm{a}_{j}$ has the largest initial electrode gap $x_{j}$. A main sinusoidal guiding spring $k_{\mathrm{g}}$ [20] is directly connected to the last actuator and guarantees a pure translational system displacement $x_{\text {system }, i}$. The connecting spring $k_{1}$ and the guiding spring $k_{\mathrm{g}}$ are coupled to the substrate of the chip.


Figure 2. (a) Setup of the system, (b) analogous electrical network model, (drawings not to scale).
When activating the first actuator $\mathrm{a}_{1}$, this actuator displaces and its displacement is conducted through the system generating a system displacement $x_{\text {system,1}}$. The displacement of the system $x_{\text {system, } i}$ when activating actuator $\mathrm{a}_{i}$ is always identical to the reduction of $x_{j}$ of the last actuator $\mathrm{a}_{j}$ (for $i \leq j$ ) minus the deformation of the connecting springs. Therefore, considering the bending of the cantilever (Equation (1)), the maximum total system displacement $x_{\text {system, } j}$ is the electrode gap distance $x_{j}$ minus the bending of the cantilever $b_{j}$.

### 2.3. Step-by-Step and Collective Actuation

When the system is actuated step-by-step, an actuator can only be activated if all actuators with smaller electrode gaps are already completely pulled-in. The step-by-step actuation can be described analytically based on an associated analogous electrical network model (Figure 2b). In the network model, the actuators are associated with potential sources and the mechanical springs are modeled as capacitors.

When actuator $\mathrm{a}_{1}$ is activated, it travels the distance $x_{1}$ and the system travels the range $x_{\text {system, } 1}$. When the actuators $\mathrm{a}_{1}$ and $\mathrm{a}_{2}$ are activated, the system travels the range $x_{\text {system,2}}$. By successively activating the individual electrostatic actuators, a stepwise system displacement is generated. Therefore, $x_{\text {system, } j}$ represents the displacement of the system composed of $j$ actuators when all actuators are displaced and, e.g., $x_{\text {system,3 }}$ represents the displacement of a system composed of $j$ actuators when the actuators $a_{1}, a_{2}$ and $a_{3}$ are displaced (for $3 \leq j$ ). The system displacement $x_{\text {system, } i}$ when activating $i$ actuators in a system consisting of $j$ actuators ( $i \leq j$ ) is described by Equation (2):

$$
\begin{equation*}
x_{\text {system }, i}=\frac{x_{i}}{k_{g} \cdot\left(\frac{j-i}{k_{i}}+\frac{1}{k_{g}}\right)} \quad, \text { for } i \leq j \tag{2}
\end{equation*}
$$

When applying a voltage to the first actuator $\mathrm{a}_{1}$, this actuator generates a displacement $x_{1}$ that is conducted through the entire system. This initial displacement reduces the gaps between the electrodes of all following actuators $a_{2}$ to $a_{j}$. For a structure composed of $j$ actuators, Equation (3) describes the displacement $x_{i}$ of actuator $\mathrm{a}_{i}$ when actuating all actuators with a smaller electrode gap distance ( $\mathrm{a}_{1}, \mathrm{a}_{2}, \ldots, \mathrm{a}_{i}-1$ ):

$$
\begin{equation*}
x_{a, i}=\sum_{\mathrm{m}=2}^{i} x_{\text {system }, m-1} \cdot k_{\mathrm{g}} \cdot\left(\frac{j-i}{k_{i}}+\frac{1}{k_{\mathrm{g}}}\right), \text { for } 2 \leq i \leq j \tag{3}
\end{equation*}
$$

Based on Equations (2) and (3), a higher stiffness of the guiding spring $k_{\mathrm{g}}$ reduces the system displacement, whereas a higher stiffness of the connecting springs ( $k_{1}, \ldots, k_{j}$ ) increases the displacement.

For the step-by-step actuation, each actuator requires its own wiring and bond pad (BP) making the control circuitry complex and enlarging the system's footprint. In Figure 3a 5 -step system is shown. Equation (4) describes the relation between the number of steps $i$ and the number of bond pads $p$ :

$$
\begin{equation*}
p=2 \cdot i+1 \tag{4}
\end{equation*}
$$



Figure 3. (a) 5 -step system (system 2) for step-by-step and collective actuation, (b) 16-step system (system 6) for collective actuation, (stacked device photos).

During a collective actuation all electrostatic actuators are actuated at the same time so that a single wiring is required on each side, only. The collective actuation is suitable for systems with a large stroke realized by multiple steps, such as the 16-step system shown in Figure 3b. The displacement during collective actuation depends on the applied voltage. Systems with a step-by-step setup can also be actuated collectively, whereas systems with a collective setup cannot be actuated step-by-step.

### 2.4. System Setup Based on Modelling and Simulation

### 2.4.1. System Design Based on the Guiding Spring

Sinusoidal guiding springs [20] as shown in Figure 4a are well-suited for the stepwise systems as they feature a very low stiffness in deflection direction lowering the pull-in voltage. However, in wafer plane off-axis direction the high stiffness of these springs ensures a purely translational guiding of the system. Thereby, the selectivity of the sinusoidal spring decreases with an increasing amplitude of the sinusoids [20].


Figure 4. (a) Geometry of the guiding springs 1 and 2; (b) stiffness of guiding springs 1 and 2 based on solid state COMSOL Multiphysics simulation.

To analyse the influence of the guiding spring on the system function, two different sinusoidal guiding springs are used. Guiding spring 1 features 4.5 sinusoids with an amplitude of $26.8 \mu \mathrm{~m}$. The length $L$ is $2425 \mu \mathrm{~m}$, the thickness $t$ amounts to $8 \mu \mathrm{~m}$, and the width $w$ to $50 \mu \mathrm{~m}$. Guiding spring 2 has 3.5 sinusoids with an amplitude of $142.25 \mu \mathrm{~m}$. The length $L$ amounts to $2450 \mu \mathrm{~m}$, the thickness $t$ is $5 \mu \mathrm{~m}$, and the width $w$ is $50 \mu \mathrm{~m}$. The fabricated guiding springs are shown in Figure 15 and the fabricated guiding spring 2 is additionally shown in Figure 3.

Based on COMSOL Multiphysics solid state simulation, the stiffness of guiding spring 1 increases strongly, whereas guiding spring 2 shows a lower and more constant spring stiffness (Figure 4b).

Two system design options can be selected: a design considering a mean stiffness value of the guiding spring and a design considering the actual stiffness value of the guiding spring as a function of displacement.

For both design options, 16 -step systems guided by the mentioned guiding spring 1 (Figure 5a) or guiding spring 2 (Figure 5b), respectively, are designed based on Equation (2) to determine the system displacement $x_{\text {system, } i}$ and on Equation (3) to determine the electrode gaps $x_{i}$. The mean and actual stiffness of the guiding springs are determined based on the COMSOL Multiphysics simulation results presented in Figure 4b.

Table 1. Modeled systems, the simulated mean stiffness of guiding spring 1 is $k_{g}=2.9 \mathrm{~N} / \mathrm{m}$ and the simulated stiffness of the the connecting springs is $k_{i}=4.9 \mathrm{~N} / \mathrm{m}$.
$\left.\begin{array}{ccccccc}\hline \text { System } & \begin{array}{c}\text { Number } \\ \text { of Steps }\end{array} & \text { Activation } & \begin{array}{c}\text { Design/ } \\ \text { Stiffness Value }\end{array} & \begin{array}{c}\text { Guiding } \\ \text { Spring }\end{array} & \begin{array}{c}\text { Max. Calculated } \\ \text { Displacement }\end{array} & \begin{array}{c}\text { Chip Size } \\ {[\mu \mathrm{m} \times \mu \mathrm{m}]}\end{array} \\ \hline 1 & 5 & \begin{array}{c}\text { step-by-step } \\ \text { and collective }\end{array} & \text { mean } & 1 & 80 \mu \mathrm{~m} & 6945 \times 10,253 \\ \text { in Figure }\end{array}\right]$


Figure 5. System displacement and electrode gap distance of 16-step systems depending on mean and actual stiffness value design guided by (a) guiding spring 1 (actual stiffness value: system 7 presented in Table 1), (b) guiding spring 2 (mean stiffness value: system 6 presented in Table 1). The values are obtained analytically (Equations (2) and (3)) by calculating with the spring stiffness values that are obtained by COMSOL simulation. The electrode gap amounts to $20 \mu \mathrm{~m}$ for each actuator.

The step-by-step actuation follows the idea to use the same voltage for the actuation of each single step. The use of the same voltage for each step simplifies the automated electrical control of the actuators with a single voltage source. To ensure that each actuator
requires the same voltage, based on Equations (2) and (3), the electrode gap is calculated with the aim to always have the same distance when actuating the actuator. For the calculation an electrode distance of $20 \mu \mathrm{~m}$ is used. Therefore, e.g., for system 1: when no actuator is actuated, actuator $\mathrm{a}_{1}$ has an electrode gap of $20 \mu \mathrm{~m}$ and actuator $\mathrm{a}_{2}$ of $38.28 \mu \mathrm{~m}$. When actuating $a_{1}$, actuator $a_{1}$ will pull in and based on Equation (3) the actuator $a_{2}$ will travel the distance $18.28 \mu \mathrm{~m}$, so that now the actuator $\mathrm{a}_{2}$ has an electrode gap of $20 \mu \mathrm{~m}$. For this setup, we assume that an equal electrode gap results in an equal voltage for complete pull-in and we neglect the cantilever bending.

For steps 1 to 15 , the electrode gaps exceed the system displacement as the actuator displacement partly results in a deformation of the connecting springs. Comparing Figure $5 \mathrm{a}, \mathrm{b}$ the guiding spring design highly influences the system. As the stiffness of guiding spring 2 is almost constant in the required deflection range (Figure 4b), the mean stiffness value and the actual stiffness value systems do not differ much (Figure 5b). Due to the high increase in the stiffness of guiding spring 1, the mean stiffness deviates from the actual spring stiffness so that the actual stiffness value system differs from the mean stiffness value system in Figure 5a. The decrease in the electrode gap as marked in Figure 5a is due to the high stiffness of guiding spring 1 counteracting the system displacement by deforming the connecting springs.

The systems in Figure 5a,b only differ in the guiding spring. Consequently, the guiding spring has a high influence on the resulting system displacement. For both systems, the system displacement is shown based on the actual and on the mean guiding spring stiffness. For the system guided by the low-stiffness spring 2 (Figure 5 b), the system displacement does not differ much concerning the actual and the mean stiffness. Thus, the analytical system design is much more complex when calculating with the actual spring stiffness. Therefore, when using a low-stiffness guiding spring, the use of a mean stiffness of the guiding spring can decrease the design effort without a notable influence on the resulting system displacement. For a high-stiffness guiding spring (Figure 5a), it is useful to design the system with the actual spring stiffness to enlarge the resulting system displacement.

### 2.4.2. System Design for Different Step Numbers

Figure 6 shows electrode gaps of systems featuring a mean stiffness design depending on the number of steps. Based on the idea of equal pull-in voltages as explained in paragraph 2.4.1, the electrode gaps are designed calculating with an electrode gap of $20 \mu \mathrm{~m}$. Therefore, Equations (2) and (3) are used.


Figure 6. Analytically derived electrode gaps for systems with a mean stiffness value design featuring (a) guiding spring 1, (b) guiding spring 2 .

For the systems in Figure 6a featuring the high stiffness guiding spring 1, the electrode gaps depend on the number of steps in the system. Due to the system setup, the maximum system displacement $x_{\text {system, } j}$ is equal to the electrode gap of the last actuator a ${ }_{j}$ minus the bending $b_{j}$ of the cantilever. Assuming a negligible small cantilever bending, the calculated total displacements of, the $5-, 8-10-13-$, and 16 -step systems amount to $54.7 \mu \mathrm{~m}$,
$67.9 \mu \mathrm{~m}, 74.5 \mu \mathrm{~m}, 82.5 \mu \mathrm{~m}$ and $88.9 \mu \mathrm{~m}$, respectively. Consequently, the average step size decreases with an increasing number of steps. The reason is found in the increasing number of connecting springs that deform and therefore reduce the displacement that can be conducted to the following actuators. This deformation of the connecting springs is increased due to the high stiffness of guiding spring 1.

Guiding spring 2 (Figure 6b) features a lower stiffness, and therefore the electrode gaps do not differ much for the systems featuring the low stiffness guiding spring 2 . The 5 -step system achieves a maximum displacement of $91.9 \mu \mathrm{~m}$, the 8 -, 10-, 13-, and 16-step systems of $139.0 \mu \mathrm{~m}, 167.7 \mu \mathrm{~m}, 207.5 \mu \mathrm{~m}$ and $244.0 \mu \mathrm{~m}$, respectively.

### 2.4.3. Overview of the Modelled Systems

Based on the discussion in paragraph 2.4.1, the systems featuring the low-stiffness guiding spring 2 are modeled with a mean stiffness value (system 3 to 6) and the system featuring the high-stiffness guiding spring 1 with the actual stiffness value (system 7). The only exception are the 5-step systems as the influence of the guiding spring is smaller for a smaller number of steps (paragraph 2.4.2, Figure 6a).

The modeled microsystems are shown in Table 1. All systems feature connecting springs with a stiffness $k_{i}=4.9 \mathrm{~N} / \mathrm{m}$ at $20 \mu \mathrm{~m}$ displacement. The fabricated connecting springs are shown in Figure 3. They feature a length of $1965 \mu \mathrm{~m}$, a thickness of $12 \mu \mathrm{~m}$, a width of $50 \mu \mathrm{~m}$ and 1.5 sinusoids with an amplitude of $47.5 \mu \mathrm{~m}$. The systems have $5,8,10,13$ and 16 steps. The 5 -step systems can be activated step-by-step and collectively. Due to the high number of bond pads, systems with more than 5 steps can only be activated collectively.

## 3. Fabrication

The microsystems are fabricated on (100)-oriented silicon-on-insulator (SOI) wafers with a $300 \mu \mathrm{~m}$ thick handle layer and a $50 \mu \mathrm{~m}$ device layer.

A 100 nm aluminum layer is deposited on the device layer by evaporation, and the bond pads are patterned by wet chemical etching (Figure 7a). To minimize the risk of a pull-in between the electrostatic actuators and the handle layer during electronic activation, the chips make use of a dicing-free process [21-23] removing the handle layer from the backside of the electrostatic actuators during hydrofluoric (HF) acid vapor etching. This process also separates the single chips from each other, making a mechanical sawing process obsolete. Therefore, the handle layer is deep etched (DRIE, Figure 7b). A 400 nm plasma-deposited $\mathrm{SiO}_{2}$ layer (Figure 7c) is used as a hard mask for the patterning of the systems. Then, also the device layer is deep etched (Figure 7d). The systems are released by HF-vapor etching (Figure 7e). The electrical isolation of the electrodes is performed by depositing 400 nm silicon nitride ( SiN ) layer with a low-stress PECVD process (Figure 7f). The low-stress process is required to overcome residual deflections of the very slim electrodes. Single chips are placed on a carrier wafer coated with 50 nm aluminum and flipped to minimize the spacing of the electrodes and the carrying wafer for preventing a parasitic coating of the bond-pads. Finally, the chips are assembled on a printed circuit board (PCB) and wire bonded (Figure 3).


Figure 7. Fabrication process (a) etching of bond pads, (b) deep-etching of handle layer, (c) PECVD of 400 nm SiO 2, (d) deep-etching of device layer, (e) HF-vapor etching, (f) deposition of 400 nm SiN , (drawings not to scale).

## 4. System Characterization

### 4.1. Experiment and Characterization Setup

The system performance is evaluated using a highspeed camera system (Keyence VW-600C), the actuators are driven by a voltage source (EA-Electro-Automatic PS-320002 C), as presented in Figure 8a. A DC voltage is used for the actuation of the bending plate actuators. The actual system displacement is analyzed with the software Tracker. Due to the very high aspect ratio of length vs. displacement and due to the symmetric setup of the system, the videos either investigate the middle, the left or the right side of the system. Experiments are repeated three times under same conditions and averaged.


Figure 8. (a) Characterization setup in the cleanroom, (b) setup of the printed circuit board.
For the collective actuation, the voltage source is driven by a LabVIEW program increasing the voltage as a function of time. A $13 \mathrm{k} \Omega$ resistor limits the current flow in case of a potential breakthrough of the SiN isolation layer at the electrodes.

The printed circuit board (PCB) used for the step-by-step actuation is presented in Figure 8b. A LabVIEW program drives the voltage source as well as a microcontroller (Arduino) that activates a set of double pole relays connected to the electrostatic actuators. The combination of double pole relays with the $330 \mathrm{k} \Omega$ resistors allows a quick discharge and therefore a quick release of the electrode beams when deactivating the relays. Based on this setup, sticking problems did not appear during the step-by-step actuation. The LabVIEW program allows an activation of all relays as an arbitrary function of time.

### 4.2. System Characterization Results

### 4.2.1. Overview of Results

Table 2 provides an overview of the experimental qualitative and quantitative system characterization results that will be explained and discussed in the following chapters.

### 4.2.2. Design-Based Electrostatic Bending Plate Actuator Behavior

Figure 9 shows the influence of the electrode design on the actuator behavior during activation. In Figure 9a, the electrodes feature the same thickness $c=d=5 \mu \mathrm{~m}$. With increasing voltage, the tips of the electrodes approach due to a bending of the stator electrode. Therefore, the tip of the stator electrode (SE) moves towards the tip of the rotor electrode (RE) (Figure 9b). Then, the electrodes continue their pull-in and start to deform (Figure 9c). The deformation increases with increasing voltage (Figure 9d).

The actuator in Figure 9e features a stator electrode with the thickness $c=10 \mu \mathrm{~m}$ and a rotor electrode with the thickness $d=5 \mu \mathrm{~m}$. In this case, with increasing voltage, the rotor electrode bends towards the stator electrode due to its lower stiffness (Figure 9f). Thereby, an electrode deformation is not observed. The higher thickness increases the stiffness of the stator electrode, which seems to prevent the undesired electrode deformation observed with the design of Figure 9a. Due to the electrode deformation, the electrodes could get
in contact with other system components placed nearby the actuator, which can have a negative influence on the system function. Therefore, the electrostatic actuators of the stepwise systems are designed as presented in Figure 9e.

Table 2. Overview of the experimental results that will be discussed in the following chapters.

| System | Max. Experimental Displacement | Voltage for Max. Displacement | System Properties |
| :---: | :---: | :---: | :---: |
| 1 | $x_{\text {system, } 5}=71.9 \pm 0.5 \mu \mathrm{~m}$ | 82 V (step-by-step) 71 V (collective) | $\begin{gathered} x_{\text {system }, 1}=5.9 \mu \mathrm{~m}, x_{\text {system }, 2}=22.0 \mu \mathrm{~m}, \\ x_{\text {system }, 3}=38.5 \mu \mathrm{~m}, x_{\text {system }, 4}=55.4 \mu \mathrm{~m}, \end{gathered}$ oscillation during step-by-step actuation |
| 2 | $x_{\text {system }, 5}=89.4 \pm 0.8 \mu \mathrm{~m}$ | 97 V (step-by-step) 69 V (collective) | $\begin{gathered} x_{\text {system }, 1}=10.6 \mu \mathrm{~m}, x_{\text {system }, 2}=27.9 \mu \mathrm{~m} \\ x_{\text {system, }}=47.3 \mu \mathrm{~m}, x_{\text {system, } 4}=61.4 \mu \mathrm{~m}, \\ \text { oscillation during step-by-step actuation } \end{gathered}$ |
| 3 | $x_{\text {system }, 8}=138.4 \pm 2.3 \mu \mathrm{~m}$ | 74 V | pull-in order: $a_{1}+a_{2}, a_{3}+a_{4}, a_{5}, a_{6}, a_{7}, a_{8}$ |
| 4 | $x_{\text {system, } 10}=168.3 \pm 3.1 \mu \mathrm{~m}$ | 65 V | pull-in order: $a_{1}, a_{2}-a_{7}, a_{8}, a_{9}, a_{10}$ |
| 5 | $x_{\text {system, } 13}=202.7 \pm 3.6 \mu \mathrm{~m}$ | 68 V | pull-in order: $a_{1}, a_{2}-a_{4}, a_{5}-a_{8}, a_{9}, a_{10}-a_{12}, a_{13}$ |
| 6 | $x_{\text {system, } 16}=230.7 \pm 0.9 \mu \mathrm{~m}$ | 54 V | pull-in order: $a_{1}, a_{2}, a_{3}, a_{4}, a_{5}-a_{16}$ |
| 7 | $x_{\text {system, } 16}=138.9 \pm 1.7 \mu \mathrm{~m}$ | 118 V | pull-in order: $a_{1}, a_{2}+a_{3}, a_{4}-a_{6}, a_{7}, a_{8}, a_{9}-a_{12}, a_{13}, a_{14}, a_{15}, a_{16}$ |



Figure 9. Pull-in depending on electrode thickness, (a-d) $c=d=5 \mu \mathrm{~m},(\mathbf{e}-\mathbf{h}) c=10 \mu \mathrm{~m}, d=5 \mu \mathrm{~m}$, detailed description in the continuous text.

Figure 10 shows the voltage-dependent experimental displacement of a bending plate actuator and its corresponding cantilever. The voltage is increased in increments of 1 V . Below 30 V , no displacement is observed. At this voltage, the actuator starts displacing, but the cantilever still remains in its position. At 82 V , the cantilever starts to bend down and the pull-in is completed, which can also be seen in Figure 9h. If the cantilever stiffness was higher, the cantilever would not bend and a higher voltage would be required to realize a complete pull-in. During experimental system characterization, the cantilever bending is always the last step leading to a complete pull-in of the bending plate actuators.


Figure 10. Displacement of the bending plate actuator and bending of the cantilever depending on the applied voltage, for the actuator of step 5 of system 1.

### 4.2.3. Step-by-Step Actuation of the 5-Step Systems

The step-by-step actuation of system 2 is presented in Figure 11. First, the voltage is increased to 97 V , but all relays on the circuit board remain opened. In Figure 11a, the relays of step 1 are closed which results in a pull-in of step 1. In Figure 11b, the relays of steps 1 to 3 are closed so that the actuators of these steps pull-in. Due to the pull-in of steps 2 and 3 , the electrode gaps of steps 4 and 5 decrease. To realize the pull-in of steps 4 and 5, the relays of the corresponding actuators are closed on the PCB (Figure 8b). For the release of the actuators, the relays on the PCB are opened by order again. Thereby, a sticking is prevented due to the double pole relays that are connected to the $330 \mathrm{k} \Omega$ resistors, enabling a quick discharge of the electrodes.


Figure 11. Step-by-step actuation of system 2 (left hand side) at 97 V , relays closed at (a) step 1, (b) steps 1 to 3 , ( $\mathbf{c}$ ) experimental and analytical displacement of system 2 at 97 V control voltage, Table 2 presents the exact measured results.

The quantitative evaluation of the stepwise system displacement is shown in Figure 11c presenting the total system displacement $x_{\text {system, } 5 \text {, depending on the activated steps. The }}$ system shows an approximately linear displacement. A comparison with the calculated displacement shows that the analytical model and the experimental results fit very well. The experimentally derived cantilever bending $b$ differs from step to step. For step 1 it amounts to $11.5 \mu \mathrm{~m}$, for steps 2 to 5 the cantilever bending amounts to $10.1 \mu \mathrm{~m}, 10.1 \mu \mathrm{~m}$, $15.8 \mu \mathrm{~m}$ and $11.0 \mu \mathrm{~m}$.

To examine the minimum switching speed of the actuators, the LabView program was used to control the time in which the relays on the PCB (Figure 8b) were opened and closed. Thereby, the actuators were successfully deactivated and activated within 1 ms and videos with 1000 fps were taken. Thereby, no sticking of the electrodes was observed which is attributed to the double pole relays combined to the $330 \mathrm{k} \Omega$ resistors placed on the PCB (Figure 8b).

Thus, an oscillation of the systems is observed taking about 0.1 s until the oscillation calms down again. To further examine this oscillation, the stepwise activation presented in Figure 11c was repeated, but this time the displacement of each single step was recorded with 500 fps enabling the tracking of the oscillation. Again, the setup with the PCB was used to open and close the double pole relays, and therefore to charge and discharge the actuators. The double pole relays are connected to the single actuators and controlled by a LabView program enabling a time-dependent control of the relays. The single steps are switched every 0.1 s which corresponds to a frequency of 10 Hz . The time-dependent system displacement is shown in Figure 12. When steps 1 and 2 are pulled in, the oscillation of the system decreases, which is attributed to the stiffness of the system which increases
with each pulled-in actuator. Comparing Figure 12a,b, System 1 shows a lower oscillation amplitude, which is ascribed to the higher stiffness of its guiding spring.


Figure 12. Time-dependent displacement of the single steps at step-by-step activation of (a) system 1, (b) system 2.

### 4.2.4. Comparison of Step-by-Step and Collective Actuation

During collective actuation, the system displacement depends on the applied voltage. The pull-in for actuators with smaller initial electrode gaps is achieved first (Figure 13a), and the actuators with larger electrode gaps follow (Figure 13b). The voltage-dependent displacement of the single steps of the 5-step system during collective actuation is shown in Figure 13c. Thereby, all steps start to displace at the same voltage and every step displaces until its pull-in is completed.


Figure 13. Collective actuation of system 2 at (a) $44 \mathrm{~V},(\mathbf{b}) 50 \mathrm{~V}$, (c) experimental displacement of the single steps of system 2, the voltage is increased in 1 V -steps every 2 s .

Comparing the step-by-step and the collective actuation, the total system displacement is independent from the mode of activation, contrary to the control voltage. During collective actuation, the electrode tips of the actuators with larger initial electrode gaps already start a movement to each other at low voltage, and therefore reduce the electrode gap of these steps. Consequently, the displacement of the steps with larger initial electrode gaps supports the displacement of steps with smaller initial electrode gaps, resulting in a lower control voltage (Table 2).

### 4.2.5. Characterization of Microsystems with 5 to 16 Steps

The systems 2 to 6 only differ in the number of steps and their displacement behavior can easily be compared. Figure 14a shows the voltage-dependent displacement during collective actuation. The systems with more steps achieve a higher displacement. Generally, the pull-in voltage is in the same range and varies between 54 V for the 16-step system and 74 V for the 8 -step system.


Figure 14. System displacement depending on applied voltage of the $5-, 8$-, 10-, 13- and 16 -step systems during collective activation, comparison of (a) systems 2 to 6 , (b) system 6 and system 7 , the voltage is increased in 1 V-steps every 2 s .

Table 2 and Figures 14b and 15 show the influence of the guiding spring on the total system displacement. The 16 -step systems 6 and 7 differ only in the guiding spring. Nonetheless, the system displacement behavior differs considerably: For system 6 (Figure 15a), the steps 1 to 4 are pulled-in at 53 V (Figure 15 b ) and at 54 V the pull-in of all steps is completed (Figure 15c). For system 7 (Figure 15d), steps 1 to 12 are pulled in at 53 V (Figure 15e), but for the pull-in of all steps a voltage of 118 V is required (Figure 15f).


Figure 15. Voltage-dependent total displacement of the 16 -step system 6, at (a) $0 \mathrm{~V},(\mathrm{~b}) 53 \mathrm{~V}$, and (c) 54 V and of the 16 -step system 7 at (d) 0 V , (e) 53 V and (f) 118 V .

The pull-in of the multi-step systems is further analyzed using video analysis. With increasing voltage, the actuators of the 5-step system pull-in one after each other. For the 8-, 10 -, and 13 -step systems, the actuators partly pull-in at the same voltage which is presented in Table 2. For system 6 , the actuators $a_{1}$ to $a_{4}$ pull-in in turn with increasing voltage. However, the actuators $\mathrm{a}_{5}$ to $\mathrm{a}_{16}$ pull-in at the same voltage (Figures 14 b and 15 c ). This is attributed to the low stiffness of the guiding spring supporting to conduct an impulse of movement to the following actuators and resulting in a collective pull-in. Furthermore, the
high number of interacting electrostatic actuators increases the electrostatic force in the system which is highly facilitating a pull-in.

## 5. Conclusions

We present the design, fabrication, and experimental characterization of multi-step systems consisting of cooperative electrostatic bending plate actuators and achieving large and stepwise discrete displacements. The systems are modeled based on a derived transfer function with focus on the influence of the guiding spring stiffness on the system function. During experimental characterization, we show the influence of the electrostatic actuator design on the pull-in behavior. By performing step-by-step actuations, we show the fit of our analytic model with the experimental results and we discuss the influence of the guiding spring stiffness on the oscillation of the system. When activating and deactivating the actuators step-by-step, we achieve a minimum switching time of 1 ms . During collective actuation of all electrostatic actuators, the pull-in voltage decreases due to the higher electrostatic force in the microsystem. The 16-step system with low guiding spring stiffness reaches a maximum displacement of $230.7 \pm 0.9 \mu \mathrm{~m}$ at 54 V .
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#### Abstract

In recent years, tissue engineering with mechanical stimulation has received considerable attention. In order to manipulate tissue samples, there is a need for electromechanical devices, such as constant-force actuators, with integrated deflection measurement. In this paper, we present an electrostatic constant-force actuator allowing the generation of a constant force and a simultaneous displacement measurement intended for tissue characterization. The system combines a comb drive structure and a constant-force spring system. A theoretical overview of both subsystems, as well as actual measurements of a demonstrator system, are provided. Based on the silicon-oninsulator technology, the fabrication process of a moveable system with an extending measurement tip is shown. Additionally, we compare measurement results with simulations. Our demonstrator reaches a constant-force of $79 \pm 2 \mu \mathrm{~N}$ at an operating voltage of 25 V over a displacement range of approximately $40 \mu \mathrm{~m}$, and the possibility of adjusting the constant-force by changing the voltage is demonstrated.
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## 1. Introduction

This paper introduces an electrostatic constant-force actuator for an application in the analysis of viscoelastic materials [1] or the mechanical stimulation in tissue engineering [2]. This moveable microsystem is fabricated on a silicon-on-insulator (SOI) substrate and consists of an electrostatic comb drive and a non-linear spring system. A non-linear spring system generates a constant restoring force, which enables a constant-force reaction along a specific displacement. Recent research of restoring forces on microstructures, such as Timoshenko curved nanobeams or nonlocal gradient elastic beams, can be found in Reference [3-5]. Additionally, the comb drive generates also a constant voltage-controlled actuation force. Due to the linear dependency between the capacitance and the displacement, the actuator position can be measured in real-time.

Yang et al. [6] establish a passive-type constant-force microgripper. In their system, the constant force is realized using a combination of inclined bi-stable beams and straight leaf flexures. The microgripper is designed using two separate parts of actuation and constant force modules. The actuation part is driven by six pairs of electrothermal Z-shaped beams that offer a large displacement at low voltage. The resulting constant force is achieved by a combination of positive- and negative-stiffness mechanisms. Zhang et al. [7] propose a similar design in a macroscopic actuation system. Nevertheless, the actuation force is generated with an external linear actuator. Previous research tends to focus on the constantforce actuation rather than the integrated simultaneous measurement of the actual system displacement, as established in the system presented in this work.

The arrangement of the electrostatic comb drives of the presented constant-force actuator is used to enable the constant actuation force on a large travel range, which is introduced by Legtenberg et al. [8]. Comb drives allow for a simultaneous constant force actuation and capacitance measurement. In this paper, the measurement of the capacitance is used to calculate the actual position of the constant-force actuator.

This work focuses on the design and characterization of a new constant-force actuator. The first section of this paper examines the analytical description of the comb drive and the non-linear spring system. Then, a numerical simulation results in the constant-force chip design.

Noteworthy is the extending and moveable measurement tip, that is necessary to reach a sample with the constant-force system. The free tip is fabricated on the silicon-oninsulator using a dicing free process [9] and a predetermined breaking point [10]. Finally, the experimental setup is described, and the characterization of the different components on the microchip is discussed.

## 2. Materials and Methods

### 2.1. Electrostatic Comb Drive Actuator

As Figure 1 demonstrates, the actuator consists of two electrically conductive combs. One comb is mechanically fixed while the other is suspended on an elastic suspension spring. Detailed analytical descriptions of comb drives can be found in Reference [8,11]. The design of the suspension spring is essential in order to eliminate unwarranted angular motion of the rotor [12]. It is designed to have a low stiffness $k_{\mathrm{y}}$ parallel to the comb fingers and a much higher stiffness $k_{x}$ in the transverse direction. The formula for the capacitance of the comb drive is given by

$$
\begin{equation*}
C=\frac{2 n \epsilon_{0} \epsilon_{\mathrm{r}} t}{g}\left(l_{0}+y\right), \tag{1}
\end{equation*}
$$

where $n$ is the number of the fingers of the movable comb, $\epsilon_{0}$ is the dielectric constant, $\epsilon_{r}$ is the relative permittivity, $t$ is the depth of the fingers, $g$ is the gap spacing between the fingers, and $A=t\left(l_{0}+y\right)$ is the overlapping area with $l_{0}$ as the initial comb finger overlap and $y$ as the displacement in $y$-direction.

Equation (1) indicates that the capacitance is linear to the comb drive displacement in $y$-direction. The differential measurement method $\Delta C=\left|C_{1}-C_{2}\right|$, where the capacitance $C_{1}$ increases and $C_{2}$ decreases during the system displacement in y-direction, is commonly used to reduce the influence of temperature and environmental changes over time.


Figure 1. (a) Schematic view of a single-sided electrostatic comb drive actuator in $y$-direction with the finger overlap $l_{0}$ and the spring stiffness in x - and y -direction $k_{\mathrm{x}}$ and $k_{\mathrm{y}}$. (b) A to A cross-section of the finger electrodes with finger gap $g$, width $b$ and depth $t$.

In case of voltage control, the lateral electrostatic force for the comb drive in the y-direction $F_{\text {el, } y}$ can be calculated by

$$
\begin{equation*}
F_{\mathrm{el}, \mathrm{y}}=-\frac{\mathrm{d} W_{\mathrm{el}}}{\mathrm{~d} y}=-\frac{n \epsilon_{0} \epsilon_{\mathrm{r}} t}{g} \cdot U^{2} \tag{2}
\end{equation*}
$$

with $U$ as the applied voltage. From this calculation, it is clear that the electrostatic comb drive force is independent of $y$ and the finger overlap $l_{0}$. Because of that, the electrostatic comb drive actuator can generate a constant force that is proportional to $U^{2}$.

Ideally, the vertical electrostatic force for comb drive actuators in the x-direction $F_{\mathrm{el}, \mathrm{x}}=F_{\mathrm{el}, \mathrm{x}^{+}}-F_{\mathrm{el}, \mathrm{x}^{-}}$is almost zero with

$$
\begin{equation*}
F_{\mathrm{el}, \mathrm{x}^{+}}=F_{\mathrm{el}, \mathrm{x}^{-}}=\frac{n \epsilon_{0} \epsilon_{\mathrm{r}} t\left(l_{0}+y\right)}{2(g \pm x)^{2}} U^{2} \tag{3}
\end{equation*}
$$

However, this ideal theoretical situation does not translate into reality, and large suspension springs are required to suppress the corresponding forces within the mechanical structure. Especially in comb drive actuators, the vertical force causes side instability as a limiting condition. Above a certain voltage, the comb drive operates as a parallel-plate actuator perpendicular to the common movement direction. This unwanted effect requires a careful optimization of the actuator and the mechanical spring for a large displacement [13].

### 2.2. Non-Linear Spring System

Although the electrostatic actuator generates a constant force, which is independent of the position, the actuator still requires guiding springs, allowing a translational displacement. Serpentine springs $[8,14]$ are commonly used. Considering the ratio of the spring rate in axial and off-axial direction, triangular springs [15] are also well suited. However, by implementing linear springs, the constant force characteristic of the actuator system can be affected, since the restoring force is usually an almost linear function of displacement. For a constant-force system, the force-displacement characteristic of the guiding springs should be constant, as well. A constant force-displacement characteristic can be tailored by combining a mechanical anti-spring featuring a negative spring rate with a linear spring, as indicated in Figure 2.


Figure 2. (a) Schematic of the combined spring system featuring a linear serpentine spring and a curved cosine-shaped buckling beam. (b) The individual and combined force-displacement characteristics of the serpentine and the curved spring.

Since the restoring force of the combined spring system is the superposition of both springs, the negative and positive spring rate compensate each other, resulting in a constant and position-independent force reaction. Considering a serpentine spring as shown in Figure 2 and regarding small displacements in relation to spring size, the restoring force of the spring is known to be:

$$
\begin{equation*}
F_{\mathrm{s}, \mathrm{y}}\left(\omega_{\mathrm{y}}\right)=k_{\mathrm{s}, \mathrm{y}} \omega_{\mathrm{y}}=\frac{12 E I_{\mathrm{z}}}{L^{3}} \omega_{\mathrm{y}} \tag{4}
\end{equation*}
$$

The expression is based on Euler-Bernoulli beam theory, which also shows high validity for beams realized in monocrystalline silicon. For the design of an anti-spring, a cosine-shaped beam is used, which is described by:

$$
\begin{equation*}
\omega(x)=\frac{h}{2}\left(1-\cos \left(\frac{2 \pi x}{L_{c}}\right)\right) . \tag{5}
\end{equation*}
$$

The force-displacement characteristic of the mechanical anti-spring can be calculated by buckling beam analysis. For curved beams, which fulfill the condition of $h / b \geq 6$, Qiu et al. [16] propose an approximation for the calculation of the characteristic positions $\omega_{1}, \omega_{2}$ and $F_{1}, F_{2}$ of the force-displacement characteristic. Based on these approximations, the force can be written as follows:

$$
F_{\mathrm{c}, \mathrm{y}}\left(\omega_{\mathrm{y}}\right) \approx \begin{cases}578.1 \frac{E I_{\mathrm{c}, \mathrm{z}}}{L_{\mathrm{c}}{ }^{3}} \omega_{\mathrm{y}} & 0<\omega_{\mathrm{y}}<0.16 h  \tag{6}\\ \frac{E I_{\mathrm{c}, \mathrm{z}}}{L_{\mathrm{c}}{ }^{3}}\left(\frac{185}{2} h-78.84 \omega_{\mathrm{y}}\right) & 0.16 h \leq \omega_{\mathrm{y}}<1.92 h\end{cases}
$$

The force-displacement characteristic of the combined spring system finally results in:

$$
F_{\text {guid }, \mathrm{y}}\left(\omega_{\mathrm{y}}\right) \approx \begin{cases}\left(\frac{12 E I_{\mathrm{z}}}{L^{3}}+578.1 \frac{E I_{\mathrm{c}, \mathrm{z}}}{L_{\mathrm{c}}{ }^{3}}\right) \omega_{\mathrm{y}} & 0<\omega_{\mathrm{y}}<0.16 h  \tag{7}\\ \left(1+\frac{12 E I_{\mathrm{z}}}{L^{3}}\right)\left(\frac{185}{2} \frac{E I_{\mathrm{c}, \mathrm{z}}}{L_{\mathrm{c}}{ }^{3}} h-78.84 \frac{E I_{\mathrm{c}, \mathrm{z}}}{8 L_{\mathrm{c}}{ }^{3}} \omega_{\mathrm{y}}\right) & 0.16 h \leq \omega_{\mathrm{y}}<1.92 h\end{cases}
$$

The width of both segments in the force-displacement characteristic can only be controlled through the design of the initial deflection of the curved beam. Additionally, a compensation of the positive and negative spring rate is valid for displacements $0.16 h \leq \omega_{\mathrm{y}}$. For an ideal compensation, the constant restoring force yields:

$$
\begin{equation*}
F_{\mathrm{g}}=0.16 h E\left(\frac{12 I_{\mathrm{Z}}}{L^{3}}+578.1 \frac{I_{\mathrm{c}, \mathrm{z}}}{L_{\mathrm{c}}{ }^{3}}\right) . \tag{8}
\end{equation*}
$$

The force-displacement characteristic is simulated by FEM simulations carried out in COMSOL Multiphysics. A 2D geometry of the non-linear spring system is used for this linear elastic simulation (see Figure 3).

In the solid mechanics interface, the depth of the 2D component is set to $20 \mu \mathrm{~m}$. The six rounded shoulder fillets are tied to fixed constraints, and a prescribed displacement parameter in $y$-direction is set. The fine mesh comprises a minimal element size of $0.5 \mu \mathrm{~m}$, which is more than sufficient for the simulation. In the stationary study, the prescribed displacement parameter varies from 0 to $70 \mu \mathrm{~m}$ by the step size of $1 \mu \mathrm{~m}$. Taking non-linearities in consideration, the reaction force in y-direction can be simulated. Figure 3 shows the simulation results of a spring system compared to the theoretical results. Both models are performed on the basis of the Young's modulus in [110] direction of monocrystalline silicon and the Poisson's ratio is neglected for simplicity. The chart shows that there are differences between the numerical and analytical constant-force of approximately $10 \%$. This factor may partly be explained by the rounded shoulder fillets of the simulated non-linear spring system to protect the beams from breaking at the clamping. However, the final design of the springs is manually optimized by varying the parameters of the component geometry. In further work, the Nelder-Mead algorithm or the multilevel coordinate search [17] can be used for systematic non-linear optimization.


Figure 3. Simulation result of the constant force spring system consisting of one linear serpentine spring and two curved cosine-shaped buckling beams (shown above the graphs). The simulated maximal displaced spring system is pictured under the graphs. The following parameters were used for the analytical model: $E_{[110]}=169 \mathrm{GPa}, k_{\mathrm{s}, \mathrm{y}} \approx 3 \frac{\mathrm{~N}}{\mathrm{~m}}, L_{\mathrm{c}}=860 \mu \mathrm{~m}, b_{\mathrm{c}}=3.5 \mu \mathrm{~m}, h \approx 35 \mu \mathrm{~m}$, $t=20 \mu \mathrm{~m}, I_{z, \mathrm{c}} \approx 71.5 \mu \mathrm{~m}^{4}$. The simulated constant-force is $F_{\text {guid }} \approx 137 \pm 2 \mu \mathrm{~N}$ between $\omega_{\mathrm{y}}=13 \mu \mathrm{~m}$ and $53 \mu \mathrm{~m}$, and the analytical force $F_{\mathrm{g}} \approx 123 \mu \mathrm{~N}$ starts at $\omega_{1}=5 \mu \mathrm{~m}$.

### 2.3. Design of the Constant-Force Generator

The proposed constant-force microchip combines an electrostatic actuation and a nonlinear spring system (Figure 4). For the electrostatic force generation, the actuator consists of $n_{\mathrm{a}}=52$ moving combs featuring $n=62$ fingers each. For the differential capacitance measurement method, there are four differential capacitors on each side of the frame. The gap between the finger electrodes, as well as the width of the fingers themselves, is $4 \mu \mathrm{~m}$. A mechanical barrier stops any undue displacements of the system as a precaution against overextension of the springs. A patterned honeycomb structure of the moveable parts reduces the mass load by approximately $80 \%$. Therefore, the weight force of $F_{\mathrm{m}} \approx 0.58 \mu \mathrm{~N}$ is negligible. For this reason, the constant-force $F_{\mathrm{y}}$ results only from the electrostatic force $F_{\mathrm{el}, \mathrm{y}}$ and the non-linear spring system force $F_{\text {guid }}$ :

$$
\begin{equation*}
F_{\mathrm{y}}=F_{\mathrm{el}, \mathrm{y}}-F_{\text {guid }} . \tag{9}
\end{equation*}
$$

Therefore, the non-linear spring force needs to be surpassed by the electrostatic actuation $\left(F_{\text {el, }, ~}>F_{\text {guid }}\right)$ to move the measurement tip. The dimensions of a single chip design are $6.5 \times 7.5 \mathrm{~mm}^{2}$, and the measurement tip has a length of $l_{\mathrm{t}}=2 \mathrm{~mm}$. This dimension can be adapted individually for every application by slightly changing the mask design.


| Parameter | Value |
| :--- | ---: |
| $g$ | $4 \mu \mathrm{~m}$ |
| $b$ | $4 \mu \mathrm{~m}$ |
| $n$ | 63 |
| $n_{\mathrm{a}}$ | 52 |
| $n_{\mathrm{c}^{+}}$ | 4 |
| $n_{\mathrm{c}^{-}}$ | 4 |
| $l_{\mathrm{a}}$ | $110 \mu \mathrm{~m}$ |
| $l_{\mathrm{s}}$ | $200 \mu \mathrm{~m}$ |
| $l_{\mathrm{t}}$ | 2 mm |
| $b_{\text {frame }}$ | $400 \mu \mathrm{~m}$ |
| $b_{\text {arm }}$ | $30 \mu \mathrm{~m}$ |

Figure 4. Schematic view of the constant-force actuator design that includes fixed combs for the electrostatic actuation and voltage supply (black), moveable combs on a frame with the free standing measurement tip that are suspended by the non-linear spring system on the four corners (grey) and the fixed combs for differential capacitance measurement (blue and green). The parameters $g, b$, and $n$ are described in Section 2.1.

### 2.4. Fabrication Process

The demonstrators are fabricated using a SOI-based dicing free process known from, e.g., Reference [9,18]. The main processing steps are shown in Figure 5. A (100)-oriented SOI substrate with $20 \mu \mathrm{~m}$ thick device layer and handle layer of $400 \mu \mathrm{~m}$ thickness is used. First, a 100 nm thick aluminium layer is deposited on the handle and device layer by evaporation. On the device layer, the aluminium serves as electrode material and is patterned by wet chemical etching (a). In a second step, $\mathrm{a}_{\mathrm{SiO}}^{2}$ hard mask is deposited by PECVD (b). For the release of the chips from the substrate, the aluminium on the handle layer is patterned by wet etching and then etched using deep reactive ion etching (c). In a second deep etching step (e), the mechanical structures on the device layer are etched subsequently after the patterning of the $\mathrm{SiO}_{2}$ hard mask (d). Next, an HF-vapor process is used to release the mechanical structures by etching the $\mathrm{SiO}_{2}$ underneath the moveable structures (f). In this processing step, the chips, as well as the backside, are also released from the wafer without dicing (g). Finally, the protection structure for the measurement tip is severed at the predetermined breaking point.


Figure 5. Main fabrication steps of the constant-force chip with free moveable measurement tip: (a) aluminium electrodes (b) $\mathrm{SiO}_{2}$ hard mask (c) DRIE handle layer (d) patterning of the $\mathrm{SiO}_{2}$ hard mask (e) DRIE device layer (f) HF-vapor etching (g) dicing free.

### 2.5. Electronical Voltage Control

For the robust and reproducible deflection of the microsystem, an control circuit is developed based on a microcontroller. In addition to the provision of a minimum current amplitude, this circuit has to also provide a reliable and stable voltage supply. To achieve this, the pulse width modulation (PWM) feature of an Arduino Mega 2560 microcontroller is used in combination with a lowpass transistor circuit as shown in Figure 6.

The microcontroller provides an 8-Bit PWM resolution, which results in 256 output voltage values between 0 V and 5 V . This PWM output is then transferred to the base of a NPN transistor that switches a supply voltage $U_{\text {dd }}$ between 0 V and 140 V (1). In its conducting state, triggered by a base-emitter voltage $U_{\mathrm{BE}}$ of 5 V , the supply voltage is attenuated by the voltage divider consisting of the resistors $R_{3}$ and $R_{4}$. A base-emitter voltage $U_{\mathrm{BE}}$ of 0 V leads to the isolation of the transistor and, thus, to a transfer of the entire supply voltage to the next circuit stage. After lowpass filtering, the resulting output voltage $U_{0}(2)$ is given by

$$
\begin{equation*}
U_{\mathrm{o}}=U_{\mathrm{dd}}-U_{\mathrm{BE}} \cdot \frac{R_{3}}{R_{4}} \cdot \frac{n_{\mathrm{bit}}}{255} \tag{10}
\end{equation*}
$$

where $n_{\text {bit }}$ represents the bit value of the microcontroller.


Figure 6. Excitation circuit for the reliable deflection of an electrostatic constant-force microsystem with PWM generation (1), PWM filtering (2), AC generation (3), the charge control components (4), and the constant-force microsystem (5) displayed by its capacitance.

Due to the difference of the spring constants in the $x$ - and $y$-direction, an overlaid alternating voltage is needed to compensate the lateral displacement of the microactuator elements $[19,20]$. This voltage is generated by an additional transistor whose base is connected to the clock signal with a variable frequency between 144 Hz and 8 MHz (3). The high lowpass resistance leads to a very low collector current into this second transistor, which is in the range of $10 \mu \mathrm{~A}$ to $50 \mu \mathrm{~A}$. Parasitic effects start to affect the collector-emitter voltage $u_{\mathrm{CE}}$ whose usual linear dependency to the base-emitter voltage $u_{\mathrm{BE}}$ is disrupted [21]. For a known collector-emitter capacitance $C_{C E}$ in combination with the base-collector resistance $r_{\mathrm{BC}}$ and the base-collector capacitance $C_{\mathrm{BC}}$, the relation between those two voltages can be described by

$$
\begin{equation*}
\frac{u_{\mathrm{CE}}}{u_{\mathrm{BE}}}=\frac{1-\left(\omega r_{\mathrm{BC}} C_{\mathrm{BC}}\right)^{2}}{1+4 \omega r_{\mathrm{BC}} C_{\mathrm{BC}}-\left(\omega r_{\mathrm{BC}} C_{\mathrm{BC}}\right)^{2}} \cdot \frac{1}{\sqrt{1+\left(\omega C_{\mathrm{CE}}\right)}} \tag{11}
\end{equation*}
$$

which corresponds to the product of the transfer functions of a band-stop-filter and a lowpass-filter at $\omega$ [22]. The resistances and capacities represent transistor parameters that cannot be modified by external wiring.

To ensure the reproducible deflection of the microsystem, it is necessary to charge the capacitor plates in a shorter time than one period of the systems cutoff frequency. This requires an electrical current amplification of the output signal (4) as the limited lowpass output current is unable to deliver a sufficiently large current to the electrodes in time. The current amplification is realized in a buffer amplifier circuit, that provides a maximum current of 1.4 mA , a sufficient amount to charge the capacitor electrodes within nanoseconds. An electromechanical relay provides the required steep voltage rise that leads to the abrupt force generation within the microsystem. In the Appendix A, Table A1 displays the values and types of the electrical components used within the described circuit.

### 2.6. Experimental Setup for the Force Measurement

The completed microchip is glued onto a printed circuit board (PCB) with a carbon conductive paste for the electrical connection of the microsystem. The aluminium bondpads on the chip in Figure 7a were connected to the contacts on the PCB by bonding with aluminium wire. The handle layer and the moveable parts on the chip are connected to ground for the electric protection of the measured sample. The non-moveable electrostatic combs of the actuation comb drive $\left(C_{a}\right)$ are connected to the input voltage on the PCB. For the differential capacitance measurement, the four sensor pads $C_{s 1}, C_{s 2}, C_{s 3}$, and $C_{s 4}$ were connected separately onto the PCB. The PCB includes pin headers for the electrical connection to voltage control and the capacitive sensing chip on a separate board. This allows for an easy exchange of the constant-force actuators, since all actuators can be controlled with the same electronics.

The capacitance measurement is realized by the FDC1004Q capacitance-to-digital converter of Texas Instruments. This sensing chip has a measurement resolution of 0.5 fF for an input range of $\pm 15 \mathrm{pF}$ [23]. Its $\mathrm{I}^{2} \mathrm{C}$ interface allows the programmable connection with the Arduino Mega 2560 microcontroller. The power supply for the FDC1004Q of 3.3 V is also provided by the microcontroller. The FDC1004Q can measure the capacitance between the channel inputs and ground. With its functional mode for differential measurement by

$$
\begin{equation*}
\Delta C_{1}=C_{s 1}-C_{s 3} \tag{12}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta C_{2}=C_{\mathrm{s} 2}-C_{\mathrm{s} 4} \tag{13}
\end{equation*}
$$

the returned data is almost independent of environmental influences. For the FDC1004Q, it is necessary that the capacities $C_{s 1}, C_{s 2}$ increase and $C_{s 3}, C_{s 4}$ decrease while the system is moving in y-direction. At all times, these assertions should be fulfilled: $C_{\mathrm{s} 1}>C_{\mathrm{s} 3}$ and $C_{\mathrm{s} 2}>C_{\mathrm{s} 4}$. For best results, the sensing-chip is located as close as possible to the capacitive sensors. Constant parasitic capacities of the PCB connection can be regarded as a constant capacitive offset.

The experimental setup for force measurement makes use of a high precision balance (Sartorius WZA 224-N) and a piezo linear stage (PI Q-545). The control of these components is realized in a LabVIEW program that calculates the force from the measured weight with $F=m \cdot g$ and $g=9.81 \mathrm{~m} / \mathrm{s}^{2}$. The standard deviation of the balance is given by $\pm 0.1 \mathrm{mg}$, which equals approximately $1 \mu \mathrm{~N}$, and the minimum time to stabilize the measurement is 0.6 s [24]. The time between two measurements is set to 1.5 s . The piezo linear stage has a maximal displacement of 13 mm , a minimal increment of 6 nm and a resolution of 1 nm with a repeatability of 100 nm [25]. As described in Figure 7b, the microchip is fixed to the linear stage that can displace the system in y-direction, positioned vertically to the balance measurement surface. The correct alignment can be controlled optically by a microscope.


Figure 7. (a) Final processed constant-force microchip with electronic connections. (b) Experimental setup for the force measurement consists of a piezo linear stage to displace the system in $y$-direction and a high precision balance.

This setup allows for two different experimental methods: the first method comprises the force measurement of the non-linear spring system without electrical actuation. A needle on the balance is attached to the moveable structure of the chip. When the linear stage moves the PCB upwards step by step, the mass of the needle on the balance is getting lower and the force of the spring system can be measured. The second method is used for the constant-force measurement with electrical actuation. In this case, the needle is directly placed under the measurement tip. Then, the power supply for the comb drive actuation is activated and the resulting constant-force can be measured at the balance. When the stage ascends, the measurement tip exerts pressure on the needle and the resulting force can be measured until the contact to the needle is lost. Simultaneously to the actuation, the deflection can be measured using the capacitance and the sensing-chip.

## 3. Experiments and Characterization

The constant-force characteristic of the non-linear spring system is shown in Figure 8a (black dots). This measurement graph depicts the average of three force measurements and the standard deviation. When reaching a displacement of $55 \mu \mathrm{~m}$, a mechanical barrier stops the deflection to protect the non-linear springs. After an initial movement of $8 \mu \mathrm{~m}$, a constant-force plateau of $F_{\mathrm{g}}=86 \pm 2 \mu \mathrm{~N}$ is reached, up to a displacement of $50 \mu \mathrm{~m}$. For comparison, the analytical and numerical values are depicted in the same graph. The calculated constant-force (red squares) begins at position $\omega_{y}=5 \mu \mathrm{~m}$, with approximately $102 \mu \mathrm{~N}$, and the numerical constant-force range (blue diamonds) can be found between $\omega_{y}=11 \mu \mathrm{~m}$ and $56 \mu \mathrm{~m}$ with a constant-force of $F_{\mathrm{g}}=113 \pm 2 \mu \mathrm{~N}$. This results in a measured deviation of approximately $25 \%$ compared to the numerical model and approximately $15 \%$ compared to the analytical model. The differences are related to an additional undercut that is generated during the BOSCH-process [26].

The capacitance-displacement dependency in comparison to the theoretical calculation is shown in Figure 8b. The graph verifies the linear characteristics of the differential capacitance measurement (Equations (12) and (13)). The right and left capacitances are almost identical, i.e., there is no unwanted twisting of the measurement tip. The maximal displacement of $55 \mu \mathrm{~m}$ implies a measured capacitance of about 1 pF . In theory (Equation (1)) a slope of about $0.022 \mathrm{pF} / \mu \mathrm{m}$ should occur; however, the measured slope is only about $0.017 \mathrm{pF} / \mu \mathrm{m}$, a difference of approximately $23 \%$. This can be explained by parameter variations in the fabrication process and additional contact capacities at the PCB board connectors.

Figure 8c shows the results of three measurements of the constant-force system with electrostatic actuation. For the operating voltage $U_{0}$, the arduino program was set to $n_{\mathrm{bit}}=0$, which leads to a voltage drop of 0.6 V due to the high low pass resistors of $2 \mathrm{M} \Omega$. The constant-force range can be found between $\omega_{y}=5 \mu \mathrm{~m}$ and $45 \mu \mathrm{~m}$ with a force of $F_{\text {const }}=79 \pm 2 \mu \mathrm{~N}$. The corresponding simulated constant-force range of $40 \mu \mathrm{~m}$ (Figure 3) is confirmed in Figure 8c. Finally, Figure 8d illustrates the force measurement at different operating voltages, and Table 1 includes the measurement results.


Figure 8. (a) Force-displacement characteristic of the non-linear spring system without electrostatic actuation. (b) Capacitance-displacement curve measured by the FDC1004Q chip and calculated by Formula (1) with $l_{0}=100 \mu \mathrm{~m}, n_{\mathrm{c}^{+}}=n_{\mathrm{c}^{-}}=62, g=4 \mu \mathrm{~m}$, and $t=20 \mu \mathrm{~m}$. (c) Three constantforce measurements with an electrostatic operating voltage $U_{\mathrm{o}}=25 \mathrm{~V}$ with optimized non-linear spring system parameters $k_{\mathrm{s}, \mathrm{y}} \approx 3 \frac{\mathrm{~N}}{\mathrm{~m}}$ and $b_{\mathrm{c}}=3.5 \mu \mathrm{~m}$ comparable to Figure 3. (d) Constant-force measurement with different operating voltages. For the analytical model, the following parameters were used: $E_{[110]}=169 \mathrm{GPa}, k_{\mathrm{s}, \mathrm{y}} \approx 2.47 \frac{\mathrm{~N}}{\mathrm{~m}}, L_{\mathrm{c}}=860 \mu \mathrm{~m}, b_{\mathrm{c}}=3.3 \mu \mathrm{~m}, h \approx 35 \mu \mathrm{~m}, t=20 \mu \mathrm{~m}$, $I_{z, c} \approx 59.9 \mu \mathrm{~m}^{4}$.

Table 1. Results of the constant-force measurement at different operating voltages.

| Operating Voltage [V] | Constant-Force $[\mu \mathrm{N}]$ | Displacement Range $[\mu \mathrm{m}]$ |
| :---: | :---: | :---: |
| 23 | $64 \pm 2$ | 35 |
| 24 | $71 \pm 3$ | 37 |
| 25 | $79 \pm 2$ | 40 |

As visible in the graph, the constant-force range is shrinking only slightly with decreasing voltage. This allows to adjust the constant-force by changing the operating voltage. The minimum biasing voltage is given by the electrostatic force required to overcome the non-linear spring force. In the case of the presented constant-force actuator, the minimum biasing voltage limit is between 15 and 20 V , depending on the non-linear spring system and the parameter variations in the fabrication process. The maximum biasing voltage is currently limited by the specifications of the transistors and the operational amplifier. In this case, the transistors tolerate voltages up to 140 V , while the op-amp has a maximum input voltage of 35 V .

To summarize, these measurements demonstrate the generation of a static constantforce with the presented microsystem. To generate a dynamic force, an alternating voltage needs to be applied to the constant-force actuator. The maximum frequency of this dynamic force is limited by the resonance frequency of the microsystem, which is located around 50 Hz .

## 4. Conclusions

This paper presents an electrostatic constant-force actuator with a large displacement, as well as a mathematical model for the optimization of the required non-linear spring system. Furthermore, we demonstrate a comb drive structure, which does not only move the extended measurement tip, but is also capable of determining its actual displacement.

The final design of the constant-force microchip results from the optimization with COMSOL simulations. The chips are fabricated on a SOI substrate in common microsystem fabrication technology. Our demonstrator achieves a constant-force between approximately 64 and $79 \mu \mathrm{~N}$ at a operating voltage from 23 to 25 V and a displacement range of 35 to $40 \mu \mathrm{~m}$. Additionally, we demonstrate the possibility of adjusting the constant-force by changing the operating voltage.

In future research, the fabrication processes should be optimized to compensate the deviation from theory caused by undercut. Some of our tested constant-force microchip designs exhibit problematic side instability, which could be improved by using more than two curved cosine-shaped buckling beams at different parts of the frame. Furthermore, we will focus on experiments with cells or viscoelastic materials and also optimize our system performance.

> Author Contributions: Conceptualization, A.C.T., P.S., P.L. and M.H.; methodology, A.C.T., P.S. and M.H.; software, A.C.T., P.S. and P.L.; validation, A.C.T., P.S., P.L. and M.H.; formal analysis, A.C.T. and P.S.; investigation, A.C.T. and P.L.; resources, M.H.; data curation, A.C.T. and P.S.; writing-original draft preparation, A.C.T., P.S. and P.L.; writing-review and editing, A.C.T., P.S., P.L. and M.H.; visualization, A.C.T., P.S. and P.L.; supervision, M.H.; project administration, M.H.; funding acquisition, M.H. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.
Institutional Review Board Statement: Not applicable.
Informed Consent Statement: Not applicable.
Data Availability Statement: The data can be provided by the author A.T. upon reasonable request.
Acknowledgments: The authors would like to thank M. Jondral, H. Austenfeld, L. Znajdova, and all other colleagues at the cleanroom who contributed to this article. This microsystem have been fabricated in the cleanroom of the Chair for Microsystems Technology and at the Center for InterfaceDominanted High Performance Materials (ZGH), Ruhr University Bochum.

Conflicts of Interest: The authors declare no conflict of interest.

## Abbreviations

The following abbreviations are used in this manuscript:
PWM Pulse width modulation
SOI Silicon-on-insulator
PCB printed circuit board

## Appendix A. Electrical Components

Table A1. Values and types of used electrical components.

| Component | Value | Type |
| :---: | :---: | :---: |
| $R_{1}$ | $47 \mathrm{k} \Omega$ | - |
| $R_{2}$ | $1 \mathrm{k} \Omega$ | - |
| $R_{3}$ | $4.7 \mathrm{k} \Omega$ | - |
| $R_{4}$ | $1 \mathrm{k} \Omega$ | - |
| NPN transistor | - | ON 2N5551 160 V bipolar junction transistor |
| $R_{\text {Lowpass1 }}$ | $1 \mathrm{M} \Omega$ | - |
| $C_{\text {Lowpass1 }}$ | 10 nF | - |
| $R_{\text {Lowpass2 }}$ | $1 \mathrm{M} \Omega$ | - |
| $C_{\text {Lowpass2 }}$ | 10 nF | - |
| Relay | - | KY-019 5V magnetic relay |
| $R_{6}$ | $100 \mathrm{k} \Omega$ | - |
| $R_{7}$ | $470 \Omega$ | - |
| $R_{8}$ | $1 \mathrm{M} \Omega$ | - |
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#### Abstract

This work presents the results of the experimental and theoretical study of the static pull-in of tilting actuation executed by a hybrid levitation micro-actuator (HLMA) based on the combination of inductive levitation and electrostatic actuation. A semi-analytical model to study such a pull-in phenomenon is developed, for the first time, as a result of using the qualitative technique based on the Lagrangian approach to analyze inductive contactless suspensions and a recent progress in the calculation of mutual inductance and force between two circular filaments. The obtained non-linear model, accounting for two degrees of freedom of the actuator, allows us to predict accurately the static pull-in displacement and voltage. The results of modeling were verified experimentally and agree well with measurements.
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## 1. Introduction

Electromagnetic levitation micro-actuators employing remote ponderomotive forces, in order to act on a target environment or simply compensate a gravity force for holding stably a micro-object at the equilibrium without mechanical attachment, have already found wide applications and demonstrated a new generation of micro-sensors and -actuators with increased operational capabilities and overcoming the domination of friction over inertial forces at the micro-scale.

There are number of techniques, which provide the implementation of electromagnetic levitation into a micro-actuator system and can be classified according to the materials used and the sources of the force fields in two major branches: electric levitation micro-actuators (ELMA) and magnetic levitation micro-actuators (MLMA). In particular, ELMA were successfully used as linear transporters [1] and in micro-inertial sensors [2,3]. MLAM can be further split into inductive (ILMA), diamagnetic (DLMA), superconducting micro-actuators and hybrid levitation micro-actuators (HLMA) [4], which have found applications in microbearings [5-7], micromirrors [8,9], micro-gyroscopes [10,11], micro-accelerometers [12], bistable switches [13], nanoforce sensors [14], microtransporters [15], microaccelerators [16], micromotors [17-19] and resonators [20].

A wide spectrum of physical principles have been utilized and successfully implemented by using different techniques for microfabrication. However, recently developed 3D microcoil technology [21] together with the integration of a polymer magnetic composite material for flux concentration, allows announcing inductive levitation micro-actuator systems-firstly, as systems with established micro-fabrication process in comparison to the other levitation actuator systems and, secondly, as high-performance systems. As a result of this progress, our group demonstrated the inductive levitation actuator system with the record lowest current consumption [7] around tens of mA . This permits us to avoid using standard bulky high-frequency current amplifiers for exciting the ILMA and to replace
them with the integrated control circuit including the signal generator and amplifier and with a size comparable to the size of the micro-actuator system [22].

HLMAs, in which, for instance, the inductive levitation micro-actuator system can be joined with a source of electrostatic field, dramatically increase the capabilities of levitated micro-systems [4] and demonstrate a wide range of different operation modes such as the linear and angular positioning, bi-stable linear and angular actuation and the adjustment of stiffness components, as it was reported in $[17,23]$ and presented by the author at Transducers 2017 [24]. These capabilities open a new very promising perspective to create smart micro-actuator systems with new functional abilities implemented, for instance, by means of the coherent cooperation of distributed microactuators, multistable actuation, mechanical and electromagnetic couplings.

Although the linear pull-in actuation has been comprehensively studied theoretically as well as experimentally [25], the angular pull-in phenomenon of tilting actuation in such HLMAs has not yet been addressed. In this article, in order to fill this gap, a prototype of hybrid levitation micro-actuator was fabricated to experimentally demonstrate and characterize the static pull-in behavior of tilting actuation. Using the qualitative technique based on the Lagrangian approach [26], a semi-analytical model for mimicking such the static pull-in behavior based on two circuit approximation of induced eddy current with proof mass is developed. Upon tilting the levitated disc, the geometrical transformation of eddy current circuit is analyzed by means of finite element approach proposed in [27]. As a result of this analysis was developed a semi-analytical function for calculation mutual inductance and corresponding electromagnetic force and torque by Kalantarov-Zeitlin's method [28]. Thus, the particularity of the developed model is to employ this new derived function for calculation of mutual inductance and to account for two degrees of freedom, namely, linear displacement in the vertical direction and angular displacement of the levitated disc. Through this study we verified successfully the given assumptions for modelling and developed the robust analytical tool to describe the static pull-in actuation of HLMAs.

## 2. Fabrication and Measurements

In order to comprehensively study the static pull-in of tilting actuation executed by the HLMA, we fabricated a microprototype, as shown in Figure 1a, by using a similar fabrication process as the one reported in work [17]. Namely, the hybrid actuator consists of two structures fabricated independently, namely, the Pyrex structure and the silicon structure, which were aligned and assembled by flip-chip bonding into one device with the dimensions: $9.4 \mathrm{~mm} \times 7.4 \mathrm{~mm} \times 1.1 \mathrm{~mm}$, as shown in Figure 1a.


Figure 1. The prototype of micro-actuator-performed tilting pull-in actuation: (a) the fabricated prototype of the microactuator glued and wire-bonded on a PCB board and levitated stably micro-disc with a diameter of 2.8 mm ; (b) the set of electrodes fabricated on the top of the silicon structure: the energized electrodes generating the electrostatic forces executing the pull-in actuation are highlighted in red, where $U$ is the applied voltage; (c) video frames demonstrating actual tilting pull-in actuation: the top figure shows the original flat state of the micro-disc and the bottom figure shows its tilted state after applying the pull-in voltage.

The Pyrex structure includes two coaxial 3D wire-bonded microcoils similar to those reported in our previous work [6], namely, the stabilization and the levitation coils, fabricated on Pyrex substrate using SU-8 2150. The function of this structure is to stably levitate an aluminum disc-shaped proof mass (PM). For this particular device, the height of the coils is $500 \mu \mathrm{~m}$ and the number of windings is 20 and 12 for levitation and stabilization coils, respectively. This coil structure is able to levitate PMs with diameters ranging from 2.7 to 3.3 mm [6].

The silicon structure was fabricated on a SOI wafer with a device layer of $40 \mu \mathrm{~m}$, the buried oxide of $2 \mu \mathrm{~m}$, a handle layer of $600 \mu \mathrm{~m}$ and the resistivity of silicon in a range of $1.30 \Omega \mathrm{~cm}$, as it was reported in work [29]. Additionally, the device layer has a 500 nm oxide layer for passivation, on top of which electrodes are patterned by UV lithography on evaporated $\mathrm{Cr} / \mathrm{Au}$ layers (20/150 nm). The fabricated electrode set, which is hidden by the levitated micro-disc in Figure 1a, is shown in Figure 1b. After etching the handle layer up to the buried oxide by DRIE, the silicon structure was aligned and bonded onto the Pyrex structure. Note that the internal structure of the fabricated device is similar to one shown and discussed in our works [17,29]. Finally, the fabricated device was glued and wire-bonded on a PCB board as shown in Figure 1a.

The actuator coils were fed by AC current at the frequency of 10 MHz , with an RMS value ranging from 100 mA to 130 mA . This range of changing of AC current allowed us to levitate a disc with a diameter of 2.8 mm within a height from 35 to $190 \mu \mathrm{~m}$ measured from the surface of the electrodes patterned on the silicon substrate. Pull-in of tilting actuation was performed by applying pull-in voltage to electrodes " 1 " and " 2 ", as shown in Figure $1 \mathrm{~b}, \mathrm{c}$. The circular electrode " 1 " has a diameter of 1 mm corresponding to an area $A_{1}$ of around $\sim 0.8 \mathrm{~mm}^{2}$. Whereas, the geometry of the sectorial electrode " 2 " is characterized by the following parameters: an inner radius $R_{\text {in }}$ of 1.1 mm , an outer radius $R_{\text {out }}$ of 1.4 mm and the center angle of $\pi / 2 \mathrm{rad}$, which corresponds to an area $A_{2}$ of around $\sim 0.43 \mathrm{~mm}^{2}$. The electrode set was able to generate the tilting torque within a range of $0.7 \times 10^{-10} \mathrm{~N} \mathrm{~m}$. The linear displacement of a disc edge was measured by a laser distance sensor (LK-G32) directly (see Figure 1a,c). The measurements were performed at two levitation heights. Namely, the disc was levitated at 130 and $150 \mu \mathrm{~m}$. The measured results at these two heights are referred to further in the article as measurement I and II, respectively. The pull-in actuation occurred for the applied voltages of 27 and 33 V and the measured pull-in displacements were 34 and $45 \mu \mathrm{~m}$, respectively. The results of measurements accompanying the results of modeling are summarized in Table 1 below.

Table 1. Results of measurements and modeling of the static pull-in.

|  |  | Measurement I | Measurement II |
| :--- | :--- | :---: | :---: |
| Measured | Levitation height, $h_{l}$ | $130 \mu \mathrm{~m}$ | $150 \mu \mathrm{~m}$ |
| parameters | Spacing, $h$ | $100 \mu \mathrm{~m}$ | $120 \mu \mathrm{~m}$ |
| Results | Pull-in displacement | $34 \mu \mathrm{~m}$ | $45 \mu \mathrm{~m}$ |
| of measurements | Pull-in voltage, $U$ | 27 V | 33 V |
| Parameters | $\zeta=h_{l} / d_{l}$ | 0.065 | 0.075 |
| for modelling | $\kappa=h / h_{l}$ | 0.7692 | 0.8 |
| Results | Pull-in displacement | $38 \mu \mathrm{~m}$ | $48 \mu \mathrm{~m}$ |
| of medelling | Pull-in voltage, $U$ | 28 V | 33 V |
| Device design | Diameter of levitation coil, $d_{l}$ | 2 mm |  |
|  | Area of electrodes, $A_{1}$ and $A_{2}$ | 0.8 and $0.43 \mathrm{~mm}^{2}$ |  |

## 3. Simulation and Modeling

The mechanism of stable levitation of the disc-shaped proof mass in the framework of two coil design is as follows. The induced eddy currents are distributed along the levitated proof mass in such a way that two circuits with maximum values of eddy current density
can be identified. The first circuit corresponds to the eddy current distributed along the edge of disc-shaped PM and the second circuit is defined by the levitation coil. The latter one has a circular path with radius equal to the radius of the levitation coil. Hence, this mechanism can be split into two force interactions. The force interaction occurs between the current in the stabilization coil and induced eddy current corresponding to the first circuit, which contributes mainly to the lateral stability of the levitated PM. Whereas, the force interaction between the current in the levitation coil and induced eddy current related to the second circuit contributes mainly to the vertical and angular stability of the levitated PM [26].

Upon tilting the PM, the eddy current circuit generated by the levitation coil is transformed form a circular shape into an elliptical one. In the section below, this transformation of the shape of eddy current circuit is analyzed by quasi-finite element approach recently developed in $[27,30,31]$. As a result of the analysis, formulas for calculation of the mutual inductance and corresponding electromagnetic torque and force acting on the PM are derived by employing Kalantarov-Zeitlin's method [28]. Then the derived formulas are applied to the modeling of the pull-in actuation in the HLMA.

### 3.1. Simulation of Induced Eddy Current within the Tilting Proof Mass

According to the procedure proposed in our previous work [27], the disc is meshed by circular elements, as shown in Figure 2a. For the particular case, the levitated micro-disc is meshed by circular elements, each of them having the same radius of $R_{e}=2.4814 \times 10^{-5} \mathrm{~m}$. For the disc with a diameter of 2.8 mm , a number of elements is $n=2496$. 3D scheme of two micro-coils is approximated by a series of circular filaments. The levitation coil is replaced by 20 circular filaments with a diameter of 2.0 mm , while the stabilization coil-by 12 circular filaments with a diameter of 3.8 mm . Thus, the total number of circular filaments, $N$, is 32 . Assigning the origin of the fixed frame $\left\{X_{k}\right\}(k=1,2,3)$ to the centre of the circular filament corresponding to the first top winding of the levitation coil, the linear position of the circular filaments of levitation coil can be defined as ${ }^{(j)} r_{c}=[00(j-1) \cdot p]^{T},(j=1, \ldots, 20)$, where $p$ is the pitch equaling to $25 \mu \mathrm{~m}$. The same is applicable for stabilization coil, ${ }^{(j)} r_{c}=[00(j-21) \cdot p]^{T}$, with the difference that the index $j$ varies from 21 to 32 . For both coils, the Bryan angle of each circular filament is ${ }^{(j)} \underline{\phi}_{c}=\left[\begin{array}{lll}0 & 0 & 0\end{array}\right]^{T},(j=1, \ldots, 32)$. Note that all notations and introduced math variables used in the main text are listed in the nomenclature shown in Appendix A.

The result of meshing becomes a list of elements $\left\{{ }^{(s)} \underline{C}=\left[{ }^{(s)} \rho{ }^{(s)} \phi\right]^{T}\right\}(s=1, \ldots, n)$ containing information about a radius vector and an angular orientation for each element with respect to the coordinate frame $\left\{x_{k}\right\}(k=1,2,3)$. Now a matrix $\underline{L}$ of self-inductances of circular elements and mutual inductances between them can be formed as follows

$$
\begin{equation*}
\underline{L}=L^{o} \underline{E}+\underline{M}^{0}, \tag{1}
\end{equation*}
$$

where $\underline{E}$ is the $(2496 \times 2496)$ unit matrix, $\underline{M}^{0}$ is the $(2496 \times 2496)$ - symmetric hollow matrix whose elements are $L_{k s}^{o}(k \neq s)$. The self-inductance of the circular element is calculated by the known formula for a circular ring of circular cross-section

$$
\begin{equation*}
L^{o}=\mu_{0} R_{e}\left[\ln 8 / \varepsilon_{t}-7 / 4+\varepsilon_{t}^{2} / 8\left(\ln 8 / \varepsilon_{t}+1 / 3\right)\right] \tag{2}
\end{equation*}
$$

where $\mu_{0}$ is the magnetic permeability of free space, $\varepsilon_{t}=t h /\left(2 R_{e}\right)$, th is the thickness of a meshed layer of micro-object (in the particular case, $t h=13 \mu \mathrm{~m}$ ).


Figure 2. Simulation of eddy current: (a) the disc is meshed by circular elements $n=2496,\left\{x_{k}\right\}$ ( $k=1,2,3$ ) is the coordinate frame assigned to the center of disc; (b) 3D schematic diagram of the actuator; (c) 3D plot of the distribution of dimensionless magnitude of the eddy current along the surface of the disc; (d) 2D plot of the distribution of magnitudes of eddy current.

Accounting for the values of diameters of levitation and stabilization coils, 3D geometrical scheme of the actuator for the eddy current simulation can be build as shown in Figure 2 b . The position of the coordinate frame $\left\{x_{k}\right\}(k=1,2,3)$ with respect to the fixed frame $\left\{X_{k}\right\}(k=1,2,3)$ is defined by the radius vector $r_{c m}=\left[\begin{array}{lll}0 & 0 & h_{l}\end{array}\right]^{T}$, where the levitation height, $h_{l}$ is to be $100 \mu \mathrm{~m}$. Then, the position of the $s$-mesh element with respect to the coordinate frame $\left\{{ }^{(j)} z_{k}\right\}(k=1,2,3)$ assigned to the $j$-coil filament can be found as ${ }^{(s, j)} \boldsymbol{r}=\boldsymbol{r}_{c m}+{ }^{(s)} \boldsymbol{\rho}-{ }^{(j)} \boldsymbol{r}_{c}$ or in matrix form as

$$
\begin{equation*}
{ }^{(s, j)} \underline{r}^{z}={ }^{(j)} \underline{A}^{z X} \underline{\underline{r}}_{c m}^{X}+{ }^{(j)} \underline{A}^{z x}(s) \underline{\rho}^{x}-{ }^{(j)} \underline{A}^{z X(j)} \underline{r}_{c}^{X} \tag{3}
\end{equation*}
$$

where ${ }^{(j)} \underline{A}^{z X}={ }^{(j)} \underline{A}^{z X}\left({ }^{(j)} \underline{\phi}_{c}\right)={ }^{(j)} \underline{\boldsymbol{e}}^{z} \cdot \underline{\boldsymbol{e}}^{X}$ and ${ }^{(j)} \underline{A}^{z x}={ }^{(j)} \underline{A}^{z X}\left({ }^{(j)} \underline{\phi}_{c}\right) \underline{A}^{X x}(\underline{\varphi})={ }^{(j)} \underline{\boldsymbol{e}}^{z} \cdot \underline{\boldsymbol{e}}^{x}$ are the direction cosine matrices, $\underline{\varphi}=\left[\begin{array}{lll}\theta & 0 & 0\end{array}\right]$ is the vector of the angular generalized coordinates.

All matrices of ${ }^{(j)} \underline{\phi}_{c}$ are zeros. Hence, ${ }^{(j)} \underline{A}^{z X}=\underline{E}$, where $\underline{E}$ is the $(3 \times 3)$ unit matrix and ${ }^{(j)} \underline{A}^{z x}={ }^{(j)} \underline{A}^{z X}\left({ }^{(j)} \underline{\phi}_{c}\right) \underline{A}^{X x}(\underline{\varphi})=\underline{E}^{A^{X x}}(\underline{\varphi})=\underline{A}^{X x}(\underline{\varphi})$. As an illustrative example, the angle $\theta$ is chosen to be $12^{\circ}$, as shown in Figure 2b. Moreover, the coils are represented by the circular filaments and using the radius vector ${ }^{(s, j)} r$, the mutual inductance between the $j$-coil and $s$-meshed element can be calculated directly using the formula presented in [28]. Thereby, the $(2496 \times 32)$ matrix $\underline{M}_{c}$ of mutual inductance between coils and finite elements can be formed. The induced eddy current in each circular element is a solution of the following matrix equation

$$
\begin{equation*}
\underline{I}=\underline{L}^{-1} \underline{M}_{c} \underline{I}_{c} \tag{4}
\end{equation*}
$$

where $\underline{I}$ is the $(2496 \times 1)$ matrix of eddy currents and $\underline{I}_{c}=\left[I_{c 1} I_{c 2} \ldots I_{c N}\right]^{T}$ is the given $(32 \times 1)$ matrix of currents in coils.

For calculation, dimensionless currents in the levitation coil and stabilization one are introduced by dividing currents on the amplitude of the current in the levitation coil. Note
that the amplitude of the current in both coils are the same. Hence, the input current in the levitation coil filaments is to be one, while in the stabilization coil filaments it is minus one (because of the $180^{\circ}$ phase shift). Now, the induced eddy current in dimensionless values can be calculated [27]. The result of calculation is shown in Figure 2c as a 3D plot. The intensity of the color shown by the bar characterizes the value of dimensionless magnitude of the eddy current. Figure 2d shows a 2D plot of the distribution of magnitudes of eddy current along the area of the surface of the PM. As it is seen from Figure 2c,d, the maximum of eddy current magnitudes are distributed along the edge of the PM and around its centre. Moreover, the analysis of Figure 2d depicts that a circular shape of maximum magnitude of eddy current induced by the current of the stabilization coil without tilting the PM [27] is transformed into an elliptical shape with shifting its center, as shown in Figure 2d. The center of the ellipse is defined by the following coordinates $z_{c}=z_{c}(\theta)$ and $y_{c}=y_{c}(\theta)$, which are also functions of the tilting angle $\theta$.

### 3.2. Mutual Inductance between Two Filaments of Circular and Elliptic Shapes

Approximating the elliptical shape of distribution of the eddy current magnitude around the centre of the PM by a filament, a function for calculation of the mutual inductance between the elliptical filament with the shifted center and circular filament is derived by using Kalantarov-Zeitlin's method. A scheme with detailed particularities of geometry for calculation is shown in Figure 3.


Figure 3. Reduced scheme for modeling electromagnetic interaction between the levitation coil and the tilt-disc: $h_{l}$ is the levitation height between a plane of coils and equilibrium point; $\theta$ is the tilting angle; $i_{e}$ is the induced eddy current corresponding to the maximum current density within the disc; $R_{l}$ is the radius of the levitation coil; $z_{\mathcal{C}}=z_{\mathcal{c}}(\theta)$ and $y_{c}=y_{c}\left(\theta, z_{c}\right)$ are the coordinates of the center of the ellipse as functions of generalized coordinates; $b=b(\theta)$ is the length of minor axis of the ellipse.

Accounting for Figure 3 and introducing the following dimensionless coordinates,

$$
\begin{equation*}
z=\frac{z_{c}}{R_{l}} ; y=-z \frac{\tan (\theta)}{\tan ^{2}(\theta)+1} \tag{5}
\end{equation*}
$$

the formula for calculation of the mutual inductance can be written as

$$
\begin{equation*}
M=\frac{\mu_{0} R_{l}}{\pi} \int_{0}^{2 \pi} r \cdot F \cdot \Phi(k) d \varphi \tag{6}
\end{equation*}
$$

where

$$
\begin{equation*}
r=r(\theta)=\frac{\cos \theta}{\sqrt{\left(\tan ^{2}(\theta)+1\right) \sin ^{2}(\varphi)+\cos ^{2}(\theta) \cos ^{2}(\varphi)}} \tag{7}
\end{equation*}
$$

$$
\begin{gather*}
F=F(\theta, z)=\frac{R}{\rho^{1.5}}=\frac{r+t_{1} \cdot \cos \varphi+t_{2} \cdot \sin \varphi}{\rho^{1.5}},  \tag{8}\\
\rho^{2}=\rho^{2}(\theta, z)=r^{2}+2 r \cdot y \sin (\varphi)+y^{2},  \tag{9}\\
t_{1}=t_{1}(\theta, z)=0.5 \cdot r^{2} \tan ^{2} \theta \sin (2(\varphi)) \cdot y, t_{2}=t_{2}(\theta, z)=y, \\
\Phi(k)=\frac{1}{k}\left[\left(1-\frac{k^{2}}{2}\right) K(k)-E(k)\right], \tag{10}
\end{gather*}
$$

and $K(k)$ and $E(k)$ are the complete elliptic functions of the first and second kind, respectively, and

$$
\begin{align*}
& k^{2}=k^{2}(\theta, z)=\frac{4 \rho}{(\rho+1)^{2}+z_{\lambda}^{2}}  \tag{11}\\
& z_{\lambda}=\frac{z}{\tan ^{2}(\theta)+1}+r \tan \theta \sin (\varphi)
\end{align*}
$$

### 3.3. Model of Static Pull-In of Tilting Actuation

It is assumed that the contribution of the force interaction between the current in the stabilization coil and the eddy current circuit flowing along the edge of the PM to the behavior of the PM in the vertical and angular directions measured by the generalized coordinates $z_{c}$ and $\theta$, respectively, is negligible [27]. Thus, the force interaction between the current in the levitation coil and the eddy current distributed around the PM's center is dominated and determines the actuation of the PM under applying electrostatic force produced by the energized electrodes " 1 " and " 2 ".

Hence, the Lagrangian of the electromagnetic system under consideration can be written as

$$
\begin{equation*}
L=\frac{1}{2} m \dot{z}_{c}^{2}+\frac{1}{2} J \dot{\theta}^{2}-m g z_{c}+M\left(\theta, z_{c}\right) I i+\frac{1}{2} L_{e}\left(\theta, z_{c}\right) i^{2}-\frac{1}{2} \frac{Q_{1}^{2}}{C_{1}\left(\theta, z_{c}\right)}-\frac{1}{2} \frac{Q_{2}^{2}}{C_{2}\left(\theta, z_{c}\right)} \tag{12}
\end{equation*}
$$

where $m$ is the mass of PM, $J$ is the moment of inertia of the disc about the axis through center of mass and coinciding with its diameter, $g$ is the gravitational acceleration, $M\left(\theta, z_{c}\right)$ is the mutual inductance defined by Formula (6), $I$ is the given AC current in the levitation $\operatorname{coil}\left(I=\hat{I} e^{j \omega t}\right.$, where $\hat{I}$ is the magnitude, $\omega$ is the frequency), $i$ is the induced eddy current, $L_{e}$ is the self inductance of the eddy current circuit, $Q_{1}$ and $Q_{2}$ are the charges stored by the planar capacitors $C_{1}$ and $C_{2}$ built on electrodes " 1 " and " 2 ", respectively. Accounting for linear and angular displacements of the PM, the capacitances corresponding to circular " 1 " and sectorial " 2 " electrode can be described, respectively, by the following equations

$$
\begin{align*}
& C_{1}\left(\theta, z_{c}\right)=-\varphi_{10} \frac{h_{l}+z_{c}}{\tan ^{2}(\theta)} \ln \left(1-\frac{R_{1}^{2} \tan ^{2}(\theta)}{\left(h_{l}+z_{c}\right)^{2}}\right)  \tag{13}\\
& C_{2}\left(\theta, z_{c}\right)=\frac{\varphi_{20}}{\tan (\theta)}\left[R_{\text {out }}-R_{\text {in }}+\frac{h_{l}+z_{c}}{\tan (\theta)} \ln \left(\frac{1+R_{\text {in }} \tan (\theta) /\left(h_{l}+z_{c}\right)}{1+R_{\text {out }} \tan (\theta) /\left(h_{l}+z_{c}\right)}\right)\right]
\end{align*}
$$

where $\varphi_{10}=\pi \varepsilon \varepsilon_{0}$ and $\varphi_{20}=\varepsilon \varepsilon_{0} \pi / 2, \varepsilon$ is the relative permittivity and $\varepsilon_{0}$ is the permittivity of free space, $R_{1}$ is the radius of the center electrode, $R_{\text {out }}$ and $R_{\text {in }}$ are the outer and inner radii of the sectorial electrode, respectively. Noting that the capacitors are connected in the series, for charges we can write that $Q_{1}=Q_{2}=Q$. The dissipation function can be presented as

$$
\begin{equation*}
\Psi=\frac{1}{2} R_{e d d y} i^{2}, \tag{14}
\end{equation*}
$$

where $R_{\text {eddy }}$ is the electrical resistance of the eddy current circuit. Hence, the state of the system can be defined by two coordinates $z_{c}$ and $\theta$, the charge $Q$ and the eddy current $i$.

Adapting the variables and the assumptions introduced above, the Lagrange-Maxwell equations of the system can be written as follows

$$
\left\{\begin{array}{l}
\frac{d}{d t}\left(\frac{\partial L}{\partial i}\right)+\frac{\partial \Psi}{\partial i}=0 ; \quad-\frac{\partial L}{\partial Q}=U ;  \tag{15}\\
\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{z}_{c}}\right)-\frac{\partial L}{\partial z_{c}}=0 ; \quad \frac{d}{d t}\left(\frac{\partial L}{\partial \dot{\theta}}\right)-\frac{\partial L}{\partial \theta}=0
\end{array}\right.
$$

Substituting (12) and (14) into (15) and accounting for the fact that the static problem is considered, the acceleration and speed of coordinates $z_{c}$ and $\theta$ are ignored. Thus, we can finally write the following set of equations describing the static behavior of the PM [26]:

$$
\left\{\begin{array}{l}
L_{e} \frac{d i}{d t}+R_{e d d y} i+M \frac{d I}{d t}=0 ; \quad \frac{C_{2}+C_{1}}{C_{1} C_{2}} Q=U  \tag{16}\\
m g-\frac{\partial M}{\partial z_{c}} I i-\frac{1}{C_{1}+C_{2}}\left(C_{2}^{2} \frac{\partial C_{1}}{\partial z_{c}}+C_{1}^{2} \frac{\partial C_{2}}{\partial z_{c}}\right) U^{2}=0 \\
-\frac{\partial M}{\partial \theta} I i-\frac{1}{C_{1}+C_{2}}\left(C_{2}^{2} \frac{\partial C_{1}}{\partial \theta}+C_{1}^{2} \frac{\partial C_{2}}{\partial \theta}\right) U^{2}=0
\end{array}\right.
$$

Since the system operated in the air and the air damping supports the stable levitation of the PM, we can conclude, similar to [26], that $i \approx-M I / L_{e}$. Substituting the relation for currents from the latter conclusion into (16) and averaging ponderomotive force and torque with respect to the time $\left(1 / 2 \pi \int_{0}^{2 \pi} \frac{1}{L_{e}} \frac{\partial M}{\partial p} \Re(i) \Re(I) d t=1 / 2 \frac{1}{L_{e}} \frac{\partial M}{\partial p} \hat{I}^{2}\right.$, where $\left.p=\theta, z_{c}\right)$, we can write

$$
\left\{\begin{array}{l}
m g-\frac{1}{2} \frac{\partial M}{\partial z_{c}} \frac{M}{L_{e}} \hat{I}^{2}-\frac{1}{C_{1}+C_{2}}\left(C_{2}^{2} \frac{\partial C_{1}}{\partial z_{c}}+C_{1}^{2} \frac{\partial C_{2}}{\partial z_{c}}\right) U^{2}=0  \tag{17}\\
-\frac{1}{2} \frac{\partial M}{\partial \theta} \frac{M}{L_{e}} \hat{I}^{2}-\frac{1}{C_{1}+C_{2}}\left(C_{2}^{2} \frac{\partial C_{1}}{\partial \theta}+C_{1}^{2} \frac{\partial C_{2}}{\partial \theta}\right) U^{2}=0
\end{array}\right.
$$

## 4. Analysis of the Derived Model

In order to describe the static pull-in actuation of the fabricated prototype, the semianalytical model (17) is developed. The developed model (17) is derived by employing the qualitative technique to analyze inductive contactless suspensions, and a new formula for calculation of mutual inductance between the circular filament and its projection on a tilted plane was obtained in Section 3.2. The obtained new formula for calculation of mutual inductance is the result of simulation of induced eddy current within disc-shaped PM received by means of quasi-FEM approach, which showed that the geometry of the second circuit approximating the eddy current induced within the disc by AC current in the levitation coil is transformed due to the disc tilting.

The mechanical behavior of the disc is described by two generalized coordinates. They can be represented by dimensionless variables, namely, $\bar{\theta}=R_{T} \theta / h$ is the dimensionless angle and $\lambda=z_{c} / h$ is the dimensionless displacement, where $h$ is the spacing between the surface electrode structure and an equilibrium point $O ; R_{T}=\left(R_{\text {out }}+R_{\text {in }}\right) / 2$ is the distance between the center of the disc and applied electrostatic force generated by electrode " 2 ". The electromagnetic part of this system is reduced to the interaction between the current in the levitation coil and the induced eddy current with circuit corresponding to its maximum density within the disc. As a result of numerical analysis, the behavior of the shape of induced maximum density of eddy current within the disc was represented via an analytical function, which is dependent on the two generalized coordinates introduced above. This circumstance helps us to exactly define the mutual inductance and then to calculate the magnetic force and torque acting on the disc.

A preliminary result of modeling is shown in Figure 4, which provides an evolution of bifurcation diagrams for equilibrium of the titling PM without linear displacement depending on the applied dimensionless voltage $\sqrt{\beta}=\sqrt{\varepsilon_{0} A_{1} U^{2} /\left(2 m g h^{2}(1+a)\right)}$, where $A_{1}$ and $A_{2}$ are the areas of electrode 1 and 2, respectively, $a=A_{1} / A_{2}$, and depend on dimensionless parameters characterizing geometrical particularities of the prototype
design, namely, $\kappa=h / h_{l}$, which is in a range from 0.5 to 0.9 , and $\xi=h_{l} /\left(2 R_{l}\right)$, which changes in a range from 0.03 to 0.09 . These ranges of parameters $\kappa$ and $\xi$ are typical for all known designs of HLMA studied in the literature. As it is seen from Figure 4, increasing a radius of levitation coil (meaning that $\xi$ is decreased) and decreasing the space $h$ (meaning that the dimensionless parameter $\kappa$ is also decreased) leads to decreasing pull-in voltage and displacement.


Figure 4. Stable and unstable angular equilibrium of the tilt-disc and its evolution depending on the parameters of device such as $\xi=h_{l} / 2 R_{l}$ and $\kappa=h / h_{l}$, where $h$ is the space between an electrode plane and equilibrium point of the disc, $R_{l}$ is the radius of levitation coil.

Modeling the experimental measurement discussed in Section 2 requires taking into account the angular as well as linear displacement of the disc due to essential contribution of linear force acting on the disc along the $z$-axis. Figure 5 presents the results of modeling and measurements of the static pull-in of tilting actuation executed by the micro-actuator for two different levitation heights, namely, 130 and $150 \mu \mathrm{~m}$. Data collected during the measurement I and II in absolute values are shown in Figure 5b,d, respectively. Whereas, the results of modeling together with measured data in the normalized values are shown in Figure 5a,c. Analysis of Figure 5 shows that due to the contribution of the linear force, the range of angular displacement is reduced by almost $40 \%$ in both measurements.

Furthermore, measured data of pull-in actuation for measurement I and II are shown together with results of modeling in absolute values in Figure 6. Figure 6 provides a conclusive way to estimate the accuracy of the developed model (17) of pull-in actuation in the HLAM by means of direct comparison of results of modeling and measurements. The parameters of the device, particularities of conducted measurements and obtained results are summarized in Table 1. From the analysis of Figures 5 and 6 and Table 1, we can conclude that the results of modeling obtained by means of the developed model are in a good agreement with experimental data.


Figure 5. The results of modeling together with measured data in the normalized values: (a) measurement I; (c) measurement II. Applied voltage vs. the linear displacement of the disc: (b) measurement I; (d) measurement II (other details are shown in Table 1).


Figure 6. Measured data and results of model=ling in absolute values: (a) for measurement I; (b) for measurement II (other details are shown in Table 1).

## 5. Conclusions

In this article, the static pull-in of tilting actuation in HLMA was studied theoretically, as well as experimentally. The semi-analytical model (17) mimicking the static pull-in behavior of tilting actuation in HLMA is developed by employing the qualitative technique to analyze the dynamics and stability of inductive contactless suspensions, and new formula for calculation of mutual inductance between the circular filament and its projection on a tilted plane. As the result of simulation of induced eddy current within disc-shaped PM carried out using a quasi-FEM approach, which showed the distribution of eddy current around the center of a conducting disc, this new formula was developed and presented in the integral form based on Kalantarov-Zeitlin's method. The obtained non-linear model, accounting for two degrees of freedom of the actuator, allows us to predict accurately the static pull-in displacement and voltage for the particular prototype of HLMA. The results of modeling were verified experimentally and agree well with measurements. Through this study we verified successfully the given assumptions for modeling and developed the robust analytical tool to describe the static pull-in actuation and to predict pull-in parameters for HLMAs.
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## Abbreviations

The following abbreviations are used in this manuscript:
ILMA Inductive Levitation Micro-Actuator
HLMA Hybrid Levitation Micro-Actuator
PM Proof Mass
MLMA Magnetic Levitation Micro-Actuator
ELMA Electric Levitation Micro-Actuator

## Appendix A. Nomenclature

$A_{1}$ area of the electrode " 1 " $\left(\mathrm{m}^{2}\right)$
$A_{2}$ area of the electrode " 2 " $\left(\mathrm{m}^{2}\right)$
a dimensionless parameter $A_{1} / A_{2}$
$C_{1}$ capacitance of capacitor build on electrode " 1 " ( F )
$C_{2}$ capacitance of capacitor build on electrode " 2 " ( F )
$E$ the complete elliptic function of the second kind
$F_{l}$ generalized force $(l=1,2,3)(\mathrm{N})$

```
\(g\) gravity acceleration vector \(\left(\mathrm{m} / \mathrm{s}^{2}\right)\)
\(h_{l}\) height of levitation (m)
\(h\) space between the electrode surface and cm of levitated disc ( m )
\(i\) induced eddy current (A)
I AC current in the levitation coil (A)
\(\hat{I}\) magnitude of AC current in the levitation coil (A)
\(j\) imaginary unit
\(K\) complete elliptic function of the first kind
\(N\) number of wire loops
\(n\) number of finite elements
\(L\) Lagrange function (J)
\(L_{e}\) self-inductance of the eddy current circuit (H)
\(L_{j j}^{c}\) self-inductance of the \(j\)-wire loop (H)
\(L^{o}\) self-inductance of the finite circular element (H)
\(L_{k s}^{c}\) mutual inductance between \(k\) - and \(s\)-finite circular elements (H)
\(M\) between two filaments of circular and elliptic shapes (H)
\(m\) mass of levitated object (kg)
\(Q\) electric charges (C)
\(R_{\text {eddy }}\) electrical resistance of the eddy current circuit ( \(\Omega\) )
\(R_{e}\) radius of circular element (m)
\(R_{\text {in }}\) inner radius of sector electrode (m)
\(R_{l}\) radius of levitation coil (m)
\(R_{\text {out }}\) outer radius of sector electrode (m)
\(R_{T}\) mean distance (m)
th thickness of micro-object (m)
\(U\) voltage (V)
\(y_{c}\) coordinate of the centre of the ellipse along the \(y\)-axis (m)
\(z_{c}\) coordinate of the centre of the ellipse along the \(z\)-axis (m)
```


## Matrices

```
\(\underline{E}\) unit matrix of size \((n \times n)\)
\(\underline{I}\) matrix of eddy currents of size \((n \times 1)\) (A)
\(\underline{I}_{c}\) matrix of coil currents of size \((N \times 1)(\mathrm{A})\)
\(\underline{M}^{0}\) symmetric hollow matrix of size \((n \times n)\) whose elements are \(L_{k s}^{o}(k \neq s)(H)\)
\(\underline{M}_{c}\) mutual inductance between coils and finite elements of size \((n \times N)(H)\)
```


## Greek symbols

```
\(\beta\) dimensionless square voltage
\(\theta\) angular displacement of the levitated disc (rad)
\(\bar{\theta}\) dimensionless angle \(R_{T} \theta / h\)
\(\kappa\) dimensionless parameter \(h / h_{l}\)
\(\lambda\) dimensionless displacement \(z_{\mathcal{C}} / h\)
\(\xi\) dimensionless parameter \(h_{l} /\left(2 R_{l}\right)\)
\(\Psi\) dissipation function (W)
\(\omega\) frequency of AC current \((\mathrm{Hz})\)
```
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#### Abstract

We present the design, fabrication, and characterization of single and antagonistic SMA microactuators allowing for uni- and bi-directional self-folding of origami-inspired devices, respectively. Test devices consist of two triangular tiles that are interconnected by double-beam-shaped SMA microactuators fabricated from thin SMA foils of $20 \mu \mathrm{~m}$ thickness with memory shapes set to a $180^{\circ}$ folding angle. Bi-directional self-folding is achieved by combining two counteracting SMA microactuators. We present a macromodel to describe the engineering stress-strain characteristics of the SMA foil and to perform FEM simulations on the characteristics of self-folding and the corresponding local evolution of phase transformation. Experiments on single-SMA microactuators demonstrate the uni-directional self-folding and tunability of bending angles up to $180^{\circ}$. The finite element simulations qualitatively describe the main features of the observed torque-folding angle characteristics and provide further insights into the angular dependence of the local profiles of the stress and martensite phase fraction. The first antagonistic SMA microactuators reveal bi-directional self-folding in the range of $-44^{\circ}$ to $+40^{\circ}$, which remains well below the predicted limit of $\pm 100^{\circ}$.


Keywords: self-folding origami; microactuation; shape memory alloy foils; micro technology

## 1. Introduction

The increasing demand on the functionality of microsystems requires new approaches for active control of mechanical, optical, and fluidic components. Most microactuator concepts are limited to one- or two-dimensional workspaces. The concept presented here uses the technique of self-folding, following the ancient art of paper folding, known as origami, by which flat sheets transform into numerous three-dimensional (3D) shapes. The shape change can be achieved by bimorph structures [1], smart composites [2,3], or smart materials such as shape memory alloys (SMAs), responding to an external stimulus such as the environmental temperature or an electrical current. The advantage of origamiinspired designs in engineering is their compact and deployable setup, which has proven its versatility in various macroscopic applications, e.g., airbags [4], wings [5], or tools for minimally invasive surgery [6]. In addition, the actual 3D function could be assigned after the fabrication of the initially flat 2D structures. An overview of the designs and mechanisms of self-folding structures can be found in recent reviews, e.g., [7-9].

SMAs provide high bending moments, low corrosion, and low fatigue. SMA wires have been used to produce a folding motion [10-12] and furthermore can be transformed into SMA coils to generate larger displacements and bending angles $[6,13]$. The use of SMA sheets or foils can simplify the design and fabrication of folding actuators at the miniature scale [14]. Previous concepts of origami-inspired self-folding SMA sheets have been published in $[10,15]$. Further relevant research has been performed, e.g., in the field of robogami [16]. Alternative mechanisms for satellite deployment using SMA hinges were presented in [17]. While previous developments focused on the macro scale, we intend to transfer the concept of origami-inspired SMA folding actuation to the micro scale by
combining state-of-the-art methods of SMA film engineering and micromachining. The aim of this study is to design, fabricate, and analyze the performance of single and antagonistic SMA microactuators, allowing for uni- and bidirectional folding at miniature scales.

## 2. Materials and Methods

### 2.1. Materials Characterization

The outstanding property of SMAs is their thermally induced solid-state phase transformation, from a low-temperature phase (martensite) to a high-temperature phase (austenite) [18]. When an SMA material is deformed in its martensitic state, it undergoes a diffusionless and reversible phase transformation. Restoring its memory shape requires heating above its phase transformation temperature (austenite finish temperature $A_{f}$ ). In this investigation, the base material is a cold-rolled NiTi foil of $20 \mu \mathrm{~m}$ thickness. Aiming at multi-physical simulation of the folding actuation, the material is characterized with regard to its mechanical, thermal, and electrical properties. The differential scanning calorimetry (DSC) measurement shown in Figure 1 provides information on the martensitic transformation temperatures of the as-received material. The phase transformation regime is roughly located between 5 and $62^{\circ} \mathrm{C}$. On cooling, the material undergoes an intermediate R-phase transformation before the transformation to martensite begins at approximately $19^{\circ} \mathrm{C}$. Therefore, at room temperature, the material is in R-phase condition as long as no external load is applied. The reverse transformation from R-phase to austenite is associated with low thermal hysteresis and excellent fatigue life [19,20]. This behavior is reflected in the electrical resistance characteristic in Figure 1b showing the temperature range of folding actuation above room temperature. After the first load cycle, phase transformation is highly reversible.


Figure 1. (a) Differential scanning calorimetry measurement of a cold-rolled NiTi foil of $20 \mu \mathrm{~m}$ thickness; (b) four-point-probe electrical resistivity measurement in the temperature regime of actuation above room temperature.

Tensile tests are carried out in a heating chamber in order to determine the temperaturedependent mechanical parameters including Young's modulus, maximum transformation strain, and critical stress for inter-martensitic transformation. Figure 2a shows experimental and simulated engineering stress-strain characteristics for different temperatures. Typical features are the increase in stiffness and of the critical transformation stress, which is apparent by the shift of the stress plateau toward higher values. The stiffness increase is attributed to the rule of mixture of the involved phase fractions, including the 'soft' R-phase and 'hard' austenite that change with temperature. The critical transformation stress increases linearly following the Clausius Clapeyron relation with coefficient $\mathrm{C}_{\mathrm{AM}}$. The experimental characteristic at room temperature exhibits a rather large slope of the stress plateau due to strain hardening caused by sample fabrication. The obtained material parameters are summarized in Table A1 in the Appendix A.


Figure 2. (a) Experimental and simulated stress-strain characteristics at different temperatures as indicated; (b) temperature-dependent effective modulus used in the present model to describe the mechanical response in the temperature regime of co-existing R- and A-phase.

### 2.2. Constitutive Modeling

The model used to describe the thermomechanical behavior of the SMA material has been adopted from Jaber et al. [21]. Contrary to other polycrystalline model approaches, it is based upon the strain tensor and temperature as control variables for the transformation process. In combination with the finite element method for finite strains and large displacements, this model has a very good convergence behavior. The change from a $(\sigma, T)$-to an equivalent $(\varepsilon, T)$-phase diagram is necessary to determine the transformation rates directly expressed by the strain rate. Skipping the stress calculation in the adopted algorithm reduces computation time. Similar to other phenomenological material models for SMAs, the present model consists of two laws: a thermomechanical and a kinetic law. Here, we present the general equations and refer the reader to references [21-23] for further details.

During the thermomechanical formulation, hypo-elastic plasticity modeling is conducted to describe the non-linear but reversible stress-strain behavior [24]. Here, the strain rate tensor is additively decomposed, as in the equation below,

$$
\begin{equation*}
\dot{\varepsilon}=\dot{\varepsilon}_{e l}+\dot{\varepsilon}_{t r} \tag{1}
\end{equation*}
$$

$\dot{\varepsilon}$ is the rate of the total strain, $\dot{\varepsilon}_{e l}$ is the rate of the elastic strain, and $\dot{\varepsilon}_{t r}$ is the rate of the transformation strain. Considering the Jaumann rate of the Cauchy stress as the stress measure, the thermomechanical law is stated as below,

$$
\begin{equation*}
\dot{\sigma}=R: \dot{\varepsilon}_{e l}+k \dot{T}=R:\left(\dot{\varepsilon}-\dot{\varepsilon}_{t r}\right)+k \dot{T} \tag{2}
\end{equation*}
$$

$T$ is the current temperature, $k$ is the thermal modulus tensor, and $R$ is the fourth-order elastic modulus.

The martensite volume fraction $\xi$ and transformation strain tensor $\varepsilon_{t r}$ are selected as the internal state variables. These averaged quantities give a global account of the material behavior during thermomechanical loading. The kinetic law, therefore, describes the evolution of the internal state variables as below,

$$
\begin{equation*}
\dot{\varepsilon}_{t r}=\dot{\xi} \boldsymbol{E}, \tag{3}
\end{equation*}
$$

where $E$ is the transformation direction tensor that controls the orientation of created or recovered transformation strain for both forward and reverse transformations. $E$ is defined as,

$$
\begin{equation*}
E=\varepsilon_{t r}^{\max } \frac{\sigma^{\prime}}{\left\|\sigma^{\prime}\right\|} \text { for } \dot{\xi}>0 \text { (forward transformation) } \tag{4}
\end{equation*}
$$

$$
\begin{equation*}
E=\varepsilon_{t r}^{\max } \frac{\varepsilon_{t r}}{\left\|\varepsilon_{t r}\right\|} \text { for } \dot{\xi}<0 \text { (reverse transformation) } \tag{5}
\end{equation*}
$$

here, $\|\varepsilon \prime\|=\sqrt{\frac{3}{2(1+v)^{2}} \varepsilon^{\prime}: \varepsilon \prime}$ indicates the tensor norm.
In forward transformation, the created strain follows the direction of the deviator $\sigma^{\prime}$, which controls shape change in the materials. In reverse transformation, the strain decrease follows the direction of the existing transformation strain $\varepsilon_{t r}$. With this constitutive relation, a tangent stiffness tensor is calculated, which relates local stress and strain increments. In the finite element implementation, an elastic predictor-transformation corrector return mapping algorithm is adopted. Geometric nonlinearity is treated with an updated Lagrangian formulation [25].

The phase diagram in Figure 3 has been obtained from evaluating the tensile loading data (see Table A1). In the model, we take a simplified view: In forward transformation, we assume the co-existence of R- and A-phase, which we combine to a single parent phase and describe by a temperature-dependent effective modulus determined from experimental material characterization. Above $\mathrm{A}_{\mathrm{f}}$, the stiffness of the unloaded material is constant, and we estimate the modulus of the starting phase to be 10 GPa below room temperature. Figure 2 b depicts both the experimental and fitted effective modulus for different temperatures. The present model assumes the same mechanical behavior for tension and compression. In various NiTi alloys, a pronounced tension-compression asymmetry was found with typically higher transformation stress levels and lower transformation strain under compressive load [26]. An adaption of the model parameters will be possible in the future when experimental bending tests have been carried out.


Figure 3. (a) Classical phase diagram obtained from experimental values (red dots); (b) conversion into modified phase diagram as adapted from [21].

### 2.3. Design and Engineering

The basic components of the origami-inspired microdevices are two triangular tiles that are interconnected by SMA folding microactuators. Each microactuator is designed as a double-beam structure as depicted in Figure 4a, which allows for resetting the memory shape by Joule heating and thereby localizing the heat to the folding region. While eliminating the need for an additional heating element, the double-beam structure also serves as a flexible active hinge connecting the individual tiles. The dimensions of the folding microactuator are mainly limited by the SMA foil thickness $t_{S M A}$. If $\varepsilon_{\text {max }}$ denotes the maximum allowable tensile and compressive strain, which is located on the outer surfaces of the folding area, we can calculate the minimum admissible bending radius $r$ as follows:

$$
\begin{equation*}
r>t_{S M A} \frac{1-\left|\varepsilon_{\max }\right|}{2\left|\varepsilon_{\max }\right|} \tag{6}
\end{equation*}
$$



Figure 4. Fabrication and assembly of the folding microactuators: (a) microscope images of the micromachined NiTi foil before and after shape setting. (b) Schematic of laser micromachining and shape setting in a vacuum oven and (c) of electrical connection by gap welding and bonding to tiles. (d) Schematic of combining a protagonist and an antagonist microactuator for bi-directional folding.

For the given NiTi foil thickness of $20 \mu \mathrm{~m}$ and a strain limit of around $6 \%$, the minimum bending radius is $157 \mu \mathrm{~m}$. For our samples, we chose a bending radius of $250 \mu \mathrm{~m}$ to stay safely below the strain limit. We thereby obtained a minimum separation of the tiles of $\pi\left(\boldsymbol{r}+\boldsymbol{t}_{S M A}\right)=0.82 \mathrm{~mm}$. The beam width was set to 1 mm and the beam separation to 2.5 mm . Additionally, two centering holes were designed, which are required later in the heat treatment procedure.

### 2.4. Fabrication

The manufacturing process of the folding microactuators is shown in Figure 4b-d). First, the NiTi foil is structured by laser cutting. The obtained structure is covered with titanium foils to prevent oxidation during the annealing step. By means of a pin and the centering holes, we can bring the stack of Ti and NiTi foils into the desired fold of $0^{\circ}$ and a folding diameter of $500 \mu \mathrm{~m}$. Then, shape setting is performed by heat treatment in a vacuum furnace at $460^{\circ} \mathrm{C}$ for 45 min . In the next step (Figure 4c), the NiTi microactuators have to be attached to the polyimide tiles, which is performed here by adhesive bonding. Two nickel sheets are used as electrical connections, which are welded to the legs of the NiTi structure. The second tile is finally bonded to the NiTi structure to obtain the base element of the folding microactuator. Combining a protagonist microactuator with memory shape at $0^{\circ}$ with an antagonist with memory shape at $360^{\circ}$ (Figure 4 d ) enables bi-directional folding.

## 3. Characterization of Folding Actuation

The SMA folding actuator deforms quasi-plastically upon loading due to intermartensitic transformation. As shown in Figure 5, the shape-set folding microactuator has been mechanically unfolded beyond $360^{\circ}$ at room temperature to achieve a visible deformation of approximately $210^{\circ}$. If the structure is then placed on a hot plate, the memory shape can be recovered by heating above $A_{f}$ temperature. On subsequent cooling, the structure opens up again to about $45^{\circ}$ due to internal stress induced by the large bending angle. Repeatable performance is achieved after five training cycles. However, no systematic investigation has been made into the fatigue life.

### 3.1. Uni-Directional Self-Folding

In the following, we present the results of the folding performance of a single SMA microactuator, which is quasi-plastically deformed to $180^{\circ}$ and subsequently restored to its memory shape by Joule heating. The motion and temperature of the microactuator are tracked by an infrared camera. Different load cases are considered, ranging from free
recovery, whereby no tiles are used, to the cases of Kapton and ceramic tiles, generating different gravitational forces. Figure 6 depicts the corresponding folding characteristics as a function of heating power, which correlates with the average temperature of the microactuator. For increasing load, the critical power to start the transformation shifts from about 150 to 500 mW . In all cases, full transformation is reached at a heating power of 600 mW . The corresponding critical temperatures increase from about 32 to $48{ }^{\circ} \mathrm{C}$ for the ceramic tile, which is due to the stress-induced increase of phase transformation temperatures. At the same time, the folding angle drops more steeply. Upon cooling, the memory shape is recovered completely due to the gravitational load of the ceramic tile.


Figure 5. Folding sequence of a mechanically deformed SMA folding microactuator at room temperature. The memory shape can be recovered by heating on a hot plate above the austenite finish temperature.


Figure 6. (a) Folding angles as a function of heating power and average temperature of the selffolding microactuator determined by camera tracking; (b) IR image taken during shape recovery.

These measurements prove the concept of folding and the tunability of the angular range by introducing a suitable additional load. However, at a small load, incomplete shape recovery is observed as a consequence of residual plastic deformation. Additional experiments prove that samples with an increased folding radius of 0.5 and 1 mm show less residual strain and, thus, a smaller difference between the folding angles in a hot and cold state. On the other hand, shape setting results in smaller folding angles in this case, as higher bending radii are associated with smaller strain during mechanical unfolding, causing reduced shape recovery [27].

In addition, we investigate the torque of the SMA microactuator through the blocking force that is generated during shape recovery. For this purpose, the SMA microactuator is positioned in two configurations ( $90^{\circ}$ and $180^{\circ}$ ) below a load cell with one end fixed onto a substrate (see Figure 7a). The shape recovery during heating is blocked by the load cell, and the acting force is measured. The torque is calculated by multiplying the measured blocking force of the load cell with the distance L with respect to the fixation. Figure 7 b shows the heating and cooling characteristics for each configuration. The observed hysteresis is attributed to the difference between the forward and reverse phase transformation
temperatures. The maximum generated torque is determined to be 0.085 and 0.11 Nmm for the folding angles of $90^{\circ}$ and $180^{\circ}$, respectively.


Figure 7. Measurement of blocking force versus folding angle of a single self-folding microactuator: (a) Schematic of experimental setup for the case of $90^{\circ}$ and $180^{\circ}$ folding angle; the resulting torque is obtained by the product of measured force $F$ and distance $L$ with respect to the fixation; (b) torque versus heating power characteristics upon heating and cooling.

### 3.2. Bi-Directional Self-Folding

By combining two counteracting microactuators, a protagonist and an antagonist, bi-directional self-folding can be achieved. Thereby, selective heating of only one microactuator at a given time is mandatory to avoid plastic deformation in the austenitic state. While the active actuator is heated, the antagonist in a cold state will be deformed. First, we determine the torque-folding angle characteristics of a single SMA microactuator at room temperature and under Joule heating. As in the previous experiment on single microactuators, the load cell is positioned above the actuator (Figure 8a), and the fixation of the tile is gradually rotated to adjust different folding angles. Using digital image processing, we evaluate the folding angle and the distance from the pin to fixation in order to derive the corresponding torque to the recorded blocking force. Figure 8 b shows torque-folding angle characteristics for different average temperatures of the microactuators. The experimental setup allows for limited accuracy at small folding angles. In the initial elastic range, the stiffness increases for increasing average temperature. Joule heating up to $60^{\circ} \mathrm{C}$ using a heating power of 110 mW causes only partial phase transformation. In this case, stress-induced formation of martensite causes a characteristic change in slope above a critical torque of about 0.55 Nmm and a plateau-like course of torque. Further heating to $80^{\circ} \mathrm{C}$ results in full transformation to austenite, which is reflected by the quasi-linear loading characteristic. Yet, the folding microactuator is deformed plastically upon loading. Therefore, residual strain occurs upon unloading, which cannot be recovered.

The FE model is applied to the bending of a single self-folding microactuator to understand the folding motion and examine the torque in the range of small folding angles. For the 3D structure (Figure 9a), a zero-displacement boundary condition is applied to fix the two legs (green) to the tile below. For the blue part connecting the two beams to the second tile, a rigid body constraint is used, and unfolding is simulated by linearly increasing the moment on this part. Figure 9 b depicts two different configurations ( $180^{\circ}$ and $270^{\circ}$ ) and the corresponding volume distribution of martensite phase fraction at a homogeneous temperature of $24^{\circ} \mathrm{C}$. We can observe that the phase transformation does not occur uniformly along the folding axis but starts on the outer surfaces of the microactuator. For a folding angle of $270^{\circ}$, the maximum von Mises stress is 217 MPa and the maximum principal strain is $4.3 \%$.


Figure 8. Measurement of blocking force versus folding angle of a single self-folding microactuator at different temperatures: (a) schematic of experimental setup; (b) torque-folding angle characteristics for different average temperatures of the microactuator.


Figure 9. Finite element simulation of moment-controlled unfolding of a single microactuator at $24{ }^{\circ} \mathrm{C}$ : (a) boundary conditions of the 3D structure; (b) two folding configurations and corresponding local profile of martensite phase fraction indicated in color.

Simulations of torque-folding angle characteristics are carried out for different homogeneous temperatures, as shown in Figure 10a. Close to $160^{\circ}$, a kink occurs, which indicates a buckling effect that becomes increasingly pronounced for increasing temperature when the structure becomes stiffer. Figure 10b depicts the corresponding changes in martensite volume fraction in the bending region, covering the section between the fixation of the tiles and the connection of the two beams, see Figure 9 . At $80^{\circ} \mathrm{C}$, the microactuator remains in an austenitic state, even for folding angles up to $180^{\circ}$. For larger deformation loads, stress-induced formation of oriented martensite occurs, which is fully reset upon unloading. At lower temperatures, stress-induced transformation to oriented martensite is initiated at lower folding angles between $90^{\circ}$ and $180^{\circ}$. Thus, higher fractions of martensite occur for a given folding angle in this range. Below about $60^{\circ} \mathrm{C}$, oriented martensite can no longer be fully reset and, thus, folding angles are no longer recovered upon unloading. An animation of unfolding as well as the corresponding evolution of martensite phase fraction and von Mises stress for the cases of 24 and $80^{\circ} \mathrm{C}$ can be found in videos S1-S4 of the Supplementary Materials, respectively.

Based on the torque-folding angle characteristics, the motion range of antagonistic self-folding microactuators can be predicted. Figure 11 shows torque versus folding angle of bi-directional microactuation for the case of $180^{\circ}$ pre-deflection of protagonist and antagonist, thus a total of $360^{\circ}$ with respect to each other. Zero position corresponds to a flat state (Position 1). The intersections of the characteristics of protagonist and
antagonist correspond to the equilibrium positions obtained when selectively heating one microactuator at a given time. When the protagonist is heated exclusively, the folding angle $\alpha$ changes to Position 2 at $-100^{\circ}$, while selective heating of the antagonist results in a folding angle at $+100^{\circ}$ (Position 3). Thus, the equilibrium positions mark the maximum possible range of folding angles that could be achieved by antagonistic actuation. In an ideal case, bi-directional actuation allows covering the range of $-100^{\circ}<\alpha<100^{\circ}$. The experimental results on real antagonistic devices, however, reveal lower folding angles due to additional forces in the devices depending on the details of fabrication. Figure 11 shows an example of bi-directional self-folding microactuation by infrared microcopy, showing reversible folding between $-44^{\circ}$ and $+40^{\circ}$. The folding motion during heating and cooling of the protagonist and antagonist can be found in videos S5 and S6 of the Supplementary Materials, respectively.


Figure 10. (a) FEM simulation of torque versus folding angle of a single microactuator for different homogeneous temperatures as indicated; (b) corresponding local martensite volume fraction versus folding angle in the bending region.


Figure 11. Torque versus folding angle characteristics of the protagonist and antagonist of an antagonistic microactuator for the case of pre-deflection by $360^{\circ}$. By heating either the protagonist or antagonist, the equilibrium point moves from (1) to either (2) or (3).

## 4. Conclusions

We present the design, fabrication, and characterization of uni- and bi-directional origami-inspired self-folding microactuators based on micromachined SMA foils. The basic design consists of two triangular tiles that are interconnected by double-beam-shaped SMA microactuators, forming active hinges that are controlled by Joule heating. A macromodel describing the engineering stress-strain characteristics of the SMA foil is set up and implemented in an FEM tool to simulate the torque and bending angles of corresponding SMA microactuators in the temperature range of actuation. For fabrication, we follow a rapid prototyping approach using laser cutting, separate heat treatment, and hybrid integration. Upon further miniaturization, these process steps will be replaced by a monolithic fabrication scheme. Characterization concentrates on uni-directional as well as bi-directional self-folding. Experiments on folding angles versus heating power on single microactuators demonstrate the self-folding and tunability of the angular range between $30^{\circ}$ up to $180^{\circ}$, depending on the gravitational force of the tiles. The finite element simulations qualitatively describe the main features of the observed torque-folding angle characteristics including the temperature dependence of stiffness, critical stress for intermartensitic transformation, and stress-induced formation of martensite. Based on this information, the performance of antagonistic microactuators including maximum torque and bi-directional folding range is predicted. First demonstrator devices reveal bi-directional actuation in the range of $-44^{\circ}$ and $+40^{\circ}$. This range remains well below the predicted limit of $\pm 100^{\circ}$, which indicates that there is considerable room for design improvements. Possible design extensions could include cascaded designs of folding microactuators and, e.g., additional magnetic forces to support self-folding. Further downscaling and increasing the number of tiles will enable a variety of functional shapes and motions based on programmable folding patterns. Possible applications are foreseen, e.g., in programmable adaptive microoptics and microfluidics.

Supplementary Materials: The following videos S1-S6 are available online at https:/ /www.mdpi. com/article/10.3390/act10080181/s1. Video S1: Animation of unfolding and martensite phase fraction at $24^{\circ} \mathrm{C}$ (24d-martensitefraction.mp4); Video S2: Animation of unfolding and von Mises stress in the bending region at $24^{\circ} \mathrm{C}$ (24d-vonMises.mp4); Video S3: Animation of unfolding and martensite phase fraction at $80^{\circ} \mathrm{C}(80 \mathrm{~g}-$ martensitefraction.mp4); Video S4: Animation of unfolding and von Mises stress in the bending region at $80^{\circ} \mathrm{C}(80 \mathrm{~g}$-vonMises.mp4); Video S5: Video of the folding motion during heating of the protagonist (protagonist-heating+cooling.mp4); Video S6: Video of the folding motion during heating of the antagonist (antagonist-heating+cooling.mp4).
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## Appendix A

Table A1. List of parameters for finite element simulations.

| Parameter | Abbreviation | Value |
| :---: | :---: | :---: |
| Martensite Start Temperature | $M_{s}$ | $19^{\circ} \mathrm{C}$ |
| Martensite Finish Temperature | $M_{f}$ | $9^{\circ} \mathrm{C}$ |
| Austenite Start Temperature | $A_{s}$ | $52^{\circ} \mathrm{C}$ |
| Austenite Finish Temperature | $A_{f}$ | $62^{\circ} \mathrm{C}$ |
| R-phase Peak Temperature | $R_{p}$ | $45^{\circ} \mathrm{C}$ |
|  |  | $12.9 \mathrm{GPa}\left(\mathrm{at} 24^{\circ} \mathrm{C}\right)$ |
| Young's Modulus (starting phase) | $E_{A}$ | $21.4 \mathrm{GPa}\left(\mathrm{at} 40^{\circ} \mathrm{C}\right)$ |
|  |  | $24.3 \mathrm{GPa}\left(\mathrm{at} 55^{\circ} \mathrm{C}\right)$ |
| Clausius Clapeyron coefficient | $C_{M}$ | $32.5 \mathrm{GPa}\left(\mathrm{at} 80^{\circ} \mathrm{C}\right)$ |
| Maximum uniaxial transformation strain | $\varepsilon_{t r}^{\max }$ | $6.6 \mathrm{MPa} / \mathrm{K}$ |
| Critical transformation start stress $(\mathrm{A} \rightarrow \mathrm{M})$ | $\sigma_{S C R}$ | $0.035\left(\mathrm{at} 24^{\circ} \mathrm{C}\right)$ |
| Poisson ratio | $v$ | $0.025\left(40^{\circ} \mathrm{C}, 55^{\circ} \mathrm{C}, 80^{\circ} \mathrm{C}\right)$ |
|  | $\sim 50 \mathrm{MPa}$ |  |
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#### Abstract

We present a novel design approach for the power optimization of cantilever-based shape memory alloy (SMA)/Si bimorph microactuators as well as their microfabrication and in situ characterization. A major concern upon the miniaturization of SMA/Si bimorph microactuators in conventional double-beam cantilever designs is that direct Joule heating generates a large size-dependent temperature gradient along the length of the cantilevers, which significantly enhances the critical electrical power required to complete phase transformation. We demonstrate that this disadvantage can be mitigated by the finite element simulation-assisted design of additional folded beams in the perpendicular direction to the active cantilever beams, resulting in temperature homogenization. This approach is investigated for TiNiHf/Si microactuators with a film thickness ratio of $440 \mathrm{~nm} / 2 \mu \mathrm{~m}$, cantilever beam length of $75-100 \mu \mathrm{~m}$ and widths of $3-5 \mu \mathrm{~m}$. Temperature-homogenized SMA/Si microactuators show a reduction in power consumption of up to $48 \%$ compared to the conventional double-beam cantilever design.


Keywords: shape memory films; TiNiHf films; bimorph shape memory microactuators; design optimization

## 1. Introduction

Novel sensors and actuators have been developed in a wide range of MEMS applications to meet the ongoing trends of miniaturization and increases in functionality. Important fields of application are in silicon $(\mathrm{Si})$ photonics requiring actuators for switching and tuning at small scales. The microactuators should allow for large strokes at small footprints and fabrication should be compatible with silicon technology. So far, the vast majority of actuators for nanophotonic switching and tuning is based on electrostatics, using either comb-drive or gap-closing actuators [1,2]. Only in a few cases, other principles such as piezoelectric [3], thermal [4] or magnetic actuation [5] are applied.

Shape memory alloy (SMA) microactuators are an attractive solution owing to their distinct characteristics, such as a large actuation force, large displacement and low actuation voltage. The unique properties of SMA films and corresponding microstructures and nanostructures fabricated thereof provide a basis for the development of ultra-small actuators and systems with enhanced performance [6-8]. SMA/Si cantilever beam actuators have been demonstrated to show favorable scaling in the actuation performance with lateral dimensions down to 50 nm [9,10]. An ultra-compact nanophotonic SMA switch has been realized by the co-integration of SMA/Si nanoactuators and photonic waveguides on the same chip [11,12]. Cantilever beam actuators based on polymer/TiNiHf/Si composites enable bistable actuation that could be scaled from the mm-scale down to the nanoscale [13]. This performance is enabled by the large transformation hysteresis of TiNiHf films above room temperature.

The direct Joule heating of cantilever-based SMA bimorph actuators is known to generate a large size-dependent temperature gradient along the length of the cantilevers that can well exceed $50^{\circ} \mathrm{C} / \mu \mathrm{m}$ [10]. Because of this thermal scaling effect, the SMA layer undergoes phase transformation only in a local region, which significantly enhances power consumption to complete the phase transformation [11]. In the following, we present a novel approach to optimize the power consumption of cantilever-based TiNiHf/Si microactuators upon Joule heating through temperature homogenization. The electrical performance of temperature-homogenized microactuators is compared to non-optimized reference TiNiHf/Si microactuators.

## 2. TiNiHf Films

Recently, Curtis et al. demonstrated that the $\mathrm{TiNiHf} / \mathrm{Si}$ and $\mathrm{TiNiHf} / \mathrm{SiO}_{2} / \mathrm{Si}$ film composites annealed at $635^{\circ} \mathrm{C}$ showed favorable phase transformation properties including a phase transformation with a large thermal hysteresis above room temperature. This performance was shown to prevail upon downscaling the thickness of TiNiHf films down to 440 nm on Si substrates and 220 nm on $\mathrm{SiO}_{2} / \mathrm{Si}$ substrates [13].

In this work, $\mathrm{TiNiHf} / \mathrm{Si}$ cantilever beam microactuators are fabricated with the critical thickness of 440 nm using a DC magnetron multilayer sputter deposition approach as described in [13]. Amorphous TiNiHf films are magnetron sputtered on SOI substrates that have a $2 \mu \mathrm{~m}$ thick Si device layer and annealed at $635^{\circ} \mathrm{C}$ for 5 min . The average film composition of sputtered films is measured using energy-dispersive x-ray spectroscopy and found to be $\mathrm{Ti}_{40 \cdot 4} \mathrm{Ni}_{48} \mathrm{Hf}_{11 \cdot 6}$. Further details on the sputtering process and material's properties of the TiNiHf films can be found in [13]. Four-point electrical resistance measurements are carried out inside a cryostat to investigate the phase transformation of TiNiHf films constrained by a silicon-on-insulator (SOI) substrate. Quasi-stationary conditions are established by ramping the temperature step-wise and providing for sufficient waiting times in each step to guarantee that the influence of temperature change is negligible during measurement. Phase transformation temperatures are determined using the tangential method. Figure 1 shows the temperature-dependent electrical resistance of a TiNiHf film of 440 nm thickness upon cyclic heating and cooling.


Figure 1. Temperature-dependent electrical resistance characteristic of a 440 nm thick TiNiHf film on a $2 \mu \mathrm{~m}$ thick Si device layer of a SOI substrate. The start and finish austenitic and martensitic transformation temperatures ( $\mathrm{As}=119.3^{\circ} \mathrm{C}, \mathrm{Af}=163.7^{\circ} \mathrm{C}, \mathrm{Ms}=100.2^{\circ} \mathrm{C}, \mathrm{Mf}=65.6^{\circ} \mathrm{C}$ ) are determined using the tangential method.

The cyclic heating and cooling of the material reveal the typical martensitic phase transformation temperatures in line with the transformation temperatures and thermal hysteresis values reported for sputtered freestanding TiNiHf films [13]. The complete hysteresis loop shows the full phase transformation of the TiNiHf material. The characteristic phase transformation temperatures are determined using the tangential method. The hysteresis width is determined via the difference of average transformation temperatures $\bar{T}_{A}-\bar{T}_{M}$ is $67^{\circ} \mathrm{C}\left(\bar{T}_{A}=1 / 2\left(A_{s}+A_{f}\right),=1 / 2\left(M_{s}+M_{f}\right)\right)$.

## 3. Modelling and Design Approach

The shape memory effect is described using a 1D Tanaka-type model that has been extended to isotropic SMA materials of a 3D shape [14,15]. A variable for martensite phase fraction $\xi_{m}(\sigma, T)$ is used that approximates the kinetics of the phase transformation by an exponential step function depending on the temperature and stress. In the phase transformation regime between austenitic and martensitic states, the material properties are described using a rule of mixture [16]. For instance, the thermal expansion coefficient of TiNiHf is approximated as a mixture of thermal expansion coefficients of martensite $\propto_{M}$ and austenite $\alpha_{A}$ :

$$
\begin{equation*}
\propto(T)=\left(1-\xi_{M}(T)\right) \cdot \alpha_{A}+\xi_{M}(T) \cdot \alpha_{M} \tag{1}
\end{equation*}
$$

For the simulation of temperature profiles, the stationary heat equation for the TiNiHf/Si cantilever beam is solved numerically by approximating the temperaturedependent heat conductivity of the two layers. The heat conductivity of TiNiHf $\kappa_{T i N i H f}(T)$ is determined using the Wiedemann-Franz law [17] describing the heat conductivity of metals as a function of electrical conductivity $\sigma$ :

$$
\begin{equation*}
\kappa_{T i N i H f}(T)=L_{0} \cdot \sigma_{T i N i H f}(T) \cdot T \tag{2}
\end{equation*}
$$

with the proportionality constant $L_{0}=2.45 \times 10^{-8} \frac{\mathrm{~W} \Omega}{\mathrm{~K}^{2}}$ [17]. The thermal conductivity of Si [18] is approximated using

$$
\begin{equation*}
\kappa_{S i}(T)=\frac{5.0105 \times 10^{4} \frac{\mathrm{~W}}{\mathrm{~m}}}{T}-19.24 \frac{\mathrm{~W}}{\mathrm{mK}} \tag{3}
\end{equation*}
$$

Finite element simulations of the Joule heating of $\mathrm{TiNiHf} / \mathrm{Si}$ cantilever actuators are performed by using COMSOL Multiphysics 6.0, which allows us to couple the models for the electrical current profiles and heat transfer. The resistive heating via electro-thermal coupling acts as a thermal stress on the solid-mechanics interface, causing differential thermal expansion as well as strain change due to martensitic phase transformation. The material properties of TiNiHf films are taken from a recent experimental study (See Table 1) [13]. The stress and electrical conductivity in the phase transformation regime are approximated using the rule of mixture as described before.

Table 1. Material properties for coupled electro-thermo-mechanical simulation of temperature profiles for TiNiHf/Si bimorph microactuators. The Poisson ratio of Si is included in the COMSOL material library. A polynomial function approximates the thermal expansion coefficient of Si [18]: $\alpha_{S i}(T)=$ $\left(-3.0451+0.035705 \cdot T-7.98110^{-5} \cdot T^{2}+9.578310^{-8} \cdot T^{3}-5.891910^{-11} \cdot T^{4}+1.461410^{-14} \cdot T^{5}\right) 10^{-6} 1 / \mathrm{K}$.

|  | Si $[19,20]$ | TiNiHf $[13,21]$ |
| :---: | :---: | :---: |
| Electrical conductivity $\beta_{S M A}(\mathrm{~S} / \mathrm{m})$ | 10 | $\sigma_{\text {NiTiHf }}(T)$ |
| Thermal expansion coefficient $\alpha(1 / \mathrm{K})$ | $\alpha_{S i}(T)$ | $\alpha_{A}=30 \times 10^{-6}$ |
|  |  | $\alpha_{M}=15 \times 10^{-6}$ |
| Young's modulus E (GPa) | 169 | $\mathrm{E}_{\mathrm{m}}=35$ |
| Poisson's ratio $v$ | 0.22 | $E_{\mathrm{a}}=83$ |

A double-beam cantilever design with two contact pads is chosen for the TiNiHf/Si microactuators, as it facilitates Joule heating. A major concern with direct Joule heating is the scaling effects of heat transfer. Due to rapid heat transfer at the onset of the cantilever beams, Joule heating results in a temperature gradient along the beams, showing the highest values at the beam tip and lowest values close to substrate at the beam onset. As a consequence of this in-homogenous temperature profile, the phase fraction of martensite varies along the beam; thus, all material properties depending on the phase fraction vary along the beam as well. In particular, some sections of the beam may have already transformed to austenite, while other sections may still be in a martensitic state. Consequently, a large electrical power is required to heat the entire beam above the phase transformation temperature of about $164^{\circ} \mathrm{C}$, and actuation stroke is reduced.

Figure 2 shows the simulated temperature profiles along the x -direction of a $\mathrm{TiNiHf} / \mathrm{Si}$ cantilever beam for various values of electrical power. At 15 mW of electrical power, the reference design exhibits a maximum tip temperature of $247{ }^{\circ} \mathrm{C}$, while the beam onset is near room temperature (Figure 2a,c). Consequently, only about $50 \%$ of SMA material has reached the austenitic finish temperature ( $A_{f}=164^{\circ} \mathrm{C}$ ) and the remaining $50 \%$ remains in the martensitic state. Further increasing the electric power accumulates a large amount of heat at the cantilever tip and, thereby, increases the temperature gradient considerably. At 21.4 mW , the reference $\mathrm{TiNiHf} / \mathrm{Si}$ design already reaches a temperature gradient of $8{ }^{\circ} \mathrm{C} / \mu \mathrm{m}$.


Figure 2. ( $\mathbf{a}, \mathbf{b}$ ): Coupled finite element simulation of the temperature profiles along x -direction of a TiNiHf/Si cantilever beam upon Joule heating for various values of electrical power. The beam length $l$, beam width $w$ and length of folded beams $l_{\text {wing }}$ are indicated. The reference design without additional folded beams shows much larger temperature gradients compared to the temperature-homogenized design with additional folded beams; (c,d): contour plots of martensite phase fraction for reference and temperature-homogenized design at an electrical power of 15 mW and 11.8 mW , respectively.

This disadvantage can be mitigated by the design of additional folded beams with a direction perpendicular to the active cantilever beams, giving rise to much more homogeneous temperature profiles, as shown in Figure 2b,d. Already at the electrical power of 11.8 mW , the maximum tip temperature reaches $210^{\circ} \mathrm{C}$, while only $22 \%$ of SMA material remains in a martensitic state. The maximum power required to complete the phase transformation is about 12.25 mW . Thus, the presented approach of temperature homogenization largely eliminates the issue of different phase states at local regions of the cantilever beam.

## 4. Fabrication of TiNiHf/Si Bimorph Microactuators

Figure 3 shows a schematic of the process flow for fabrication of the TiNiHf/Si microactuators. This process follows our previous approach of micromachining and nanomachining a SOI wafer prior to SMA film deposition. It has the advantage that the SMA's functionality is not impaired by silicon technology and film delamination is prevented [22]. The starting substrate is a silicon-on-insulator (SOI) chip with a $2 \mu \mathrm{~m}$ device layer and $2 \mu \mathrm{~m}$ buried oxide layer. In the first steps, the pattern of cantilever beams is transferred to a chromium layer by using e-beam lithography (EBL) (Figure 3a,b) and a lift-off technique (Figure 3c). A chromium layer of 30 nm is used as a hard mask to etch the Si device layer via cryogenic reactive ion etching (RIE) (Figure 3d). In the next step, the chromium layer is removed, and the buried oxide layer is selectively removed via wet etching using hydrofluoric HF acid to obtain freestanding Si beam structures (Figure 3e). In the final step, the TiNiHf film is deposited via DC magnetron sputtering near room temperature to obtain freestanding TiNiHf/Si bimorph microstructures. Amorphous SMA films are then crystallized at $635^{\circ} \mathrm{C}$ via rapid thermal annealing. Scanning electron micrographs of the fabricated TiNiHf $/ \mathrm{Si}$ microactuators are shown in Figure 4. The TiNiHf layer of $440 \mu \mathrm{~m}$ and Si layers of $2 \mu \mathrm{~m}$ thickness can be distinguished clearly.


Figure 3. Schematic process flow for fabrication of TiNiHf / Si microactuators using an SOI wafer with $2 \mu \mathrm{~m}$ Si device layer, (a) patterning of resist using EBL, (b) chromium deposition, (c) lift-off of chromium, (d) RIE of Si using cryogenic etching, (e) stripping of chromium and selective etching of SiOx sacrificial layer and (f) sputtering and annealing of TiNiHf thin film.


Figure 4. Scanning electron micrographs of a freestanding TiNiHf / Si microactuator with folded beam structure for temperature homogenization. The thicknesses of the TiNiHf film and Si layer are 440 nm and $2 \mu \mathrm{~m}$, respectively. Dimensions of cantilever beams: $75 \mu \mathrm{~m}$ length ( $l$ ), $3 \mu \mathrm{~m}$ width ( $w$ ) and $30 \mu \mathrm{~m}$ length of folded beam structure $\left(l_{\text {wing }}\right)$.

## 5. Evaluation of Critical Electrical Power

Electrical resistance measurements are performed as a function of electrical power in situ in a scanning electron microscope (SEM) using the four-point method under stationary equilibrium conditions as described in Section 2. Nanomanipulators are used to establish electrical interconnections to individual microactuators as illustrated in Figure A1 in Appendix A. Figure 5 shows typical electrical resistance characteristics for different TiNiHf/Si microactuators without folded beam structures (reference design) and with folded beam structures for temperature homogenization. The electrical resistance characteristics show a complete hysteresis loop upon Joule heating and cooling, revealing the required electrical power for completing the phase transformation. Upon Joule heating, the average electrical resistance shows a characteristic drop for increasing electrical power, reflecting the course of the phase transformation. In the reference design, the resistance drop occurs gradually, as the phase transformation progresses gradually along the cantilever beam from the tip to the onset. In contrast, the temperature-homogenized design exhibits a much sharper drop in electrical resistance due to a larger volume fraction of SMA material transforming at a given heating power. In the present case (Figure 5a), the critical heating power required for a complete hysteresis loop reduces from 15 mW to about 11.8 mW corresponding to a reduction in power consumption by $21.8 \%$. Figure 5 b shows a comparison of TiNiHf $/ \mathrm{Si}$ microactuators with different lengths of folded beam structures $l_{\text {wing }}$ to illustrate their effect on temperature-homogenization. When increasing $l_{\text {wing }}$ from 30 to $40 \mu \mathrm{~m}$, the heating power required for complete phase transformation reduces from 7.9 to 5.5 mW , while the corresponding reference design requires about 10 mW . Thus, the reduction in power consumption reaches $45 \%$ in the latter case.

Table 2 summarizes the results concerning the critical electrical power required for a complete hysteresis loop for each sample. By narrowing the width of the cantilever beams from 5 to $3 \mu \mathrm{~m}$ (compare samples Ref100, \#1 and \#2), an additional power saving from $21.8 \%$ to $48 \%$ is achieved. The reduced cross-section hinders heat transfer at the cantilever beam onset and, thus, favors temperature homogenization and power optimization. However, reducing the beam width for power optimization is limited largely by requirements on the mechanical performance of the microactuators. Increasing the length of the folded beams from $30 \mu \mathrm{~m}$ to $40 \mu \mathrm{~m}$ (compare samples Ref75, \#3 and \#4) increases the temperature-homogenization effect and enhances the power saving from $21 \%$ to $45 \%$. A further increase in the folded beam length may further improve power saving, but might lead to mechanical instability. In addition, design limitations due to fabrication constraints have to be considered in this case.


Figure 5. In situ SEM measurement of electrical resistance as a function of electrical heating power for different TiNiHf/Si microactuators. The beam length $l$, beam width $w$ and length of folded beams $l_{\text {wing }}$ are indicated. The required electrical power to complete the phase transformation is highlighted. (a) Comparison of reference (top) and temperature-homogenized design (bottom), (b) temperaturehomogenized design for different lengths of the folded beams ( $l_{\text {wing }}$ ) of 30 and $40 \mu \mathrm{~m}$.

Table 2. Summary of experimental results of critical electrical power upon Joule heating required for a complete hysteresis loop and corresponding power saving for different geometries of TiNiHf/Si microactuators.

| Geometry/Parameter | Ref100 | \#1 | \#2 | Ref75 | \#3 | \#4 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Beam length $(l), \mu \mathrm{m}$ | 100 | 100 | 100 | 75 | 75 | 75 |
| Beam width $(w), \mu \mathrm{m}$ | 5 | 5 | 3 | 3 | 3 | 3 |
| Folded beam length ${ }^{\text {a }}\left(l_{\text {wing }}\right), \mu \mathrm{m}$ | 0 | 30 | 30 | 0 | 30 | 40 |
| Critical electrical power $\left(\boldsymbol{E}_{\mathbf{c}}\right), \mathrm{mW}$ | 15 | 11.8 | 7.8 | 10 | 7.9 | 5.5 |
| Power saving, $\%$ <br> (as compared to reference) | 21.8 | 48 |  | 21 | 45 |  |

${ }^{a}$ The wing width always coincides with the beam width of the cantilever.

The temperature profile along the beam cannot be measured accurately due to size limitations. Therefore, we estimate the maximum temperatures at the cantilever tip by our simulations of Joule heating-induced temperature profiles. Figure 6 shows simulated maximum tip temperatures for $\mathrm{TiNiHf} / \mathrm{Si}$ microactuators with two different beam lengths and widths. For instance, temperature-homogenized TiNiHf/Si microactuators with dimensions $l=75 \mu \mathrm{~m}, w=3 \mu \mathrm{~m}$ and lwing $=30 \mu \mathrm{~m}$ show a maximum tip temperature of $212{ }^{\circ} \mathrm{C}$ at a power of 8 mW , while the reference microactuators show a maximum tip temperature of $230^{\circ} \mathrm{C}$ at 10 mW . These results indicate that a lower heating power is required to reach a certain maximum tip temperature for the temperature homogenized design.


Figure 6. Simulated characteristics of maximum temperature at the cantilever beam tip as a function of electrical heating power. Measured values of electrical power (dots) are compared to simulation results to estimate the maximum temperature at the cantilever beam tip.

## 6. Conclusions

In this work, we address the size-dependent effect of large temperature gradients upon direct Joule heating. We introduce a novel method to homogenize the temperature in cantilever-based SMA/Si microactuators by designing additional folded beams with a direction perpendicular to the active cantilever beams. This approach is evaluated for a series of TiNiHf/Si double-beam cantilevers that are fabricated by a combination of Si micromachining and magnetron sputter deposition of TiNiHf films. In situ electrical resistance measurements are performed to assess the critical electrical power required to achieve complete phase transformation for beam cantilevers with different beam lengths, widths, and lengths of additional folded beams. Our results reveal significant power savings of up to $48 \%$ compared to reference designs without temperature homogenization. We conclude that this approach of temperature homogenization largely eliminates the issue of inhomogeneous phase transformation along the beam cantilevers upon Joule heating. It discloses a simple measure for power optimization. In addition, the mechanical performance will be improved, as it also benefits from the larger fraction of SMA material undergoing the phase transformation.
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## Abbreviations

The following abbreviations are used in this manuscript:
EBL Electron beam lithography

EDX Energy-dispersive X-ray spectroscopy
FEM Finite element modeling
MEMS Micro-electro-mechanical systems
RIE Reactive ion etching
SMA Shape memory alloy
SOI Silicon-on-insulator

## Appendix A



Figure A1. Experimental setup used for in situ SEM measurements of electrical resistance. (a) Schematic of the chip layout consisting of many microactuators arranged in an array and electrical interconnections. Each microactuator has two contact pads (A and B) for electrical interconnection, whereby the contact pads $A$ of each microcactuator are electrically connected with each other and with two large pads being interconnected via wire bonding. In addition, two nanomanipulators are used to establish electrical interconnections to the second contact pads $B$ of each single microactuator in a time sequence one after another. (b) SEM images taken during in situ electrical measurement showing a single microactuator and the nanomanipulator tips used for electrical interconnection.

## References

1. Chollet, F. Devices based on co-integrated MEMS actuators and optical waveguide: A review. Micromachines 2016, 7, 18. [CrossRef] [PubMed]
2. Du, H.; Chau, F.; Zhou, G. Mechanically-tunable photonic devices with on-chip integrated MEMS/NEMS actuators. Micromachines 2016, 7, 69. [CrossRef] [PubMed]
3. Masmanidis, S.; Karabalin, R.; De Vlaminck, I.; Borghs, G.; Freeman, M.; Roukes, M. Multifunctional nanomechanical systems via tunably coupled piezoelectric actuation. Science 2007, 317, 780. [CrossRef] [PubMed]
4. Guha, B.; Lipson, M. Controlling thermo-optic response in microresonators using bimaterial cantilevers. Opt. Lett. 2015, 40, 103. [CrossRef] [PubMed]
5. Kim, P.; Hauer, B.; Clark, T.; Sani, F.F.; Freeman, M.; Davis, J. Magnetic actuation and feedback cooling of a cavity optomechanical torque sensor. Nat. Commun. 2017, 8, 1355. [CrossRef] [PubMed]
6. Kohl, M. Shape Memory Microactuators; Springer: Berlin/Heidelberg, Germany, 2004.
7. Miyazaki, S.; Fu, Y.; Huang, W. (Eds.) Thin Film Shape Memory Alloys: Fundamentals and Device Applications; Cambridge University Press: Cambridge, UK, 2009.
8. Stachiv, I.; Alarcon, E.; Lamac, M. Shape memory alloys and polymers for MEMS/NEMS applications: Review on recent findings and challenges in design, preparation, and characterization. Metals 2016, 11, 415. [CrossRef]
9. Lay, C.; Aseguinolaza, I.; Chernenko, V.; Kohl, M. Development of ferromagnetic shape memory alloy-silicon bimorph nanoactuators. In Proceedings of the 13th IEEE Conference in Nanotechnology (IEEE-NANO), Beijing, China, 5-8 August 2013.
10. Kohl, M.; Schmitt, M.; Backen, A.; Schultz, L.; Krevet, B.; Fähler, S. Ni-Mn-Ga shape memory nanoactuation. Appl. Phys. Lett. 2014, 104, 4. [CrossRef]
11. Lambrecht, F.; Aseguinolaza, I.; Chernenko, V.; Kohl, M. Integrated SMA-based NEMS actuator for optical switching. In Proceedings of the 29th IEEE International Conference on Micro Electro Mechanical Systems (MEMS), Shanghai, China, 24-28 January 2016.
12. Rastjoo, S.; Fechner, R.; Bumke, L.; Kötz, M.; Quandt, E.; Kohl, M. Development and co-integration of a SMA/Si bimorph nanoactuator for Si photonic circuits. Microelectron. Eng. 2020, 225, 111257. [CrossRef]
13. Curtis, S.; Sielenkämper, M.; Arivanandhan, G.; Dengiz, D.; Li, Z.; Jetter, J.; Hanke, L.; Bumke, L.; Quandt, E.; Wulfinghoff, S.; et al. TiNiHf/ $\mathrm{SiO}_{2} / \mathrm{Si}$ shape memory film composites for bi-directional micro actuation. Int. J. Smart Nano Mater. 2022, 13, 293-314. [CrossRef]
14. Tanaka, K.; Nagaki, S. A thermomechanical description of materials with internal variables in the process of phase transitions. Ing. Arch. 1982, 51, 287-299. [CrossRef]
15. Tanaka, K. A thermomechanical sketch of shape memory effect: One-dimensional tensile behavior. Res. Mech. 1986, 18, 251-263.
16. Kohl, M.; Krevet, B. 3D Simulation of a Shape Memory Microactuator. Mater. Trans. 2002, 43, 1030-1036. [CrossRef]
17. Kopitzki, K.; Herzog, P. Einführung in die Festkörperphysik, 5th ed.; Teubner: Stuttgart, Germany, 2004.
18. Carruthers, J.A.; Geballe, T.H.; Rosenberg, H.M.; Ziman, J.M. The thermal conductivity of germanium and silicon between 2 and $300^{\circ}$ K. Math. Phys. Sci. 1957, 238, 502-514.
19. Watanabe, H.; Yamada, N.; Okaji, M. Linear thermal expansion coefficient of silicon from 293 to 1000 K. Int. J. Thermophys. 2004, 25, 221-236. [CrossRef]
20. Jeong, J. Evaluation of elastic properties and temperature effects in Si thin films using an electrostatic microresonator. J. Microelectromech. Syst. 2003, 12, 524-530. [CrossRef]
21. Benafan, O. Deformation and Phase Transformation Processes in Polycrystalline NiTi and NiTiHf High Temperature Shape Memory Alloys. Ph.D. Thesis, University of Central Florida, Orlando, FL, USA, 2012.
22. Lay, C.; Aseguinolaza, I.; Chernenko, V.; Kohl, M. In-situ characterization of ferromagnetic shape memory alloy / silicon bimorph nanoactuators. In Proceedings of the 14th IEEE International Conference on Nanotechnology, Toronto, ON, Canada, 18-21 August 2014; pp. 192-195.

Disclaimer/Publisher's Note: The statements, opinions and data contained in all publications are solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from any ideas, methods, instructions or products referred to in the content.

# Design and Optimal Control of a Multistable, Cooperative Microactuator 

Michael Olbrich ${ }^{1, *}$, Arwed Schütz ${ }^{2}$, Tamara Bechtold ${ }^{2}$ and Christoph Ament ${ }^{1, *}$<br>1 Chair of Control Engineering, University of Augsburg, Eichleitnerstraße 30, D-86159 Augsburg, Germany<br>2 Research Group for Modelling and Simulation of Mechatronic Systems, Jade University of Applied Sciences, D-26389 Wilhelmshaven, Germany; arwed.schuetz@jade-hs.de (A.S.); tamara.bechtold@jade-hs.de (T.B.)<br>* Correspondence: michael.olbrich@uni-a.de (M.O.); christoph.ament@uni-a.de (C.A.)

Citation: Olbrich, M.; Schütz, A.; Bechtold, T.; Ament, C. Design and Optimal Control of a Multistable, Cooperative Microactuator. Actuators 2021, 10, 183. https://doi.org/ 10.3390/act10080183

Academic Editor: Micky
Rakotondrabe

Received: 12 July 2021
Accepted: 31 July 2021
Published: 4 August 2021

Publisher's Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Copyright: © 2021 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https:// creativecommons.org/licenses/by/ 4.0/).


#### Abstract

In order to satisfy the demand for the high functionality of future microdevices, research on new concepts for multistable microactuators with enlarged working ranges becomes increasingly important. A challenge for the design of such actuators lies in overcoming the mechanical connections of the moved object, which limit its deflection angle or traveling distance. Although numerous approaches have already been proposed to solve this issue, only a few have considered multiple asymptotically stable resting positions. In order to fill this gap, we present a microactuator that allows large vertical displacements of a freely moving permanent magnet on a millimeter-scale. Multiple stable equilibria are generated at predefined positions by superimposing permanent magnetic fields, thus removing the need for constant energy input. In order to achieve fast object movements with low solenoid currents, we apply a combination of piezoelectric and electromagnetic actuation, which work as cooperative manipulators. Optimal trajectory planning and flatness-based control ensure time- and energy-efficient motion while being able to compensate for disturbances. We demonstrate the advantage of the proposed actuator in terms of its expandability and show the effectiveness of the controller with regard to the initial state uncertainty.


Keywords: cooperative microactuator; multistability; magnetic levitation; feedback control

## 1. Introduction

Multistability is an important system property found in a variety of microactuators and corresponds to possessing multiple stable actuator positions. While it is most commonly used in switches with two stable resting positions, extending the number of equilibrium points opens up new possibilities in the functionality and application flexibility of microsystems. Especially for actuators with large working ranges, which are currently the focus of research, multistability may prove useful.

In order to enlarge the operating ranges of microactuators, mechanical connections resulting in large restoring forces have to be overcome. Therefore, a considerable number of actuator concepts have been proposed, which can be distinguished in particular on whether the entire actuator or a single object is moved. The former includes impact mechanisms, which generate a stepwise motion by repeated impact between an internal mass and a stopper and can be realized using different actuation principles [1-3]. Stick-slip actuators also move in small steps, but exploit different friction effects. Therefore, movements of both high precision [4] and large displacements [5] are possible. Progress has also been made in terms of new concepts, such as legged platforms, comparable to a linear motor [6,7]. In these approaches, the actuator is driven by traveling waves, generated by piezoelectric MEMS. Large travel ranges can also be achieved by more complex setups, such as the microrobot of Floyd et al. [8]. In these cases, there are no restoring forces driving the actuator back into its initial state. Thus, they are multistable since every position corresponds to a steady state when no external input is applied.

For many applications, however, the motion of a single passive object is sufficient. This typically results in less complex designs, simplifying the assembly process. In the simplest case, a small object, e.g., a magnet, can be used for a bistable switching application [9], or it is moved between these two stable positions using feedback control [10]. The advantage of the magnetic principle lies in the fact that both equilibrium positions are asymptotically stable in their vicinity, even without further input. Other typical applications include linear micro motors [11,12] and micro conveyor systems [13]. As proposed by Poletkin et al., conveyor systems can also be realized by arrays of inductive suspensions [14]. These have in common that they are based on levitation of the moved object, but need constant energy input to generate asymptotically stable equilibria. Another important criterion corresponds to the achieved degree of freedom (DoF). Without adaption, these actuators can only be used for planar movements and thus are strongly limited in the vertical direction.

In order to allow a flexible application in both the horizontal and vertical directions, we previously presented a magnetic actuator moving a cylindrical permanent magnet with one DoF [15]. To this end, finite element models (FEM) were used to calculate the magnetic forces, and their complexity was reduced by different approaches, i.e., a lookuptable, a semi-analytical compact model, and a parametric reduced order model [16,17]. These methods were then compared in terms of simulation time and accuracy, and their usefulness for a controller design was demonstrated. The actuator consists of permanent magnetic rings, generating two stable equilibrium positions: a lower one in contact with a piezoelectric stack actuator, and a second one located at a predefined height, where the magnetic object is stably levitated. Fast and efficient transient motion between these positions is handled by cooperation of the stack actuator, enabling a fast initial acceleration of the magnet to be moved, and a controlled catch at the second stable equilibrium, using electromagnets.

A major drawback lies in the merely bistable design and the restriction of the movable object to remain below the center of the electromagnetic solenoid, due to the limited controllability. In this work, we therefore aim to extend the proposed design by multiple solenoids and ring magnets, such that a greater number of resting positions is generated. In order to reduce electrical currents within the solenoids, a cooperative mechanism between the piezoelectric actuator and multiple solenoids is exploited. Moreover, an optimal control strategy is used to find a trade-off between low solenoid currents and time-optimal transitions. The effectiveness of the control scheme is demonstrated in the simulation, and the expandability of the actuator is discussed. The advantage of the proposed concept lies in its extensibility to larger working ranges as well as the generalizable control algorithm for an arbitrarily extended actuator.

## 2. Methods

The microactuator setup investigated in this work consists of a movable, permanent magnetic proof mass guided by a glass tube, a piezoelectric stack actuator, two permanent ring magnets and two solenoids. In contrast to our previous work [15], the second magnet is used to imprint a second levitating equilibrium position, rather than weakening the field of the first magnet. The additional solenoid allows a less restrictive motion range of the proof mass, which was an issue of the initial setup. The basic design is sketched in Figure 1. The grayed-out part illustrates its expandability, which is discussed Section 3.1.


Figure 1. The multistable microactuator consists of a movable, cylindrical magnet within a guiding glass tube, a piezoelectric stack actuator (kick actuator), permanent magnets and electromagnets (catch actuators). The transparent part depicts a possible extension to a third levitating equilibrium.

The working principle is as follows: Initially, the proof mass is placed on top of the stack actuator, which corresponds to the lower resting position. In order to obtain an impulse-like acceleration, the inverse piezoelectric effect is used to kick the cylindrical magnet upwards. Subsequently, the electromagnetic solenoids are switched on and cooperatively catch it at the desired resting position in a controlled way. Since these positions are asymptotically stable by design, the proof mass is suspended without the need for further energy input. Concerning the transitions between the levitation equilibria, as well as the downwards motion, mere electromagnetic actuation is applied. The control objective is to achieve fast movements with minimum solenoid current. For this purpose, a mathematical system model containing all relevant effects is derived, and an optimal model-based control strategy is presented.

### 2.1. Modeling

The overall system can be described by the dynamics of each individual component and the respective couplings between them. The model is adapted from [15] and generalized for an arbitrary number of magnets and solenoids. Let us assume that the setup comprises $m$ ring magnets and $n$ electromagnets. The dynamic behavior of the current $i_{k}(t)$ of the $k$-th solenoid with inductance $L_{k}$, wire resistance $R_{k}$ and input voltage $u_{k}(t)$ is then given by the following:

$$
\begin{equation*}
L_{k} \frac{\mathrm{~d} i_{k}(t)}{\mathrm{d} t}=u_{k}(t)+u_{\mathrm{ind}, k}(t)-R_{k} i_{k}(t) \tag{1}
\end{equation*}
$$

where $u_{\text {ind }, k}(t)$ is the voltage induced due to the change of electric current within the other solenoids. Given the coupling inductance $L_{j, k}$ describing the influence of the $j$-th solenoid on the $k$-th solenoid, the induced voltage is defined by the following:

$$
\begin{equation*}
u_{\mathrm{ind}, k}(t)=-\sum_{j \neq k}^{n} L_{j, k} \frac{\mathrm{~d} i_{j}(t)}{\mathrm{d} t} . \tag{2}
\end{equation*}
$$

The current of each solenoid affects the proof mass with vertical position $z(t)$ in terms of an electromagnetic force $F_{\mathrm{em}, k}\left(z, i_{k}\right)$, which is defined below in (9).

Similar to [18], we assume the piezoelectric actuator to behave like a linear second order system but neglect the hysteresis effect. Although the literature suggests more
complex, nonlinear dynamics [19,20], this approximation seems justified, due to the short time of contact between the piezo and the proof mass. Therefore, we model the deformation $d(t)$ of the piezo as follows:

$$
\begin{equation*}
M \ddot{d}(t)=-M g-c_{\mathrm{A}} \dot{d}(t)-k_{\mathrm{A}} d(t)-F_{\mathrm{c}}(t)+F_{\mathrm{u}}(t), \tag{3}
\end{equation*}
$$

with the effective mass $M$, gravitational acceleration $g$, damping coefficient $c_{\mathrm{A}}$ and stiffness $k_{\mathrm{A}}$. The force that results in the deformation by applying a voltage $u_{\mathrm{A}}(t)$ is considered by $F_{\mathrm{u}}(t)$ and the interaction with the proof mass corresponds to the contact force $F_{\mathrm{c}}(t)$. In order to describe $F_{\mathrm{u}}(t)$ in dependence of the applied voltage, we consider the static piezoelectric behavior. As proposed in [21], we use a linear relation between the force, deflection, and input voltage, resulting in the following:

$$
\begin{equation*}
F_{\mathrm{ext}}=-k_{\mathrm{A}} d+k_{\mathrm{A}} d_{33} n_{\mathrm{A}} u_{\mathrm{A}}=-k_{\mathrm{A}} d+F_{\mathrm{u}} \tag{4}
\end{equation*}
$$

with the piezoelectric constant $d_{33}$ and the number of stack layers $n_{\mathrm{A}}$ of the piezoactuator. Here, the external forces including the gravitational force are summarized in $F_{\text {ext }}$. Due to the stiffness term, the maximum force, i.e., the blocking force $F_{\text {max }}$, is achieved by applying the maximum voltage $U_{\max }$ in case of a zero displacement $d=0$. By inserting these values into (4), we obtain the following expression:

$$
\begin{equation*}
k_{\mathrm{A}} d_{33} n_{\mathrm{A}}=\frac{F_{\max }}{U_{\max }} \tag{5}
\end{equation*}
$$

and thus simplify the piezoelectric force as the following:

$$
\begin{equation*}
F_{\mathrm{u}}(t)=\frac{F_{\max }}{U_{\max }} u_{\mathrm{A}}(t) \tag{6}
\end{equation*}
$$

The magnet motion can be summarized to the following:

$$
\begin{equation*}
m \ddot{z}=\sum_{k=1}^{m} F_{\mathrm{pm}, k}(z)+\sum_{k=1}^{n} F_{\mathrm{em}, k}\left(z, i_{k}\right)+F_{\mathrm{c}}(z, \dot{z}, d, \dot{d})-c_{\mathrm{f}} \dot{z}-m g, \tag{7}
\end{equation*}
$$

with the force $F_{\mathrm{pm}, k}(z)$ corresponding to the $k$-th ring magnet, gravitation according to the proof mass $m$ and friction with the coefficient $c_{f}$. Note that the time dependencies are neglected for readability. The magnetic forces can further be decomposed into positiondependent shape functions $\tilde{f}_{\mathrm{pm}, k}(z), \tilde{f}_{\mathrm{em}, k}(z)$ and proportional weighting factors as the following [22,23]:

$$
\begin{align*}
F_{\mathrm{pm}, k}(z) & =B_{\mathrm{r}, \mathrm{pm}, k} B_{\mathrm{r}, \mathrm{p}} \tilde{f}_{\mathrm{pm}, k}(z)=f_{\mathrm{pm}, k}(z)  \tag{8}\\
F_{\mathrm{em}, k}(z, i) & =\quad i_{k} B_{\mathrm{r}, \mathrm{p}} \tilde{f}_{\mathrm{em}, k}(z) \tag{9}
\end{align*}=i_{k} f_{\mathrm{em}, k}(z) .
$$

The values $B_{\mathrm{r}, \mathrm{p}}, B_{\mathrm{r}, \mathrm{pm}, k}$ are the magnetic remanences of the proof mass and ring magnets. The forces are precomputed numerically with ANSYS ${ }^{\circledR}$ Maxwell [24] and are implemented as spline-interpolated lookup tables.

The contact force $F_{\mathrm{c}}(z, \dot{z}, d, \dot{d})$ between the movable mass and the piezoelectric actuator is approximated by a viscoelastic formulation adapted from Specker et al. [25]. Thus, by softening the contact characteristic, we mathematically allow a small penetration $s_{\perp}(t)=z(t)-d(t)$ of the piezo surface being counteracted by a force. The adapted approach is comparable to a spring with nonlinear contact stiffness, or activation function, $\mathcal{R}_{\mathrm{a}}\left(s_{\perp}\right)$, but additionally takes into account energy loss at the impact, using a power function $\mathcal{R}_{\mathrm{p}}\left(\dot{s}_{\perp}\right)$. The contact force can then be computed by the following:

$$
\begin{equation*}
F_{\mathrm{C}}\left(s_{\perp}, \dot{s}_{\perp}\right)=\mathcal{R}_{\mathrm{a}}\left(s_{\perp}\right) \frac{\partial \mathcal{R}_{\mathrm{p}}\left(\dot{s}_{\perp}\right)}{\partial \dot{s}_{\perp}} \tag{10}
\end{equation*}
$$

Since the original formulation of Specker et al. considers possible material breach within $\mathcal{R}_{\mathrm{p}}\left(\dot{s}_{\perp}\right)$ and $\mathcal{R}_{\mathrm{a}}\left(s_{\perp}\right)$, which are not necessary in this work, the individual functions are adapted. Thus, we use the power function as follows:

$$
\begin{equation*}
\mathcal{R}_{\mathrm{p}}\left(\dot{s}_{\perp}\right)=\frac{\dot{s}_{\perp}}{2}-\frac{\log \left(\cosh \left(r_{d} \dot{s}_{\perp}\right)\right)}{2 r_{d}} \tag{11}
\end{equation*}
$$

with damping parameter $r_{d}$ and the following piecewise activation function:

$$
\mathcal{R}_{\mathrm{a}}\left(s_{\perp}\right)= \begin{cases}0, & \text { if } s_{\perp} \geq 0  \tag{12}\\ \frac{k_{\mathrm{c}}^{2}}{4 F^{*}} s_{\perp}^{2}, & \text { if } \frac{-2 F^{*}}{k_{\mathrm{c}}}<s_{\perp}<0 \\ -k_{\mathrm{c}} s_{\perp}-F^{*}, & \text { otherwise }\end{cases}
$$

Here, $k_{\mathrm{c}}$ and $F^{*}$ are design parameters corresponding to the contact stiffness and the force at the transition between the quadratic and linear parts. These values can be adjusted to achieve realistic impact behavior while being feasible for a standard numerical ODEsolver. Finally, we define the state vector $\boldsymbol{x}(t)$ comprising all individual state variables, i.e., the following:

$$
x(t)=\left[\begin{array}{llllllll}
z & \dot{z} & i_{1} & i_{2} & \ldots & i_{n} & d & \dot{d} \tag{13}
\end{array}\right]^{\top} .
$$

It is important to mention that the presented model is not assumed to be a highly accurate representation of the later setup. Instead, it is necessary in an early stage of system design when no prototype is available. It is deployed to analyze system properties and to design component dimensions and controller architectures.

### 2.2. Trajectory Planning and Control

Based on the system model, we now derive a control strategy that efficiently exploits the cooperative mechanism in order to minimize the transient time and input current. To this end, we consider the kick and catch motions as separate parts. First, the piezoelectric kick is used to accelerate the proof mass. Subsequently, the controller is switched on, transferring the new initial state, i.e., the terminal state of the kick, into the desired final state.

### 2.2.1. Piezoelectric Kick

Accelerating the magnet by electromagnetic actuation needs large currents. Moreover, this process is slowed down due to restrictions in the maximum current. In case of the presented actuator, we therefore use a mechanical kick force to start the upwards motion. This is achieved by applying a voltage spike to the piezoelectric actuator, resulting in a large deformation of its surface and thus a fast acceleration of the proof mass. For an efficient kick, a fast voltage rise is important, while further input after the initial acceleration is unnecessary. These requirements are fulfilled by an input voltage trajectory following the course of time expressed by the following:

$$
\begin{equation*}
u_{\mathrm{A}}(t)=\frac{U_{\mathrm{p}}}{\hat{U}}\left(\exp \left(-\frac{t}{\tau_{1}}\right)-\exp \left(-\frac{t}{\tau_{2}}\right)\right) \tag{14}
\end{equation*}
$$

which will be used with the time constants $\tau_{1}=0.1 \mathrm{~ms}, \tau_{2}=2.5 \mathrm{~ms}$ in the remainder of this work. Here, $U_{\mathrm{p}} \leq U_{\max }$ corresponds to the predefined peak voltage, and $\hat{U}$ is a normalizing factor given by the following:

$$
\begin{equation*}
\hat{U}=\left(\frac{\tau_{2}}{\tau_{1}}\right)^{\tau_{1}\left(\tau_{1}-\tau_{2}\right)^{-1}}-\left(\frac{\tau_{2}}{\tau_{1}}\right)^{\tau_{2}\left(\tau_{1}-\tau_{2}\right)^{-1}} . \tag{15}
\end{equation*}
$$

Note that for the practical setup, only the time course of the initial steep edge is important, and the exact voltage may be realized differently. Moreover, instead of an
analytical approach, an experimental setup is preferable for the identification of the actual proof mass acceleration.

After the time $T_{\text {kick, }}$, the electromagnets are switched on. We therefore use the terminal position and velocity $z\left(T_{\text {kick }}\right), \dot{z}\left(T_{\text {kick }}\right)$ as initial values for the following control approach.

### 2.2.2. Flatness-Based Control

Feedback control is applied to obtain smooth motions between the resting positions and to compensate for potential disturbances. The states of the proof mass and the solenoids are independent, with exception of the impact during the downwards motion. Hence, we neglect the variables $d(t)$ and $\dot{d}(t)$ for now, and thus consider only the magnetic part. We now have to define a distinct relation as follows:

$$
\begin{equation*}
i_{k}(t)=g\left(F_{\mathrm{em}}(t)\right) \tag{16}
\end{equation*}
$$

according to (9), to compute the separate currents $i_{k}$ from the overall electromagnetic force. Hence, the system is flat with respect to the output variable $z$, which is advantageous for the control approach. Flatness means that all states and inputs can be reconstructed by means of the output variable and a finite number of its derivatives. This enables us to choose a feasible, sufficiently smooth reference motion $z_{\text {ref }}$ and inversely compute the state and input trajectory using this output and its derivatives [26].

It is important to mention that the relation (16) is not automatically fulfilled by the system. However, we can achieve this property by utilization of an appropriate cascade structure, which will then be combined with the flatness-based controller. For this purpose, the system is split up into two parts: the linear system comprising the solenoids, and the nonlinear part describing the relation between electromagnetic force and proof mass position. These partial systems are coupled by expression (9). The overall control approach is shown in Figure 2 and is explained in detail in the following.


Figure 2. Combination of cascade control and flatness-based control. The linear partial system, i.e., the solenoids, are controlled by linear state feedback with controller gain matrix $K_{\mathrm{i}}$ and prefilter $S_{\mathrm{i}}$ (a) and the nonlinear system is handled using a feedback linearization approach (b). A trajectory generator is used to compute optimal reference motions and deviations between the current state and reference are compensated by a second linear controller with controller gain $K_{z}$ (c).

In order to achieve the desired flatness property, we first have to ensure that the individual currents $i_{k}$ follow a reference $w_{k}$, which fulfills the necessary condition (16). Therefore, an inner control loop for the solenoid system is used. We collect the solenoid inputs and currents within the vectors $\boldsymbol{u}$ and $\boldsymbol{i}$. According to Equations (1) and (2), the linear partial system can compactly be written as the following:

$$
\begin{equation*}
L \frac{\mathrm{~d} i(t)}{\mathrm{d} t}=\boldsymbol{u}(t)-\boldsymbol{R} i(t) \tag{17}
\end{equation*}
$$

with the invertible, symmetric inductance matrix $L$ and diagonal resistance matrix $R$. We can now imprint $n$ eigenvalues $p_{i}=\left[p_{1}, p_{2}, \ldots, p_{n}\right]$ on the system by computing an appropriate feedback matrix $K_{\mathrm{i}}$ by pole placement and using the control law as follows:

$$
\begin{equation*}
\boldsymbol{u}(t)=-\boldsymbol{K}_{\mathrm{i}} \boldsymbol{i}(t)+S_{\mathrm{i}} w_{\mathrm{i}} \tag{18}
\end{equation*}
$$

as seen in Figure 2a. Here, the subscript i denotes the correspondence to the solenoid control loop. The vector $w_{\mathrm{i}}$ is the reference variable for the solenoid currents and $S_{\mathrm{i}}$ is a prefilter, which in our case is calculated by the following:

$$
\begin{equation*}
S_{\mathrm{i}}=\left[\boldsymbol{L}\left(\boldsymbol{K}_{\mathrm{i}}+\boldsymbol{R}\right)^{-1} \boldsymbol{L}^{-1}\right]^{-1} \tag{19}
\end{equation*}
$$

The prefilter is used to ensure stationary accuracy. For more detailed information on multivariable linear control, the reader is referred to [27].

A second controller stabilizing the proof mass motion along a given trajectory is necessary. Due to the flatness property, dynamic feedback linearization can be used, compensating the nonlinearities within the overall system [28]. For this purpose, the following state transformation from the nonlinear state $x$ to a linear state $\xi$ is necessary:

$$
x(t)=\left[\begin{array}{cccc}
z & \dot{z} & i_{1} \ldots & i_{n}
\end{array}\right]^{\top} \xrightarrow{\mathcal{T}(x)} \boldsymbol{\xi}(t)=\left[\begin{array}{ccc}
z & \dot{z} & \ddot{z} \tag{20}
\end{array}\right]^{\top}
$$

This can be found by reformulating (7). So far, there does not yet exist a distinct back transformation needed for the linearization approach. In other words, given $z, \dot{z}$ and $\ddot{z}$, there exist arbitrarily many input combinations $\boldsymbol{i}(t)$ leading to the same electromagnetic reference force $F_{\text {em,ref }}$ and therefore to $\ddot{z}$. To overcome this, an artificial expression is derived, distinctly defining the currents $\boldsymbol{i}(t)$ in dependence of a single input parameter $r(t)$, and therefore also the reversible transformation from $\left[\begin{array}{lll}z & \dot{z} & r\end{array}\right]$ to $\left[\begin{array}{lll}z & \dot{z} & \ddot{z}\end{array}\right]$.

Since we aim to minimize the currents, the solution at a single time instant is obtained by solving the following optimization problem:

$$
\begin{align*}
\min _{k}, k=1, \ldots, n & \sum_{k=1}^{n} i_{k}^{2}(t)  \tag{21}\\
\text { s.t. } & \sum_{k=1}^{n} i_{k}(t) f_{\mathrm{em}, k}(t)=F_{\mathrm{em}, \mathrm{ref}}(t) \tag{22}
\end{align*}
$$

This results in the following:

$$
\begin{equation*}
i_{k}(t)=r(t) f_{\mathrm{em}, k}(t), \tag{23}
\end{equation*}
$$

with the new single input

$$
\begin{equation*}
r(t)=\frac{F_{\mathrm{em}, \mathrm{ref}}(t)}{\sum_{k=1}^{n} f_{\mathrm{em}, k}^{2}(t)} \tag{24}
\end{equation*}
$$

That means that the transformation law (23) distributes the currents in such a way that the solenoid with the largest effect on the proof mass contributes the most to achieve the necessary force. This is a large improvement, compared to the previous solution with a single electromagnet, where a singularity occurs when the movable magnet coincides with the center of the solenoid [15]. It can be seen that the desired relation (16) between the
electrical currents and the electromagnetic force results from Equations (23) and (24). The transformed system then has the following dynamics:

$$
\dot{\xi}(t)=f(\xi, v)=\left[\begin{array}{lll}
0 & 1 & 0  \tag{25}\\
0 & 0 & 1 \\
0 & 0 & 0
\end{array}\right] \boldsymbol{\xi}(t)+\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right] v(t)
$$

with virtual input $v$ corresponding to the third motion derivative $z^{(3)}$. It is now possible to find a linear control law for $v$ and stabilize the complete nonlinear system by the inverse computation of $w_{\mathrm{i}}$ from $v$. This can be achieved by derivating (7) over time, inserting Equations (17)-(19) and subsequent reorganization. Note that for the reference currents $w_{\mathrm{i}}$, the same transformation (23) to a single input $r_{\text {ref }}$ has to be performed. Instead of Equation (24), this is given by the inversely computed feedback linearization as follows:

$$
\begin{equation*}
r_{\mathrm{ref}}(t)=\frac{m v+c_{\mathrm{f}} \ddot{z}-\left(\nabla F_{\mathrm{pm}}+\boldsymbol{i}^{\top} \nabla f_{\mathrm{em}}\right) \dot{z}+f_{\mathrm{em}}^{\top} L^{-1}\left(\boldsymbol{R}+\boldsymbol{K}_{\mathrm{i}}\right) \boldsymbol{i}}{f_{\mathrm{em}}^{\top} \boldsymbol{L}^{-1}\left(\boldsymbol{R}+K_{\mathrm{i}}\right) f_{\mathrm{em}}}, \tag{26}
\end{equation*}
$$

which corresponds to Figure 2b. The following trajectory is now achieved by the control law:

$$
\begin{equation*}
v(t)=z_{\text {ref }}^{(3)}+\boldsymbol{K}_{\mathbf{z}}\left(\xi_{\text {ref }}(t)-\boldsymbol{\xi}(t)\right) \tag{27}
\end{equation*}
$$

with an at least twice differentiable trajectory $z_{\text {ref }}$ that fulfills the transformed initial condition $\xi_{0}=\mathcal{T}\left(x_{0}\right)$. For the computation of matrix $K_{\mathrm{z}}$, we again use pole placement. The controller of the outer control loop based on the state transformation (20) is labeled as Figure 2c. Given the flatness-based controller, it now remains to find suitable trajectories $z_{\text {ref }}^{(3)}$ and $\xi_{\text {reff }}$, which is the goal of the following trajectory planner.

### 2.2.3. Optimal Trajectory Planning

We aim to find motions that efficiently enable the proof mass to switch between the equilibrium positions, while also taking into account the initial state after the kick motion. Without loss of generality, we assume an arbitrary but known initial state $\xi_{0}=\boldsymbol{\xi}\left(t_{0}\right)$ at time $t_{0}=0$. The goal is to find a sufficiently smooth trajectory, transferring the nonlinear system into the final state $\xi_{f}$ over the transition time $T_{f}$.

In general, this can be achieved by connecting the initial and final state of a single transition with a polynomial, matching the initial and final conditions of the appropriate order. However, this may result in undesired oscillation and overshooting, comparable to the overfitting problem of neural networks. Instead, we use an optimization-based method with the goal to find trajectories with a low input current and short transition time, minimizing the cost function

$$
\begin{equation*}
J\left(T_{\mathrm{f}}, \boldsymbol{i}\right)=w_{1} T_{\mathrm{f}}+w_{2} \int_{0}^{T_{\mathrm{f}}} \boldsymbol{i}(t)^{\top} \boldsymbol{i}(t) \mathrm{d} t \tag{28}
\end{equation*}
$$

with weighting factors $w_{1}$ and $w_{2}$. To this end, we parameterize the trajectory using the parameter vector $\sigma=\left[\sigma_{0}, \sigma_{1}, \ldots, \sigma_{s}\right]$. The optimization problem is then described by the following:

$$
\begin{align*}
\min _{T_{f}, \sigma} & J\left(T_{\mathrm{f}}, i\right)  \tag{29}\\
\text { s.t. } & \dot{\zeta}(t)=f(\boldsymbol{\xi}, v)  \tag{30}\\
& \xi(0)=\xi_{0}  \tag{31}\\
& \xi\left(T_{\mathrm{f}}\right)=\xi_{\mathrm{f}}, \tag{32}
\end{align*}
$$

where (30) corresponds to the linear dynamics (25), and (31) and (32) are the initial and final state conditions. The time integral in (28) is approximated by the following:

$$
\begin{equation*}
\int_{0}^{T_{\mathrm{f}}} \boldsymbol{i}(t)^{\top} \boldsymbol{i}(t) \mathrm{d} t \approx T_{\mathrm{s}} \sum_{j=0}^{q} \boldsymbol{i}\left(j T_{\mathrm{s}}\right)^{\top} \boldsymbol{i}\left(j T_{\mathrm{s}}\right) \tag{33}
\end{equation*}
$$

with sampling time $T_{\mathrm{S}}=T_{\mathrm{f}} / q$. Moreover, we directly optimize the linear system input $v$. The minimization problem is highly nonlinear due to the relation between the electrical currents and the linear motion. It is a known issue that for nonlinear problems, gradientbased optimization algorithms strongly depend on the initial parameterization and can get stuck in unsuited local minima. Therefore, Bergman et al. [29] proposed to initialize the motion with a predefined, suboptimal trajectory. We adapt this idea by superimposing a controller-based trajectory $v_{\text {ctrl }}$, further denoted as nominal trajectory, with the output $v_{\text {opt }}$ of the optimization algorithm, that is, the following:

$$
\begin{equation*}
v(\sigma, t)=v_{\mathrm{ctrl}}(t)+v_{\mathrm{opt}}(\sigma, t) \tag{34}
\end{equation*}
$$

For the nominal trajectory, we aim to find a preferably smooth function, connecting the initial and final states. Since each individual transition, with exception of the ones including the initial kick, begins and terminates in a state with zero velocity and acceleration, we choose a 5th order polynomial as the nominal trajectory. In the case of initial velocities, however, this function can result in a large overshoot, making it unusable for the motions with a piezoelectric kick. In order to remedy this issue, we use the analytic expression as follows:

$$
\begin{equation*}
v_{\mathrm{ctrl}}(t)=-\lambda_{1}^{3} a e^{-\lambda_{1} t}-\lambda_{2}^{3} b e^{-\lambda_{2} t}-\lambda_{3}^{3} c e^{-\lambda_{3} t} \tag{35}
\end{equation*}
$$

for these trajectories, which can be found by the inverse Laplace transform of a stable, non-oscillating linear third-order system. Here, $\lambda_{l}>0, l=1,2,3$ correspond to predefined damping coefficients, and $a, b, c$ are computed such that the initial conditions $\xi_{0}$ are fulfilled. Consequently, the initial values of the three time integrals of $v_{\text {opt }}$ have to be zero. We know from Section 2.2.2 that the desired trajectory has to be at least twice differentiable. Thus, we can define $v_{\text {opt }}$ to be a piecewise constant function as follows:

$$
\begin{equation*}
v_{\mathrm{opt}}(\sigma, t)=\sigma_{s}, \quad s T_{\mathrm{h}} \leq t<(s+1) T_{\mathrm{h}} \tag{36}
\end{equation*}
$$

For a better understanding of such a superimposed trajectory, an example is visualized in Figure 3.


Figure 3. Superimposed proof mass trajectory that fulfills the initial and final condition up to the second order. A nominal trajectory (blue) and an optimized, piecewise constant function (red) are superimposed and result in an optimal trajectory (black). The amplitudes of the piecewise function correspond to the optimization variables $\sigma$.

The number of time intervals $T_{\mathrm{h}}$ can be chosen arbitrarily, but have to be at least three. This is due to the fact that the controller trajectory is used for meeting the initial conditions,
but its state transition only asymptotically approaches the desired final state $\boldsymbol{\xi}_{f}$. In order to compensate the deviation, the three last parameters $\sigma_{k}$ are fixed and cannot, therefore, be optimized. Their values can be obtained by solving a system of linear equations and are therefore not discussed in detail. The advantage of the superposition-based optimization is that, in general, acceptable solutions are obtained while the parameters can simply be initialized with zeros.

However, when the proof mass comes in contact with the stack actuator, numerical issues can arise during the optimization to the lower resting position. The most acceptable results, also in terms of computational time, are achieved by computing the inverted problem, that is, optimizing the motion starting at $\xi_{f}$ and ending up in $\boldsymbol{\xi}_{0}$. Subsequently, the resulting state trajectory has to be mirrored with respect to time, and the sign of every even derivative must be switched before evaluating the cost function.

Finally, for the utilization of an optimization toolbox based on symbolic calculations, the lookup-table for the magnetic forces cannot be implemented. To this end, we use a single layer radial basis function (RBF) neural network to obtain an analytical approximation. See Wu et al. [30] for a more general view on RBF networks. In our case, we use the approximator as follows:

$$
\begin{equation*}
F_{\mathrm{pm}}(z) \approx \sum_{\mu=1}^{\eta} \alpha_{\mu} \exp \left(-\left(\frac{z-\gamma_{\mu}}{\beta}\right)^{2}\right) \tag{37}
\end{equation*}
$$

which corresponds to a superposition of $\eta$ Gaussian functions with respective center $\gamma_{\mu}$ and weighting factor $\alpha_{\mu}$. The parameter $\beta$ adjusts the width of the basis functions and is chosen identically for each function. We then distribute the center points equidistantly throughout the relevant $z$-space. Since Equation (37) linearly depends on the remaining parameters $\alpha_{\mu}$, we can use linear regression to fit the approximator to the data. The same method can be used for $f_{\text {em,k }}$.

## 3. Results

We now combine the theoretical methods of the previous sections and demonstrate their usability. To this end, we first discuss the multistability and expandability property of the microactuator. This will facilitate the understanding of the subsequent simulation results of the control approach. All results were obtained using MATLAB ${ }^{\circledR}$ [31], with the exception of the magnetic forces, which were computed with ANSYS ${ }^{\circledR}$ Maxwell [24]. The optimization problem was solved using CasADi [32] with the solver IPOPT [33].

### 3.1. Multistability Consideration

The property of a magnet to either attract or oppose another magnet can be used to generate stable equilibrium positions, as far as the moving magnet is constrained to a single DoF motion, as is enforced by the glass tube in our case. An equilibrium position results from the overall force acting on the proof mass, being equal to zero. For a vertical setup, this corresponds to the intersection of the magnetic force with the absolute value of the gravitational force of the proof mass. Moreover, this resting position is stable if the force gradient at this point is negative, i.e., a slight deviation of the proof mass to a higher position leads to a negative force and vice versa. The stability can be proved by Lyapunov's direct method [34]. Provided that the maximum magnetic force is larger than the gravitational force, there exists at least a single stable equilibrium position. In our previous work [15], a second stable position was generated due to the contact with the stack actuator. Here, we take advantage of the nonlinearity of the magnetic force to generate a larger number of equilibria at predefined positions by superimposing magnetic fields of multiple ring magnets. For this purpose, we use a cylindrical proof mass with 1 mm height and diameter. The magnets' dimensions used in this study are given in Table 1.

Table 1. Magnet dimensions used in this study.

| Component | Height in $\mathbf{~ m m}$ | Inner Radius in $\mathbf{m m}$ | Outer Radius in $\mathbf{m m}$ | Mass in mg |
| :--- | :--- | :--- | :--- | :--- |
| Proof mass | 1 | - | 0.5 | 3.77 |
| Ring magnet | 0.5 | 1.5 | 2.2 | - |

In general, the number of generated equilibria corresponds to the number of ring magnets used in the setup. Our goal is to imprint resting positions at integral multiples of 2.5 mm for a cylindrical permanent magnet with 1 mm height and diameter. For a design comprising two ring magnets (setup 1), the resulting magnetic force is visualized in Figure 4a. The underlying setup parameters are given in Table 2.


Figure 4. Simulated magnetic force characteristic $F_{\mathrm{pm}}$ of the superimposed magnetic fields. The intersections with the gravitational force (dashed, gray) correspond to the predefined, stable equilibria and are marked by red circles. (a) Setup 1: two equilibria are generated by superimposing two magnetic fields. (b) Setup 2: the identical resting positions are achieved by three ring magnets, but the choice of magnet parameters is more flexible. The third equilibrium of Setup 2, which is above 7 mm , is unintended and therefore not shown.

It is important to mention that the larger the ring magnets' dimensions and magnetic remanences, the larger the minimum possible distance between the two equilibrium positions. This results from the fact that, otherwise, a ring magnet generating a stable equilibrium at one position simultaneously implies a force at the desired lower position that may be either too large or too negative to be canceled by the lower magnet. This makes a systematic search for a feasible design difficult; we were able to find only a few feasible solutions for Setup 1, using unusually small remanence values (see Table 2). Similar to our previous work [15], this problem can be mitigated by utilization of an additional magnet, which is not used to generate another equilibrium, but to weaken the field of the highest magnet. Thus, we could be more flexible by the choice of the magnetic remanences. Setup 2 in Figure 4b demonstrates the advantage of this approach. Here, the two predefined resting positions were achieved by using identical ring magnets with remanences of 0.2 T , which corresponds to the lowest possible value for hard ferrite and is therefore considered producible. For Setup 1, the design is not feasible for such remanence values.

It is possible to extend the presented actuator to more equilibrium positions by stacking a larger number of ring magnets. Two examples are shown: Figure 5a shows three equilibria generated by four ring magnets, and in Figure 5b, four resting positions are imprinted by five magnets.


Figure 5. Magnetic force characteristic for the extended, multistable microactuator. (a) Setup 3: Three stable equilibria (red circles) were generated by four ring magnets. (b) Setup 4: Four resting positions could be achieved with five ring magnets.

We are not aware of a general limitation for the maximum number of equilibria that can be generated, but assume that it depends on the specific magnet parameters. It should be noted, however, that finding a suitable setup is not a trivial task and may not be achieved heuristically for larger setups. An optimization-based search may, therefore, be used to reduce this effort, but its solution strongly depends on a well-chosen a priori estimation of the individual magnet positions, which is generally difficult to achieve.

Moreover, the small size of the ring magnets can pose a challenge. We assume that similar results as those presented in this work can be obtained by generating weaker magnetic fields using different magnets, e.g., by replacing the small ring magnet by a larger one with internally alternating magnetizations, comparable to Halbach arrays [35], or an axis-symmetric distribution of smaller magnets. These alternative concepts are visualized in Figure 6 and should be investigated in further research. For the simulation results of the control approach in the following section, Setup 1 given in Table 2 is used.

(a)

(b)

Figure 6. Alternative concepts for achieving suitable magnetic force characteristics. (a) A Halbach array-like magnet design may be used to weaken the magnetic field. (b) Multiple single magnets can be used instead of a small ring magnet.

Table 2. Experimental Setups 1-4 and respective parameters used to generate multiple equilibrium positions.

| Setup | Magnet | Remanence in T | Position in mm |
| :--- | :--- | :--- | :--- |
| 1 | $B_{\mathrm{r}, \mathrm{p}}$ | 0.1 | - |
|  | $B_{\mathrm{r}, \mathrm{pm}, 1}$ | 0.12 | 1.592 |
|  | $B_{\mathrm{r}, \mathrm{pm}, 2}$ | 0.1 | 3.296 |
| 2 | $B_{\mathrm{r}, \mathrm{p}}$ | 0.2 | - |
|  | $B_{\mathrm{r}, \mathrm{pm}, 1}$ | 0.2 | 1.225 |
|  | $B_{\mathrm{r}, \mathrm{pm}, 2}$ | 0.2 | 3.746 |
|  | $B_{\mathrm{r}, \mathrm{pm}, 3}$ | 0.2 | 6.338 |
| 3 | $B_{\mathrm{r}, \mathrm{p}}$ | 0.2 | - |
|  | $B_{\mathrm{r}, \mathrm{pm}, 1}$ | 0.2 | 1.143 |
|  | $B_{\mathrm{r}, \mathrm{pm}, 2}$ | 0.2 | 3.807 |
|  | $B_{\mathrm{r}, \mathrm{pm}, 3}$ | 0.2 | 6.223 |
|  | $B_{\mathrm{r}, \mathrm{pm}, 3}$ | 0.2 | 8.868 |
| 4 | $B_{\mathrm{r}, \mathrm{p}}$ | 0.2 | - |
|  | $B_{\mathrm{r}, \mathrm{pm}, 1}$ | 0.2 | 1.283 |
|  | $B_{\mathrm{r}, \mathrm{pm}, 2}$ | 0.2 | 3.670 |
|  | $B_{\mathrm{r}, \mathrm{pm}, 3}$ | 0.2 | 6.344 |
|  | $B_{\mathrm{r}, \mathrm{pm}, 4}$ | 0.2 | 8.701 |
|  | $B_{\mathrm{r}, \mathrm{pm}, 5}$ | 0.2 | 11.42 |

### 3.2. Simulation Study

Given the magnetic setup with two equilibrium positions (Setup 1), we now want to demonstrate the effectiveness of the cooperation between the kick and catch actuators as well as the control approach in simulation. The setup parameters are given in Table 3. The parameters concerning trajectory planning and control are summarized in Table 4, where the controller gain matrices $K_{i}, K_{\mathrm{z}}$ for the inner and outer control loop result from the chosen poles $p_{\mathrm{i}}$ and $p_{\mathrm{z}}$. Note that, due to the strong dependency of the optimized trajectory from the initial velocity $v_{0}$ after the kick, it proves convenient that the parameters $\lambda_{l}$ of the superimposed trajectory (35) also depend on the velocity. In the remainder of this work, we use the heuristically chosen law as follows:

$$
\begin{equation*}
\lambda=[6,8,10]+2.5 v_{0} \tag{38}
\end{equation*}
$$

which seems sufficient for this study. However, a more general expression may be derived by a preceding optimization, which is out of the scope of this work.

Table 3. Fixed design parameters that are used in the simulation.

| Description | Value | Description | Value |
| :--- | :--- | :--- | :--- |
| Inner radius (solenoid) | 0.8 mm | Resistance (solenoid) | $281 \Omega$ |
| Outer radius (solenoid) | 1.2 mm | $F_{\max }$ (piezo) | 360 N |
| Height (solenoid) | 1.5 mm | $U_{\max }$ (piezo) | 100 V |
| Wire diameter (solenoid) | $25 \mu \mathrm{~m}$ | $k_{\mathrm{A}}$ (piezo) | $1.1 \mathrm{MNm}^{-1}$ |
| Specific resistance (solenoid) | $18 \mathrm{n} \Omega \mathrm{m}$ | $M$ (piezo) | 1.8 g |
| Number of turns (solenoid) | 1222 | $c_{\mathrm{A}}$ (piezo) | 25 |
| Inductance (solenoid) | 3.9 mH | $\mathrm{f}^{\text {(proof mass) }}$ | $2.5 \times 10^{-4}$ |
| Mutual inductance (solenoid) | 2.0 mH | $k_{\mathrm{C}}$ (contact) | $4.5 \times 10^{6}$ |
| Position (solenoid 1) | 2.2 mm | $F^{*}$ (contact) | mg |
| Position (solenoid 2) | 4.7 mm | $r_{\mathrm{d}}$ (contact) | 3 |

Table 4. Trajectory planning and control parameters used in simulation.

| Description | Value |
| :--- | :--- |
| $\boldsymbol{p}_{\mathrm{i}}$ | $[-400+100 \mathrm{i},-400-100 \mathrm{i}]$ |
| $\boldsymbol{p}_{\mathrm{Z}}$ | $[-200+100 \mathrm{i},-200-100 \mathrm{i},-150]$ |
| $\boldsymbol{K}_{\mathrm{i}}$ | $[-280.3, \quad 1.19 ; 0.41,-279.8]$ |
| $\boldsymbol{K}_{\mathrm{Z}}$ | $[7500, \quad 110, \quad 0.5] \times 10^{3}$ |
| $T_{\text {kick }}$ | 1 ms |
| $\beta$ | 1 |

Starting with the proof mass located on top of the stack actuator, we initiate the kick using different voltages between 0 V (no kick) and 100 V (full kick). Recall that the goal is to reduce the solenoid currents. Therefore, all motions are optimized with respect to the cost function (28). In the following, we use four parameters $\sigma_{s}, s=1, \ldots, 4$ to describe the trajectory. The simulations are carried out for the transition of the proof mass to both the middle and upper equilibria; the results are visualized in Figure 7.


Figure 7. Combined kick and catch trajectories to both equilibria for different piezoelectric kick voltages between 0 V and 100 V . Top panel: position $z$ of the proof mass. Bottom panel: the respective sum of squared electrical currents. (a) The kick to the equilibrium at 2.5 mm is shown. (b) A similar effect is achieved for the kick to the equilibrium at 5 mm . In both cases, the electrical currents are reduced with increasing kick impact.

It can be seen that the piezoelectric kick has a positive effect on the efficiency by largely reducing the input currents and simultaneously achieving faster transitions to both resting positions. Between the missing and full kick, the sum of squared currents is reduced by $87 \%$ for the transition to the lower resting position and by $82 \%$ for the motion to the upper equilibrium. Simultaneously, the transient time can be reduced by up to $32 \%$ and $11 \%$, respectively. This result confirms the assumption of our previous work [15], where only a single piezo voltage and equilibrium position were used to demonstrate this effect. In the time course of the squared currents in Figure 7b, a second peak in the current can be seen for each kick. This corresponds to the current needed to decelerate the proof mass. This suggests that for larger piezo forces, the kick may have the opposite effect, due to an increased effort for damping the magnet velocity. For a general setup, the kick should therefore, be optimized simultaneously with the trajectory.

So far, we assumed that for a certain voltage, each kick is identical and corresponds to the time course predicted by our model, which in turn allows us to precisely follow the trajectory. However, the preliminary experiments showed that this is not necessarily the case, e.g., due to random impact between the proof mass and the guiding tube. This results in an unexpected initial state when the controller is switched on after the kick. In order
to compensate for such disturbances, feedback control is used. Here, we approximate the effect of an initial disturbance by applying a different voltage to the piezo than what was expected within the optimization. The ability to asymptotically converge to the intended motion is demonstrated, using the 50 V -kick to the upper equilibrium. The initial state uncertainty is artificially generated by both higher and lower voltage impulses. In all simulated cases, the controller is able to compensate the disturbance within the transition time as seen in Figure 8.


Figure 8. Feedback control simulation compensating for initial state uncertainty. The expected initial state resulting in the reference trajectory (dashed, black) for 50 V is not achieved due to incorrect kick voltages. Feedback control compensates this error and the proof mass motion asymptotically converges to the desired trajectory for different piezo voltages.

Finally, we evaluate the efficiency of the trajectory generator in terms of minimum energy effort. To this end, we compute reference motions using a different number of optimization parameters $\sigma_{s}$. The trajectories are then compared with the costs of the classical unoptimized approach, i.e., connecting multiple polynomials. As mentioned in Section 2.2.3, the polynomials tend toward large overshoots when combined with the piezoelectric kick. Thus, we neglect the kick and only apply electromagnetic actuation for the following comparison. We evaluate the overall costs of a motion containing all combinations of transitions between the three equilibrium positions. A visualization of the costs over the number of optimization parameters is given in Figure 9. Three of these trajectories are shown in Figure 10, namely, the unoptimized polynomial trajectory and two optimized ones with 2 and 20 optimization parameters $\sigma_{s}$.


Figure 9. The trajectory costs over the number of parameters are shown. The red circle corresponds to the polynomial trajectory and the blue circles to the optimized motions. Although there is a fast cost function decrease for a low number of parameters, the costs oscillate and slightly increase for more than 10 optimization variables.


Figure 10. Comparison of trajectories and respective currents with different numbers of optimization variables. (a) Top panel: for the polynomial trajectory, smooth motions were generated and the transition times were optimized. Middle panel: the trajectory with two parameters $\sigma_{s}$ and optimized transient time is less smooth but has lower costs. Bottom panel: the lowest costs were achieved with 20 parameters $\sigma_{s}$. The dashed line corresponds to the desired final position of the proof mass. (b) The sum of squared currents corresponding to the different trajectories is shown. For the trajectory with 20 parameters, the solution is non-smooth due to fast changes in the current, but the transient time and the sum of squared currents are the lowest.

Although the polynomial trajectory is the smoothest one, the optimized motions are more efficient, compared to the cost function. As was expected, the cost function values decrease with the increasing number of parameters. However, the optimized solution using a single parameter $\sigma_{s}$ is less efficient than the time-optimized polynomial trajectory. This is due to the fact that the $\sigma$-dependent trajectory uses an exponential function for transitions from the bottom to an upper equilibrium, which is less effective than the polynomial in the case where there is no piezoelectric kick. For $s>1$, the superposition strategy is more efficient than the polynomial trajectory. Moreover, the polynomial trajectory can result in a large overshoot when applied after the kick motion.

An interesting result corresponds to the non-smoothness of the optimized trajectories, which appears in the form of larger spikes in the electrical current. Compared to the mostly smooth input for the polynomial approach, the optimized trajectories make use of short but high current spikes in order to efficiently move the proof mass. Although the maximum input current is larger for the optimized trajectories, the evaluated time integral is smaller for the trajectory with 20 parameters, and the costs concerning the transition times are lower for both optimized trajectories. The correlation between the trajectory smoothness and the cost function should be investigated in the future. For a final assessment of the quality of the presented optimization approach, knowing the lower bound, i.e., the global minimum, is an advantage. This could be realized by a global optimizer, such as a genetic algorithm.

It should be mentioned that the nominal trajectory plays an important role for finding a meaningful solution, but may also prevent the optimization algorithm from finding a better optimum. Therefore, a considered choice should be made beforehand. Eventually, the individual motions could now be stored on the controller hardware of a real setup and run on command to initiate the respective motion. Due to its general simplicity, we assume that the presented approach can also be used as an initial solution for similar flat 1-DoF systems.

## 4. Discussion

The magnetic microactuator has several advantages, such as multiple, asymptotically stable equilibria and the expandability to a larger number of resting positions. This can
prove useful for future applications, where large working ranges are necessary, and the proof mass is desired to remain in its position, even without a constant energy supply. We have shown that a cooperative mechanism combined with an optimal control strategy is useful for reducing the electrical load on the solenoids, which results in less heat loss and may extend the durability of the components. Moreover, the control strategy is generalizable to an arbitrarily extended design, such that the implementation effort is kept low. However, the non-smooth behavior of the optimized electrical currents may be undesirable in an experimental setup. Smoother motions can be obtained by specifying trajectories that are differentiable more often. In contrast to other stable actuator concepts, the transitions between the equilibrium positions are unstable and the controller design is indispensable. This means that for an experimental setup, sensors for measuring the solenoid currents and the proof mass position are necessary. The latter can be challenging, especially when cost-effective solutions are preferred. Therefore, principles based on induced voltage or measuring the magnetic field can be investigated.

Moreover, the proposed approach assumes fully known permanent magnetic fields without variability in their homogeinity and field strength, which is generally not the case for real magnets. While it may be possible to experimentally adapt the magnet positions to achieve multiple stable equilibria at predefined positions, such an uncertainty in the magnetic field is problematic for the proof mass motion, due to the strong model dependence of the inverse computation within the control algorithm. Although a rough estimation of the magnet tolerances for which the trajectories can be tracked with acceptable error could be achieved through extensive simulation, careful measuring of the single magnets may still be necessary before assembly. For this reason, we suggest a first estimation of appropriate magnets in simulation, experimentally identifying the corresponding real magnets, and subsequently recomputing the magnet positions and trajectories based on the obtained values. Since small changes in the magnetic field mostly affect the inverse computation of the solenoid voltages rather than the cascaded linear control loops, we assume that the choice of the controller gains can be adopted from the initial simulation without change.

Another important question concerns the possible miniaturization of such a microactuator, which is closely linked to further research on its general limitations. In this work, we showed that the magnets' dimensions and remanences are strongly coupled with the realizability of multiple equilibrium positions, particularly when short distances between them are needed. Two possible solutions are, therefore, proposed: a Halbach array-like permanent magnet or multiple smaller magnets. In both cases, the resulting force curve should be large enough to generate a robust equilibrium, but narrow in terms of little impact on the neighboring resting positions. Extensive finite element modeling will, therefore, be necessary. Finally, the efficiency of the overall system can further be improved by simultaneously optimizing both the controller and the design, such that couplings between them are exploited. It also motivates the investigation of fast, nonlinear optimal control methods, which can enrich both control theory and microactuator technology.

## 5. Conclusions

In this work, we presented the extension of a cooperative, magnetic microactuator by multiple, asymptotically stable equilibrium positions. This was achieved by shaping the magnetic field by several ring magnets. Additional solenoids were used to allow motions of a magnetic proof mass over a large working range. It was shown that, in general, the setup is expandable to multiple, asymptotically stable equilibria at predefined positions. For the realization of the underlying magnetic fields, two alternatives, besides small ring magnets, were proposed to be investigated in future work. Moreover, we presented a control strategy that ensures efficient switching of the proof mass between the resting positions. This approach was designed in such a way that it is generalizable to an arbitrary number of solenoids and minimizes the input current needed by the proof mass to follow a given reference trajectory. This was also supported by an optimal trajectory planning approach that considers a cooperative interaction between a piezoelectric stack actuator and the
solenoids. We assume that the actuator principle and control approach are beneficial for both the microactuator and control engineering community. However, the presented model corresponds to an approximation and may be limited to hard magnetic materials with small mutual influence on the respective magnetization. Moreover, the model parameters are critical for an accurate compliance with the actual setup. It is, therefore, important to adapt the model to the measured data. For this purpose, the presented theory will be verified based on an experimental system in future work, upon which further investigations of the limitations of the approach can be carried out.
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#### Abstract

Due to their unique combination of features such as large deformation, high compliance, lightweight, energy efficiency, and scalability, dielectric elastomer (DE) transducers appear as highly promising for many application fields, such as soft robotics, wearables, as well as micro electromechanical systems (MEMS). To generate a stroke, a membrane DE actuator (DEA) must be coupled with a mechanical biasing system. It is well known that nonlinear elements, such as negative-rate biasing springs (NBS), permit a remarkable increase in the DEA stroke in comparison to standard linear springs. Common types of NBS, however, are generally manufactured with rigid components (e.g., steel beams, permanent magnets), thus they appear as unsuitable for the development of compliant actuators for soft robots and wearables. At the same time, rigid NBSs are hard to miniaturize and integrate in DE-based MEMS devices. This work presents a novel type of soft DEA system, in which a large stroke is obtained by using a fully polymeric dome as the NBS element. More specifically, in this paper we propose a model-based design procedure for high-performance DEAs, in which the stroke is maximized by properly optimizing the geometry of the biasing dome. First, a finite element model of the biasing system is introduced, describing how the geometric parameters of the dome affect its mechanical response. After conducting experimental calibration and validation, the model is used to develop a numerical design algorithm which finds the optimal dome geometry for a given DE membrane characteristics. Based on the optimized dome design, a soft DEA prototype is finally assembled and experimentally tested.
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## 1. Introduction

In recent years, dielectric elastomer (DE) transducers have attracted the interest of several researchers due to their unique mix of features [1]. A DE is composed by a thin polymer membrane of acrylics or silicone material $[2,3]$ covered in a sandwich configuration by two compliant electrodes. The application of a high voltage to the electrodes (generally within the range $1-10 \mathrm{kV}$ for a polymeric membrane with thicknesses of 10-100 $\mu \mathrm{m}$ [4]) results in a change in shape, i.e., a reduction of the membrane thickness followed by a subsequent expansion in area due to the incompressibility of the elastomer. Perline et al. explained in [5] that this actuation mechanism is due to a combination of attracting forces between charges of opposite signs on the two electrodes, which lead them closer towards each other, and repulsive forces between charges of the same sign on each electrode, which cause the surface to expand. The combined effect of those forces is usually referred to as Maxwell stress, and represents the main operating principle of DE actuators (DEAs) [6].

Another important feature that makes DEAs particularly attractive is the self-sensing, i.e., the possibility of estimating the DEA deflection during electrical actuation by measuring the membrane electrical capacitance $[7,8]$. These unique features, combined with other advantages such as large deformations (above 100\%) [1], high energy efficiency [9], low cost, and lightweight, make DE transducers attractive for a wide range of application fields, e.g., valves [10], pumps [11,12], loudspeakers [13,14], Braille displays [15], artificial muscles [16,17], and medical systems [18,19]. More recently, the use of DE technology has also been investigated in less conventional application fields such as wearables $[20,21]$ and soft robotics [22], as well as cooperative micro electro-mechanical systems (MEMS) [23]. In these specific cases, compliance and scalability of DE material represent key features for the development of successful applications. As a particular example, soft robotics arises from the need to replace conventional rigid robots with compliant and deformable bio-inspired materials. Soft robots can be integrated more easily in social activities and unstructured environments, while ensuring at the same time a safer interaction with humans [24]. The high flexibility, compliance, and lightweight requirements of these systems can be naturally met by DE transducers, which appear then as ideal candidates for the realization of soft actuators and sensors for soft robots. Some examples of DE-based soft robots prototypes presented in recent literature include bioinspired crawling robots [25], miniature underwater vehicles [26], soft tentacle arms [27], and translucent swimming robots [28].

In all those types of systems, the actuation is made possible by the softening effect that a DE membrane undergoes upon electrical activation, which results in a stroke from the undeformed to the deformed configuration. In particular, the amount of stroke that a DEA undergoes is determined by the type of biasing system which is coupled to the membrane. A comparison between different types of bias elements has been presented by Hodgins et al. in [29,30]. In these works, it is shown that coupling the DE membrane with a negative-rate biasing spring (NBS), designed in such a way its force-displacement curve properly matches the mechanical characteristics of the DE, allowing the achievement of a significantly larger stroke compared to the one obtained with conventional biasing masses and linear springs. A mechanical system exhibiting the features of a NBS can be manufactured in several possible ways (cf. Figure 1), i.e., as a pre-compressed steel cross [31,32], a pre-compressed buckled beam [33], a pair of attracting permanent magnets [34], or via more complex types of mechanisms [35]. Even though currently available NBS elements allow remarkable improvement of the stroke performance of the overall DEA system, they are all fabricated based on rigid materials (e.g., steel) and components (e.g., clamping elements, connectors). Consequently, the resulting actuators end up losing all the flexibility and high compliance advantages of DE technology and, in turn, become unsuitable for application fields such as soft robotics and wearables. In addition, rigid biasing elements turn out to be hard to miniaturize, thus preventing the integration of DE transducers within MEMS technologies. The impossibility of using currently available types of NBS in those application fields unavoidably restricts the high potential of DE technology. To overcome this limitation, innovative NBS elements need to be developed such that, when coupled with a DE membrane, provide large strokes without affecting the compliance and flexibility of the overall actuator system. In addition to that, it would be desirable to understand how to properly optimize the design of such biasing systems (e.g., in terms of geometry) to adapt them to a given DE membrane, in order to maximize the stroke performance of the resulting actuator.

Three-dimensional polymeric domes represent a possible way to overcome the above issue. When properly designed, those domes present the characteristics of a NBS, while keeping an overall compliant and flexible structure. Therefore, they appear as highly suitable to develop soft and large-stroke DEA systems. Although the feasibility and characteristics of those types of domes have been previously proven by Madhukar et al. [36] and Alturki and Burgueño [37], their use as a biasing elements for DE membranes has been proposed only recently [38]. In particular, in [38] we performed a systematic characterization of a dome-like NBS, and used it to develop the first prototype of actuator
concept which showcases the feasibility of the design. To properly optimize the stroke of such kind of DEAs, the dome must be designed so that its negative-rate (i.e., stiffness) region matches the positive stiffness of the DEA. If the relationship between the free design parameters of the dome (i.e., its geometry) and the shape of its mechanical characteristics is properly understood, it can be exploited to properly optimize a dome design for a given DE membrane, thus allowing full exploitation of the true potential of compliant DEA systems.


Figure 1. Examples of NBS elements: (a) pre-compressed buckled beam; (b) attracting permanent magnet; (c) buckling polymeric dome.

In this paper, we propose a novel approach that allows optimization of the design of the polymeric dome NBS for DEAs. The method relies on a finite element (FE) model of the dome, which allows an accurate description of the relationship between its geometry and the resulting mechanical response. FE tools are selected, as they represent a powerful means to simulate complex structures, to improve their weaknesses, and to understand their behavior in response to different external loading conditions [39,40]. After presenting the model, its experimental calibration and validation are performed, based on a number of pre-defined dome geometries. Then, the model-based design algorithm is discussed, and an example of its application is presented based on a real-life case study. After the ideal geometry of the dome is determined, the optimized DEA prototype is fabricated, assembled, and experimentally characterized. We also remark that this work represents an extended and refined version of the preliminary results presented in [41], by including a detailed discussion of the FE approach with a wider validation range, a different and more effective performance optimization approach, as well as an experimental validation based on an assembled real-life prototype. The obtained results will allow, in a future stage of our research, the development of cooperative arrays of micro-scale actuator arrays composed of layers of novel DEs and polymeric dome NBSs. Each micro-actuator will reach large stroke (due to the novel bias system) and high flexibility without losing conductivity, due to the novel sub-micron metal and carbon thin film electrodes presented by Hubertus et al. [42]. The use of such DEA arrays in wearable smart skins and loudspeakers, haptic gloves, and microconveyors will open a new generation of flexible and compliant, cooperative, and polymer-based micro-actuator devices.

The remainder of this paper is organized as follows. Section 2 presents the operating principle of DEs, and briefly discusses the NBS dome concept. In Section 3, an FE model for the novel biasing dome is presented. Experimental validation of the dome model is discussed in Section 4, while Section 5 illustrates the model-based design algorithm together with its application to develop a functioning DEA prototype. Finally, Section 6 presents concluding remarks and future research directions.

## 2. DEA Operating Principle

The operating principle of DEAs, as well as the role of the biasing system in determining their performance, are discussed in this section.

### 2.1. DEA Operating Principle

As explained above, a DE consists of a dielectric elastomer film sandwiched between two soft electrodes, forming a flexible capacitor. Its principle of operation is based on the shape change undergone due to the electric field applied through the dielectric. Specifically, when a high voltage is applied to the electrodes, a compressive Maxwell stress $\sigma_{e}$ is generated, quantified as follows:

$$
\begin{equation*}
\sigma_{e}=-\epsilon_{r} \epsilon_{0}\left(\frac{V}{t}\right)^{2} \tag{1}
\end{equation*}
$$

where

- $\epsilon_{0}$ is the vacuum permittivity;
- $\quad \epsilon_{r}$ is the DE relative permittivity;
- $\quad V$ is the applied voltage;
- $\quad t$ is the thickness of the dielectric film.

The stress defined by (1) squeezes the dielectric film between the electrodes, resulting in area expansion due to incompressibility of the elastomer (Figure 2).


Figure 2. DE working principle: undeformed configuration on the left-hand side, deformed one due to electrical actuation on the right-hand side. Due to the combination of Maxwell stress $\sigma_{e}$ and incompressibility of the elastomer, the reduction in thickness results in an expansion of the area.

For the manufacturing of both polymer film and electrodes, several methods and materials are available [43,44]. Silicone and acrylics represent the most typical choices for the elastomer membrane [2,3], while the electrodes are commonly based on carbon black [45]. More recently, a novel type of electrodes has been proposed by Hubertus et al. [42], consisting of thin metal sheets sputtered onto an initially pre-stretched silicone film. The main advantages of this electrode are represented by the negligible impact on the DE stiffness (due to its thickness of only 10 nm ), and by the ability of maintaining a high conductivity while being stretched, thus furthering both energy efficiency and speed of the resulting actuator.

### 2.2. Bias Elements for $D E A s$

DEAs allow transformation of electrical inputs into motion by exploiting the Maxwell stress principle discussed in Section 2.1 (cf. (1)). In order to generate a stroke, a membrane DEA must be coupled with a biasing element, such as a mass or a pre-tensioned spring. When the DEA is electrically activated, the resulting Maxwell stress induces an equivalent in-plane softening within the membrane. This causes the biasing system to further pull the DE membrane until a new equilibrium state is achieved, thus resulting into a stroke. The
biasing mechanism plays a crucial role for the determination of the system stroke, so its design represents a critical aspect for the performance of a DEA.

In this work we will focus on a specific DEA geometry, namely the circular out-of-plane DEA (COP-DEA) depicted in Figure 3, in both the undeformed (a) and the deformed out-of-plane (b) configurations. The actuators is based on a silicone DE membranes (Elastosil 2030 by Wacker Chemie [46]), with thickness of $50 \mu \mathrm{~m}$ and inner radius equals to 10 mm , in combination with the sputtered metallic electrodes mentioned in Section 2.1. The biasing element is connected to the passive center part of the DE membrane. When a voltage is applied, the center passive part is pushed upwards, thus generating an out-of-plane stroke.


Figure 3. Three-dimensional (3D) rendering of a DEA: (a) undeformed flat configuration; (b) deformed out-of-the plane configuration.

To better clarify the importance of the biasing mechanism, as well as to understand how to quantify the stroke, Figures 4 and 5 show a cross-sectional view of the entire DEA, consisting of a COP-DEA (depicted in blue). The actuator in Figure 4 is coupled with a positive-rate biasing spring (PBS), while the one in Figure 5 is pre-loaded with an NBS (both depicted in black). To compare the strokes obtained with the two types of mechanisms, one shall consider the force-displacement characteristic curves describing the operating range of the system, sketched in the lower parts of Figures 4 and 5. In particular, the blue and red continuous lines show the behavior of the DE without and with the high voltage applied. Note how the electrical activation results in an overall softening of the elastomer membrane. The dashed curves, instead, represents the qualitative behavior of the corresponding biasing element. Note that the spring rate of the PBS appears as negative in Figure 4, while the NBS curve shows a region of quasi-linear and positive stiffness in Figure 5. This apparent change in sign of the expected slope is due to the fact that we are plotting the bias force with respect to the DE membrane displacement. Note also that, by changing the pre-stretch of the biasing element (with respect to the DE), it is possible to shift the corresponding characteristic curve along the $x$-axis. Notably, the gray curve represents the PBS (cf. Figure 4) and NBS (cf. Figure 5) when the DE membrane is in the undeformed configuration (cf. Figures 4a and 5a), while the black ones describe the biasing elements after that the DE membrane has been preloaded out-of-plane (cf. Figures 4 b and 5)). By using a simple force equilibrium argument, it can be concluded that the intersection points between the force-displacement characteristics of the DE and the biasing mechanism determine the equilibrium states the actuator. Note that the equilibrium state explicitly depends on the applied voltage. Therefore, the horizontal distance between low and high voltage equilibrium points defines the DEA stroke. The equilibrium points reached by the whole system before and after electrical activation are called $p_{1}, p_{2}$ for the PBS and $d_{1}, d_{2}$ for the NBS, respectively. By comparing those two cases, the performance gain achieved with the NBS can readily be observed.


Figure 4. (a-c) Sketch of the DEA actuator composed by a DE membrane coupled with a PBS element, for three different configurations. (d) Actuator force equilibrium analysis, intersection points p1 and p2 represents the equilibrium states obtained by switching the voltage.

### 2.3. Bistable and Monostable NBS Elements

The analysis conducted in Section 2.2 is rather general and holds true for any type of biasing element whose mechanical characteristics resemble the one in Figure 5. The most common type of NBSs consist of pre-compressed metal beams, in which the negative stiffness feature is generated by means of a bi-stable behavior [33,47]. An example of this kind of system is depicted in Figure 6a. When an increasing vertical load is applied to the center point, a snap occurs which results into a switch from State 1 to State 2. The corresponding force-displacement characteristic curve is depicted in the left-hand side of Figure 6a, which shows three equilibrium points in correspondence to the null external force case. The first and last ones are stable equilibria, and represent State 1 and State 2 configurations, while the middle one corresponds to an unstable equilibrium point. The key feature which allows use of a NBS as the biasing element for DEs is not the bi-stability itself, but rather the negative stiffness region which surrounds the unstable equilibrium point. A similar negative stiffness behavior can also be obtained by means of a monostable nonlinear structure. The monostable behavior can be achieved by as-fabricated beam designs, by combining a pre-compressed steel cross with linear spring [31], or via three-dimensional buckling polymeric domes [38]. The latter clearly represents the design solution adopted in this manuscript, due to its lack of metal parts and rigid parts. A cross-sectional sketch of this type of system, together with a qualitative example of its mechanical characteristics, is
depicted in Figure 6b. Compared to the previous case, the curve intersects the horizontal axis only once, thus resulting in a single stable equilibrium point. Therefore, contrary to the previous case, the configuration State 2 turns out to be unstable, as upon removal of the load a snap back to the initial configuration occurs.


Figure 5. (a-c) Sketch of the DEA actuator composed by a DE membrane coupled with a NBS element, for three different configurations. (d) Actuator force equilibrium analysis, intersection points $d_{1}$ and $d_{2}$ represents the equilibrium states obtained by switching the voltage.


Figure 6. A sketch of (a) the bi-stable NBS and (b) the monostable structure is presented on the left-hand side, while the corresponding mechanical characteristics are shown on the right-hand side, respectively.

## 3. Nonlinear Biasing Dome

In this section, the FE model development for the three-dimensional fully polymeric dome is presented. The model shall predict how the dome force-deflection characteristic changes for various geometries. The FE simulation study will allow identification and improvement of the weak points of the realized structure, providing a feedback for the experimental fabrication feasibility. Moreover, the model will allow us to understand how the bias element and the DE membrane interact with each other and, in turn, to predict the performance of the coupled system for different dome geometries.

### 3.1. Dome FE Model

A sketch of a real-life prototype of three-dimensional polymeric dome is shown on the left-hand side of Figure 7 (for more details on the dome material and fabrication process, the reader may refer to [38] as well as to Section 4 of the present manuscript). Using the FE framework, it is possible to recreate a physics-based model of the dome experimental prototype. A 3D rendering of the FE model of the dome, implemented within COMSOL Multiphysics ${ }^{\circledR}$ environment, is shown on the right-hand side of Figure 7.


Figure 7. Fully polymeric dome: (a) real-life prototype; (b) 3D rendering implemented in COMSOL Multiphysics ${ }^{\circledR}$.

As the dome exhibits a rotational symmetry along the vertical axis, its behavior can be equivalently described through a simple 2D axisymmetric model, shown in Figure 8. Once the 2D cross-section of the dome is implemented, a revolution around the $z$-axis permits generation of the complete 3D rendering, as illustrated in Figure 9. Describing the full 3D dome via an equivalent two-dimensional model allows substantial reduction of the computational complexity, without significantly affecting the significance of the result (as in our application we are solely interested in the first radial-symmetric bending mode). Based on the presented model, we will be able to perform large deformation studies by considering several geometrical configurations.

The relevant geometric parameters of the considered dome are highlighted in Figure 10. Starting from a spherical structure with wall thickness $t$, a flat top part with height $h$ and radius $r$ is added, in order to implement the connection with the DE membrane. During characterization experiments, a displacement is prescribed in the central flat part via a linear motor, and the resulting reaction force is evaluated by means of a load cell. An indenter, having also radius equal to $r$, is used in the experimental setup, to ensure a homogeneous distribution of the external load force on the top part (see [38] for details). An additional benefit of this design solution is the already available flat base, which offers a further support to connect the DE membrane. With regards to the FE model, the addition of this extra component allows bypassing of the simulation of the structure compressive stress through a prescribed in-point displacement, which is an important prerequisite for a correct post-buckling analysis. Indeed, the knowledge of the surface on which compression occurs facilitates the computation of the resulting force. Furthermore, the selection of a bottom base height of $t_{b}$ permits avoiding taking into account tolerance errors in the dome clamping phase, resulting in more repeatable experimental results.

For concluding this section, we point out that some of the dome geometric parameters, i.e., $H$ and $r$, will be left free for the optimization, while the remaining ones are fixed by design in agreement with [38]. The corresponding numerical values of the known parameters are shown in Figure 10.


Figure 8. Two-dimensional (2D) FE model of the dome. Boundary conditions are explicitly reported as black solid lines. The non-colored image indicates the undeformed configuration, while the colored one shows the dome deformation through the colormap on the right-hand side. Note: due to radial symmetry, only the part of the dome which is located at positive y -coordinates is actually modeled.



(a)

(b)

Figure 9. Three-dimensional (3D) FE of the dome, obtained from a rotation of the 2 D model in Figure 8 along the $z$ axis: (a) Undeformed configuration; (b) Deformed configuration.


Figure 10. Two-dimensional (2D) sketch of the dome, containing the set geometric parameters.

### 3.2. Post-Buckling Analysis and Numerical Implementation Aspects

To properly simulate the snap-through behavior of the polymeric dome, a postbuckling analysis must be performed. In this way, it is possible to track the behavior of the polymeric dome during the applied solicitation, which will allow us to capture information about applying loads at both the critical buckling value and above. The expected shape of the force-displacement characteristic should exhibit a critical point, followed by a gradual snapping phase with a subsequent increase in stiffness. In order to perform a correct post-instability analysis, appropriate strategies must be adopted to ensure convergence of the solver. The instability represents a bifurcation problem: at the critical load, there is more than one solution. Therefore, the buckling instability will manifest numerically through an ill-conditioned or singular stiffness matrix, that results in numerical instability. On the other hand, the buckling instability represents the main feature which allows us to use polymeric domes as large-stroke biasing elements for DEs (as also discussed in Section 2). Therefore, properly account for it in the numerical simulation is of fundamental importance for DEA performance optimization.

Figure 11 illustrates an example of mechanical characteristic of the dome, based on the results in [38]. Such a curve clearly illustrates the snap-through behavior to be modeled. The critical load point (denoted as 1 in Figure 11) mathematically represents the state when the stiffness matrix becomes singular, while physically it describes the beginning of the "jump" dynamic event of the structure from state 1 to 2 . Two different approaches can be adopted in FE modeling to avoid numerical instability, and thus enable solver convergence:

- Load control mode: the load force must necessarily be prescribed via nonlinear dynamic solver to solve the singularity of the problem, thus performing a timedependent study. If a time-based analysis is conducted, there is a balance between the applied external load and elastic forces (note that all dynamic forces are neglected in this study). After that, the axial displacement represents the quantity calculated as the output. The final result is equivalent to the dashed red curve depicted in Figure 11, in which the dynamic jump from state 1 to state 2 is clearly visible.
- Displacement control mode: as the deformation represents the quantity increasing monotonically, it can be used as an input control parameter. In this way, the description of the load softening effect (occurring after the critical point) is derived unambiguously based on the simulation output.
To this end, the axial deformation is prescribed in the nonlinear static solver by setting a range of consecutive and uniformly spaced values. Consequently, the output is represented by the resulting force calculated over the same area. The final result is shown as the solid blue curve in Figure 11. The curve shows that, after the critical point is overcome, the load decreases despite the larger deformation due to a softening effect.


Figure 11. Experimental force-displacement curve of polymeric dome. The red and blue lines are derived by applying the load and displacement control methods, respectively. Points 1 and 2 indicate the dynamic jump occurring under load control mode, from state 1 to 2 .

With the aim of fully visualizing the force values within the snap-through range, the preferred choice in our case is represented by the deformation control mode. Therefore, a prescribed displacement boundary condition is applied as input on the flat upper part, considered alongside the other boundary condition describing the fixed dome base (cf. Figure 8). Note that such boundary conditions reproduce the real constraints occurring in the experimental setup. Moreover, as we are mostly interested in the steady performance of the actuator, all the studies are conducted in quasi-static conditions to decrease the computational effort.

For simulation purpose, it is important to further define the mesh type and the size of its elements. In order to make the obtained results insensitive to the latter parameter, a force-displacement curve convergence study is performed for several planned meshes. To this end, an unstructured free triangular mesh is initially set. This type of mesh is the most widely used one for 2D models, as it represents a simple and fast way to conform at the whole geometry with localized resolutions [48]. In particular, three different types of default discretization (coarse, normal, fine) are evaluated, in order to determine the optimal one. The mesh named extremely fine is chosen as a reference solution for evaluation of the other three ones, as, due to its densely meshed design, the FE simulation converges to a tighter solution. The whole system is discretized with quadratic serendipity elements. The constitutive material behavior is modeled as described in the following. The hysteretic behavior of the material, which is observed in the experimental characterization curves, is neglected in our study in order to simplify the material description. In particular, the dome is described via a hyper-elastic material model. To account for large deformations, a nearly-incompressible Yeoh mechanical free-energy density $(\psi)$ is selected in the solid mechanics interface [49], defined as follows:

$$
\begin{equation*}
\psi=\sum_{i=1}^{3} c_{i 0}\left(\lambda_{1}^{2}+\lambda_{2}^{2}+\lambda_{3}^{2}-3\right)^{i}+\frac{\kappa}{2}(J-1)^{2} . \tag{2}
\end{equation*}
$$

The meaning of all the quantities in (2) is described in the following:

- Principal stretches $\lambda_{1}, \lambda_{2}, \lambda_{3}$;
- Material constitutive parameters $c_{i 0}, i=1,2,3$;
- Bulk modulus $\kappa$, which allows practical accounting of the material incompressibility in a numerically efficient way;
- Volume ratio J, equal to the determinant of the deformation gradient.

A problem encountered when simulating the considered dome geometry is that stress convergence does not occur nearby sharp corners, due to a local stress singularity in the model. This issue is numerically handled by including rounding parameters for the sharp corners, denoted as $\mathrm{A}_{1}, \mathrm{~A}_{2}, \mathrm{~A}_{3}$ in Figure 8. The Comsol integrated direct solver MUMPS (MUltifrontal Massively Parallel Sparse) is selected, with a nonlinear Automatic (Newton) method, to solve the system of equations. The solver parameters are set as follows: maximum number of iterations of 25 , initial damping factor of 10-4, and a tolerance factor of 10-2. Representative values of $c_{10}=0.05 \mathrm{MPa}, c_{20}=1.52 \mathrm{kPa}, c_{30}=5.11 \mathrm{kPa}, \kappa=22 \times 10^{6}$, are chosen for the study.

The average relative percent errors, computed by comparing the reference characteristic curves with the ones obtained with different discretization methods, are depicted in Figure 12a. It is interesting to note that, even with a coarse mesh, the error is always less than $1 \%$. This result suggests that, in future steps in which dynamic studies will be conducted on the full actuator system (i.e., biasing dome coupled with the DE membrane), the choice of a coarser mesh might lead to a good trade-off between accuracy and simulation time. On the other hand, as the extremely fine mesh requires a higher computation time for a steady-state study, we decided to set the default mesh type to normal and to customize it in the areas where the stress is more concentrated (i.e., the blue lines represented in Figure 12b). To this end, an additional element-local size is defined only along the concerned edges, ensuring a higher node density. This solution permits achievement of the same accuracy as the extremely fine mesh defined before, while also requiring less computation time. To implement this feature, we start by setting the maximum element size of the mesh equivalent to the default normal mesh value (about 1.2 mm ). This parameter is then gradually decreased, until a value of 0.1 mm is reached. The last size value generates the finest possible mesh, which will be considered as reference. Afterwards, the average percent deviations between the different force-displacement curves and the reference one is quantified and shown in Figure 12c. From this study, it can be seen that the resulting curves tightly match the reference one, thus leading to a very low average percentage error for the different mesh designs. Note that, however, the smaller the maximum size of the mesh elements, the finer the resulting mesh, thus resulting in improved convergence of the relative percent error. Nevertheless, we choose a parameter-dimension value equal to 0.15 mm , as it allow mitigation of the computational time (about 1 min ) while maintaining a satisfactory accuracy (percentage error smaller than $0.02 \%$ ).


Figure 12. Mesh convergence study: (a) quantifies the average percentage error between the curve obtained by setting the mesh extremely fine (considered as reference) and the other default types listed on the $x$-axis; (b) 2D FEM, with mesh defined as normal and customized along the blue edges. (c) quantifies the average percentage error between the characteristics curves resulting from varying the maximum size of the mesh elements along the blue edges.

## 4. Dome Calibration Based on the Experimental Characterization Process

Experimental validation of the dome model presented in Section 3 is presented in this section.

### 4.1. Dome Experimental Characterization Process

Prior to parameter identification, an experimental characterization process is carried out on the dome, in order to obtain a dataset of repeatable force-displacement measurements. The dome is made with a WACKER SILGel ${ }^{\circledR} 612$ EH silicone [50], through a process of casting into 3D-printed molds. The experiments are conducted by deforming the flat upper part of the dome with a 0.1 Hz sinusoidal displacement, via an indenter connected to a linear actuator (Aerotech, Inc., Model: ANT-25LA). During the deformation, the force is acquired via a load cell (ME-Meßsysteme GmbH, KD40s). In this way the force-displacement characterization curve of the dome is obtained. Due to the tolerances of the 3D printer for mold manufacture and the manual mixture of the silicone used for the domes, several batches representative of the same geometry but made with different molds are created. In this way, it is possible to quantify the reliability and repeatability of the experimental curves, which will be included in the dataset shown in the next section. For further details regarding the experimental characterization of the dome, please refer to [38].

### 4.2. Dome Identification and Validation

The goal of the experimental identification consists of finding the material parameters which allow reproduction of a selected subset of the experimental results. The unknown parameters are essentially the Yeoh constitutive coefficient $c_{i 0}$, the bulk modulus $\kappa$, as well as the rounding parameters $\mathrm{A}_{1}, \mathrm{~A}_{2}, \mathrm{~A}_{3}$ introduced for numerical robustness purpose (see Section 3.2 for details). Clearly, the numerical values of those coefficients are chosen identically for each dome geometry. Once the constitutive parameters are known, we can use the model to reproduce the experimental trends obtained for different geometric configurations of the dome structure, in order to make reliable and accurate predictions about its behavior.

Calibration of all parameters is performed based on a repeatable set of experimental data, characterized through a procedure described in the previous section. The considered dataset contains force-displacement characteristic curves for different dome geometric configurations, built through different combinations of $H$ and $r$ values (cf. Figure 10). The measured force-displacement curves exhibit a moderate hysteresis, which is due to the polymeric material viscoelastic behavior. As this paper represents the first attempt at model-based dome optimization for DEA systems, we decided to neglect hysteresis modeling due to its high numerical complexity (as stated in Section 3). Such a hysteresis
introduces a continuous range of possible intersections between the DE and bias curves (recall the argument in Section 2.2). Among all those values, the system naturally choses the equilibrium position which minimizes the motion range and, in turn, the actuation stroke. Therefore, we expected that neglecting the hysteresis will produce an overestimation of the true performance. Keeping this aspect in mind, the original dataset is post-processed by replacing the experimental characteristic curves with interpolating polynomial functions. The corresponding experimental curves are shown as solid black lines in Figure 13. Table 1 provides an overview of the considered geometric values, and how the dataset is split for the calibration and validation steps. The different values of $H$ are chosen according to a preliminary investigation carried out by Madhukar et al. [36], thus resulting in a final height of the dome that ensures a monostable behavior. The range for $r$, instead, is chosen in such a way to match the inner radius of the experimental DE [38]. Note that 3 experiments are used for calibration and 6 for validation, respectively.


Figure 13. Matrix of plots showing the comparison among experimental (depicted in black) and simulated (depicted in red) curves, for different dome geometries.

Table 1. Experimental dataset splitting.

|  | $\mathbf{r}=2 \mathrm{~mm}$ | $\mathrm{r}=3 \mathrm{~mm}$ | $\mathrm{r}=4 \mathrm{~mm}$ |
| :---: | :---: | :---: | :---: |
| $\mathbf{H}=3 \mathrm{~mm}$ | Validated | Validated | Validated |
| $\mathbf{H}=3.5 \mathrm{~mm}$ | Validated | Validated | Validated |
| $\mathbf{H}=4 \mathrm{~mm}$ | Identified | Identified | Identified |

Subsequently, the optimization module integrated in COMSOL is used for identifying the structure parameter. The Nelder-Mead optimization method is set internally, i.e., a gradient-free algorithm able to remesh the whole structure as the geometric parameters change, allowing automatic testing of different material parameter values for different model configurations [48]. The output of this step consists of those parameter values that minimize the overall variance between the experimental and simulated curves. The resulting values of the identified optimal parameters are reported in Table 2.

Table 2. Identified parameters values.

| $\boldsymbol{c}_{\mathbf{1 0}}$ | $\boldsymbol{c}_{\mathbf{2 0}}$ | $\boldsymbol{c}_{\mathbf{3 0}}$ | $\boldsymbol{\kappa}$ | $\mathbf{A}_{\mathbf{1}}$ | $\mathbf{A}_{\mathbf{2}}$ | $\mathbf{A}_{\mathbf{3}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.11 MPa | 3.29 kPa | 5.73 kPa | $0.25 \times 10^{6}$ | 0.44 mm | 0.78 mm | 2.2 mm |

Afterwards, simulations of the entire dataset are performed based on the calibrated material parameters, and the results are shown as dashed black lines Figure 13. Note
that a wide variability is observed among the considered experimental curves, especially concerning the shape of the negative stiffness region. Therefore, we conclude that changing both $H$ and $r$ represents a feasible and effective way to arbitrarily shape the characteristic curve of the dome. This fact will be of fundamental importance when optimizing the dome geometry for a given DE, as we will see in the subsequent section. Figure 13 further shows that the model allows reliable prediction of the effects of changes in geometry in each case, as the validation process describes the trend of the curves with remarkable accuracy. In particular, an average error between simulations and experiments of less than $5 \%$ is observed. We recall that our model is built upon an axial symmetry assumption. Despite that manufacturing tolerances may induce axial asymmetries in the experimental dome, the high accuracy of our predictions seems to confirm that such effects are indeed negligible. Small deviations (observed, e.g., for the $H=3 \mathrm{~mm}, r=4 \mathrm{~mm}$ case) are reasonably due to manufacturing tolerances and misalignments. As a result, we conclude that our model represents an effective tool to foresee how the dome geometry affects the shape of the resulting mechanical characteristic curve.

## 5. Dome Design Optimization and Experimental Validation

This section provides a description of the proposed optimization procedure for the dome geometry. In this way, the stroke-optimal design configuration can be computed without the need of manufacturing several prototypes in a trial-and-error fashion. As discussed in Section 2, the intersection points between the dome force-displacement curve and the DE membrane characteristics determine the stroke of the system. To further illustrate this aspect, we consider the curves shown in Figure 14. The DE curves correspond to the ones of the experimental prototype, while a fictious black line is used to represent the bias. When switching the DE voltage from 0 kV to 3.5 kV , the DE equilibrium position switches between points A and B (cf. Figure 14). Note that the particular shape of the bias in Figure 14 is conveniently chosen in such a way to lead to a large actuation stroke. Therefore, it represents a target behavior for an optimal biasing element. In case of the considered biasing domes, this target biasing line shall be interpreted as an approximation of the overall force-displacement characteristics, more specifically of the unstable branch. The goal of the model-based design consists thus in matching the unstable portion of the dome curve as close as possible to the ideal linear behavior.

In general, an ideal biasing curve can be specified through the location of intersection points $A$ and $B$, such that the line connecting them results in a large actuation stroke and, at the same time, does not intersect the DE curves multiple times. This target behavior can be described via four independent pieces of information, i.e., the coordinates of points $A=\left(A_{x}, A_{y}\right)$ and $B=\left(B_{x}, B_{y}\right)$. These variables can be uniquely related to the following performance measures, which allow equivalently describe the target biasing curve in Figure 14 in a more intuitive way:

- Stroke, computed as the distance between states A and B along the $x$-axis, i.e., $\mathrm{B}_{\mathrm{x}}-\mathrm{A}_{\mathrm{x}}$;
- Slope, defined as the angular coefficient of the line connecting equilibrium points A and B, i.e., $\left(B_{y}-A_{y}\right) /\left(B_{x}-A_{x}\right)$;
- Maximum force, defined as $B_{y}$;
- Horizontal shift, defined as a constant offset applied to both $A_{x}$ and $B_{x}$.

Out of these four quantities, the horizontal shift can be easily modified by changing the relative distance between DE and dome, e.g., by connecting them with spacers of different lengths. The remaining three parameters, on the other hand, must be determined by properly designing the dome characteristics through geometry optimization. As a final remark, we recall that the real-life domes are characterized by a small, yet nonzero hysteresis, which is not included in our model. Therefore, for design tolerance purpose, it is convenient not to let the target biasing curve match the DE curves too tightly.


Figure 14. Intersection between the DE mechanical characteristics without (solid blue line) and with (solid red line) applied voltage, and ideal biasing behavior ensuring large stroke (solid black line). Points A e B represent the system equilibrium points for low and high voltage, respectively. Their distance along the horizontal axis defines the corresponding stroke.

### 5.1. Optimal Parameter Selection

The aim of this section is to find the optimal dome geometry which, starting from desired stroke, slope, and maximum force values, finds the optimal dome geometry which allows as close as possible approximation of the desired behavior. $H, r$, and $t$ represent the geometric parameters that mostly affect the dome force-deformation curve (cf. Figure 10), thus they will be considered for the following optimization study.

As a first step, we formally define three functions which, given as input the dome geometry, return the desired performance parameters:

$$
\left\{\begin{array}{l}
\text { stroke }=f_{1}(H, r, t)  \tag{3}\\
\text { slope }=f_{2}(H, r, t) \\
\text { maximum force }=f_{3}(H, r, t)
\end{array}\right.
$$

In principle, to solve (3) one should be able to freely modify all three geometric parameters. While changes in $H$ and $r$ can be predicted accurately by means of our FE model, the reliability for different values of $t$ has not been investigated. This is mainly due to the practical difficulty of designing domes with different values of $t$, based on our manufacturing process. Therefore, we decide to keep it fixed at $t=0.6 \mathrm{~mm}$ (the same value used during identification) and optimize for $H$ and $r$ only. By considering (3) with $t=0.6 \mathrm{~mm}$, and manipulating the equations under the assumption that invertibility conditions formally hold, we obtain the following system:

$$
\left\{\begin{array}{l}
\mathrm{H}=g_{1}(\text { stroke, slope })  \tag{4}\\
\mathrm{r}=g_{2}(\text { stroke, slope }) \\
\text { maximum force }=g_{3}(\text { stroke, slope })
\end{array}\right.
$$

Thus, the values of $H$ and $r$ can be obtained based on the target values of stroke and slope only, while the corresponding value of the maximum force is implied by the design. The major drawback of the proposed approach is that we have no complete freedom in freely design stroke, slope, and maximum force, but we must somehow find an approximated solution for the design problem. On the other hand, working with two free parameters allows us to exploit graphical intuition to accomplish the design,


Figure 15. Surface fitting functions created based on the simulations dataset, with the final goal of deriving the dome geometric values for $H$ and $r$ based on the desired performance: (a) $H$ as a function of stroke and slope; (b) $r$ as a function of stroke and slope; (c) maximum force as a function of stroke and slope.

The choice to create surface fitting functions, rather than multidimensional lookup tables, is motivated by the need of increasing the computational efficiency, in conjunction with the low impact on memory storage of the former over the latter.

### 5.2. Design Optimization Algorithm

In this section, the steps required to develop an optimized DEA based on the above model-based procedure are reported:

1. Select a target DE membrane, and characterize it experimentally under quasi-static conditions in order to obtain the characteristic curves for minimum and maximum applied voltage;
2. Based on the obtained DE curves, estimate an ideal biasing behavior, and compute the coordinates of the corresponding intersection points A and B (cf. Figure 14);
3. Based on the coordinates of A and B, determine the desired stroke, the slope, and the maximum force values, i.e., the features that must be satisfied by the dome force-displacement curve in order to ensure the desired performance;
4. If the maximum force is not satisfactory, one can eventually start again rom point 2 and try different combinations of stroke and slope values, until an overall desirable behavior is obtained.
The output of the above procedure consists of the optimal values for $H$ and $r$, which allows reproduction of a dome curve that reflects the target behavior.

### 5.3. Design Procedure Validation

For a better understanding of the working principle, and to verify the reliability of the design optimization algorithm, a design case study is presented in this section. The considered DE membrane is the same as the one described in Section 2. Starting from the measured COP-DEA characteristic curves (depicted in blue and red for low and high voltage, respectively), we define the desired intersection points (marked with black circles), which lead to a desired stroke of 3.6 mm . These points are then used to generate inputs for the design algorithm, which leads optimal geometry values equal to $H=4.6 \mathrm{~mm}$ and $r=4.8 \mathrm{~mm}$. Note that those value fall outside the calibration and validation dataset shown in Figure 13, thus the optimal design relies on an extrapolation performed by our model.

Based on the obtained geometric parameters, the optimal dome characteristic curve is estimated via an FE simulation, which is depicted as a dashed black curve in Figure 16. It can readily be observed that the design goal is successfully achieved, as the simulated dome curve intersects those of the DE in the desired points initially defined. This is true despite only two free parameters have been optimized (instead of three), thus confirming the validity of the proposed approach. Based on the curves in Figure 16, a theoretical stroke of 3.8 mm can be predicted. To quantify the reliability of the design, a dome with the optimal geometry is experimentally assembled and characterized. The result is shown as a solid gray curve in Figure 16. Comparing the experimental force-deflection curves with the simulated one, we conclude that the measured curve tightly matches the simulated, thus confirming the accuracy of our model.


Figure 16. Design algorithm experimental validation. The input is represented by the desired intersection points (black circles), while the dashed black curve and solid gray curve represent the simulated and experimental results based on the optimized dome geometry.

The optimal dome is then coupled with the DE membrane and used to manufacture a complete actuator system. A picture of the assembled DEA device is shown in Figure 17. Manufacturing and assembly are performed similarly to [38]. In particular, before assembly,
the electrical connections to the metal electrodes are achieved through a copper tape. Then, a double-sided tape cut with a cutting machine is used to couple the optimal polymer dome with the DE membrane. The assembly is performed through the use of 3D-printed tools, thus avoiding manual positioning and allowing improvement in the accuracy. As the DE is controlled with high voltage, it has been placed underneath the insulating dome in order to operate in total safety.


Figure 17. Picture of the optimized DEA prototype.
After completing the actuator manufacturing, an electro-mechanical characterization is performed with the aim of evaluating the stroke achieved for different input voltage signals. The motion of the DEA flat top is measured through a Laser (Keyence, model: LK-G87), while the analog voltage output of the voltage amplifier is monitored through NI LabVIEW module (PXI-7852). A first set of tests is conducted by considering a constant voltage step, which is applied for a total duration of 10 s . Several steps are considered, each one ranging from 0 kV up to a different maximum value ranging from 3 kV to 3.5 kV , with steps of 0.1 kV . The minimum voltage is set to 0 kV , as it corresponds to zero actuation force, while the maximum voltage value is limited by the dielectric breakdown field strength (i.e., $E_{D E}=[80-100] \mathrm{V} / \mu \mathrm{m}$ ) [46]. The results are shown in Figure 18. For the maximum voltage, a stroke of about 3.1 mm is observed. This quantity is smaller than the theoretical value of 3.8 mm predicted with the graphical method, possibly due to unavoidable tolerances, misalignments, and inaccuracies occurring during the manufacturing process.

Nevertheless, the obtained stroke is still remarkably high, thus confirming the effectiveness of our design approach. Note that, a different amount of stroke is obtained by changing the voltage amplitude, thus confirming the possibility of using the developed DEA as a proportional actuator. Further experiments are conducted by considering sinusoidal voltage waveforms having frequency of 0.1 Hz and different amplitudes, ranging from 3 kV to 3.5 kV with steps of 0.1 kV . The resulting voltage and displacement over time are shown in Figure 19, while the corresponding displacement over voltage curves are reported in Figure 20. A maximum stroke of about 3.1 mm is observed also in this case. Additionally, note that the displacement-voltage curves exhibit a hysteretic behavior, which is mainly caused by the bi-stability of the dome NBS, rather than from polymer viscoelasticity. Such hysteresis is commonly observed in NBS-DEA systems and is a direct consequence of the same mechanism which leads to the large stroke performance.


Figure 18. The upper part shows a step voltage signal applied as input, applied for a time of 10 s . The different colors represent signals of different amplitudes set as the input, which vary in the range $3-3.5 \mathrm{kV}$ with increments of 0.1 kV . In the lower part, the corresponding stroke reached by the DEA is depicted.


Figure 19. The upper part shows a sinusoidal voltage signal applied as input, at the frequency of 0.1 Hz . The different colors represent signals of different amplitudes set as the input, which vary in the range $3-3.5 \mathrm{kV}$ with increments of 0.1 kV . In the lower part, the corresponding stroke reached by the DEA is depicted.


Figure 20. Stroke reached by the DEA as a function of the applied voltage, considering sinusoidal voltage inputs having frequency of 0.1 Hz and different maximum amplitudes.

## 6. Discussion and Future Developments

A new model-based design procedure for soft and large stroke DEAs has been presented in this work. Specifically, a novel soft actuator design is proposed based on a DE membrane combined with a polymeric biasing dome. The special mechanical characteristics of this type of biasing element allow development of large-stroke DEA systems, without introducing rigid components in the design. First, an FE model of the dome has been described, identified, and experimentally validated. Based on the obtained model, a design optimization algorithm has been developed, which allows finding of the optimal dome geometry that leads to a DEA stroke maximization. The developed procedure has finally been used to manufacture an optimized DEA prototype. The optimal geometry found for the dome allowed us to achieve a stroke of 3.1 mm , which is remarkably high for the considered type of COP-DEA.

In addition, Table 3 provides an overview of the maximum strokes, normalized over the undeformed membrane length, achieved with different bias elements investigated in the literature. The chosen references are the works by Loew et al. [34] and Hodgins et al. [29], which deal with various biasing systems based on PBS, permanent magnets, and NBS + PBS combinations. By comparing the normalized strokes obtained in these works with the value given by our polymeric dome, a remarkably higher performance can be seen. In particular, our dome outperforms the maximum stroke of the NBS + PBS by a factor higher than 1.5, making it the most effective type of NBS so far.

Table 3. Normalized stroke reached with different bias elements: positive-rate biasing spring (PBS), attracting permanent magnets (PM), negative-rate biasing spring (NBS), and novel silicone dome.

| PBS | PM | NBS + PBS | Silicone Dome |
| :---: | :---: | :---: | :---: |
| $0.1[-]$ | $0.31[-]$ | $0.4[-]$ | $0.62[-]$ |

Future developments will involve dynamic studies of the presented model, including identification of hysteresis occurring in the force-deformation characteristic curve, in order to improve the matching between model predictions and the experimental performance.

Moreover, the background work presented in this paper will be extended by coupling micro-layers of polymer domes with micro-layers of flexible DEA membranes, such that a matrix of cooperative actuators able to perform complex tasks can be achieved. The fully polymeric dome will be used for wearables and soft robotics applications, thanks to its low power consumption and performance that remains unchanged even in bending configuration. A new generation of cooperative micro-scale actuators, such as haptic systems, wearable loudspeakers, and microconveyors, will then be developed based one resulting DE-dome systems.
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#### Abstract

This paper presents a system-level model of a microsystem architecture deploying cooperating microactuators. An assembly of a piezoelectric kick-actuator and an electromagnetic catch-actuator manipulates a structurally unconnected, magnetized micromirror. The absence of mechanical connections allows for large deflections and multistability. Closed-loop feedback control allows this setup to achieve high accuracy, but requires fast and precise system-level models of each component. Such models can be generated directly from large-scale finite element (FE) models via mathematical methods of model order reduction (MOR). A special challenge lies in reducing a nonlinear multiphysical FE model of a piezoelectric kick-actuator and its mechanical contact to a micromirror, which is modeled as a rigid body. We propose to separate the actuator-micromirror system into two single-body systems. This step allows us to apply the contact-induced forces as inputs to each sub-system and, thus, avoid the nonlinear FE model. Rather, we have the linear model with nonlinear input, to which established linear MOR methods can be applied. Comparisons between the reference FE model and the reduced order model demonstrate the feasibility of the proposed methodology. Finally, a system-level simulation of the whole assembly, including two actuators, a micromirror and a simple control circuitry, is presented.


Keywords: finite element method; model order reduction; nonlinear; contact mechanics; multiphysics; piezoelectricity

## 1. Introduction

Micromirrors and microscanners are key technologies for numerous optical applications, including laser projection [1], optical communication [2], displays [3-7], medical imaging [8,9], and light detection and ranging (LiDAR) [10-13]. This widest range of varying applications is down to their superior production costs, compact dimensions, and energy efficiency. A consequence of their popularity is the number of designs, which are commonly categorized by their actuation principle and degrees of freedom (DOFs). Actuating a micromirror typically employs either electrostatic [3,6], piezoelectric [14], electromagnetic $[7,15,16]$, or thermoelectric $[17,18]$ effects. These physical effects mainly differ in speed of actuation, displacement magnitude, required space and operating voltage. A micromirror's DOFs determine its number of rotational and potentially translational axes. Each design features its own maximum deflection angle and operating frequencies.

However, all these concepts share one common design aspect: the rotating mirror is mounted using structural connections as there are no ball bearings in microtechnology. Consequently, these links restrict the maximum deflection angle and cause restoring forces that the actuator has to overcome. This deficit limits the classical micromirror's use in certain applications, such as tracking, as they require large quasistatic deflections [19,20].

A novel actuator design has been proposed to overcome this limitation by omitting all structural suspensions [20]. In contrast, an unconnected hemispherical micromirror is rotated by periodic bouncing elicited by contact to an elliptically oscillating stage. This
design achieves a resonant deflection angle of $\pm 35.2^{\circ}$ and a maximum angular velocity of $732{ }_{\bar{S}}^{\circ}$ [20]. As each contact induces rotational momentum, stepwise rotation is achieved. Up till now, challenging physics such as mechanical contact impede accurate modeling and closed-loop control, limiting the approach to a proof of concept.

The kick and catch research project [21] aims to extend this innovative system by more sophisticated actuators and highly accurate models, enabling model-based closed-loop control [22-24]. In this approach, a cooperation of a kick-actuator and a catch-actuator achieves multistable motion of the hemisphere. The former corresponds to a more sophisticated version of the stage [20], offering more control of the hemisphere's launch and landing; The latter introduces controllable forces acting on the hemisphere, thus providing access to the closed-loop control. Figure 1 illustrates the concept's basic operating principle: first, the piezoelectric kick-actuator expands. Mechanical contact transfers these sudden forces to the micromirror, launching it into a flight phase with potential rotation. During the flight, the electromagnetic catch-actuator adjusts the hemisphere's trajectory and softens its landing. Finally, the rotated micromirror lands on the kick-actuator. Repeating this sequence achieves larger rotations.


Figure 1. Working principle of the kick and catch actuator system: the kick-actuator launches the hemispherical micromirror into a flight phase. Subsequently, the electromagnetic catch-actuator controls the mirror's flight. Finally, the catch-actuator decelerates the sphere and supports its smooth landing on the kick-actuator. This sequence achieves a small rotation of the hemisphere and may be repeated periodically to achieve large deflections. Please note the symbolic nature of this illustration. Later versions of the catch-actuator may, for example, contain a three-dimensional Helmholtz-coil configuration. Furthermore, this work focuses on further developing and applying the mathematical methodology of model order reduction (MOR). For this reason, the system is simplified to vertical motion.

As optical applications require high-level accuracy, reliable system-level models are of crucial importance. This is especially true for the kick-actuator due to its mechanical contact to the hemisphere as well as its multiphysical actuation. The finite element method (FEM) allows the accurate modeling of these effects, but its computational demand prevents any system-level application.

This gap is closed by MOR methodology [25], generating system-level models of extraordinary accuracy based on, for example, finite element (FE) models. MOR reduces a model's initially high dimension by several orders of magnitude while forfeiting almost no precision. Methods to generate reduced order models (ROMs) are well established for linear systems [26], whereas mechanical contact remains challenging due to its nonlinearity and inequality constraints [27]. Another obstacle in reducing contact are mainly its three different FE implementations: Lagrange multipliers, penalty, or augmented Lagrange multipliers [28]. To enforce non-penetration, they introduce additional DOFs, penetrationopposing stiffness, or both.

General nonlinear MOR is accompanied by two particular problems: finding a reduced basis and efficiently evaluating nonlinearities [29]. The data-driven proper orthogonal decomposition (POD) [27,30-32] is the state-of-the-art method for constructing a reduced basis for a nonlinear system. Techniques [33] that do not rely on data created by extensive simulations, such as modal [34] or static derivatives, are less popular. A recent contactspecific approach separates the DOFs of the full order model (FOM) into displacements and Lagrange multipliers prior to reduction, relying on Lagrange-like contact implementation $[27,35]$. Evaluating nonlinearities is accompanied by extremely high computational
costs and must thus be approximated to maintain the ROM's efficiency. This approximation step is known as hyper-reduction, estimating the full nonlinearity based on few local evaluations [29]. Prominent methods include the data-driven discrete empirical interpolation method (DEIM) [36] and the technique of energy conserving mesh sampling and weighting (ECSW) [27,31,37,38]. Although these methods can achieve excellent precision even for contact problems [27,31,39], they require numerous expensive FOM solutions, also referred to as snapshots. Moreover, their prediction quality is limited to cases included in their training, making data-driven ROMs less robust.

A noteworthy technique exists for reducing systems with their nonlinearities exclusively in their input, which are referred to as weakly nonlinear systems. In this case, the inputs can be grouped to reduce the number of nonlinearities [40]. The inputs of a mechanical system are external forces and grouping inputs means merging almost equal forces into a single but distributed force. The reduced number of forces allows them to be efficiently handled as nonlinear inputs for a linear ROM. Although this approach requires simple geometries, a-priori knowledge of the forces' location and mergeable forces, it offers two remarkable advantages: firstly, in contrast to state-of-the-art data-driven MOR, it does not rely on computationally expensive snapshots. Consequently, such an ROM is not restricted by its training input. Secondly, well-established methods of linear MOR, such as Krylov-subspace-generated bases [41], become available. This also includes robust methods for parametric model order reduction ( pMOR ), enabling the inclusion of parameters arising from material properties or geometry.

This paper applies the aforementioned reduction of weakly nonlinear systems to an impact problem on a piezoelectric kick-actuator. Hence, the method's scope is extended from contact as a boundary condition [40] to penalty-based contact between two bodies. The novel approach for this extension is to separate the kick-actuator and a sphere into individual models. The model of the kick-actuator is reduced separately and is rejoined with the sphere via contact at the system-level. This separation relocates the multibody system's nonlinearity from the stiffness matrix to the individual systems' inputs. Hence, penalty-based contact can be considered nonlinear external forces, granting access to the methodology of [40]. Further enhancement is provided through considering the expected load distribution in the FE mesh's design. As a result, the grouping-induced error is reduced compared to [40]. The final ROM complements preceding work on the electromagnetic catch-actuator $[23,24]$ and enables system-level simulation of the entire actuator system.

The remainder of this paper is structured as follows: Section 2 provides more details on the actuator system, its FE models, their reduction by means of MOR, and a final application at system-level, demonstrating feasibility. Numerical experiments evaluate the ROM's accuracy and computational efficiency by comparing its solution to the reference. Both intermediate and final results are presented in Section 3. Finally, Section 4 offers a conclusion and identifies aspects for future investigation.

## 2. Materials and Methods

This section specifies the design of the kick and catch actuator system and introduces simplifications applied in this study. Subsequently, FE models of the piezoelectric kickactuator and the electromagnetic catch-actuator are described. MOR generates system-level models deployed in a full system-level simulation. The catch-actuator has been the subject of earlier work [23,24]. Corresponding paragraphs will, therefore, be confined to summaries and updates.

### 2.1. Actuator System Design

The kick and catch actuator system constitutes an innovative architecture for micromirrors as it omits all structural connections. Due to this work's focus being on methods of nonlinear MOR, the system is simplified as shown in Figure 2:

- A sphere replaces the hemisphere;
- The sphere's motion is restricted to vertical displacement;
- The kick-actuator comprises a single piezoelectric chip actuator;
- All of the components are arranged concentrically.


Figure 2. Sectional three-dimensional view of the simplified actuator system with labeled components. This setup deploys a piezoelectric chip actuator for kick-actuation and an assembly of two coils and a ring magnet for electromagnetic interaction. Additionally, the micromirror is included as a magnetic sphere. The setup is designed for preliminary studies. This basis will be extended by more complex assemblies to precisely manipulate the micromirror.

Even though the mirror's rotation is not modeled, these changes do not neglect physical effects and include the working principle shown in Figure 1: the expanding piezoelectric kick-actuator accelerates the sphere via mechanical contact. Subsequently, the catch-actuator controls the magnetic sphere's position via electromagnetic forces. Therefore, the setup suffices to develop methods for generating system-level models. In addition, preliminary experiments are planned using the same configuration. For that reason, all of the components were chosen from those commercially available.

For the kick-actuator, a piezoelectric PA3JEAW chip actuator by Thorlabs is deployed. A total of 33 piezoelectric layers of lead zirconate titanate (PZT)-based THP51 [42] with alternating polarization stack up to a chip actuator of $(3 \times 3 \times 2) \mathrm{mm}^{3}$. Silver electrodes in between collect or distribute electric charges. A ceramic coating prevents moisture from entering the actuator. Appendix A. 2 presents all material data relevant for simulation.

The magnets employ commercial products, whereas the coils will be custom-manufactured. Table 1 denotes the cylindrical parts' dimensions and their vertical positions. Leaving a radial gap for potential guiding structures, the coils' inner radii are chosen to be 1.3 mm . The two coils' geometries are identical and deploy a copper wire with a diameter of $D_{W}=25 \mu \mathrm{~m}$. Each solenoid comprises 4074 windings, assuming a fill factor of $100 \%$.

Table 1. Dimensions of the catch actutator's components. $H$ corresponds to a part's height, $R_{0}$ to the outer radius and $R_{i}$ to the inner radius. The vertical position $y$ refers to center of mass.

| Component | $H[\mathrm{~mm}]$ | $\boldsymbol{R}_{\boldsymbol{o}}[\mathrm{mm}]$ | $\boldsymbol{R}_{\boldsymbol{i}}[\mathrm{mm}]$ | $\boldsymbol{y}[\mathrm{mm}]$ |
| :---: | :---: | :---: | :---: | :---: |
| Ringmagnet | 1 | 5 | 4 | 2.5 |
| Coil | 2 | 2.3 | 1.3 | $1 / 4$ |
| Sphere | - | 1 | - | - |

Although the setup of this work is macro-scale, a miniaturization is targeted in the long term. A corresponding design will presumably rely on following cornerstones: microcoils might be manufactured by wirebonding technology from IMTEK, Freiburg. Stacked layers of metglas allow for magnets with tailored properties. Additional mechanical leverage might extend the stroke of piezoelectric actuators.

### 2.2. Finite Element Models

In general, physical problems are rendered into partial differential equations (PDEs) ones that can rarely be solved analytically. The FEM spatially discretizes the computational domain, transforming a PDE into a large-scale system of ordinary differential equations (ODEs). In addition, numerical integration schemes discretize time and thus transform the system of ODEs into a system of algebraic equations. Therefore, methods of linear algebra can solve the initial physical problem. If properties of the system depend on its solution, the system is classified as nonlinear. In this case, the solution process deploys iterative schemes where each iteration solves a linearized system. For a transient analysis, these iterations arise at each time step, multiplying computational effort.

The actuator system comprises two single actuators with distinct physical domains. While the catch-actuator is an electromagnetic scenario, the kick-actuator relies on piezoelectricity and contact mechanics. As the physics of the two actuators do not effectively interfere with each other, they were investigated in separate FE analyses. All electromagnetic analyses were conducted in ANSYS Maxwell 2020 R2, all piezoelectric analyses in ANSYS Mechanical 2020 R2 and all system-level simulations in ANSYS TwinBuilder 2020 R2. A system of an AMD Ryzen 53600 and 16 GB RAM was employed for all analyses.

### 2.2.1. Electromagnetic Catch-Actuator

The catch-actuator electromagnetically controls the micromirror's position and orientation. Simplifying the device as described in Section 2.1, the mirror is exchanged with a sphere and restricted to vertical motion. Consequently, the catch-actuator interacts with the sphere via a vertical force. This electromagnetic force depends predominantly on the sphere's vertical position and the electrical currents in the solenoids. Transient effects can be ignored.

The catch-actuator's FE model exploits its rotational symmetry, allowing a twodimensional analysis setup. An enclosing air region is introduced in addition to the geometries of the magnet, the coils and the sphere. This region represents the air between the components and in their surroundings, taking the far field into account. Its geometry in three dimensions corresponds to a cylinder of $R=10 \mathrm{~mm}$ and $H=30 \mathrm{~mm}$, centered around the actuator. All material data are given in Table A1 and assumed to be linear, reducing the complexity of a later system-level model. As mesh resolution is crucial for a FE analysis' accuracy, adaptive meshing is applied. This process convergence criteria are set to either a maximal relative error of $5 \times 10^{-6}$ or 30 iterations. To compute the electromagnetic force on the sphere with respect to its dependencies, both coil currents and the sphere's position are parameterized. The sphere's vertical position ranges from -2.5 mm to 7.5 mm in 41 steps, the coil currents from -0.1 A to 0.1 A in increments of 0.1 A . Finally, the catch-actuator is analyzed in a set of 369 static electromagnetic simulations. A more extensive description is available in $[23,24]$.

### 2.2.2. Piezoelectric Kick-Actuator

The kick-actuator launches the hemispherical mirror by a sudden transfer of momentum and also serves as a landing platform. In the context of this work, the PA3JEAW actuator launches a rigid sphere in response to an electrical excitation. Although simplified, this sequence features transient multiphysics and nonlinearities due to piezoelectricity and mechanical contact.

The modeled geometry represents the piezoelectric chip actuator defined in Section 2.1. Both the ceramic coating and the electrodes have little influence on the actuator's mechan-
ical behavior. Therefore, their geometry is excluded from the model. All electrodes are considered ideally conductive, allowing for coupling electrical DOFs of all anodes and cathodes respectively. Moreover, the cathode is grounded and electric loads may be applied to the anode. The 33 piezoelectric layers of alternating polarization are modeled as one block of THP51. A mapped layered mesh reintroduces their structure and Appendix A. 2 provides the THP51's material data. The sphere is considered rigid to reduce complexity of nonlinear iterations. Thus, only the sphere's density of $\rho=7850 \frac{\mathrm{~kg}}{\mathrm{~m}^{3}}$ remains relevant. In addition, several symmetries are introduced by restricting the sphere to vertical motion. As a result, modeling a quarter of the setup as shown in Figure 3a suffices, significantly saving computational resources. This is particularly useful for transient nonlinear analyses. Furthermore, any vertical displacement of the bottom face is set to zero, representing an adhesive connection. Additional displacement constraints prevent rigid body motion of the chip actuator. Simulating initial rigid body motion in impact setups brings no insights at full computational costs for each time step. To minimize this issue, the sphere is modeled $1 \mu \mathrm{~m}$ above the actuator's top surface and assigned an initial velocity. The transient analysis deploys an implicit Newmark time integration with a time-step of 50 ns to an end time of $15 \mu \mathrm{~s}$.


Figure 3. Considerations for the FEM model of the piezoelectric kick-actuator: (a) Symmetry allows to simulate only one quarter of the model, saving computational effort. (b) A mapped mesh of concentric circles around the location of contact results in equal vertical nodal forces per ring. The center node and the five rings are enumerated from $R_{0}$ to $R_{5}$. (c) Contact-induced forces on the kick-actuator are equal per ring. Black arrows indicate the vertical force distribution for a single ring. Separately modelling the sphere and the kick-actuator provides access to the MOR methodology proposed in [40].

The chip actuator is spatially discretized into a linear mapped FE mesh for three reasons: firstly, a mapped mesh allows to accurately model the piezoelectric layers. Secondly, a mapped instead of a free mesh avoids numerically induced asymmetries in the contact forces. Thirdly, and most importantly, this part of the mesh is the basis for efficiently reducing contact. The procedure in [40] groups together nodes of equal external forces. Hence, it is crucially important to have a mesh that supports such clustering. As a sphere causes the contact forces, locations on a concentric circle experience effectively equal vertical forces. No radial forces occur due to settings chosen for contact modeling. Therefore, meshing the contact area in five concentric rings as illustrated in Figure 3b is an appropriate choice. The
rings have a radial distance of $50 \mu \mathrm{~m}$ as a fine mesh in contact regions improves accuracy and nonlinear convergence.

Excluding contact and the sphere for now, the kick-actuator constitutes a linear piezoelectric problem. Employing a strong coupling, such a system is governed by a system $\Sigma_{P}$ of ODEs expressed as:
where $M, E, K \in \mathbb{R}^{n \times n}$ are the mass, damping and stiffness matrices. The blockmatrices' subscripts indicate their physical domain: " $x x$ " corresponds to structural mechanics, " $V V$ " to electrics and " $x V$ "/" $V x$ " to their coupling. Consequently, the state vector $x \in \mathbb{R}^{n}$ incorporates $n_{x}$ nodal displacements $x^{*} \in \mathbb{R}^{n_{x}}$ and $n_{V}$ nodal electrical potentials $V \in \mathbb{R}^{n_{V}}$. Further, the input vector is denoted by $u \in \mathbb{R}^{p}$, the user-defined output vector by $y \in \mathbb{R}^{q}$. The matrix $B \in \mathbb{R}^{n \times p}$ distributes the inputs, whereas $C \in \mathbb{R}^{q \times n}$ computes the outputs. From a physical perspective, the columns of $\boldsymbol{B}$ contain "force shapes" that are scaled by $u$. Thus, their product $B u$ equals a vector of total external forces $f \in \mathbb{R}^{n}$. When using Rayleigh damping, the mechanical damping matrix $E_{x x} \in \mathbb{R}^{n \times n}$ is given as a weighted sum of mass and stiffness matrix. With constant Rayleigh coefficients $\alpha$ and $\beta$, the relation is expressed by:

$$
\begin{equation*}
\boldsymbol{E}_{x x}=\alpha \boldsymbol{M}_{x x}+\beta \boldsymbol{K}_{x x} \tag{2}
\end{equation*}
$$

Contact in FE analyses adds two steps to the solution process [27]: first, the solver checks for contact. If contact is detected, non-penetration is enforced via nonlinear iterations. Three methods have been established to handle this constraint: Lagrange multipliers, penalty and augmented Lagrange multipliers. This work deploys the penalty method which introduces virtual springs opposing penetration. Their force depends linearly on the penetrating volume or distance and vanishes as soon as the bodies leave contact. Although this method tolerates small penetrations and may cause ill-conditioning, it offers superior convergence and does not introduce new DOF [43]. A constant contact stiffness of $100,000 \frac{\mathrm{~N}}{\mathrm{~mm}}$ has been chosen. The setup is assumed to be frictionless, as friction barely contributes due to the model's simplifications. This assumption might not yield accurate results for more complex scenarios. Further, adhesion is neglected as corresponding physical effects do not contribute in relevant orders of magnitude.

Contact occurs if the distance $\boldsymbol{d}(\boldsymbol{x}) \in \mathbb{R}^{N_{C}}$ between certain nodes falls below zero. Mathematically, this condition is denoted by the following inequality constraints [39,44]:

$$
\begin{equation*}
d(x)=B_{C} x+g_{0} \geq 0 \tag{3}
\end{equation*}
$$

where each row represents one of the $N_{C}$ inequality constraints. The matrix $\boldsymbol{B}_{C} \in \mathbb{R}^{N_{C} \times n}$ selects nodal displacements for each constraint and $g_{0} \in \mathbb{R}^{N_{C}}$ denotes initial gap sizes. Since $x$ is unknown, the contact status can only be determined upon solution. Therefore, the contact is adjusted in iterative solutions until convergence. If $\boldsymbol{d}(\boldsymbol{x})<\mathbf{0}$, penetration occurs and Equation (3) is violated. In this case, the penalty algorithm introduces counteracting forces $f_{\text {Penalty }}(\boldsymbol{x})$, approximately restoring $\boldsymbol{d}(\boldsymbol{x}) \geq \mathbf{0}$. Only violated constraints are enforced and thus contact forces are applied to a corresponding subset $N_{C}^{*}$ of all $N_{C}$ constraints. These forces linearly depend on penetration via a penalty stiffness $\varepsilon$ and read as:

$$
f_{\text {Penalty }}(x)= \begin{cases}\varepsilon \boldsymbol{B}_{C, v}^{T} \boldsymbol{d}_{v}(\boldsymbol{x})=\underbrace{\varepsilon \boldsymbol{B}_{C, v}^{T} \boldsymbol{B}_{C, v}}_{K_{C}(x)} x+\underbrace{\varepsilon \boldsymbol{B}_{C, v}^{T} g_{0, v}}_{f_{C}(x)} & \text { if violated }  \tag{4}\\ 0 & \text { else. }\end{cases}
$$

Here, the subscript " $v$ " denotes subsets of respective quantities that exclusively contain violated constraints. Since detecting constraint violations requires the solution, the subsets depend on $x$ and may change for each iteration. Rewriting the forces as contact stiffness $K_{C} \in \mathbb{R}^{n \times n}$ and contact force $f_{C} \in \mathbb{R}^{n}$ emphasizes their physical interpretation as additional stiffness. Their nonlinearity is indicated as a function of $x$, replacing their subscript " $v$ ". Combining Equations (1) and (4) provides the system $\Sigma_{P C}$ of piezoelectric contact as:

$$
\Sigma_{P C}=\left\{\begin{array}{l}
M \ddot{x}+E \dot{x}+\left(K+K_{C}(x)\right) x=f-f_{C}(x)  \tag{5}\\
y=C x
\end{array}\right.
$$

Contact analyses usually feature multiple bodies that do not interact until they are in contact. Therefore, all system matrices are block diagonal until contact introduces $K_{C}(x)$, coupling the bodies. In the case of a rigid body, its blocks in the system matrices are of dimension $\mathbb{R}^{1 \times 1}$.

### 2.3. Model Order Reduction

MOR approximates a large-scale system by an ROM of a drastically smaller dimension. The ROM hardly forfeits any accuracy while providing a speed-up of several orders of magnitude. FE solvers are a natural application for MOR, as they assemble and solve large-scale systems of ODEs. Figure 4 illustrates this idea for the piezoelectric kick-actuator.


Figure 4. Schematic workflow of MOR, illustrated for the Thorlabs PA3JEAW piezoelectric chip actuator: first, a physical problem to be investigated is chosen and subsequently modeled based on the FEM. The FEM spatially discretizes the computational domain, creating a large set of ODEs. MOR projects these ODEs onto a low-dimensional subspace, reducing the number of equations by several orders of magnitude. Finally, the resulting ROM is ready to use for commercial system-level simulation software. The picture of the actuator is adapted from [45] with the friendly permission of Thorlabs GmbH.

One robust and accurate method for linear models is projecting a large-scale system onto a low-dimensional Krylov subspace [41,46]. For this approach, the state vector $x$ is expressed as:

$$
\begin{equation*}
x=V x_{r}+\varepsilon \tag{6}
\end{equation*}
$$

where $V \in \mathbb{R}^{n \times q}$ is the orthogonal basis of the corresponding Krylov subspace and $\boldsymbol{x}_{r} \in \mathbb{R}^{q}$ is the reduced state vector. The approximation error $\varepsilon \in \mathbb{R}^{n}$ is cut off and contains the part of $x$ that does not lie in the Krylov subspace. The subspace's basis vectors may be orthonormalized by the block Arnoldi algorithm. Its dimension $q$ is several orders of
magnitude smaller than $n$, that is, $q \ll n$. Projecting the linear second order system $\Sigma_{P}$ in Equation (1) onto $V$, one obtains the reduced model:

$$
\Sigma_{P r}=\left\{\begin{array}{l}
\underbrace{\boldsymbol{V}^{T} \boldsymbol{M} \boldsymbol{V}}_{M_{r}} \ddot{x}_{r}+\underbrace{\boldsymbol{V}^{T} \boldsymbol{E} \boldsymbol{V}}_{E_{r}} \dot{x}_{r}+\underbrace{\boldsymbol{V}^{T} \boldsymbol{K} \boldsymbol{V}}_{\boldsymbol{K}_{r}} \boldsymbol{x}_{r}=\underbrace{\boldsymbol{V}^{T} \boldsymbol{B}}_{\boldsymbol{B}_{r}} u  \tag{7}\\
\boldsymbol{y = \underbrace { C V } _ { C _ { r } } x _ { r }} .
\end{array}\right.
$$

The projection significantly reduces the system's dimension to $\boldsymbol{x}_{r} \in \mathbb{R}^{r}, \boldsymbol{M}_{r}, \boldsymbol{E}_{r}, \boldsymbol{K}_{r} \in$ $\mathbb{R}^{r \times r}, \boldsymbol{B}_{r} \in \mathbb{R}^{r \times p}$ and $\boldsymbol{C}_{r} \in \mathbb{R}^{q \times r}$. In addition, the reduction preserves all inputs $\boldsymbol{u}$ and outputs $y$. However, the projected system lacks physical meaning.

MOR expresses the state vector $x$ as a linear combination of predefined "shapes" (columns of $V$ ). Further, the reduced state vector corresponds to the weights of each shape. From a mathematical perspective, Krylov subspace-based MOR matches the Taylor expansions of the ROM's and the FOM's transfer functions around a frequency $s_{0}$ for the first $q$ moments.

However, such reduction of multiphysical systems does not necessarily preserve its stability [47-49]. Therefore, Schur after MOR [48] is applied to reintroduce stability to the piezoelectric system's ROM. Translating the reduced system into very high speed integrated circuit hardware description language (VHDL) creates a convenient interface to commercial system-level simulation software.

As mentioned in Section 1, additional challenges accompany nonlinear MOR as a nonlinear system cannot be directly reduced. If the nonlinearities can be moved to the input, methods of linear MOR can be applied. In this case, the ROM evaluates the same nonlinear forces as the FOM. However, efficiency decreases with each nonlinear evaluation. If some nonlinear forces are almost the same, they can be approximated by computing a single force and distributing it to relevant nodes [40]. Therefore, the number of nonlinearities is reduced and the ROM gains efficiency. Obviously, the grouping process introduces errors depending on how similar the forces are. An appropriately designed mesh diminishes the error and also supports the choice of which forces to group.

However, penalty-based contact not only introduces nonlinear external forces, but also a nonlinear stiffness matrix as shown in Equation (5). The method of [40] only applies to the former, but cannot handle the latter. Compatibility can be achieved by separately modeling and reducing the bodies. The separation recasts the nonlinear coupling within the stiffness matrix of the multibody system into external nonlinear forces of the separated systems. Subsequently, these forces can be grouped for each body as proposed in [40]. Since the sphere is considered rigid and is restricted to vertical motion, it can be represented by a point mass. Moreover, its dynamics only depend on the total vertical contact force.

Therefore, only contact forces acting on the kick-actuator must be grouped. Because these forces result from contact to a sphere, circles around the center of impact each have almost identical vertical forces, as shown in Figure 3c. In addition, a FE mesh of a center node and five concentric rings as displayed in Figure 3b minimizes errors and facilitates the grouping process. The vertical forces are grouped for each ring, resulting in a total of six penetration-dependent forces. To compute the penetrations, the system's outputs must include all the rings' vertical displacements. Furthermore, the kick-actuator also requires the electric charge on the actuator's coupled anodes $Q_{\text {Anode }}$ as an input and their voltage $V_{\text {Anode }}$ as an output. The resulting weakly nonlinear system $\Sigma_{K A}$ of the kick-actuator is given by:

$$
\Sigma_{K A}=\left\{\begin{array}{l}
\left.M \ddot{x}+E \dot{x}+K x=B u\left(x, u_{Y, S}\right)\right)  \tag{8}\\
y=C x
\end{array}\right.
$$

$$
u\left(x, u_{\mathrm{Y}, \mathrm{~S}}\right)=\left[\begin{array}{c}
F_{C, R_{0}}\left(u_{\mathrm{Y}, R_{0}}, u_{\mathrm{Y}, S}\right)  \tag{9}\\
\vdots \\
F_{C, R_{5}}\left(u_{\mathrm{Y}, R_{5}}, u_{\mathrm{Y}, S}\right) \\
Q_{\text {Anode }}
\end{array}\right], \quad \boldsymbol{y}=\left[\begin{array}{c}
u_{\mathrm{Y}, R_{0}} \\
\vdots \\
u_{\mathrm{Y}, R_{5}} \\
V_{\text {Anode }}
\end{array}\right]
$$

The differences to the general piezoelectric system in Equation (1) are the system's inputs and outputs. The output vector $y$ includes all rings' vertical displacements $u_{Y, R_{i}}$ as they are required to compute the penetrations. The output matrix $\boldsymbol{B}$ includes six normalized ring-based force shapes as illustrated in Figure 3c and the electric charge distribution on the anodes. Accordingly, the nonlinear input vector $u\left(x, u_{Y, S}\right)$ scales each force shape by the corresponding ring's total contact force $F_{C, R_{i}}\left(x, u_{Y, S}\right)$. For a ring $R_{i}$, this force depends on the kick-actuator's deformation $x$ and the position of the sphere $u_{Y, S} ;$ it is denoted by:

$$
F_{C, R_{i}}\left(u_{\mathrm{Y}, R_{i}}, u_{\mathrm{Y}, S}\right)= \begin{cases}\varepsilon\left(u_{\mathrm{Y}, S}-u_{\mathrm{Y}, R_{i}}+g_{0, R_{i}}\right) & \text { for penetration at } R_{i}  \tag{10}\\ 0 & \text { else, }\end{cases}
$$

where $u_{Y, R_{i}}$ is the vertical displacement of ring $R_{i}$ and $g_{0, R_{i}}$ is the initial vertical gap between the ring and the sphere.

### 2.4. System-Level Simulation

This section deploys a full system-level simulation of the simplified kick and catch actuator system, demonstrating feasibility. System-level simulation is highly beneficial for several reasons: first, the simulations are multiple orders of magnitude faster than at device-level with comparable accuracy. This speed-up allows us to efficiently study different load cases. Further, sub-models from different physical domains can be combined. In addition, co-simulation with driving/control circuitry becomes feasible, thus improving the system's development as a whole. Although the output quantities have to be chosen beforehand, every quantity involved in the calculation can be promoted to an output.

In order to model the actuator system, the kick-actuator's ROM and the sphere's point mass are coupled via six lumped contact springs. Each spring represents a single ring's vertical contact. If a spring detects penetration, it applies a corresponding force to the two bodies. For the kick-actuator's ROM, each spring force scales its corresponding force shape as indicated in Figure 3c.

After contact is reestablished, an equivalent circuit (EC) of the electromagnetic catchactuator complements the actuator system. An EC is a lookup table based on parametric simulation and is an industrial standard method. Here, the EC provides the electromagnetic force on the sphere with respect to its vertical position and the two coil currents. Section 2.2.1 describes each parameter's range and resolution.

A PID-based closed-loop control of the kicked sphere's position constitutes a representative application. The global coordinate system's origin is located at the kick actuator's top surface and, hence, the sphere starts at 1 mm . To launch the sphere, a heuristically determined rectangular pulse voltage of 100 V and $25 \mu$ s is applied. The control aims to catch the sphere at a set point of 2.5 mm . Although the system is nonlinear and requires sophisticated control strategies, a PID is deployed for the sake of demonstration. This controller applies the same current to both coils but negates the lower solenoid's input. The controller's three gains are determined via optimization, aiming for little overshoot and settling time. They are given by $K_{P}=50.000, K_{I}=10$, and $K_{D}=20$. Figure 5 provides the complete schematic diagram of the controlled kick and catch actuator system.


Figure 5. Schematic diagram of the kick and catch actuator system at system-level, extended by a PID-based position control of the sphere. The four grey areas indicate the system's major components: the controller, the electromagnetic catch-actuator, the piezoelectric kick-actuator, and the sphere (clockwise from top left). The catch-actuator is modelled as an equivalent circuit, the kick-actuator as an ROM and the micromirror as a point mass.

## 3. Results

The following section presents the results corresponding to the parts of Section 2. Firstly, the electromagnetic force that the catch-actuator applies to the magnetic sphere is evaluated. As this work focuses on reducing the piezoelectric kick-actuator, its ROM will be evaluated with respect to a FE reference solution. This evaluation comprises multiple aspects and assesses both accuracy and computational efficiency. These aspects are harmonic analyses of the linear kick-actuator; the static contact force with respect to the sphere's imprint depth; and a transient impact. A review of the system-level models' performance in an application completes the section.

### 3.1. Electromagnetic Force

The catch-actuator applies an electromagnetic force onto the sphere. This force depends on the solenoids' electrical currents and the sphere's position. A parametric analysis evaluates the combinations specified in Section 2.2.1. These results can be transformed into an EC of the catch-actuator, which can be deployed at system level. Figure 6 plots the vertical force with respect to the sphere's position. Each line corresponds to a distinct combination of coil currents. Consequently, the combination of zero currents shows solely the ring magnet's force. Each zero of any of the functions would correspond to an equilibrium position if there were no other forces. A negative or positive gradient at such an equilibrium position would determine whether the position is stable or unstable respectively.

### 3.2. Reduced Order Model of the Kick-Actuator

The kick-actuator's ROM forms the centerpiece of this work and reduces the original $n=16,702$ equations to $q=30$. Its performance is assessed in three numerical experiments. Firstly, the harmonic responses of the purely piezoelectric ROM are compared to the FOM's solutions. Another numerical experiment investigates the ROM's prediction quality regarding the static contact force. Finally, a transient impact is simulated with the FOM and the ROM. The sphere's trajectory and the contact force are tracked and compared. All three experiments report both the ROM's relative error and the observed speedup.


Figure 6. The vertical electromagnetic force acting on the spherical magnet, plotted over its position. Each combination of coil currents is shown as a single line. The catch-actuator's vertical symmetry induces a symmetric force for equal but opposed currents.

### 3.2.1. Harmonic Response

A well-established method to evaluate a linear ROM's accuracy is its harmonic responses. Based on these responses and reference solutions of the FOM, relative errors can be computed. A separate analysis is deployed for each input with a single unit load for that input. Hence, the number of analyses equals the number of inputs. For each analysis, all outputs need to be considered. Therefore, the total number of harmonic results is given by the product of the numbers of inputs and outputs. Since the kick-actuator's ROM features seven inputs and as many outputs; only a selection is shown here, while more extensive results are presented in Appendix B. Figure 7a shows a representative harmonic response for a frequency range of 0 kHz to 500 kHz in 200 steps. This wide frequency range is chosen to include the peak at about 250 kHz . Figure 7 b complements the first graph as it plots the ROM's relative errors for all seven outputs. The ROM achieves excellent accuracy for small frequencies since it approximates the original transfer function around 0 Hz . Hence, accuracy at higher frequencies can be improved easily by extending the reduced basis with basis vectors for higher frequencies. The FOM's solution takes 327 s on the hardware specified in Section 2.2, whereas the ROM provides the solution after 45.0 ms .


Figure 7. (a) Comparison of the center node's harmonic displacement amplitude obtained by the original FEM model and the ROM in a frequency range of 0 kHz to 500 kHz . (b) The harmonic relative error of the ROM's solution for all seven outputs, demonstrating its accuracy. The ROM approximates the original transfer function at an expansion point of 0 Hz . Consequently, all errors are the lowest at this frequency and increase with higher frequencies. Extending the reduced basis with vectors for higher frequencies enhances accuracy if needed. The error plots for the remaining six inputs are provided by Appendix B.

### 3.2.2. Contact Force

Penalty-based contact couples bodies within the system's stiffness matrix. Thus, a static analysis suffices to assess contact. The bodies are adjusted to touch and a subsequent displacement of $-50 \mu \mathrm{~m}$ in 250 steps triggers the contact forces. The contact forces of both FOM and ROM are plotted in Figure 8a over the sphere's imprint depth. Figure 8b presents the ROM's relative error with respect to the FE reference solution for contact between sphere and kick-actuator. The error's magnitude emphasizes the prediction quality and hence supports the methodology proposed in this study. The sudden changes in the error occur when the next ring is in contact and starts contributing to the force. Solving a single step for the FOM takes 8.206 s . The ROM provides results of almost the same accuracy within 21.96 ms per single solution.


Figure 8. Static force opposing the sphere's displacement into the kick-actuator. The sphere starts just in contact with the actuator's top surface and is displaced $50 \mu \mathrm{~m}$ into the surface in increments of $-0.2 \mu \mathrm{~m}$. (a) Solutions of the reference FEM model and the ROM. Note that the force is one quarter of the full contact force. (b) The ROM's relative error, demonstrating its accuracy.

### 3.2.3. Transient Impact

In addition to previous experiments, a transient impact analysis provides information about the error's evolution in time. To minimize initial rigid body motion, the sphere starts $1 \mu \mathrm{~m}$ above the kick-actuator's top surface with an initial velocity of $-1 \frac{\mathrm{~m}}{\mathrm{~s}}$. A duration of $15 \mu \mathrm{~s}$ is simulated with a constant time increment of 50 ns . However, the FE simulation deploys a Newmark time integration method that is not available at systemlevel, potentially causing deviations in transient analyses.

Figure 9 contains two plots: Figure 9a compares the two model's solutions for the sphere's trajectory during impact; and Figure 9b provides the ROM's relative error over time. Although errors accumulate with time in a transient analysis, the ROM provides accurate results. The main reason for an increasing error is the different time integration scheme deployed at system-level. After circa $11 \mu \mathrm{~s}$, the sphere leaves contact, inducing a high error. Supporting previous statements on computational efficiency, the ROM is solved after 5.983 s and thus more than 1750 times faster than its reference that takes $10,675 \mathrm{~s}$. This noteworthy gain in efficiency allows to refine the time discretization at system-level to enhance its accuracy if needed.


Figure 9. The sphere's vertical position during impact measured from its lowest point. (a) The solutions of the reference FE model and the ROM. (b) The ROM's relative error increases in time as deviations accumulate. The sphere leaves contact after $11 \mu \mathrm{~s}$, causing a high error at this point in time. Note that, due to limitations of commercial software, different methods are used for time integration.

### 3.3. System-Level Simulation

Finally, an application at system-level combines all components of the kick and catch actuator system. As described in Section 2.4, a closed-loop position control of the kicked sphere is considered. Commercial FE software cannot simulate such a multiphysical, controlled system with justifiable effort. As a result, the setup is investigated exclusively at the system-level.

Figure 10a presents the sphere's trajectory. The catch-actuator stabilizes the sphere at the desired setpoint of 2.5 mm after 3 ms . In addition, Figure 10 b shows the vertical displacement of the kick-actuator's center node. Since the accuracy of all individual systemlevel models is demonstrated in preceding experiments, similar reliability features in this entire setup, too. Simulating this 5 ms sequence with a constant time-step of $10 \mu \mathrm{~s}$ requires 515 ms of computation.


Figure 10. The kick and catch actuation at system-level. (a) The sphere's vertical position over time for the full duration of 5 ms , showing a clear catch at 2.5 mm . (b) Vertical position of the center node for $450 \mu$ s to $600 \mu$ s, illustrating the kick actuation.

## 4. Discussion and Outlook

This work presents a system-level model of cooperating kick and catch microactuators. The key contribution of this work is creating a FE-based system-level model of the kick-actuator including its mechanical contact to a spherical micromirror. By separately analyzing the contact bodies, their nonlinear coupling within the stiffness matrix can be transferred into an input nonlinearity. This modification leads to a linear FE model with nonlinear input including the penalty-based contact. Therefore, methods of linear MOR and techniques to reduce the number of nonlinearities [40] can be employed. A further
enhancement includes considering the distribution of nonlinear forces in the spatial FE discretization, which improves accuracy. The resulting reduced order model achieves excellent accuracy and decreases the CPU time of transient simulation by several orders of magnitude. In the static comparison in Section 3.2.2, the ROM has a maximal relative error of less than $10^{-5}$ with respect to the original finite element model. Such efficient and accurate ROM can be used for optimization of control circuitry. Please note that this methodology is not limited to the kick-actuator considered here, but will perform equally well on similar contact scenarios.

However, our method requires an appropriately designed mesh in the location of impact. Hence, the location must be known in advance and remain constant during impact. Parametric model order reduction would allow dynamical repositioning of the impact location. Further, this work makes use of a rigid body of simple shape. Flexible bodies may be included, but require matching meshes in the contact region. More complex geometries can be handled, but may require preceding simulations to determine the distribution of contact forces. Aside from that, the kick-actuator's contact only covers imprints of limited depth. This depth can be arbitrarily chosen and deeper impacts would leave the scope of linear elasticity. Therefore, the depth is more a parameter of the model than a limitation. A potential challenge for the proposed method is friction: while Coulomb friction can be introduced easily, more sophisticated friction models remain challenging. In conclusion, this approach is highly advantageous, but is limited to problems of a certain structure.

Future research will aim to extend the method's scope to more general problems. A combination with parametric MOR seems promising, especially since it is well-suited to linear systems. In the context of the kick-actuator, this extension might allow an unrestricted movement of the sphere. Another goal is to apply the proposed methodology to a different design of the kick-actuator, featuring electrostatic pull-in similar to [20]. Furthermore, experimental investigations are ongoing and comparisons to simulations are planned. The design of the actuator will gradually become more complex to achieve the targeted motion cycle.
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| Abbreviations |  |
| :--- | :--- |
| The following abbreviations are used in this manuscript: |  |
|  |  |
| DEIM | discrete empirical interpolation method |
| DOF | degree of freedom |
| EC | equivalent circuit |
| ECSW | energy conserving mesh sampling and weighting |
| FE | finite element |
| FEM | finite element method |
| FOM | full order model |
| LiDAR | light detection and ranging |
| MOR | model order reduction |
| ODE | ordinary differential equation |
| PDE | partial differential equation |
| pMOR | parametric model order reduction |
| POD | proper orthogonal decomposition |
| PZT | lead zirconate titanate |
| ROM | reduced order model |

## Appendix A. Material Data

Appendix A.1. Electromagnetic Material Properties

Table A1. Data for the linear materials used in the FE model of the catch actuator. $\mu_{r e l}$ is the relative permeability, $B_{r}$ the remanence, and $H_{c}$ the coercivity.

| Material | $\boldsymbol{\mu}_{\text {rel }}[-]$ | $\boldsymbol{B}_{\boldsymbol{r}}[\mathrm{T}]$ | $\boldsymbol{H}_{\boldsymbol{c}}\left[\frac{\mathrm{A}}{\mathrm{m}}\right]$ | Component |
| :---: | :---: | :---: | :---: | :---: |
| Ferrite | 1.0611 | 0.2 | 150,000 | Ring magnet, sphere |
| Copper [50] | 1 | - | - | Coils |
| Air [50] | 1 | - | - | Region |

## Appendix A.2. THP51

The numerical experiments in study deployed the piezoelectric chip actuator PA3JEAW by Thorlabs GmbH . This actuator is made of THP51, a soft piezoelectric ceramic based on PZT [42]. THP51 is an orthotropic material and has a density of $\rho=7700 \frac{\mathrm{~kg}}{\mathrm{~m}^{3}}$. Its stiffness matrix $C_{E}$ for no or constant electric field is given by

$$
C_{E}=\left[\begin{array}{cccccc}
158.9 & & & & &  \tag{A1}\\
113.0 & 158.9 & & & \text { sym. } & \\
117.1 & 117.1 & 144.2 & & & \\
0 & 0 & 0 & 14.08 & & \\
0 & 0 & 0 & 0 & 14.08 & \\
0 & 0 & 0 & 0 & 0 & 22.94
\end{array}\right] \mathrm{GPa},
$$

Its piezoelectric coupling matrix in stress-charge form $e$ by

$$
\boldsymbol{e}=\left[\begin{array}{cccccc}
0 & 0 & 0 & 0 & 13.38 & 0  \tag{A2}\\
0 & 0 & 0 & 13.38 & 0 & 0 \\
-3.914 & -3.914 & 27.50 & 0 & 0 & 0
\end{array}\right] \frac{\mathrm{C}}{\mathrm{~m}^{2}},
$$

And its relative electric permittivity $\frac{\varepsilon_{T}}{\varepsilon}$ by

$$
\frac{\varepsilon_{T}}{\varepsilon}=\left[\begin{array}{ccc}
3370 & 0 & 0  \tag{A3}\\
0 & 3370 & 0 \\
0 & 0 & 3300
\end{array}\right]
$$

All material data represent average values and may deviate slightly due to their manufacturing process.

## Appendix B. Additional Harmonic Evaluations of the ROM

The system of the linear kick-actuator without contact includes seven inputs and seven outputs. Therefore, to assess the ROM's accuracy with respect to the FOM's solutions, each output has to be evaluated for each input. The relative errors of all outputs for a unit load in the first input are shown in Figure 7b. The following six plots present the relative errors of all outputs for each of the remaining inputs.


Figure A1. Harmonic relative error of each of the ROM's outputs for a single input each. (a) Unit force at $R_{1}$ (b) Unit force at $R_{2}$ (c) Unit force at $R_{3}$ (d)Unit force at $R_{4}$ (e) Unit force at $R_{5}$ (f) Unit charge at the anode.
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