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Abstract: The structured singular values and skewed structured singular values are the well-known
mathematical quantities and bridge the gap between linear algebra and system theory. It is well-
known fact that an exact computation of these quantities is NP-hard. The NP-hard nature of structured
singular values and skewed structured singular values allow us to provide an estimations of lower
and upper bounds which guarantee the stability and instability of feedback systems in control. In this
paper, we present new results on the dual characterization of structured singular values and skewed
structured singular values. The results on the estimation of upper bounds for these two quantities
are also computed.

Keywords: eigenvalues; singular values; structured singular values; skewed structured singular
values

MSC: 15A18; 15A03; 05B20; 15A23

1. Introduction

The structured singular value (SSV) was first introduced by J. C. Doyel [1] and Sa-
fonov [2] as a mathematical tool, which is widely used to investigate the robustness,
performance and stability of linear feedback systems in control. In control system analysis,
the problem associated with the determination of stability and robustness in the presence
of uncertainties is among the most fundamental issue in control and it has attracted a
reasonable amount of researchers in the last three decades. Much of the research work has
been done in robustness analysis for two different class of problems from system theory
which involves the uncertainties. For this purpose, two different kinds of approaches has
been developed.

One of the approach is based upon the frequency-based robust stability conditions
in the form of the small gain condition. The small gain condition is most useful for
analyzing those problems from system theory which are associated with the norm bounded
unstructured or complex structured uncertainties. An example of such an approach is
based upon the structured singular values introduced in [1,3].

An another approach is largely inspired by Kharitonov work [4]. The main aim of
the work by Kharitonov is to determine the stability robustness with a finite number of

Mathematics 2022, 10, 2050. https://doi.org/10.3390/math10122050 https://www.mdpi.com/journal/mathematics
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conditions. This approach also aims to study the problems in control when real parametric
uncertainties consisting of real-valued uncertain parameters are involved, for a more details
see, e.g., [5–7].

In principle, both types of methodologies can be modified to deal with real and
complex parametric uncertainties. Indeed, the early developments in structured singular
values deals with the uncertainties which are only pure complex. However, the extensions
have been made so that the real-valued uncertainties can also be considered [8,9]. The
Kharitonov type approaches deal with the μ-value problems while considering the real-
valued uncertainties [10–12].

The exact computation of SSV is impenetrable which makes it NP-hard [13]. The
NP-hard nature of SSV broach to foster methods for approximation of its lower and upper
bounds. However, the SSV lower bounds are computed using the generalization of power
method [14,15]. Moreover, the balanced AMI technique developed by [16] is the utilization
of bounds introduced by [17] and is particularized in a preeminent style in [16]. The given
matrix, under consideration, is first balanced while imploging a variation of Osborne’s [18]
generalized to crank the repeated real/complex scalars and the number of full blocks.
Further, Perron approach is a determination for balancing the given matrix. The Perron
eigenvector methodology is established on the idea apt by Safonov [2].

The D-Scaling upper bound presented in [1] is the most extensively used paper for the
approximation of the upper bound of structured singular values. The D-Scaling for complex
structures acquiring full complex blocks is close to the original SSV. For more details, we
suggest the reader to consult [19] and the reference therein. Meanwhile, for non-trivial
complex structures, the D-Scaling upper bound turns out to be more flexible [1,19].

The SSV theory for mixed real/complex cases is an extension of SSV that acquiesce
the structure to consist of real and complex parts. The computation of upper bounds for
the mixed SSV presented by [17] is also known as (D, q)-Scaling upper bound of skewed
structured singular values ν, and is quite apart from actual mixed SSV [20].

The investigation for the non-fragile asynchronous H∞ control while considering the
stochastic memory systems with Bernoulli distribution has been recently studied by [21].
An efficient algorithm for the computation of budget allocation procedure for the selection
of top candidate solution for objective performance measure has been extensively studied
by [22].

In this article, we give an analytical treatment for the dual characterization of struc-
tured singular values and skewed structured singular values. We present some new results
for the computation of an upper bounds of these quantities.

The rest of the paper is organized as: In Section 2, we provide the preliminaries of
our article. In particular, we give the Definitions of the block diagonal structure, structured
singular values and skewed structured singular values for a set of block diagonal matrices
and subset of positive definite matrices. In Section 3, we present new results on the com-
putation of the dual characterization of structured singular values and skewed structured
singular values. The computation of upper bounds of skewed structured singular values
are also presented in Section 3 of our article. Finally, Section 4 is about the conclusion of
our presented work.

2. Preliminaries

Before we proceed, we give some essential definitions that will act as prerequisites for
the subsequent results.

Definition 1 ([23]). The set of block diagonal matrices X is defined as

X :=
{

diag(αi Ii; β j Ij; Ct) : αi ∈ R, β j ∈ C, Ct ∈ C
mt×mt

}
,

where αi Ii, β j Ij, and Ct denote the number of repeated real scalar blocks with different sizes for all
i = 1, · · · , r, the number of complex scalar blocks with different sizes for all j = 1, · · · , c and the
number of full complex blocks with different sizes for all t = 1, · · · , k, respectively.
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Definition 2 ([1]). For a given n-dimensional complex valued matrix M ∈ Cn×n, the structured
singular value with respect to X is defined as

μX(M) :=

⎧⎨⎩0, if det(I − MΔ) �= 0, ∀Δ ∈ X
1

min
Δ

{‖Δ‖2: Δ∈X, det(I−MΔ) = 0} , else. (1)

The matrix valued function Δ is an uncertainty that occurs in the linear feedback system.

Definition 3 ([23]). The sets DX and GX

DX :=
{

diag(P1, . . . , Pr; P1, . . . , Pc; P1, . . . , Pt)
}

and
GX :=

{
diag(H1, . . . , Hr; O1, . . . , Oc; O1, . . . , Ot

}
contains positive definite matrices Pi for all i = 1, · · · , r, Pj for all j = 1, · · · , c and Pt for all
t = 1, · · · , k and Hermitian matrices Hi for all i = 1, · · · , r, and repeated null complex scalar
blocks Oj for all j = 1, · · · , c and number of null full complex blocks Ot for all t = 1, · · · , k,
respectively.

Definition 4 ([23]). For a given n dimensional complex valued square matrix M ∈ Cn×n and
β ∈ R, the matrix-value function fβ(D, G) is defined as

fβ(D, G) := MH DM + i(GM − MHG)− β2D,

where matrices D, G belongs to DX and GX, receptively.

Definition 5 ([23]). The upper bound of μX(M) is denoted by νX(M) and is defined as

νX(M) := in f
β>0

{
β : ∃ D ∈ DX and G ∈ GX s.t. fβ(D, G) < 0

}
.

Let M ∈ Cm×n be a given matrix and (mr, mc, mC) represent an m-tuples of positive
integers and let

K = (k1, . . . , kmr , kmr+1 , . . . , kmr+mc , kmr+mc+1 , . . . , kmC ), (2)

where ∑m
i=1 ki = n.

Definition 6 ([23]). The set of block diagonal matrices is defined as

XK := {Δ = diag(δ1 I1, . . . , δr Ir, δ1 I1, . . . , δc Ic, Δ1, . . . , Δt)}.

In Definition 6, δi ∈ R ∀i = 1, · · · , r, δj ∈ C ∀j = 1, · · · , c, Δt ∈ Ct×t ∀t = 1, · · · , k.
The set XK is pure real if δj = 0 and pure complex if δi = 0, otherwise it is with mixed real and
complex block perturbation. For Δt ∈ Ct×t, the set XK turns out to be a set of full complex blocks
perturbation.

Definition 7 ([1]). For given matrix M ∈ Cm×n and XK, the structured singular value; denoted
by μXK (M) and is defined as

μXK (M) :=

⎧⎨⎩0, if det(I − MΔ) �= 0, Δ ∈ XK
1

min
Δ∈XK

{‖Δ‖2: det(I−MΔ) = 0} , else, (3)

where ‖Δ‖2 denotes the largest singular value of Δ.

3
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Definition 8 ([23]). The set YK of block diagonal structure is defined as

YK : {Δν = diag(δ1 I1, . . . , δr Ir, δ1 I1, . . . , δc Ic; δ1 I1, . . . , δc Ic; Δ1, . . . , Δt)}.

In Definition 8, δi ∈ R ∀i = 1, · · · , r, δj ∈ C ∀j = 1, · · · , c, Δt ∈ Ct×t ∀t = 1, · · · , k.

Definition 9 ([23]). The secondary set ZK̂ of block diagonal structure is defined as

ZK̂ : {Δν = diag(δ1 I1, . . . , δr Ir, δ1 I1, . . . , δc Ic; Δ1, . . . , Δt)}.

In Definition 9, δi ∈ R ∀i = 1, · · · , r, δj ∈ C ∀j = 1, · · · , c, Δt ∈ Ct×t ∀t = 1, · · · , k.

Definition 10 ([23]). The set ZK is restricted to the unit ball and is defined as

BZẐ =
{

Δ f ∈ ZK̂ : ‖Δ f ‖2 ≤ 1
}

.

Definition 11 ([23]). The block structure WK,K̂ is defined as

WK,K̂ =
{

Δ = diag(Δ f , Δν)
}

, (4)

or

Δ =

(
Δ f 0
0 Δν

)
. (5)

Definition 12 ([23]). For given matrix M ∈ Cm×n and ZK̂, the skewed structured singular value
is denoted by μZK̂

(M) and is defined as

μZK̂
(M) :=

⎧⎪⎨⎪⎩
0, if det(I − MΔ) �= 0, Δ ∈ WK,K̂

1
min

Δ∈WK,K̂
{‖Δν‖2 :det(I−MΔ)=0} , else. (6)

3. The Main Results

In the section, we present some new results on the computation of structured singular
values and skewed structured singular value.

3.1. Dual Characterization of μX(M) and νX(M)

We give a dual characterization of μX(M) and νX(M). The characterization is the
dual in the sense that they act as an application for duality argument in convex sets. The
following result given by Boyed [24] is considered as a standard result for the separation of
the hyper-planes.

Lemma 1 ([24]). Let P(E) ∈ Cm×m and P depends affinely on E ∈ Cn×n. Let γ be the some
convex subset of Cn×n. Then, there exists no E ∈ γ such that the Hermitian part of P(E) becomes
negative, that is,

He(P(E)) < 0

if and only if there is some non-zero matrix W, that is, W = WH and is non-negative such that

Re(Tr(WP(E))) ≥ 0.

We make use of the following assumptions to prove our main result for dual charac-
terization of νX(M).

Assumption 1. The matrix E ∈ Cn×n in DX + GX is Hermitian, that is E = EH .

4
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Assumption 2. The matrices (M − βI), (MH + βI) are Hermitian, that is,

(M − βI) = (M + βI)H

and
(MH + βI) = (MH + βI)H .

Theorem 1 (Dual Characterization of νx(M)). Let M ∈ Cn×n and X be the set of block diagonal
matrices, as defined above. The quantity β ∈ R is lower bound of an upper bound of μX(M)

β ≤ νX(M) ⇔ ∃W = WH ≥ 0

such that
ηi[(M − βI)W(MH + βI)E] ≥ 0, ∀E ∈ DX + iGX .

Proof. The matrices (M − βI), (MH + βI), W and E are Hermitian. The unitary diagonal-
ization of the matrix ((M − βI)W(MH + βI)E) implies that

(M − βI)W(MH + βI)E = QΛQ∗

or
Λ = diag(λ1, . . . , λz, λz+1, . . . , λn) = Q∗((M − βI)W(MH + βI)E)Q (7)

We construct matrices M0, M+, which pack λ1, · · · , λz as zero eigen-values and λz+1, · · · ,
λn as strictly positive eigen-values.

M0 =

⎛⎜⎝1 0
. . .

0 1

⎞⎟⎠ ∈ C
nz×nz ,

and

M+ =

⎛⎜⎜⎜⎝
1

λ1/2
z+1

0

. . .
0 1

λ1/2
n

⎞⎟⎟⎟⎠ ∈ C
np×np ,

and then assemble all eigen-values into matrix B as

B =

(
M0 0
0 M+

)
.

A simple calculation shows that

(QB)∗((M − βI)W(MH + βI)E)(QB) = B
∗ΛB =

(
Oz 0
0 Ip

)
. (8)

In Equation (8), Oz and Ip are of dimensions nz and np.
Suppose that there exists an Hermitian matrix Ĥ, which is a similar matrix to ((M −

βI)W(MH + βI)E) such that

Q(M−βI)W(MH+βI)E,B(M−βI)W(MH+βI)E = (M − βI)W(MH + βI)E, (9)

and
QĤ ,BĤ = Ĥ. (10)

5
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In a similar manner,

(Q(M−βI)W(MH+βI)EB(M−βI)W(MH+βI)E)
∗[(M − βI)W(MH + βI)E]

(Q(M−βI)W(MH+βI)EB(M−βI)W(MH+βI)E) =

[
Oz 0
0 Ip

]
= (QĤBĤ)

∗Ĥ(QĤBĤ).

In turn, the quantity (M − βI)W(MH + βI)E implies that,

(Q(M−βI)W(MH+βI)EB(M−βI)W(MH+βI)E)
−1 = (QĤBĤ)

∗Ĥ(QĤBĤ)(QĤBĤ)
−1. (11)

Thus, finally we obtain the following expression for the quantity (M − βI)W(MH +
βI)E, that is,

(M − βI)W(MH + βI)E = TV.

Here the matrix T = (QĤBĤB
−1
(M−βI)W(MH+βI)EQ−1

(M−βI)W(MH+βI)E)
∗, and the matrix

V = Ĥ(QĤBĤB
−1
(M−βI)W(MH+βI)EQ−1

(M−βI)W(MH+βI)E). The result in above equation implies
the existence of some invertible matrix Z such that

(M − βI)W(MH + βI)E = Z∗ĤZ.

Reduce (M − βI)W(MH + βI)E and Ĥ to the form of Equation (8) as:

(ΥΩ)∗((M − βI)W(MH + βI)E)(ΥΩ) =

(
Oz 0
0 Ip

)
,

where Υ = Q(M−βI)W(MH+βI)E and Ω = B(M−βI)W(MH+βI)E and hence, we have that,

(QĤBĤ)
∗Ĥ(QĤBĤ) =

[
Oẑ 0
0 Ip̂

]
. (12)

Next, we intend to show that z = ẑ and p = p̂. However, since, (M − βI)W(MH +
βI)E = Z∗ĤZ and from Equation (12), we get

(ZΥΩ)∗Ĥ(ZΥΩ) =

[
Oz 0
0 Ip

]
. (13)

Equations (12) and (13) have two similar transformations for Ĥ. We write these as

Y∗ĤY =

(
Oz 0
0 Ip

)
; Ŷ∗ĤŶ =

(
Oẑ 0
0 Ip̂

)
where matrices Y and Ŷ∗ are invertible. We show z = ẑ and skip to show p = p̂ to avoid
redundancy in working rules.

Let
W = N (Y∗ĤY), dim(W) = z.

Take w ∈ W , then we get Y∗ĤYw = 0. As the matrix Y is invertible, so Y∗Ĥw = 0.
For Ŷ−1Yw ∈ Ŷ−1YW , then we have

Ŷ∗ĤŶx = Ŷ∗ĤŶw.

Furthermore, Ŷ−1YW ⊂ N (Ŷ∗ĤY) and by making use of the fact that Y and Ŷ
are invertible,

ẑ = dim(N (Ŷ∗BY)) ≥ dim(Ŷ−1YW) = dim(W) = dim(N (Y∗ĤY)) = z.

6
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Finally, by switching the roles of Y∗ĤY and (Ŷ∗ĤŶ), it follows that z ≥ z∗, so,
z = z∗.

Assumption 3. For t ∈ Cn×1, the matrix ttH = W with W = WH ≥ 0.

Theorem 2. (Dual Characterization of μX(M)). Let X be any set of block diagonal matrices as
defined in (8). Then, μX(M) ≥ β if and only if there exists t ∈ Cn×1 such that

Re tr[(M − βI)ttH(MH + αI)E] ≥ 0, ∀E ∈ Dx + iGx.

Proof. The proof is similar to that of Theorem 1 by making use of Assumption 3.

Theorem 3. For W ∈ Cm×n, W = WH ≥ 0 there exists B ≥ 0 s.t. W1/2 = B.

Proof. The proof is followed from spectral decomposition Theorem. Indeed, we do have
W = QDQ∗ with QQ∗ = I = Q∗Q and

D = diag(λ1, λ2, . . . , λn), ∀i = 1, · · · , n.

For all i ∈ [1, · · · , n], λi(W) ≥ 0. Set B := QD̃Q∗ with D̃ = diag(λ1/2
1 , λ1/2

2 , . . . , λ1/2
n ).

In turn, this implies that
W1/2 = B, or , B2 = W. (14)

The proof is done.

Lemma 2. If M ∈ Cm×n has rank one, then μX(M) = νX(M).

Proof. It is sufficient to show νX(M) ≥ β implies that μX(M) ≥ β for β ∈ [0, ∞). For this
purpose, consider that νx(M) ≥ β, then from Theorem 3.1, there is a nonzero non-negative
definite matrix W such that W = WH ≥ 0, which satisfies matrix inequality

(M − βI)W(MH + βI)E ≥ 0, ∀E ∈ DX + iGX .

Next, we pick the largest rank-1 piece of M, that is, σ1u1θH
1

M = u1

(
σ1 0
0 0

)
θH

1 , σ1 > 0, u1, θ1 ∈ C
n×1

Factorize W as
W = ttH + Ŵ. (15)

In Equation (15), Ŵ is chosen such that Ŵθ1 = 0, Ŵ = ŴH ≥ 0, t ∈ Cn×1. If Bθ1 = 0,
then W = Ŵ for t = 0. The PSD-matrix B is defined in Theorem 3. If Bθ1 �= 0, then take
t = 1

(θH
1 Wθ1)1/2 Wθ1, Ŵ = W − 1

(θH
1 Wθ1)1/2 Wθ1θH

1 W. This shows that

(M − βI)ttH(MH + βI) = (σ1u1θH
1 − βI)(W − Ŵ)(θ1uH

1 + βI)

= (M − βI)W(MH + βI) + β2Ŵ.

Since, by Theorem 3, we have that

(M − βI)W(MH + βI)E ≥ 0, ∀E ∈ DX + iGX ,

then so does
(M − βI)ttH(MH + βI)E

as the factor β2Ŵ is non-negative.

7



Mathematics 2022, 10, 2050

3.2. Computing Upper Bound of Skewed Structured Singular Value

In this section, we present some new results on the computation of the upper bounds
of structured singular values, that is, μs(·).

Theorem 4. For a given matrix M ∈ Cm×n and block diagonal structure

S =

(
I f 0
0 νIν

)
.

The inequality holds true, that is, μs(Ms(ν)) ≤ σ1(Ms(ν)) with

Ms(ν) := S−1M =

(
M11 M12

1
ν M21

1
ν M22

)
.

Proof. For given matrix M ∈ Cm×n, there exists unitary matrices U ∈ Cm×n, V ∈ Cm×n

such that

M = U
(

σ1 0
0 T

)
VH .

Take σ1 and θ1 ∈ Cn×1 such that σ1 = ‖Mθ1‖2 = ‖M‖2 and ‖θ1‖2 = 1. Let u1 = Mθ1
σ1

,

then ‖u1‖2 = ‖Mθ1‖2
σ1

= ‖Mθ1‖2
‖M‖2

= 1. Take U2 ∈ Cm×m−1, V2 ∈ Cn×n−1 so that, U and V
become U = (u1|U2) and V = (v1|V2) with U, V being unitary matrices. Then, the product
of matrices UH MV takes the form as:

(u1|U2)M(v1|V2) =

(
uH

1 Mθ1 uH
1 MV2

U2Mθ1 UH
2 MV2

)
=

(
σ1uH

1 u1 uH
1 MV2

σ1UH
2 u1 UH

2 MV2

)
=

(
σ1 wH

0 B

)
,

with uH
1 u1 = 1, UH

2 u1 = 0, w = VH
2 MHu1, and B = UH

2 MV2.
By taking w = 0, we have that

σ2
1 = ‖M‖2

2 = ‖UH MV‖2
2 = max

x �=0

‖UH MVx‖2
2

‖x‖2
2

= max
x �=0

‖
(

σ1 uH

0 B

)
x‖2

2

‖x‖2
2

.

Replace x −→ w, we get

σ2
1 ≥ (σ2

1 + wHw)2

(σ2
1 + wHw)

= σ2
1 + wHw.

In turn, this implies that w = 0 and

UH MV =

(
σ1 0
0 B

)
or M = U

(
σ1 0
0 B

)
VH . (16)

To see the fact that μs(Ms) ≤ σ1(Ms), we have

Ms(ν) := S−1M =

(
M11 M12

1
ν M21

1
ν M22

)
The largest singular value σ1(Ms) depends upon ν. Furthermore,(

I Ms(ν)

MH
s (ν) I

)
> 0 ⇐⇒ I − Ms(ν)I−1MH

s (ν) ≥ 0.

It follows that
λi(I − Ms(ν)MH

s (ν)) ≥ 0, ∀i

8
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or
1 − λi(Ms(ν)MH

s (ν)) ≥ 0, ∀i

or
λi(Ms(ν)MH

s (ν)) ≤ 1, ∀i.

Finally, we have
σ1(Ms(ν)) ≤ 1.

The proof is done.

4. Conclusions

We have introduced some new results for upper bounds of structured singular val-
ues and skewed structured singular values along with their dual characterizations. The
characterization is defined in the sense that they act as an application for some duality
argument in the given convex sets. The accomplished results on the dual characterization of
structured and skewed structured singular values can be used to obtain the new direction
for the computation of lower bounds of both of these quantities. The numerical treatment
on the dual characterization of both structured and skewed structured singular values is
our future work. The interested researchers may use this opportunity to carry out their
research while making use of this contribution.
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Abstract: When encountering the black-box dynamic co-design and optimization (BDCDO) problem
in the multidisciplinary dynamic system, the finite difference technique is inefficient or even infeasible
to provide approximate numerical gradient information for the optimization algorithm since it
requires numerous original expensive evaluations. Therefore, a solving framework based on the
surrogate model of the state equation is introduced to optimize BDCDO. To efficiently construct the
surrogate model, a sequential sampling method is presented on the basis of the successive relative
improvement ratio. Meanwhile, a termination criterion is suggested to quantify the convergence
of the solution. Ultimately, the newly proposed sampling strategy and termination criterion are
incorporated into the BDCDO solving framework to optimize two numerical examples and two
engineering examples. The results demonstrate that the framework integrating the proposed sampling
strategy and termination criterion has the best performance in terms of the accuracy, efficiency, and
computational budget compared to the existing methods.

Keywords: black-box dynamic system; co-design and optimization; surrogate model; sequential
sampling; termination criterion

MSC: 93-10

1. Introduction

Differing from the dynamic optimization problem (DOP), also known as the optimal
control problem, in which only the control strategy decision is optimized to improve the
performance of the dynamic system [1–3], the dynamic co-design and optimization (DCDO)
problem accounts for the bi-directional dependency of physical system design and control
system design and includes two types of design variables: plant (or physical) and con-
trol [4]. Two categories of co-design methods, nested (or multi-layer optimization) method
and simultaneous method, are developed and deployed on the DCDO problem in the
engineering applications [5–8]. In those two co-design methods, though the optimization
structures are different, the DCDO problem should be transcribed into a finite-dimensional
nonlinear programming (NLP) problem via direct transcription [9] to optimize.

However, when solving the DCDO problem of the sophisticated dynamic systems
involving multiple disciplines or multiple subsystems, co-design schemes inevitably en-
counter obstructions such as high computational consumption incurred from the time-
consuming system simulations [10]. Moreover, in some engineering practices, dynamic
system models are constructed by industrial simulation software or platforms, and the
explicit equations of the state in dynamic systems expressed by differential algebraic equa-
tions cannot be extracted directly from the dynamic models [11]. The DCDO involving such
dynamic system models is referred to as the black-box dynamic co-design and optimization

Mathematics 2022, 10, 3239. https://doi.org/10.3390/math10183239 https://www.mdpi.com/journal/mathematics
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(BDCDO) problem. Due to the lack of explicit state equation, the finite-difference tech-
nique, rather than the automatic differentiation technique, provides approximate Jacobian
information matrices for NLP solvers to iteratively optimize BDCDO, which demands
significant computational resources to evaluate the dynamic systems and definitely further
increases the computational budget of the co-design schemes.

The response surface methods (RSMs) have been proven to be effective tools to address
computationally expensive problems in complex static black-box systems [12–16]. There-
fore, RSMs are introduced to approximate the black-box dynamic system to alleviate the
number of the original system valuations and save computational costs. In attempting to
reduce the modeling difficulty and preserve the dynamic properties of the dynamic system,
Deshmukh et al. [17] presented the derivative function surrogate modeling methodology
to construct surrogate models for the derivative functions of the dynamic system rather
than construct surrogate models of the whole system responses [18–20]. In order to build
high-fidelity model surrogate models of the derivative functions, Deshmukh et al. [17]
used the Latin Hypercube Sampling (LHS) method for sequential sampling in the min-
imal hypercube space containing the current optimal trajectory to update the surrogate
model. Lefebvre et al. [21] averaged the errors of the KRG model after integrating the
errors along the current optimal trajectory and then used the values of state variables ob-
tained by inverse error integral of each segment as new samples to update the KRG model.
Qiao et al. [22] proposed EFDC sampling method based on KRG model to filter the current
trajectory discrete points after error analysis, combine the spatial distance to cluster these
discrete points, and select the points with the largest prediction error to update the model.
At the same time, some reasonable solution termination criteria also have been investigated
to avoid redundant iterations, which contribute little to the accuracy improvement of the
solution result. Deshmukh et al. [17] determined whether the solution process stops or not
based on the discrepancy between the current and previous iterates. Lefebvre et al. [21]
proposed a new metric, dynamical mismatch, to identify whether the solution process is
terminated or not. However, computing the dynamical mismatch needs additional sample
points and consumes more computational resources. Qiao et al. [22] adopted the accuracy
of the surrogate model and the successive relative improvement of the objective function as
the stopping plan to assess the convergence of the solution process more comprehensively.

Admittedly, the BDCDO solving framework combined with the above-mentioned
sampling strategies and termination criteria indeed reduce the number of samples for
constructing the surrogate models of derivative functions to different degrees, but the
efficiency of modeling and the robustness of the optimal solution still require further im-
provement. To this end, a new sequential sampling strategy based on the successive relative
improvement ratio of the discrete trajectory points and maximizing distances between the
nearest sample points, called SRIRMD, is proposed in this work to effectively improve the
accuracy of the surrogate models by selecting the points with a large successive relative
improvement ratio among the discrete trajectory points as new samples. Meanwhile, max-
imizing the minimum distances between new samples and existing samples can ensure
the uniform distribution of all sample points. In addition, according to the fundamental
observation that the state trajectories tend to coincide during the solving process of dynamic
optimization problems, a new termination criterion, named the state trajectory overlap ratio
(STOR), is presented to quantify the convergence and intuitively reflect the convergence
trend of the solution in the iterative process. Finally, two numerical examples, one 3-DOF
robot co-design and optimization problem and one horizontal axis wind turbine co-design
and optimization problem, are solved by the means of the BDCDO solving framework
integrated with the SRIRMD sampling strategy and the STOR termination criterion. The
results demonstrate that the BDCDO solving framework combining the SRIRMD sampling
strategy and the STOR termination criterion has the best performance compared to existing
methods and can obtain more accurate and robust solutions with fewer sample points,
improving the solution efficiency and reducing the computational budget.

12
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The rest of this paper is organized as follows. Section 2 reviews the dynamic optimiza-
tion problem and its direct solving method and the Kriging technique. Section 3 introduces
the BDCDO solving framework combining the new sampling strategy and termination
criterion. Section 4 verifies the feasibility and efficiency of the BDCDO solving framework
through two numerical examples and two engineering examples. The conclusions are
revealed in the last section.

2. Background

2.1. Dynamic Co-Design and Optimization Problem and Its Direct Solving Method

The objective of the dynamic co-design and optimization (DCDO) problem is to solve
the optimal input vectors of physical design parameters x∗p and control variables u∗(t)
that minimizes the system performance index. The standard form of DCDO based on the
simultaneous method is described as follows [23,24]:

min
xp ,u(t)

J(xp, u(t)) = φ(xp,ξ(t0),ξ(t f ), t0, t f ) +
∫ t f

t0
L(xp,ξ(t), u(t), t)dt

s.t.
.
ξ(t) = f(xp,ξ(t), u(t), t)
Ψ(ξ(t0), t0,ξ(t f ), t f ) = 0
g(xp,ξ(t), u(t), t) ≤ 0
uL ≤ u(t) ≤ uU
xL ≤ xp ≤ xU

(1)

where J is the response of a cost function that consists of a Mayer term φ(·) and Lagrange
term L(·). t ∈ [t0, t f ] denotes the time horizon, and t0 and t f are initial time and terminal
times. ξ(t0) and ξ(t f ) indicate the initial and terminal states of the system, while ξ(t) and
u(t) are vectors of the state variables and control inputs at moment t. DCDO is subject
to several different constraints such as state equations

.
ξ(t) = f(xp,ξ(t), u(t), t), boundary

constraints Ψ, and path constraints g. Among these three constraints, the state equations
and path constraints are continuous constraints that must be satisfied during the entire
time period, while the boundary constraints are discrete constraints that only need to be
satisfied at the moments t0 and t f . Finally, the vectors of the physical design parameters xp
and control inputs u(t) enforce the interval constraints [xL, xU ] and [uL, uU ], respectively.

In the direct solving approach of the DCDO, the vectors of the state variables ξ(t),
plant design parameters xp, and control inputs u(t) are discretized at the time grid nodes
by means of the DT. Thus, the DCDO is transformed into an NLP, as shown below.

min
xp ,Ξ,Θ

J(xp, Ξ, Θ) = φ(xp,ξ(t0),ξ(t f ), t0, t f ) +
N
∑

k=0
ωk · L(t, xp, Ξ(k), Θ(k))

s.t. D · Ξ = f(xp, Ξ, Θ)
Ψ(ξ(t0), t0,ξ(t f ), t f ) = 0
g(xp, Ξ, Θ) ≤ 0

(2)

where Ξ and Θ are the discrete matrices of the state variables and control inputs in the time
domain, ωk is the integration weight, and D is the differential matrix specified in different
pseudospectral methods [25,26]. When solving the BDCDO of the dynamic system based
on the surrogate models of the derivative functions, the right hand-side functions of the
state equations are approximated by the surrogate models. Hence, replacing the deriva-

tive function f(·) in Equation (2) with the surrogate model
^
f(·) forms a computationally

inexpensive expression:

D · Ξ =
^
f(xp, Ξ, Θ) (3)

2.2. Kriging Technique

In view of the efficiency and effectiveness of the Kriging technique in approximating
low-dimensional problems, as well as providing prediction errors at arbitrary points [27],
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the Kriging technique is adopted to construct the surrogate model in the BDCDO. When
training the model, the state variables, physical design parameters, and control variables
X = [xp,ξ, u]T are fed into the model, and the output are the valuations of the derivative
functions f(X) in the state equation.

The standard Kriging model has two main components: the regression function and
the stochastic process [28]. The expression is formulated as follows:

f̂ (X) = FT(X)β+ z(X) (4)

where FT(X) contains a series of regression functions, and β is a trend coefficient vector.
z(X) denotes a random process with a mean of 0 and variance σ2

z . The spatial covariance
function between the stochastic processes z(Xi) and z(Xj) can be expressed as

cov[z(Xi), z(Xj)] = σ2
z G(θ, Xi, Xj) (5)

where Xi and Xj are two different points in the design space, G is the Gaussian spatial
correlation function, and θ is the corresponding vector of correlation coefficients. The
values of G and F at sample points constitute matrices R = G(Xi, Xj) and S = F(Xi).
According to the unbiased estimator theory, the least squares solution of the regression
model is

^
β = (STR−1S)

−1
STR−1Y (6)

and the maximum likelihood estimation of variance is

σ̂2
z =

1
m
(Y − S

^
β)

T

R−1(Y − S
^
β) (7)

where Y = [ f̂ (Xi)], i = 1, 2, . . . , m.
Thus, Equation (4) is translated into

f̂ (X) = FT(X)β+ rT(X)R−1(Y − S
^
β), r(X) = [G(θ, X, X1), . . . , G(θ, X, Xm)]

T (8)

Suppose d = STR−1r − S, the predictor of the mean square error (MSE) is calculated
as follows:

MSE = σ2
z (1 + dT(STR−1S)

−1
d − rR−1r) (9)

3. The BDCDO Solving Framework

The BDCDO solving framework based on the surrogate model of the derivative func-
tion mainly consists of two parts: refining the surrogate model for the right hand-side
function of the state equation and solving the black-box dynamic co-design and opti-
mization (BDCDO) problem based on the surrogate model. In the loop of approximating
the derivative function, the initial model is built according to the initial samples set and
then updated by the sequential sampling method. In the loop of solving the BDCDO,
the BDCDO is discretized into NLP at time grid nodes, then the approximate Jacobian
information matrices based on the model are delivered for the SQP algorithm to solve
the NLP. For the purpose of efficiently constructing the surrogate model of the derivative
function, the new sampling method based on the successive relative improvement ratio
of the discrete trajectory points and maximize the distances between the sample points,
termed SRIRMD, is elaborated in this section. Meanwhile, to quantify the convergence and
intuitively reflect the convergence trend of the solution, a new termination criterion on
the basis of the fact that the state trajectories tends to coincide during the solving process,
called the state trajectory overlap ratio (STOR), is also introduced in this section. Finally,
the newly proposed sampling strategy, SRIRMD, and termination criterion, STOR, are
integrated into the solving framework of BDCDO.
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3.1. Adaptive Sequential Sampling Strategy

In the static optimization problem, the optimal result is a point; hence, single sampling
strategies that focus on improving the accuracy of the surrogate model near the current
optimal point are widely used, while batch sampling strategies are evidenced to be unable
to enhance the performance of updating model [29]. However, the scenario is quite different
in the dynamic optimization problem since the optimal results are time-dependent control
curves and the corresponding state trajectories. Adding a new sample point during each
iteration contributes less to improving the convergence rate of the state trajectory but
instead increases the number of modeling and optimization throughout the solution process
and consumes more computational resources.

Motivated by the sequential sampling strategy in the static optimization problem, the
adaptive sampling strategy applied to the DOP should concentrate on how to improve
the accuracy of the local region where the current state trajectory is located in order
to avoid redundant sampling in the uninteresting area. To this end, it is necessary to
pick informative points in the vicinity of the current trajectory to update the surrogate
model of the derivative function. Fortunately, the discrete trajectory points (DTPs) on
the current state trajectory offer a large number of candidate samples. However, it is
not wise to add all DTPs to the samples set, because (a) the expensive evaluation of
all DTPs requires a lot of computational effort, and (b) closer DTPs are less helpful to
improving the accuracy but increase the complexity of the model. Hence, a new sequential
sampling strategy based on the successive relative improvement ratios of the DTPs and
maximizing the distances between the sample points, called SRIRMD, is presented in this
work. The SRIRMD sampling strategy prioritizes picking the points with large successive
relative improvement ratios among the DTPs as new samples to refine the surrogate
model. Meanwhile, maximizing the minimum distances between new samples and existing
samples can guarantee that all sample points are distributed uniformly. The specific steps
of the SRIRMD method are listed below.

Step 1: Obtain the initial values VI and the optimal values VO at the discrete points of
the current state trajectory and calculate the successive relative improvement ratios (srir) of
all discrete points.

SRIR =
{

srir
∣∣∣srir =

∣∣∣Vi
O − Vi

I

∣∣∣/∣∣∣Vi
O

∣∣∣, i = 1, 2, . . . , m
}

(10)

where m is the number of discrete points of the current trajectory.
Step 2: Generate the candidate samples set SSRIR by eliminating the points whose srir

is smaller than the allowable deviation factor β from the DTPs.

SSRIR = {DTPi|sriri ≥ β, sriri ∈ SRIR} (11)

Step 3: Calculate the distance matrix Dmin of all candidate samples in SSRIR to the
nearest point in the existing samples set S(l).

Step 4: Select new sample xnew by the following sampling criterion.

max srir(xnew) · Dmin(xnew) (12)

Step 5: Add the new sample xnew into samples set S(l) and delete xnew in SSRIR.
Step 6: Repeat Step 3–5 until the required number of samples are picked, and the

samples set is updated to S(l+1).
Step 7: Terminate the current round of sampling.
Figure 1 exhibits the process of selecting new sample points from the DTPs employing

the SRIRMD strategy. The dotted lines are the previous state trajectories, the dots are the
discrete points of those previous state trajectories, and the red solid lines are the current
optimal state trajectories. The new points sampled by SRIRMD method are plotted in
the form of black stars, and these samples are mainly distributed in the areas with large
successive relative improvement ratios while being evenly spread.
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  1

(l-1)th

lth

1

lth

(l+1)th

Figure 1. Schematic diagram of SRIRMD sampling strategy.

3.2. Termination Criterion: The State Trajectory Overlap Ratio

The state trajectory overlap ratio, STOR, is designed to intuitively assess the conver-
gence of state trajectories and serve as the termination criterion. The formula for STOR is
expressed as follows:

A =
d

∏
i=1

αi (13)

where d is dimension of state variables. αi means the state component trajectory overlap
ratio, which reflects the trajectory overlap ratio of the ith state component in two successive
iterations. As shown in Figure 2, S∗ is the trajectory of the state component ξi obtained in
the previous iteration, and S∗∗ is the trajectory of ξi in the current iteration. The αi of the

state component ξi can be calculated by the lengths of
�

AB and
�

AC, and the specific formula
is expressed in Equation (14).

αi =
L �

AB
L �

AC

(14)

t

S*
S**A

B

C

Figure 2. Schematic diagram of the state component trajectory overlap ratio.
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Equation (14) denotes the formula for calculating the αi in the state space. However,

the lengths of the trajectories
�

AB and
�

AC are not convenient to calculate in the actual
computation procedure. To facilitate the calculation, Equation (14) can be mapped from the
state space to the time domain since the state trajectories and time points correspond (i.e.,
each time point corresponds to a specific trajectory value). Hence, Equation (14) is replaced
by Equation (15) to compute αi.

αi =
L �

AB
L �

AC

(15)

where T0 and T1 are represent the overlap and non-overlap periods of trajectories S∗ and S∗∗
in the time domain T, respectively. T0 and T1 can be computed by the following expression.

T0 =

{
t|
∣∣∣ .
ξ i(x

∗∗
p (t),ξ∗∗(t),u∗∗(t);SM∗∗)−

.
ξ i(x

∗
p(t),ξ

∗(t),u∗(t);SM∗)
∣∣∣∣∣∣ .

ξ i(x
∗∗
p (t),ξ∗∗(t),u∗∗(t);SM∗∗)

∣∣∣ > β, t ∈ T

}

T1 =

{
t|
∣∣∣ .
ξ i(x

∗∗
p (t),ξ∗∗(t),u∗∗(t);SM∗∗)−

.
ξ i(x

∗
p(t),ξ

∗(t),u∗(t);SM∗)
∣∣∣∣∣∣ .

ξ i(x
∗∗
p (t),ξ∗∗(t),u∗∗(t);SM∗∗)

∣∣∣ ≤ β, t ∈ T

} (16)

where SM∗ and SM∗∗ are surrogate models of derivative function in the previous and
current iterations. β is the allowable deviation factor of the trajectory, which indicates
trajectories S∗ and S∗∗ are also regarded as coincide when their error rate at moment t are
not greater than β. It is worth noting that β = 0.01 in this research. The time domain T is a
continuous time series, and it could be uniformly discretized as T =

{
t0, t1, . . . , tτ , . . . , t f

}
to accelerate computations. Thus, Equation (16) is converted into Equation (17).

T′
0 =

{
tτ |

∣∣∣ .
ξ i(x

∗∗
p (t),ξ∗∗(tτ),u∗∗(tτ);SM∗∗)−

.
ξ i(x

∗
p(t),ξ

∗(tτ),u∗(tτ);SM∗)
∣∣∣∣∣∣ .

ξ i(x
∗∗
p (t),ξ∗∗(tτ),u∗∗(tτ);SM∗∗)

∣∣∣ > β, τ = 0, 1, 2, . . . , f

}

T′
1 =

{
tτ |

∣∣∣ .
ξ i(x

∗∗
p (t),ξ∗∗(tτ),u∗∗(tτ);SM∗∗)−

.
ξ i(x

∗
p(t),ξ

∗(tτ),u∗(tτ);SM∗)
∣∣∣∣∣∣ .

ξ i(x
∗∗
p (t),ξ∗∗(tτ),u∗∗(tτ);SM∗∗)

∣∣∣ ≤ β, τ = 0, 1, 2, . . . , f

}
(17)

Furthermore, Equation (14) for calculating αi is transformed into Equation (18).

αi =
nT′

1

nT′
0
+ nT′

1

(18)

where nT′
0

and nT′
1

denote the number of elements in the sets T′
0 and T′

1, respectively.
According to the above series of transformations, including mapping and discretiza-

tion, the calculation of αi is finally transformed into the statistics of the elements in the sets.
Obviously, the denser the time domain T is divided in Equation (17), the more accurate αi
is in Equation (18). At the same time, the following two theorems are derived on the basis
of the above definition about A and αi.

Theorem 1. The sufficient condition for the convergence of the state trajectory overlap ratio A is
that all the state component trajectory overlap ratio αi converge.

Proof: From the definitions of A and αi, it follows that A ∈ [0, 1], αi ∈ [0, 1]. From the
perspective of the mathematics, convergences of A and αi implies that the values of A and
αi converge to 1, i.e.,

A and αi converge <=> A → 1, αi → 1 (19)

i. If the dimension of the state variables d = 1, A = α1, the theorem is established.
ii. If the dimension of the state variables d > 1, suppose
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Ak = ∏
i=1,2,..,k−1,k+1,..,d

αi (20)

When k = d,
A = Ad−1 · αd (21)

where Ad−1 ∈ [0, 1] and αd ∈ [0, 1]. Without considering the specific value of Ad−1, only
αd → 1 , then A may converge to 1. Conversely, if αd → 1, then A definitely does not
converge to 1 whether or not Ad−1 converges to 1. Similarly, let k be d − 2, d − 3, .., 2,
respectively, so that the sufficient condition for A → 1 is αi → 1, i = 1, 2, .., d . That means
the sufficient condition for the convergence of A is that all αi converge. �

Theorem 2. When the state trajectory overlap ratio A converges, every state component trajectory
overlap ratio αi is greater than or equal to A.

Proof:

i. If the dimension of the state variables d = 1, A = α1, the theorem is established.
ii. If the dimension of the state variables d > 1, Equation (18) can be obtained based

on Equations (20) and (21).

αk =
A
Ak (22)

Suppose A is converged, then Ak is also converged (i.e., Ak → 1), since Ak ⊂ A.
Obviously, αk ≥ A can be deduced from Equation (22). Similarly, let k be 1, 2, . . . , d,
respectively, then αi ≥ A, i = 1, 2, . . . , d can be proved. That means when A converges, all
αi are greater than or equal to A.

According to the definition of the state trajectory overlap ratio A and the proving pro-
cedures of the above two theorems, it could be concluded that taking A as the convergence
criterion for the BDCDO solving framework has the following advantages: (a) directly re-
flects the convergence trend of state trajectory in the iterative solving process, and A ∈ [0, 1],
which also quantifies the convergence; and (b) guarantees the convergences of state compo-
nent trajectories. The state solution of the BDCDO converges only if all the state component
trajectories converge. �

3.3. The BDCDO Solving Framework Combined with SRIRMD and STOR

By integrating the SRIRMD sampling strategy and the STOR termination criterion
proposed in this work into the BDCDO solving framework, a new BDCDO solving method,
named SRIRMD-STOR, is generated as depicted in Figure 3. The input and output of the
SRIRMD-STOR method are shown in Table 1, and the specific realization of the SRIRMD-
STOR method is listed in Table 2.

Table 1. Input and output of the SRIRMD-STOR method.

Input

The upper and lower bounds of physical design parameters xp, state
variables ξ and control inputs u.

The initial guess values [x(0)p , Ξ(0), Θ(0)] of physical design parameters
xp, state variables ξ and control inputs u.
The termination criterion threshold A0 for the SRIRMD-STOR method.
The solving tolerance and max iteration for the DOP solvers [30].

Output
The optimal design point of physical design parameters xp.
The optimal trajectories of state variables ξ.
The optimal curves of control inputs u.
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S

Α ≥ Α

Α

Α ≥ Α

f ⋅

Α

Figure 3. The flowchart of the BDCDO solving framework SRIRMD-STOR.

Table 2. The specific realization of the SRIRMD-STOR method.

The SRIRMD-STOR Method

Step 1: Apply LHS method to sample initial points set S0 in the design domain consisting of
feasible regions of physical design parameters xp, state variables ξ and control inputs u.
Step 2: Construct the initial surrogate model f̂ (0) of the derivative function by Kriging
technique [31] with the initial samples set S0.
Step 3: Transcribe the BDCDO into the NLP at the time grid nodes via DT, then solve NLP based

on the initial guess values of [x(0)p , Ξ(0), Θ(0), f̂ (0)] and obtain the current optimal plant design

parameters, state trajectories, control curves, and performance index [x
(1)
p , Ξ(1), Θ(1), J(1)].

Step 4: Calculate the state component trajectory overlap ratios αi of all state variables according to
the initial guess trajectories and the current optimal trajectories, then calculate the state trajectory
overlap ratio A. If A > A0, terminate the solving process; otherwise, go to Step 5.
Step 5: Employ the SRIRMD strategy to select new samples xnew from the current DTPs, update
the samples set S1, and rebuild the surrogate model f̂ (1).
Step 6: Update the time grid nodes using the grid optimization algorithm and translate the
BDCDO into the NLP at the new time grid nodes.
Step 7: Solve NLP based on the current values of plant design parameters; state trajectories and

control inputs, and current model [x(l)p , Ξ(l), Θ(l), f̂ (l)]; and acquire the latest optimal plant
parameters, state trajectories, control curves, and performance index. Note: l starts from 1.
Step 8: Calculate αi and A. If A > A0, stop the solving process; otherwise, go to Step 5.
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4. Numerical Examples

In this section, two numerical examples are used to verify the feasibility and effec-
tiveness of the BDCDO solving framework combined with the SRIRMD sampling strategy
and the STOR termination criterion, also called the SRIRMD-STOR method for short. The
first numerical example is a classical multidimensional nonlinear dynamic optimization
problem involving six state variables and two control inputs. The second example is a
numerical nonlinear dynamic co-design and optimization problem that is sensitive to the
accuracy of the grid optimization, i.e., it has high requirements on the number and location
of the discrete grid nodes of the optimization problem. To solve those two numerical tests,
STOR A is regarded as the termination criterion, and the threshold of A is set to 0.95.

4.1. Example 1: A Mathematical Nonlinear Dynamic Optimization Problem

The mathematical model of the this nonlinear dynamic optimization problem [32] can
be described as follows:

min J =
∫ t f

0 [L2 + I2 +
1
2 B1u2

1 +
1
2 B2u2

2]dt
s.t.

.
S = Λ − 13

30000 SI1 − 0.029
30000 SI2 − 0.0143S

.
T = 2u1L1 − 0.0143T + (1 − 0.5(1 − u2))I1 − 13

30000 TI1 − 0.029
30000 TI2.

L1 = 13
30000 SI1 − 0.6143L1 − 2u1L1 + 0.4(1 − u2)I1 +

13
30000 TI1 − 0.029

30000 L1 I2.
L2 = 0.1(1 − u2)I1 − 1.0143L2 +

0.029
30000 (S + L1 + T)I2.

I1 = 0.5L1 − 1.0143L1.
I2 = L2 − 0.0143I2
N = S + L1 + L2 + I1 + I2 + T = 30000

(23)

where the state variables ξ = [S, T, L1, L2, I1, I2]
T . The upper and lower bounds of control

inputs u = [u1, u2]
T are uU = [0.95, 0.95]T and uL = [0.05, 0.05]T . The finial time t f is

set as 5. To solve this DOP based on the mathematical model, the maximum number
of iterations of the NLP solver is set to 15 and the solution accuracy is set to 10−4 to
obtain the exact solution 5152.1. Although the mathematical model provides the explicit
expressions of the state equation, it can still be treated as a black-box dynamic optimization
problem and solved using the BDCDO solving framework. Hence, in addition to the
SRIRMD sampling strategy, the HS [15], TEI [19], and EFDC [20] sampling strategies are
also utilized to construct the surrogate models for the derivative functions of the state
equation. The termination criterion working with those sampling strategies are the model
accuracy at DTPs ε < 0.001 and the successive relative improvement of the objective
function ΔJ < 0.1, called MASRI. Hence, the BDCDO solving methods combined with
those sampling strategies and MASRI are named HS-MASRI, TEI-MASRI, EFDC-MASRI,
and SRIRMD-MASRI, respectively. To validate the robustness of these methods, each
method is tested ten times. In each test, the initial samples for those methods are the same,
the number of initial points N0 = 50, and maximum number of new samples per iteration
ΔN = 20.

The test results of different methods are listed in Table 3, and the comparisons are
depicted in Figure 4. NoS denotes the sample point size (or number of expensive valuations),
and J is the value of the performance index. From Table 1 and Figure 4, it can be observed
that the HS-MASRI, TEI-MASRI, EFDC-MASRI, and SRIRMD-MASRI methods require
an average of 350, 320, 223, and 170 samples to construct the surrogate models of the
derivative functions, respectively. the average performance indexes are 5187.0, 5156.0,
5157.8, and 5152.7. While the SRIRMD-STOR method only needs 145 samples to construct
the surrogate models, the average performance index is 5152.9. Compared to HS-MASRI,
TEI-MASRI, and EFDC-MASRI, SRIRMD-STOR has the smallest error with the exact
value. In SRIRMD-MASRI and SRIRMD-STOR, the sampling strategies are the same,
and the termination criterion are different. SRIRMD-MASRI has a little higher solving
accuracy than SRIRMD-STOR, while needing many more samples to construct the surrogate
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models, which indicates that the termination criterion for STOR is more effective than the
termination criterion for MASRI by avoiding redundant iterations. As a result, for this
numerical example, the BDCDO solving framework combined with SRIRMD and STOR
can obtain a more robust and accurate approximate solution with less samples compared
to the other methods.

Table 3. The test results of the different methods in Example 1.

Method HS-MASRI TEI-MASRI EFDC-MASRI SRIRMD-MASRI SRIRMD-STOR

Index NoS J NoS J NoS J NoS J NoS J

Test

1
2
3
4
5
6
7
8
9

10

350
350
350
350
350
350
350
350
350
350

5161.4
5186.3
5177.1
5166.0
5170.8
5178.0
5162.8
5184.7
5224.6
5258.2

346
240
325
319
315
345
346
267
346
346

5152.3
5157.5
5169.4
5156.4
5152.4
5154.3
5155.5
5152.6
5156.3
5153.3

185
249
230
225
238
215
225
231
197
230

5153.4
5159.7
5153.3
5155.0
5165.7
5155.0
5160.7
5157.6
5155.7
5161.9

153
207
193
183
177
184
150
152
145
150

5152.4
5153.0
5152.8
5152.6
5152.8
5152.7
5153.0
5152.3
5152.4
5152.5

130
170
150
159
159
167
130
130
121
130

5153.1
5153.6
5153.1
5152.6
5153.1
5153.0
5153.2
5151.8
5152.6
5153.0

Figure 4. Box-plots of test results of different methods in Example 1.

To visualize the sampling outcomes of the HS-MASRI, TEI-MASRI, EFDC-MASRI,
and SRIRMD-STOR methods, the distribution of sample points in different methods and
the phase diagrams of optimal trajectories between some state variables are displayed in
Figures 5 and 6. The black dots are the initial sample points, the black stars are the new
samples obtained via different sampling methods, and the red solid lines are the state
trajectories optimized based on the surrogate models. From Figures 5 and 6, it can be
observed that the new sample points in the TEI, EFDC, and SRIRMD sampling strategies
are located in the vicinity of the state trajectories, except for the HS strategy.

Figure 7 draws the iterative processes of the trajectories of partial state components in
the SRIRMD-STOR method. As can be viewed from Figure 7, the trajectories of different
state components converge gradually with the iterations.

Figure 8 records the convergence processes of the state component trajectory overlap
ratio and the state trajectory overlap ratio in the SRIRMD-STOR method, α1, α2, α3, α4, α5, α6,
and A are the trajectory overlap ratios of the state components S, T, L1, L2, I1, I2, and state
ξ, respectively. According to Figure 8, the state trajectory overlap ratio A converges to 1
with the convergences of all state components αi, and αi ≥ A, which verifies Theorem 1
and Theorem 2.
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Figure 5. The phase diagrams of optimal trajectories and distribution of samples between state
variables S and T.

 

 

Figure 6. The phase diagrams of optimal trajectories and distribution of samples between state
variables I1 and I2.
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Figure 7. Trajectory iterative processes of state components S, L1, L2, and I1.

Figure 8. The convergence processes of A and all αi in the numerical example 1.

Moreover, to better compare the exact solution based on the mathematical model
and the approximate solution based on the surrogate model, Figures 9 and 10 show the
comparison of the trajectories of the exact and approximate solutions about the state
variables and control curves in Example 1, with the dashed lines being the exact solution
and the thick solid lines being the approximate solution obtained by the SRIRMD-STOR
method. Although the approximate and exact solutions of the control variables do not
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completely coincide, the trends remain consistent, and the effects on the trajectories of state
variables are within acceptable limits.

Figure 9. The exact solution and approximate solution of the state variables.

t t

Figure 10. The exact solution and approximate solution of the control variables.
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4.2. Example 2: A Mathematical Nonlinear Dynamic Codesign and Optimization Problem

Example 2 is a dynamic co-design and optimization problem with one physical design
parameter, one control input, and three state variables, the mathematical model of the
problem is as follows

min
xp ,u(t)

J = sin(xp) · cos(xp) · t f

s.t.
.
x = v · sin(u)
.
y = −v · cos(u)
.
v = 10 cos(u)
xp ∈ [−π/2, π/2], u ∈ [−π/2, π/2],
x ∈ [50,−50], y ∈ [0,−50], v ∈ [0, 6]

(24)

where only the objective function contains the plant design parameter xp. The state vari-
ables ξ include [x, y, v], and the initial value and final value of ξ are ξ(t0) = [0, 0, 0] and
ξ(t f ) = [2,−2, 6], respectively. To solve this DOP based on the mathematical model, the
maximum number of iterations of the NLP solver is set to 20, the solution accuracy is
set to 10−6, the optimal plant design parameter is −0.7854, and the optimal performance
index is −50.00. Similar to Example 1, the SRIRMD-STOR, TEI-MASRI, EFDC-MASRI, and
SRIRMD-MASRI methods are utilized to solve this example.

The optimal physical design parameters and optimal objective values by different
methods are listed in Table 4. As can be observed from Table 2, the approaches based on the
surrogate model significantly reduce the number of valuations of the mathematical model
and save computational budget. The TEI-MASRI, SRIRMD-MASRI, and SRIRMD-STOR
methods obtain the optimal physical parameters and objective values, and the SRIRMD-
STOR method performs better in terms of efficiency with the assistant of the termination
criterion STOR.

Table 4. The computational cost, optimal plant parameters, and optimal objective values in Example 2.

Mathematical Model TEI-MASRI EFDC-MASRI SRIRMD-MASRI SRIRMD-STOR

NoS 1255262 93 55 100 90

XP −0.7854 −0.7854 1.5708 −0.7854 −0.7854

J −50.00 −50.00 0.0000 −50.00 −50.00

To intuitively demonstrate the sampling effect of the SRIRMD sampling strategy, the
distribution of sample points and the phase diagram of the optimal trajectory between y
and v are drawn in Figure 11. The left figure plots the distribution of all sample points
(initial sample points and new sample points), and the right figure displays the positions of
new samples, as well as a local zoomed-in view of the left figure near the optimal trajectory.
It can be found from Figure 11 that the new sample points in the SRIRMD sampling strategy
are all located in the vicinity of the state trajectory.

Figure 12 is the iteration processes of the trajectories of the state components x and
v in the SRIRMD-STOR method. As it can be observed in Figure 12, the trajectories of
different state components converge gradually with the iterations, and the trajectories of
the 12th and 13th iterations tend to coincide. Meanwhile, Figure 13 exhibits the control
curves obtained using the SRIRMD-based method.

Figure 14 records the convergence processes of the state component trajectory overlap
ratio and the state trajectory overlap ratio in the SRIRMD-STOR method. α1, α2, α3 and A
are the trajectory overlap ratios of the state components x, y, v, and state ξ, respectively. In
light of Figure 14, the state trajectory overlap ratio A converges to 1 with the convergences
of all αi, and αi ≥ A, which verifies Theorem 1 and Theorem 2.
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 y y

Figure 11. The phase diagrams of the optimal trajectory and distribution of the samples between
state variables y and v.

 

Figure 12. Trajectory iterative processes of state components x and v.

Figure 13. The solution of the control variable u.
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Number of Iterations

1

2

3
A

Figure 14. The convergence processes of A and all αi in the numerical example 2.

5. Engineering Examples

In this section, the SRIRMD-STOR method is applied to optimize the 3-DOF Manutec
r3 system and the horizontal axis wind turbine (HAWT) system. Different from the numeri-
cal examples, the derivative functions of the state equations are unknown in those dynamic
systems, since only the simulation models can be accessed. In addition to the methods
proposed in this work, other existing methods are also used to optimize the 3-DOF Manutec
r3 system and HAWT system.

5.1. The BDCDO of 3-DOF Manutec r3 System

The industrial robot Manutec r3 [33], as shown in Figure 15, has six links, and only
the three degrees of freedom associated with positioning are considered in this research,
simplifying the robotic system to a three degrees of freedom (DOF) dynamic system. The
goal of the 3-DOF robot co-design and optimization problem is to identify the optimal
solution in the design space and state space so that the robot can move from the initial
position to the specified position in the minimum time while satisfying the associated state
equation constraints, upper and lower bound constraints of plant parameters, and state and
control variables. The trajectory optimization formulation of the 3-DOF Manutec r3 system
is described as follows:

min
xp ,u(t)

J = t f

s.t.
.
ξ(t) = f(xp,ξ(t), u(t), t)
xp ∈ [xL, xU ]
ξ(t) ∈ [ξL,ξU ]
u(t) ∈ [uL, uU ]

(25)

where the plant design parameters xp are the lengths of link 1 and link 2 [L1, L2]. The
state variables ξ consists of the relative angles of rotation [α, β, γ] and the relative angu-
lar velocities [

.
α,

.
β,

.
γ] between the connecting links, and the control variables u includes

the standardized torque controls [u1, u2, u3]. The design intervals of the plant parame-
ters xp are L1 ∈ [0.4, 0.5] and L2 ∈ [0.9, 1.0]. The initial value and final value of ξ are
ξ(t0) = [−2,−2.5,−2, 0, 0, 0] and ξ(t f ) = [2, 2.5, 2, 0, 0, 0], and the upper and lower bounds
of ξ are ξU = [3, 3, 3, 5, 10, 15] and ξL = [−3,−3,−3,−5,−10,−15]. The control variables
are subject to interval constraints uU = [10, 10, 10] and uL = [−10,−10,−10]. To solve this
problem, the maximum number of iterations of the NLP solver is set to 20, and the solution
accuracy is set to 10−6. In the original dynamic model, the physical design parameters
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are xp = [0.4500, 0.9500], and the optimal solution yields the objective value as 0.9082. As
with the above example, in addition to the SRIRMD-STOR method, the TEI-MASRI and
EFDC-MASRI methods are also applied to optimize the 3-DOF Manutec r3 system. In the
SRIRMD-STOR method, the number of initial points is N0 = 25, and the maximum number
of new samples per iteration is ΔN = 20. It is notable that ε < 0.001 and ΔJ < 0.0001 in the
termination criterions of the TEI-MASRI and EFDC-MASRI methods.

 

Figure 15. Schematic diagram of a 3-DOF robot.

The optimal physical design parameters and optimal objective values by different
methods are presented in Table 5. It can be observed from Table 5 that the surrogate-
model-based approaches greatly reduce the number of valuations of the dynamic system
and save computational costs compared to the original dynamic-model-based approach.
Meanwhile, compared with the original physical design parameters, the optimal physical
design parameters obtained by the TEI-MASRI, EFDC-MASRI, SRIRMD-MASRI, and
SRIRMD-STOR methods shorten the working time to complete the specified task to a
certain extent and improve the efficiency and performance of the robot arm. Among those
surrogate model-based methods, the SRIRMD-STOR method obtains the best performance
metrics using less samples. Therefore, the BDCDO solving framework combined with
SRIRMD and STOR is a better alternative for the co-design and optimization problem of
the 3-DOF Manutec r3 system.

Table 5. The computational cost, optimal plant parameters, and optimal objective values in the 3-DOF
Manutec r3 system.

Dynamic Model TEI-MASRI EFDC-MASRI SRIRMD-MASRI SRIRMD-STOR

NoS 3422 215 256 228 203

[L1,L2] [0.4500, 0.9500] [0.4151, 1.0000] [0.4121, 0.9339] [0.4019, 0.9982] [0.4019,0.9982]

J 0.9082 0.9067 0.9064 0.9060 0.9060
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To graphically demonstrate the sampling outcome of the SRIRMD sampling strategy,
the distribution of sample points and the phase diagram of the optimal trajectory between
different state variables are shown in Figure 16. The black dots are the initial samples, the
black stars are the new samples obtained via SRIRMD, and the red solid lines are the state
trajectories optimized based on the surrogate models. As Figure 16 reveals, the new sample
points in the SRIRMD sampling strategy are all situated nearby the state trajectories.

  

  

Figure 16. The phase diagrams of the optimal trajectories and distribution of samples between
different state variables.

Figure 17 graphs the trajectory iteration processes for the state components α, β, γ,
.
α,

.
β,

and
.
γ in the SRIRMD-STOR method. As visible in Figure 17, the trajectories of the different

state components converge gradually as the iterations proceed, and the trajectories of the
17th and 18th iterations tend to coincide. Meanwhile, Figure 18 exhibits the control curves
obtained by the SRIRMD method.
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Figure 17. Trajectory iterative processes of the state components α, β, γ,
.
α,

.
β, and

.
γ.
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Figure 18. The solution of the control inputs u1, u2, u3.

Figure 19 records the convergence processes of the state component trajectory overlap
ratio and the state trajectory overlap ratio in the SRIRMD-STOR method, α1, α2, α3, α4, α5, α6,
and A are the trajectory overlap ratios of the state components α, β, γ,

.
α,

.
β,

.
γ, and state ξ,

respectively. According to Figure 19, the state trajectory overlap ratio A converges to 1 with
the convergences of all αi, and αi ≥ A, which verifies Theorem 1 and Theorem 2.
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4
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A

Figure 19. The convergence processes of A and all αi in the 3-DOF Manutec r3 system.

5.2. The BDCDO of the Horizontal Axis Wind Turbine (HAWT)

The design optimization problem of the HAWT system [4,15,20] is a complex co-design
BDOP involving structural parameters and control variables, which can be simulated and
estimated by the Advanced Wind Turbine program blade 27 (AWT27) in the Open FAST
project. As shown in Figure 20, the structural parameters xp in this paper mainly include
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the hub radius Rh, blade length Lb, and tower height Ht. The control variable u is the
generator torque Gt. The fore-aft tower-top displacement ξ1, the side-to-side tower-top
displacement ξ2, the fore-aft tower-top velocity v1, the side-to-side tower-top velocity v2,
and rotor speed ω are regard as the state variables ξ. The co-design formulation of the
HAWT system is expressed as follows:

min
xp ,u(t)

J = w1ms(xp) + w2
∫ t f

0 (λ(t)− λ∗(t))2dt

s.t.
.
ξ(t) = f (ξ(t), xp, u(t), t)
‖ ξ1(t)‖∞ − ξ1max ≤ 0
‖ξ2(t)‖∞ − ξ2max ≤ 0
P(Ve)− Pemin ≥ 0
xp ∈ [xL, xU ]

(26)

where ms(xp) is the mass of the wind turbine,
∫ t f

0 (λ(t)− λ∗(t))2dt is the sum of the
deviations of the wind blade tip tangential velocity ratio λ(t) and the optimal velocity
ratio λ∗(t) over a period of time, λ is the ratio of leaf tip tangential velocity ω · Lb to wind
speed v, λ∗ can be calculated by the power coefficient function, and w1 and w2 are the
weights of the two terms, respectively. Therefore, the optimization objective of the system
is to minimize the sum of the mass and the deviations of speed ratios. What is more, the
HAWT system needs to satisfy the structural deflection constraints and ‖ξ2(t)‖∞. When
the wind speed reaches the rated wind speed Ve, the system has to reach the minimum
rated power Pemin. Since the simulation of the HAWT system involves several disciplines,
the RHS function

.
ξ(t) = f (ξ(t), Xp, u(t), t) of the system is highly nonlinear, and AWT27

takes several seconds to execute a simulation valuation.

Figure 20. Schematic diagram of the HAWT.
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The co-design and optimization problem of HAWT is optimized based on the finite
difference technique without using the surrogate model, and the standard optimal ob-
jective 805.4801, hub radius Rh = 1.2000, blade length Lb = 13.7330, and tower height
Ht = 32.3944 are obtained. Qiao et al. [20] adopted the HS-MASRI, EFDC-MASRI, and
TEI-MASRI methods to solve this problem, while the SRIRMD method is used to build
the surrogate model of a derivative function in the HAWT system. In the SRIRMD-STOR
method, the number of initial points N0 = 100, and maximum number of new samples
per iteration ΔN = 10. The optimization outcomes of those different methods are listed
in Table 6. Obviously, the original system-based optimization solution method is costly
and necessitates extensive simulation evaluations of AWT27. In contrast, the surrogate
model-based optimization methods significantly reduce the number of running valuations
of AWT27 and decrease the computational costs. In these model-based optimization so-
lutions, the plant parameters converge to the standard solution [1.2000, 13.7330, 32.3944].
Due to the accuracy of the surrogate models, the objective values obtained by various
methods are different. Nevertheless, the errors with the standard solution are within the
allowed range. More importantly, it is clear that the SRIRMD-STOR method uses the least
number of samples in addressing the co-design problem of the HAWT system while it
has the higher solution accuracy, improving the solution efficiency and conserving the
computational resources.

Table 6. The computational cost, optimal plant parameters, and optimal objective values in the
HAWT system.

Original System HS-MASRI EFDC-MASRI TEI-MASRI SRIRMD-MASRI SRIRMD-STOR

NoS 546400 540 291 460 240 210

[Rh Lb Ht] [1.2000,13.7330,32.3944]

J 805.4801 806.0783 806.3677 807.1469 805.3558 805.3550

Absolute
Error 0 0.5982 0.8876 1.6668 0.1243 0.1251

The wind speed curve input to the HAWT system for a certain time period is displayed
in Figure 21. The evolution of the generator torque Gt, the fore-aft tower-top displacement
ξ1, the side-to-side tower-top displacement ξ2, and the rotor speed ω with this wind speed
curve are shown in Figure 22. As can be observed from the figure, in order to optimize the
HAWT system, the trend of the control and state variables obtained from the optimization
solution is highly consistent with the trend of the wind speed.

Figure 21. The input of wind speed.
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t t

t t

Figure 22. The trends of the state and control variables.

Figure 23 records the convergence processes of the state component trajectory overlap
ratio and the state trajectory overlap ratio in the SRIRMD-STOR method, and α1, α2, α3, α4, α5,
and A are the trajectory overlap ratios of the state components ξ1, ξ2, v1, v2, ω, and state ξ,
respectively. According to Figure 23, the state trajectory overlap ratio A converges to 1 with
the convergences of all αi in the 11th iteration. αi ≥ A, which verifies Theorems 1 and 2.
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Figure 23. The convergence processes of A and all αi in the HAWT system.

6. Conclusions

The BDCDO solving framework based on the surrogate models of the derivative func-
tions in the state equation is an effective approach to solve the black-box dynamic co-design
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and optimization problem. For efficient construction of the surrogate models for the right
hand-side functions of the state equation, a novel adaptive sequential sampling strategy,
called SRIRMD, was proposed in this work. This strategy refines the surrogate models
by selecting suitable sample points from the trajectory discrete points. At the same time,
to quantify the convergence and intuitively reflect the convergence trend of the solution
during the solving process, a new termination criterion, called the state trajectory overlap
ratio (STOR), was also introduced. Finally, the BDCDO solving framework combined with
SRIRMD and STOR was utilized to address two numerical optimization problems and
two engineering co-design and optimization problems. The numerical examples indicate
that the SRIRMD sampling strategy proposed in this work was superior to the existing
sampling strategies with respect to both the solution accuracy and robustness. The 3-DOF
robot co-design and optimization problem and the horizontal axis wind turbine co-design
and optimization problem revealed that the BDCDO solving framework combined with
SRIRMD and STOR is a feasible and efficient tool to optimize the black-box dynamic sys-
tems. In summary, the proposed sampling strategy and the termination criterion in this
research not only improve the efficiency of the BDCDO solving framework but also save
the computational budget.
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Abstract: The current work investigated the mass and heat transfer of the MHD hybrid nanofluid
flow subject to the impact of activation energy and cluster interfacial nanolayer. The heat transport
processes related to the interfacial nanolayer between nanoparticles and base fluids enhanced the
base fluid’s thermal conductivity. The tiny particles of Fe3O4 and PPy were considered due to
the extraordinary thermal conductivity which is of remarkable significance in nanotechnology,
electronic devices, and modern shaped heat exchangers. Using the similarity approach, the governing
higher-order nonlinear coupled partial differential equation was reduced to a system of ordinary
differential equations (ODEs). Fe3O4–PPy hybrid nanoparticles have a considerable influence on
thermal performance, and when compared to non-interfacial nanolayer thermal conductivity, the
interfacial nanolayer thermal conductivity model produced substantial findings. The increase in
nanolayer thickness from level 1 to level 5 had a significant influence on thermal performance
improvement. Further, the heat and mass transfer rate was enhanced with higher input values of
interfacial nanolayer thickness.

Keywords: hybrid nanofluid; heat and mass transfer flow; MHD; Fe3O4–PPy hybrid nanoparticles;
interfacial nanolayer; activation energy

MSC: 00-01; 99-00

1. Introduction

The activation energy is concomitant with chemical reaction and has a noteworthy
role in heat and mass transfer, free convective boundary layer flows in the fields of oil
container engineering and geothermal reservoirs. The exploration of thermal transportation
in fluid flows is an attractive topic for researchers due to its wide applications. Moreover,
thermal stability and instability are in high demand in the current era. Buongiorno et al. [1]
proposed the relationship in nanofluids by incorporating Brownian diffusion and ther-
mophoresis. Gurel [2] investigated the melting heat transport of phase change materials
subject to the melting boundary condition. The finite volume approach was used to obtain
numerical solutions. Dhlamini et al. [3] studied the binary chemical reactions in the mixed
convective flow of nanofluids with activation energy. The effects of bioconvection, changing
thermal conductivity, and activation energy past an extended sheet were investigated by
Chu et al. [4]. Water was regarded as a conventional fluid by Wakif et al. [5] and in this
investigation the dynamics of radiative-reactive Walters-b fluid due to mixed convection
conveying gyrotactic microorganisms, tiny particles experience haphazard motion, thermo-
migration, and Lorentz force. To further explore the precise point of hybrid nanofluid
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flow, the impact of the magnetic field, heat radiation, and activation energy with a binary
chemical reaction was introduced. Sreenivasulu et al. [6] investigated the influence of
activation energy on the hybrid nanofluid flow via a flat plate with viscous dissipation and
a magnetic field. Ramesh et al. [7] investigated the influence of thermal performance on
the usual heat source/sink effect. Chemical reaction and activation energy effects are ac-
counted for in the mass equation. Wasif et al. [8] prepared to extend cavity construction for
a broader variety of purposes, beginning with the determination of cavity shape owing to
the increase in heat transmission inside that selected cavity for diverse boundary conditions.
Kumar et al. [9] investigated the flow of a tangent hyperbolic fluid through a transferring
stretched surface. Nonlinear radiation was used to offer warm shipping properties. Activa-
tion energy indicated different elements of mass transfer. As a result of an unstable flow
over a stretched surface in an incompressible rotating viscous fluid with the appearance
of a binary chemical reaction and Arrhenius activation energy, Awad et al. [10] theorized
that the spectral relaxation method (SRM) could be employed to evaluate the linked highly
nonlinear problem of partial differential equations. Rekha et al. [11] explored the influence
of a heat source/sink on nanofluid flow through a cone, wedge, and plate while utilizing a
dispersion of aluminum alloys (AA7072 and AA7075) as a base nanoparticles fluid water.
The activation energy and porous material are also taken into account in the simulation.

Fe3O4–PPy core–shell nanoparticles were created using polymer polypyrrole (PPy), which
could be used for cancer combination therapy that is image-guided and controlled remotely
after being functionalized with polyethylene glycol. The Fe3O4 core, which breaks down slowly
in physiological conditions, is used in this system as a magnetically controlled device for cure
administration as well as a magnet. Magnetic iron oxide nanoclusters were coated for a light-
absorbing near-infrared resonance imaging comparison to create a multifunctional nanocomposite.
Due to their remarkable function in separation technology, Fe3O4 NPs have been garnering a
lot of attention. In addition to having exceptional catalytic and good magnetic characteristics,
the nanocomposite developed using the straightforward and easily produced Fe3O4 NPs also
exhibits good dispensability and biocompatibility [12,13]. Suri et al. [14] studied iron oxide–PPy
nanocomposites as gas and moisture sensors. Sun et al. [15] reported nanoparticles of Fe3O4–PANI
with a very thin PANI covering of the core–shell with badly improved microwave absorption
properties. Zhao et al. [16] described a method for making Fe3O4/PPy nanocomposites.

Combined mass and heat transfer flows associated with chemical reactions play a
crucial function in a wide range of applications, such as transport phenomena, cooling, and
heating processes in electronics, binary diffusion systems, absorption reactors, polymer
processing, solar energy systems, and the plastics industry. Salmi et al. [17] presented the
similarity analysis through the finite element method (FEM) to investigate the non-Fourier
behavior of the heat and mass transfer. Roy et al. [18] introduced a binary chemical reaction
with an activation energy effect on the heat and mass transfer of a hybrid nanofluid flow
over a permeable stretching surface. Oke et al. [19] presented the combined heat and mass
transfer effects in the presence of magnetohydrodynamic ternary ethylene glycol-based
hybrid nanofluids over a rotating three-dimensional surface with the impact of suction
velocity. The unstable MHD convective flow with the heat and mass transfer characteristics
for a noncompressible gelatinous electrical system was studied by Babu et al. [20]. The
effects of the magnetic field on fluid flow and heat transfer rate have been documented
in numerous earlier investigations [21–25]. Sreedevi et al. [26] examined heat and mass
transport through a nanofluid. Salmi et al. [27] presented a unique analysis of the com-
bined effects of Hall and ion slip currents, the Darcy–Forchheimer porous medium, and
nonuniform magnetic field under the suspension of hybrid nanoparticles with heat and
mass transfer aspects. Santhi et al. [28] discussed the unsteady magnetohydrodynamics
heat and mass transfer analysis of a hybrid nanofluid flow over a stretching surface with
chemical reaction, suction, and slip effects. Raja et al. [29] presented a novel idea of a radia-
tive heat and mass flux 3D hybrid nanofluid, RHF. A Bayesian regularization technique
based on backpropagated neural networks (BRT-BNNs) was employed to estimate the
solution of the proposed model. Shah et al. [30] investigated the Numerical simulation
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of a thermally enhanced EMHD flow of a heterogeneous micropolar mixture compris-
ing (60%)-ethylene glycol (EG), (40%)-water (W), and copper oxide nanomaterials (CuO).
Bidyasagar et al. [31] analyzed the unsteady laminar flow with heat and mass transfer of an
incompressible and hydromagnetic Cu–Al2O3/H2O hybrid nanofluid near a nonlinearly
permeable stretching sheet in the presence of nonlinear thermal radiation, viscous–ohmic
dissipation, and velocity slip. Further, the impacts of heat generation and absorption, chem-
ical reactions, convective heat, and mass conditions at the boundary were also considered
by Farooq et al. [32]. Oke [33] investigated the flow of gold water nanofluids across the
revolving upper horizontal surface of a paraboloid of revolution. The development of
nanofluids has been groundbreaking in terms of improving fluid thermal and electrical
conductivity. A real convective magnetohydrodynamic flow of a Cu–engine oil nanofluid
along a vertical plate that has been convectively heated was taken into consideration by
Kigio et al. [34].

Cluster interfacial nanolayer is a term that refers to a vast variety of extended quasi-
two-dimensional nanoobjects that have unique physical and chemical properties, ranging
from liposomes and cell membranes to graphene and layered double hydroxide flakes.
Tso et al. [35] examined the effects of the interfacial nanolayer on the efficient thermal
conductivity of nanofluids. The suggested model gives an equation to predict the nanolayer
thickness for various kinds of nanofluids. On the other hand, in the mathematical model
of Murshed et al. [36], a similar issue arises. They picked a ratio of nanolayer thermal
conductivity to base fluid thermal conductivity of 1.1–2.5. Acharya et al. [37] examined
the hydrothermal variations of radiative nanofluid flow by the influence of nanoparticle
diameter and nanolayer. Zhao et al. [38] examined molecular dynamics simulation to
investigate the effect of the interfacial nanolayer structure on enhancing the viscosity and
thermal conductivity of nanofluids.

Having studied the abovementioned literature, to the best of our knowledge, no study
has been conducted on the estimation of heat and mass transfer for hybrid nanofluids
flowing across orthogonal porous discs subject to the effects of MHD, activation energy,
and cluster interfacial nanolayers on the thermal conductivity model for hybrid nanofluid
flows. Motivated by the abovementioned literature’s wide scope of hybrid nanoparticles
and cluster interfacial nanolayers, we considered studying the present elaborate problem.
To enhance the nanoparticles stability, we also considered the activation energy. Using
suitable similarity transformation quantities, the governing PDEs were transformed into
dimensionless ODEs. To solve the system of ODEs, the Runge–Kutta shooting technique
was used to draw numerical and graphical results.

2. Formulation of Governing Equations

The momentum, energy, and concentration equations of the incompressible flow for
the two-dimensional velocity field U = [u(x, y, t), v(x, y, t)] of the single-phase model in
the presence of chemical reactions, heat source, and activation energy were formulated.
In this problem, we assumed a viscous, laminar, incompressible, time-dependent, two-
dimensional flow of a hybrid nanofluid containing Fe3O4 − PPy/H2O through a permeable
channel of breadth 2a(t). The induced magnetic field was ignored based on the presumption
of a low Reynolds number. Further, the thermophysical properties of the base fluid, the
single and hybrid nanofluids are expressed in Tables 1 and 2. Both walls of the channel
were absorbent and could move above and below with a time-dependent rate (a′(t)). Using
these assumptions, the fluid flow-governing equations for conservation of mass, linear
momentums, energy, and concentration in vector form are as follows:

(∇.U = 0), (1)

ρhn f
DU
Dt

+∇p −∇.τ = A × R (2)

(
ρcp

)
hn f

(
DT
Dt

)
+∇.qc = βk2

r

(
T
T2

)n
× exp

(−Ea

k∗T

)
(c − c2) (3)
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DC
Dt

− D∇2.C = −k2
r

(
T
T2

)n
× exp

(−Ea

k∗T

)
(c − c2) (4)

where D
Dt =

∂
∂t + U.∇, ρ denotes density, t represents time, τ shows the extra shear stress

of the fluid, p is pressure, T stands for temperature, C represents concentration, D stands

for the diffusion coefficient, A × R =
σeB2

0
ρhn f

U signifies magnetic hydrodynamics, Ea denotes

activation energy, k∗ represents the Boltzmann constant, k2
r is the chemical reaction constant,

and cp is the specific heat capacity. The heat flux (qc) was defined by Fourier’s law of
conduction, qc = −khn f∇T, and khn f is the thermal conductivity of a hybrid nanofluid.
T1 denotes the temperature of the lower channel wall and T2 denotes the temperature
of the upper channel wall shown in Figure 1. According to assumptions, the governing
Equations (1)–(4) are written as [39]:

∂u
∂x

+
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= 0 (5)
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+

1(
ρcp

)
hn f

(
βk2

r

(
T
T2

)n
∗ exp

(−Ea

k∗T

)
(c − c2)

)
(8)

∂C
∂t

+ u
∂C
∂x

+ v
∂C
∂y

= D
(

∂2C
∂y2

)
− k2

r

(
T
T2

)n
∗ exp

(−Ea

k∗T

)
(c − c2) (9)

where ρhn f denotes the density of the hybrid nanofluid and σe represents electrical con-
ductivity. The physical model was used in the Cartesian coordinate system (x, y), and the
u and v components of velocity were plotted on the x- and y-axes, respectively. B0 is the
magnetic field strength, αhn f is the coefficient of thermal diffusivity of the hybrid nanofluid,
νhn f is the kinematic viscosity of the hybrid nanofluid, T1, C1 and T2, C2 represent the
temperature and concentration of the lower and upper plates with T1 > T2 and C1 > C2.
The mathematical expression for the kinematic viscosity of the hybrid nanofluid and the
thermal diffusivity of the hybrid nanofluid are given below:

vhn f =
μhn f

ρhn f
, αhn f =

khn f(
ρcp

)
hn f

(10)

where
(
ρcp

)
hn f is the hybrid nanofluid’s specific capacitance and khn f is the hybrid nanofluid’s

thermal conductivity. The heat variations inside the fluid flow are minimal, so function Tn

may be represented linearly. By excluding higher-order components, Tn may be enlarged
using Taylor’s series concerning temperature T2, giving the following approximation:

Tn = (1 − n)Tn
2 + nTn−1

2 T
(

T
T2

)n
= (1 − n) + n

T
T2

(11)
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Figure 1. Physical model.

The boundary conditions of the present problem are as follows:

y = −a(t) , u = 0 , v = −A1a′(t), T = T1 , C = C1
y = a(t), u = 0 , v = A1a′(t), T = T2 , C = C2.

(12)

The time t derivative is represented by the dash, and A is the wall permeability factor.
The suitable similarity transformations are as follows:

η =
y
a

, u = − xυ f

a2 Fη(η, t), v =
υ f

a
F(η, t), θ =

T − T2

T1 − T2
, χ =

C − C2

C1 − C2
(13)

In view of Equation (13), the continuity Equation (5) is satisfied, and Equations (6)–(9)
can be written as follows:

vhn f

v f
Fηηηη+α

(
3Fηη + ηFηηη

)
+ Fη Fηη − α2

v f
Fηηt − FFηηη −

ρ f

ρhn f
MFηη = 0, (14)

θηη +
k f

khn f
Pr((1 − ϕ1 − ϕ2) + ϕ1

(ρcp)ρ1
(ρcp)hn f

+ ϕ2
(ρcp)ρ2
(ρcp)ρhn f

)(ηα − F)θη − a2

αhn f
θt +

k f
khn f

((1 − (ϕ1 + ϕ2))

+(ϕ1)(
ρcps1
ρcpb f

) + (ϕ2)(
ρcps2
ρcpb f s ))(1 + (n ∗ γ)θ[η])(1 − E + (E ∗ γ)θ[η])χ[η] = 0

(15)

χηη + Sc(ηα − F)χη − a2

D
χt + (Sc ∗ σ)(1 + (n ∗ γ)θ[η])(1 − E + (E ∗ γ)θ[η])χ[η] = 0 (16)

Boundary conditions Equation (12):

F = −Re f , , , Fη = 0, θ = 1, and χ = 1, at η = −1,
F = Re f , , Fη = 0, θ = 0, and χ = 0, at η = 1.

(17)

The Prandtl number is equal to Pr =
(μcp) f

k f
, α= aa′(t)

υ f
is the wall expansion ratio,

Re = Aaa′(t)
υ f

is the permeability Reynolds number, γ = T1−T2
T2

is the temperature difference

parameter, σ = k2
r (1−γ)

a is the dimensionless reaction rate, M =
σeB2

0 a2

μ f
is the magnetic

parameter, E = Ea
k∗T is the dimensional activation energy parameter, Sc =

υ f
D is the Schmidt

number. Finally, we set F = f Re and considered the case following Majdalani et al. [40],
where α is a constant, f = f (η), θ = θ(η), and X(η), which leads to θt = 0, Xt = 0, and
fηηt = 0; thus, we obtained the following equation:

G1 fηηηη + fηηη(αη − Re f ) + fηη

(
3α + Re fη

)− G2MRe fηη = 0 (18)
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θηη + G3G4(Pr)((αη − Re f ) θη +
k f

khn f
(Pr ∗ σ ∗ λ)((1 + (γ ∗ n)θ[η])(1 − E + (γ ∗ E)θ[η])χ[η] = 0 (19)

χηη + Sc(ηα − Re f )χη + (Sc∗σ)(1 + (γ ∗ n)θ[η])(1 − E + (γ ∗ E)θ[η])χ[η] = 0 (20)

and
f = −1 , fη = 0, θ = 1, and χ = 1, at η = −1
f = 1, fη = 0, θ = 0, and χ = 0, at η = 1

(21)

where G1 =

⎛⎝ 1

(1−(ϕ1+ϕ2))
2.5
(
(1−(ϕ1+ϕ2))+(ϕ1)

(
ρs1
ρb f

)
+(ϕ2)

(
ρs2
ρb f

))
⎞⎠, G2 =⎛⎝ 1(

(1−ϕ1−ϕ2)+ϕ1

(
ρs1
ρb f

)
+ϕ2

(
ρs2
ρb f

))
⎞⎠, G3 =

(
(1 − (ϕ1 + ϕ2)) + (ϕ1)

(
ρcps1
ρcpb f

)
+ (ϕ2)

(
ρcps2
ρcpb f

))
,

G4 =
( khn f

kmb f

kmb f
k f

)−1
.

Table 1. Thermophysical features of a hybrid nanofluid and NPs [41].

Physical Properties H2O Fe3O4 PPy

ρ
(
kg m−3) 997.0 5180 1.32

Cp(J
(
kg)−1K−1) 4180 670 800

K
(
Wm−1k−1) 0.6071 9.7 0.24

Table 2. Thermophysical properties of a hybrid nanofluid proposed in [42,43].

For a Nanofluid For a Hybrid Nanofluid

ρn f = (1 − ϕ)ρ f + ϕρp(
ρCp

)
n f = (1 − ϕ)

(
ρCp

)
f + ϕ

(
ρCp

)
p

μn f =
μ f

(1−ϕ)2.5 ,

kn f =
ks+(N−1)k f −(N−1)ϕ(kb f −ks1)

ks+(N−1)k f +ϕ(k f −ks)
k f

kn f
kb f = (kp1−knlr)ϕs1knlr(λ2

2−λ2
1+1)+(kp1+knlr)λ2

2(ϕs1λ2
1(knlr−k f )+k f )

(λ2
2(kp1+knlr)−(kp1−knlr)ϕs1(λ2

2+λ2
1−1))k f

ρhn f = ϕ1ρs1 + ϕ2ρs2− (1 − ϕ1 − ϕ2)ρb f
ρcphn f =

ϕ1(ρCp)
(
ρcp

)
s1 + ϕ2(ρCp)

(
ρcp

)
s2 + (1 –ϕ1 – ϕ2)

(
ρcp

)
b f

μhn f =
μb f

(1−ϕ1−ϕ2)
2.5

khn f =
ks2+(N−1)kmb f −(N−1)ϕs2(kmb f −ks2)

ks2+(N−1)kmb f +ϕs2(kmb f −ks2)
kmb f

where kmb f =
ks1+(N−1)kb f −(N−1)ϕs1(kb f −ks1)

ks1+(N−1)kb f +ϕs1(kb f −ks1)
k f

khn f l
kmb f

= (kp2−knlr)ϕs2knlr(λ2
2−λ2

1+1)+(kp2+knlr)λ2
2(ϕs2λ2

1(knlr−kb f )+kb f )
(λ2

2(kp2+knlr)−(kp2−knlr)ϕs2(λ2
2+λ2

1−1))kb f

kmb f
k f=

(kp1−knlr)ϕp1knlr(λ2
2−λ2

1+1)+(kp1+knlr)λ2
2(ϕp1λ2

1(knlr−k f )+k f )
(λ2

2(kp1+knlr)−(kp1−knlr)ϕp1(λ2
2+λ2

1−1))k f

Variables ϕs1 and ϕs2 show volume fraction from the first and second NPs, ρ f is the
base fluid density, ρs1 and ρs2 are the density of the first and second solid NPs,

(
ρCp

)
s1

and
(
ρCp

)
s2 is the thermal capacitance of the first and second solid NPs, the thermal

capacitance for the base fluid is represented as
(
ρCp

)
f , khn f l is the effective nanolayer

thermal conductivity of the hybrid nanofluid, k f and kb f represent thermal conductivity
of the base fluid, λ1 = 1 + h

r , λ2 = 1 + h
2r , h is the nanolayer thickness, r is the radius of

the particle, ks1 and ks2 are the thermal conductivities of solid nanoparticles, and knlr is the
thermal conductivity nanolayer.

3. Numerical Procedure

For the determination of the existing flow model, we used the RK shooting technique.
The following substitution was required to begin the process:

42



Mathematics 2022, 10, 3277

w1= f [η], w2= f ′[η], w3= f ′′ [η], w4= f ′′′ [η], w5= θ[η], w6 = θ′[η],w7 = χ[η], w8 = χ′[η] (22)

First, in Equations (18)–(20), the model was changed in the following pattern:

f ′′′′ [η]=
1

G1

(
(Re f [η]− αη) f ′′′ [η]− (

3α + Re f ′[η]
)

f ′′ [η] + G2M f ′′ [η]
)

(23)

θ′′ [η] = −(G3G4(Pr
(
αη − Re f [η])θ′[η] + (Pr ∗ σ ∗ λ)G4((1 + (γ ∗ n)θ[η])(1 − E + (γ ∗ E)θ[η])χ[η]

)
(24)

χ′′ [η] = −(Sc(ηα − Re f )χ′ + (Sc ∗ σ)(1 + (n ∗ γ)θ[η])(1 − E + (E ∗ γ)θ[η])χ[η]
)

(25)

The following system was obtained by using the substitution contained in Equation (22):⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

w′
1

w′
2

w′
3

w′
4

w′
5

w′
6

w′
7

w′
8

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

w2
w3
w4

1
G1
((Rew1 − αη)w4 − (3α + Rew2)w3 + G2Mw3)

w6
−(G3G4(Pr(αη − Rew1)w6 ++(Pr ∗ σ ∗ λ)G4((1 + (γ ∗ n)w5)(1 − E + (γ ∗ E)w5)w7 )

w7
−(Sc(ηα − Rew1)w8 + (Sc ∗ σ)(1 + (n ∗ γ)w5)(1 − E + (E ∗ γ)w5)w7)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(26)

Consequently, the initial condition was as follows:⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

w′
1

w′
2

w′
3

w′
4

w′
5

w′
6

w′
7

w′
8

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−1
0
1
0
1
0
1
0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(27)

The above system was solved using mathematics and a suitable initial condition. Here,
the accurate Runge–Kutta shooting technique was taken into consideration. The required
dimensionless ODEs can easily be tackled with this method. We obtain the initial condition by
using the shooting technique in such a way that boundary conditions are satisfied and achieve
the desired level of accuracy.

4. Results and Discussion

This section explains the impact of flow on suction/injection permeable Reynolds number
Re, contraction/expansion ratio parameter α, volume friction parameters ϕs1 and ϕs2, magnetic
parameter M, nanolayer thickness parameter h, Schmidt number Sc, exothermic/endothermic
parameter λ, and dimensionless parameter n on the velocity, temperature, and concentration
profiles (Figures 2–6). Figure 2 was plotted to show the effect of M on velocity profile f ′. It
is shown that with a rising magnetic parameter velocity, the f ′ component decreased. This is
because by enhancing the magnetic value, Lorentz forces are produced, decreasing the axial
momentum of fluid particles. We can conclude from this argument that transverse application
of the magnetic field normalizes fluid velocity. The effect of E on the mass concentration
profile is shown in Figure 3. It is noticed that the mass concentration profile decreased as the
augmented value of the dimensionless activation energy parameter increased. The influence
of nanolayer thickness on temperature is investigated and recorded in Figure 4. It is observed
that the temperature decreased at the lower plate and increased at the upper plate when the
value of the nanolayer thickness parameter was increased. Figure 5 depicts the influence of
the volume fraction parameter on the temperature profile. It can be seen that the enhancement
in volume fraction reduced the temperature in the interval −1 < η < 0 and increased in the
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interval 0 < η < 1. Figure 6 shows a comparison graph of effective thermal conductivity and
noneffective thermal conductivity, increase in the values of volume fraction ϕs1 and ϕs2; the
effective thermal conductivity of hybrid nanofluids has a high heat transfer rate as compared to
the non-effusive thermal conductivity of nanofluids. The reason is that noneffective thermal
conductivity does not include the influence of the radius of particles and nanolayer thickness.
Table 3 represents the variation in shear stress ( f ′′ (−1)). Physically, shear stress ( f ′′ (−1))
develops on the boundary of any real fluid flowing over a solid, along with liquids. According
to the no-slip requirement, the float velocity has to be identical to the fluid velocity at a few
stops from the boundary, even though the float velocity on the boundary has to be zero. The
boundary layer is the location that lies between those spots. The shear pressure is inversely
correlated with the fluid’s stress rate for all Newtonian fluids in laminar float, with viscosity
serving as the proportionality constant. At the bottom plate, the heat transfer rate (θ′(−1))
and the mass transfer rate (X′(−1)) for the suction and injection instances were calculated.
The flow of thermal energy between physical systems is known as heat transfer (θ′(−1)). The
rate of heat transfer (θ′(−1)) is determined by the temperatures of the systems and the quality
of the intervening medium. The mass transfer (X′(−1)) is a physical event that involves the
observation of the net movement of generic particles from one point to another. For suction,
Re is less than zero. Suction occurs when inertia is smaller than viscosity. It was noticed that
as the value of the expansion/contraction ratio parameter moved from negative to positive,
it decreased the shear stress, heat, and mass transfer rate. The enhancement in the heat and
mass transfer rates was noticed when the activation energy parameter was increased. It was
observed that the heat transfer rate increased with the augmented values of nanolayer thickness.
The Prandtl number and nanolayer thickness were opposite to the Nusselt number. The reason
is that the Prandtl number is the product of diffusive momentum and the inverse of thermal
diffusivity. Increasing the Prandtl number, diffusivity increases together with momentum, while
the coefficient of heat flux decreases. The heat transfer rate decreases due to an increase in
exothermic and endothermic parameters. It was observed that the mass transfer rate decreased
with the augmented values of n. For injection Re > 0 cases, injection occurred when inertia was
greater than viscosity. It was observed that the effect of nanolayer thickness h and the Prandtl
number had opposite impacts in both suction and injection cases on the heat transfer rate and
α, E, λ, ϕs1, ϕs2, and n had the same impact in both suction and injection cases on shear stress
( f ′′ (−1)), (θ′(−1)) and mass transfer rate (X′(−1)).

Figure 2. Effect of the magnetic parameter on velocity f ′.
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Figure 3. Effect of activation energy on mass concentration.

Figure 4. Effect of nanolayer thickness on the temperature profile.
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Figure 5. Effect of volume fraction on temperature.

 

Figure 6. Effect of thermal conductivity and effective thermal conductivity.
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Table 3. Variation in shear stress, heat, and mass transfer rate for suction and injection cases at the
lower plate.

α E h Pr λ n ϕp1 ϕp2

f”(−1) for
the

Suction
Case

θ’(−1) for
the

Suction
Case

X’(−1)
for the
Suction

Case

f”(−1) for
the

Injection
Case

θ’(−1) for
the

Injection
Case

X’(−1)
for the

Injection
Case

−1.5 0.01 0.01 4.21559 1.80925 0.84674 4.87378 4.40691 1.52166

−1 3.77813 0.94617 0.62276 4.40357 3.20740 1.20431

0 2.94105 0.16084 0.31088 3.49395 1.18698 0.69946

1 2.16279 0.01814 0.14104 2.63460 0.24412 0.36152

1.5 1.79889 0.00558 0.09193 2.22761 0.09233 0.25207

0.2 2.54393 0.05592 0.21175 3.05725 0.57754 0.50711

1 2.54393 0.56180 0.22352 3.05725 0.57851 0.55284

1.8 2.54393 0.05643 0.23519 3.05725 0.57945 0.54940

2.6 2.54393 0.05667 0.24678 3.05725 0.58037 0.57001

3.4 2.54393 0.05693 0.25827 3.05726 0.58128 0.59025

1 2.54393 0.05593 0.21175 3.05725 0.57754 0.50711

2 2.54393 0.09414 0.21175 3.05725 0.56028 0.50711

3 2.54393 0.15128 0.21775 3.05725 0.54416 0.50711

4 2.54393 0.21969 0.21175 3.05725 0.53125 0.50711

5 2.54393 0.28211 0.21175 3.05725 0.52190 0.50711

4.5 2.54393 0.1072 0.21176 3.05725 0.55586 0.50716

5.2 2.54393 0.08231 0.21176 3.0572 0.56589 0.50711

5.5 2.54393 0.07337 0.21175 3.05725 0.56846 0.50711

6.1 254393 0.05593 0.21175 305725 0.57754 0.50711

6.2 2.54393 0.05252 0.21175 3.05725 0.57754 0.50711

1.2 2.54393 0.05252 0.21175 3.05725 0.56490 0.50711

1.3 2.54393 0.05138 0.21175 3.05725 0.56489 0.50711

1.7 2.54393 0.05138 0.21175 3.05725 0.56068 0.50711

1.9 2.54393 0.05082 0.21175 3.0575 0.55857 0.50711

2.1 2.54393 0.05025 0.21175 3.05725 0.55646 0.50711

0.2 2.54393 0.05593 0.21175 3.05725 0.57754 0.50711

0.3 2.54393 0.05593 0.21161 3.05725 0.57754 0.50694

0.4 2.54393 0.05592 0.21152 3.05725 0.57757 0.50676

0.5 2.54393 0.05592 0.21175 3.05725 0.57752 0.50659

0.6 2.54393 0.05592 0.21175 3.05725 0.57751 0.50643

0.02 2.05612 0.05014 0.23003 3.14578 0.08917 0.28112

0.03 1.87661 0.04852 0.22816 2.89971 0.08710 0.25715

0.04 1.73051 0.04646 0.22648 2.65364 0.08571 0.23846

0.05 1.55101 0.04462 0.22419 1.30494 0.08325 0.21019

0.02 1.99860 0.04822 0.22941 2.87560 0.10870 0.25989

0.03 1.93061 0.04445 0.22871 2.62953 0.09875 0.24845

0.04 1.88152 0.03947 0.22821 2.38082 0.09650 0.23587

0.05 1.81351 0.03442 0.22751 1.88343 0.09430 0.22761

47



Mathematics 2022, 10, 3277

5. Conclusions

The impact of the nanolayer on the thermal conductivity of the hybrid nanofluid flow
via porous surfaces is presented in this paper. In terms of shear stress, heat transfer rate,
and mass transfer rate, numerical and graphical results were achieved.

• Effective nanolayer thermal conductivity indicates better results as compared to non-
effective nanolayer thermal conductivity.

• Interfacial nanolayer thickness has a significant effect on the effective thermal conduc-
tivity and heat transfer rate of hybrid nanofluids.

• The heat and mass transfer rate increases with the increment in values of the interfacial
nanolayer thickness and the activation energy parameter but decreases with the
increase in values of particles α, Pr, and λ for the suction case.

• Shear stress is reduced with the increase in volume fraction ϕp1, ϕp2 and the value of
α for both cases of suction/injection.

• Mass transfer rate increase with the increment in values of the activation energy parameter.
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Nomenclature

B0 Uniform magnetic field
Cp Specific heat capacity
C Fluid concentration
T2 Upper plate temperature
T1 Lower plate temperature
C2 Upper plate concentration
C1 Lower plate concentration
K Dimensionless parameter
M Magnetic parameter
Pr Prandtl number
Re Reynolds number
D Diffusion coefficient
Cp Specific heat capacity
Kr Chemical reaction rate constant
E Activation energy
σ Dimensionless reaction rate
h Nanolayer parameter
γ Temperature difference parameter
β Exothermic/endothermic coefficient
ρhn f Density for the hybrid nanofluid
Kb f Thermal conductivity for the base fluid
NPs Nanoparticles
f ′′ (η) Shear stress
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χ′(η) Mass transfer
μb f Viscosity for the base fluid
νhn f Kinematic viscosity for the hybrid nanofluid
α Dimensionless constant
Fη Dimensionless radial velocity profile
θη Dimensionless temperature profile
σ Thermal conductivity
V Kinematic viscosity
μ Dynamic viscosity
ρ Density (kg/m3)
ρcp Specific heat capacity
T Temperature (K)
Sc Schmidt number(
ρcp

)
hn f Specific heat capacity for the hybrid nanofluid

Khn f Thermal conductivity for the hybrid nanofluid
p Pressure
μhn f Viscosity for the HNF

References

1. Buongiorno, J.; Venerus, D.C.; Prabhat, N.; McKrell, T.J.; Townsend, J.; Christianson, R.J.; Tolmachev, Y.V.; Keblinski, P.; Hu, L.-W.;
Alvarado, J.L.; et al. A benchmark study on the thermal conductivity of nanofluids. J. Appl. Phys. 2009, 106, 094312. [CrossRef]

2. GÜREL, B. A numerical investigation of the melting heat transfer characteristics of phase change materials in different plate heat
exchanger (latent heat thermal energy storage) systems. Int. J. Heat Mass Transf. 2020, 148, 119117. [CrossRef]

3. Dhlamini, M.; Kameswaran, P.K.; Sibanda, P.; Motsa, S.; Mondal, H. Activation energy and binary chemical reaction effects in
mixed convective nanofluid flow with convective boundary conditions. J. Comput. Des. Eng. 2018, 6, 149–158. [CrossRef]

4. Zhu, C.; Zhu, W.; Xu, L.; Zhou, X. A label-free electrochemical aptasensor based on magnetic biocomposites with Pb2+-dependent
DNAzyme for the detection of thrombin. Anal. Chim. Acta 2018, 1047, 21–27. [CrossRef] [PubMed]

5. Wakif, A.; Animasaun, I.L.; Khan, U.; Shah, N.A.; Thumma, T. Dynamics of radiative-reactive Walters-b fluid due to mixed
convection conveying gyrotactic microorganisms, tiny particles experience haphazard motion, thermo-migration, and Lorentz
force Phys. Scripta 2021, 96, 125239. [CrossRef]

6. Sreenivasulu, M.; Vijaya, R.B. Influence of Activation Energy on the Hybrid Nanofluid Flow over a Flat Plate with Quadratic
Thermal Radiation: An Irreversibility Analysis. Int. J. Ambient. Energy 2022, 1–29. [CrossRef]

7. Ramesh, G.; Madhukesh, J. Activation energy process in hybrid CNTs and induced magnetic slip flow with heat source/sink.
Chin. J. Phys. 2021, 73, 375–390. [CrossRef]

8. Wasif, M.; Mishal, K.A.; Haque, M.R.; Haque, M.M.; Rahman, F. Investigation of fluid flow and heat transfer for an optimized lid
driven cavity shape under the condition of inclined magnetic field. Energy Eng. 2021, 1, 47–57.

9. Kumar, K.G.; Baslem, A.; Prasannakumara, B.C.; Majdoubi, J.; Rahimi-Gorji, M.; Nadeem, S. Significance of Arrhenius activation
energy in flow and heat transfer of tangent hyperbolic fluid with zero mass flux condition. Microsyst. Technol. 2020, 26, 2517–2526.
[CrossRef]

10. Awad, F.G.; Motsa, S.; Khumalo, M. Heat and Mass Transfer in Unsteady Rotating Fluid Flow with Binary Chemical Reaction and
Activation Energy. PLoS ONE 2014, 9, e107622. [CrossRef]

11. Rekha, M.B.; Sarris, I.E.; Madhukesh, J.K.; Raghunatha, K.R.; Prasannakumara, B.C. Activation energy impact on flow of
AA7072-AA7075/Water-Based hybrid nanofluid through a cone, wedge and plate. Micromachines 2022, 13, 302. [CrossRef]
[PubMed]

12. Tang, S.; Lan, Q.; Liang, J.; Chen, S.; Liu, C.; Zhao, J.; Cheng, Q.; Cao, Y.-C.; Liu, J. Facile synthesis of Fe3O4 @PPy core-shell
magnetic nanoparticles and their enhanced dispersity and acid stability. Mater. Des. 2017, 121, 47–50. [CrossRef]

13. Rehman, S.U.; Fatima, N.; Ali, B.; Imran, M.; Ali, L.; Shah, N.A.; Chung, J.D. The Casson Dusty Nanofluid: Significance of
Darcy–Forchheimer Law, Magnetic Field, and Non-Fourier Heat Flux Model Subject to Stretch Surface. Mathematics 2022, 10,
2877. [CrossRef]

14. Suri, K.; Annapoorni, S.; Sarkar, A.; Tandon, R. Gas and humidity sensors based on iron oxide–polypyrrole nanocomposites. Sens.
Actuators B Chem. 2002, 81, 277–282. [CrossRef]

15. Sun, Y.; Xiao, F.; Liu, X.; Feng, C.; Jin, C. Preparation and electromagnetic wave absorption properties of core–shell structured
Fe3O4–polyaniline nanoparticles. RSC Adv. 2013, 3, 22554–22559. [CrossRef]

16. Zhao, H.; Huang, M.; Wu, J.; Wang, L.; He, H. Preparation of Fe3O4@PPy magnetic nanoparticles as solid-phase extraction
sorbents for preconcentration and separation of phthalic acid esters in water by gas chromatography–mass spectrometry. J.
Chromatogr. B 2016, 1011, 33–44. [CrossRef]

17. Salmi, A.; Madkhali, H.A.; Ali, B.; Nawaz, M.; Alharbi, S.O.; Alqahtani, A. Numerical study of heat and mass transfer enhancement
in Prandtl fluid MHD flow using Cattaneo-Christov heat flux theory. Case Stud. Therm. Eng. 2022, 33, 101949. [CrossRef]

49



Mathematics 2022, 10, 3277

18. Roy, N.C.; Pop, I. Heat and mass transfer of a hybrid nanofluid flow with binary chemical reaction over a permeable shrinking
surface. Chin. J. Phys. 2021, 76, 283–298. [CrossRef]

19. Oke, A.S. Heat and Mass Transfer in 3D MHD Flow of EG-Based Ternary Hybrid Nanofluid Over a Rotating Surface. Arab. J. Sci.
Eng. 2022, 1–17. [CrossRef]

20. Babu, B.H.; Rao, P.S.; Varma, S.V.K. Heat and Mass Transfer on Unsteady Magnetohydrodynamics (MHD) Convective Flow of
Casson Hybrid Nanofluid Over a Permeable Media with Ramped Wall Temperature. J. Nanofluids 2022, 11, 552–562. [CrossRef]

21. Kakaç, S.; Pramuanjaroenkij, A. Review of convective heat transfer enhancement with nanofluids. Int. J. Heat Mass Transf. 2009,
52, 3187–3196. [CrossRef]

22. Demir, H.; Dalkilic, A.; Kürekci, N.; Duangthongsuk, W.; Wongwises, S. Numerical investigation on the single phase forced
convection heat transfer characteristics of TiO2 nanofluids in a double-tube counter flow heat exchanger. Int. Commun. Heat Mass
Transf. 2011, 38, 218–228. [CrossRef]

23. Fetecau, C.; Shah, N.A.; Vieru, d. General Solutions for Hydromagnetic Free Convection Flow over an Infinite Plate with
Newtonian Heating, Mass Diffusion and Chemical Reaction. Commun. Theor. Phys. 2017, 68, 768–782.

24. Ashraf, M.Z.; Rehman, S.U.; Farid, S.; Hussein, A.K.; Ali, B.; Shah, N.A.; Weera, W. Insight into Significance of Bioconvection on
MHD Tangent Hyperbolic Nanofluid Flow of Irregular Thickness across a Slender Elastic Surface. Mathematics 2022, 10, 2592.
[CrossRef]

25. Lou, Q.; Ali, B.; Rehman, S.U.; Habib, D.; Abdal, S.; Shah, N.A.; Chung, J.D. Micropolar Dusty Fluid: Coriolis Force Effects on
Dynamics of MHD Rotating Fluid When Lorentz Force Is Significant. Mathematics 2022, 10, 2630. [CrossRef]

26. Sreedevi, P.; Reddy, P.S. Impact of Convective Boundary Condition on Heat and Mass Transfer of Nanofluid Flow Over a Thin
Needle Filled with Carbon Nanotubes. J. Nanofluids 2020, 9, 282–292. [CrossRef]

27. Salmi, A.; Madkhali, H.A.; Nawaz, M.; Alharbi, S.O.; Alqahtani, A. Numerical study on non-Fourier heat and mass transfer in
partially ionized MHD Williamson hybrid nanofluid. Int. Commun. Heat Mass Transf. 2022, 133, 105967. [CrossRef]

28. Santhi, M.; Rao, K.V.S.; Reddy, P.S.; Sreedevi, P. Heat and mass transfer characteristics of radiative hybrid nanofluid flow over a
stretching sheet with chemical reaction. Heat Transf. 2020, 50, 2929–2949. [CrossRef]

29. Raja, M.A.Z.; Shoaib, M.; Khan, Z.; Zuhra, S.; Saleel, C.A.; Nisar, K.S.; Islam, S.; Khan, I. Supervised neural networks learning
algorithm for three dimensional hybrid nanofluid flow with radiative heat and mass fluxes. Ain Shams Eng. J. 2021, 13, 101573.
[CrossRef]

30. Shah, N.A.; Wakif, A.; El-Zahar, E.R.; Ahmad, S.; Yook, S.-J. Numerical simulation of a thermally enhanced EMHD flow of a
heterogeneous micropolar mixture comprising (60%)-ethylene glycol (EG), (40%)-water (W), and copper oxide nanomaterials
(CuO). Case Stud. Therm. Eng. 2022, 35, 102046.

31. Kumbhakar, B.; Nandi, S.; Chamkha, A.J. Unsteady hybrid nanofluid flow over a convectively heated cylinder with inclined
magnetic field and viscous dissipation: A multiple regression analysis. Chin. J. Phys. 2022, 79, 38–56.

32. Farooq, U.; Lu, D.; Munir, S.; Ramzan, M.; Suleman, M.; Hussain, S. MHD flow of Maxwell fluid with nanomaterials due to an
exponentially stretching surface. Sci. Rep. 2019, 9, 7312. [CrossRef] [PubMed]

33. Oke, A.S. Combined effects of Coriolis force and nanoparticle properties on the dynamics of gold–water nanofluid across
nonuniform surface. Z. Angew. Math. Mech. 2022, e202100113. [CrossRef]

34. Kigio, J.K.; Nduku, M.W.; Samuel, O.A. Analysis of Volume Fraction and Convective Heat Transfer on MHD Casson Nanofluid
over a Vertical Plate. Fluid Mech. 2021, 7, 1–8. [CrossRef]

35. Tso, C.; Fu, S.; Chao, C.Y. A semi-analytical model for the thermal conductivity of nanofluids and determination of the nanolayer
thickness. Int. J. Heat Mass Transf. 2014, 70, 202–214. [CrossRef]

36. Murshed, S.; Leong, K.; Yang, C. Thermophysical and electrokinetic properties of nanofluids—A critical review. Appl. Therm. Eng.
2008, 28, 2109–2125. [CrossRef]

37. Acharya, N.; Mabood, F.; Shahzad, S.; Badruddin, I. Hydrothermal variations of radiative nanofluid flow by the influence of
nanoparticles diameter and nanolayer. Int. Commun. Heat Mass Transf. 2021, 130, 105781. [CrossRef]

38. Zhao, C.; Tao, Y.; Yu, Y. Molecular dynamics simulation of thermal and phonon transport characteristics of nanocomposite phase
change material. J. Mol. Liq. 2021, 329, 115448. [CrossRef]

39. Ahmad, S.; Farooq, M.; Mir, N.A.; Anjum, A.; Javed, M. Magneto-hydrodynamic flow of squeezed fluid with binary chemical
reaction and activation energy. J. Cent. South Univ. 2019, 26, 1362–1373. [CrossRef]

40. Majdalani, J.; Zhou, C.; Dawson, C.A. Two-dimensional viscous flow between slowly expanding or contracting walls with weak
permeability. J. Biomech. 2002, 35, 1399–1403. [CrossRef]

41. Saba, F.; Ahmed, N.; Khan, U.; Waheed, A.; Rafiq, M.; Mohyud-Din, S.T. Thermophysical Analysis of Water Based (Cu–Al2O3)
Hybrid Nanofluid in an Asymmetric Channel with Dilating/Squeezing Walls Considering Different Shapes of Nanoparticles.
Appl. Sci. 2018, 8, 1549. [CrossRef]

42. Murshed, S.M.S.; Leong, K.; Yang, C. Investigations of thermal conductivity and viscosity of nanofluids. Int. J. Therm. Sci. 2008,
47, 560–568. [CrossRef]

43. Raza, Q.; Qureshi, M.Z.A.; Khan, B.A.; Kadhim Hussein, A.; Ali, B.; Shah, N.A.; Chung, J.D. Insight into Dynamic of Mono and
Hybrid Nanofluids Subject to Binary Chemical Reaction, Activation Energy, and Magnetic Field through the Porous Surfaces.
Mathematics 2022, 10, 3013. [CrossRef]

50



Citation: Nabwey, H.A.; Khan, W.A.;

Rashad, A.M.; Mabood, F.; Salah, T.

Power-Law Nanofluid Flow over

a Stretchable Surface Due to

Gyrotactic Microorganisms.

Mathematics 2022, 10, 3285. https://

doi.org/10.3390/math10183285

Academic Editors: Camelia Petrescu

and Valeriu David

Received: 24 July 2022

Accepted: 7 September 2022

Published: 9 September 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

mathematics

Article

Power-Law Nanofluid Flow over a Stretchable Surface Due to
Gyrotactic Microorganisms

Hossam A. Nabwey 1,2,*, Waqar A. Khan 3, A. M. Rashad 4, Fazal Mabood 5 and Taha Salah 6

1 Department of Mathematics, College of Science and Humanities in Al-Kharj, Prince Sattam Bin Abdulaziz
University, Al-Kharj 11942, Saudi Arabia

2 Department of Basic Engineering Science, Faculty of Engineering, Menoufia University,
Shebin El-Kom 32511, Egypt

3 Department of Mechanical Engineering, College of Engineering, Prince Mohammad Bin Fahd University,
Al Khobar 31952, Saudi Arabia

4 Department of Mathematics, Faculty of Science, Aswan University, Aswan 81528, Egypt
5 Department of Information Technology, Fanshawe College London, London, ON N5Y 5R6, Canada
6 Basic and Applied Sciences Department, College of Engineering and Technology,

Arab Academy for Science & Technology and Maritime Transport (AASTMT), Aswan Branch 81528, Egypt
* Correspondence: eng_hossam21@yahoo.com or h.mohamed@psau.edu.sa

Abstract: This study aims to learn more about how the flow of a power-law nanofluid’s mixed
bio-convective stagnation point flow approaching a stretchable surface behaves with the presence
of a passively controlled boundary condition. The governing equations incorporate the motile
bacterium and nanoparticles, and the current model includes Brownian motion and thermophoresis
effects. The governing equations are transformed into ordinary differential equations, which are
then numerically solved using the Runge–KuttaFehlberg (RKF) with the shooting technique. The
controlling parameters are chosen as follows: the velocity ratio parameter, ε, is taken between 0.1 and
1.5; the mixed convection parameter, λ, is considered in the range 0–3; the buoyancy ratio parameter is
considered in the range between 0.1 and 4; the bio-convection parameter, Rb, is taken in the range 0–1;
nanofluid parameters are taken in the range 0.1–0.7; the bioconvection Schmidt number is considered
in the range 0.1–3; the Prandtl number is taken between 1–4; and the Schmidt number is taken between
1 and 3. The Nusselt number, skin friction, and nanoparticle volume fraction profiles are shown
graphically to observe the impact of several parameters under consideration. Both the Schmidt
number and the Brownian motion parameter are shown to significantly increase the Sherwood
number. Thermophoresis, however, has been proven to lower the Sherwood number. Furthermore,
the bioconvection constant and Peclet number both help to slow down the rate of mass transfer. The
presented theoretical investigation has a considerable role in engineering, where nanofluid flow is
applied to organize a bioconvection process to develop power generation and mechanical energy.
One of the more essential features of bioconvection is the aggregation of nanoparticles with motile
microorganisms requested to augment the stability, heat, and mass transmission.

Keywords: Brownian; motion; nanofluids; thermophoresis; bio-convection; power-law fluid

MSC: 76D05; 76D10; 80A10; 80A19

1. Introduction

The importance of nanofluids has been increasing with time, and investigators intend
to study the behavior of nanofluids subjected to heat transfer systems. Nanofluids and their
implications in the industrial sector have grown more because of their homogeneous nature
in thermal conductivity and rudimentary heat transfer. Typical fluids such as propylene
glycol, water, and ethylene glycol, among others, have poor heat transfer properties. Nano-
fluid, a homogenous solid–liquid mixture, is applied to enhance the thermal conductivity
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of the base fluid. Choi [1] and Das et al. [2] exposed the most remarkable characteristic of
nanofluids: thermal conductivity is dependent on temperature. Nanofluids are extensively
used in energy and biomedical applications (nano-drug delivery, cancer therapeutics, and
nano cryosurgery) [3–5]. Buongiorno [6] examined the effect of convective transport in
nanofluid by observing the heat transfer properties of the Brownian motion and ther-
mophoresis. Numerous studies are presented in the literature to demonstrate the uses of
nanofluid in various fields [7–10].

The study of heat relocation in power-law (non-Newtonian) fluids has received sig-
nificant attention because of its application in different branches of modern technologies,
industries, and engineering like polymer-thickened oils, liquid crystals, polymeric sus-
pensions, and physiological fluid mechanics. Furthermore, instances showing a diversity
of non-Newtonian characteristics contain biological fluids, pharmaceutical formulations,
toiletries, synthetic lubricants, cosmetics, paints, and foodstuffs (see Irvine and Karni [11]).
Various models have been reported to analyze the non-Newtonian attitude toward fluids.
Among these patterns, which are famous for following the empirical Ostwald–de Waele
model, in which the shear stress varies according to a power function of the strain rate,
gained much acceptance. The theoretical analysis of power-law fluid was first scrutinized
by Schowalter [12] and Acrivos et al. [13]. Rashad et al. [14] examined the power-law
nanofluid flow across a vertical cone in a porous medium. Later on, several studies were
analyzed by many investigators [5,15–17].

Bioconvection occurs as the natural microbe swims upwards. Thus, the microorganism
is denser than the base fluids. Because there are so many microbes on the upper surface
of the foundation, it becomes weak. As a result, the bacteria decrease and promote bio-
convection, and the microbes’ return to swimming strengthens the process. This bacterial
emigration into the water raises the temperature and mass transfer in the environment.
Because of medical advancements, microscopic kinds have significantly contributed to
the improvement in human life. Microorganisms are essential for life and it cannot exist
without them. Decreasing the length of the cavities and the cell resistance enables the
construction of continuum numerical patterns. It is often approved that the nanoparticles
of concentration distribution are massive relative to the cell pivot. Bioconvection occurs
as combined nanofluids are addressed using heat and mass conversion. Platt [18] fur-
ther proposed the concept of bioconvection, which characterizes the micro-structural flow
brought on by gradation density, in addition to motile gyro-tacticmicro-organisms. The
first study of the bioconvection of gyro-tactic motile bacteria, including nanoparticles, was
conducted by Kuznetsov and Avramenko [19]. Kuznetsov [20] presented key discoveries
of nanofluidbioconvection in a horizontal porous layer, including both nanoparticles and
gyro-tactic motile bacteria. Khan and coworkers [7,21–24] investigated the free convection
of non-Newtonian nanofluid numerically down a vertical plate in a porous media. They
considered that the medium contains gyrotactic microorganisms and that the temperature,
nanoparticle concentration, and motile microbe density are all controlled in the plate.

The local Nusselt, Sherwood, and density numbers are found to be strongly influenced
by nanofluid and bioconvection parameters. Additionally, they provided a mathemati-
cal model to examine the flow of a water-based nanofluid containing gyrotactic micro-
organisms around a truncated cone with a convective boundary condition at the surface.
It has been discovered that, as a surface grows rougher, the densities of the mobile mi-
croorganisms, Sherwood number, Nusselt number, and skin friction all increase. Nabwey
and collaborators [8–10] investigated the flow of a nanofluid containing gyrotactic bacteria
over an isothermal cone surface in the presence of viscous dissipation and Joule heating.
Consideration was given to the combined effects of a transverse magnetic field and Navier
slip in the flow. They also considered mixed bioconvective flow on a vertical wedge in
a Darcy porous media filled with a nanofluid that contains both nanoparticles and gyro-
tactic bacteria. To combine energy and concentration equations with passively controlled
boundary conditions, the effects of thermophoresis and Brownian motion are considered.
They found that the buoyancy ratio and magnetic field parameters increase the local skin

52



Mathematics 2022, 10, 3285

friction coefficient, Nusselt number, Sherwood number, and local density of the motile mi-
croorganism’s number. Ishak et al. [25] analyzed the flow of a two-dimensional stagnation
point of an incompressible viscous fluid near a steady mixed convection boundary layer
flow across a stretching vertical sheet in its plane. For an aiding flow, they demonstrated
that both the skin friction coefficient and the local Nusselt number increase with the buoy-
ancy ratio; however, when the Prandtl number increases, only the local Nusselt number
increases and the skin friction coefficient decreases.

However, the current study intends to close the knowledge gap regarding the mixed
bioconvective stagnation point flow of a power-law nanofluid towards a stretchable surface.
The nanofluid flow will be mathematically modeled using Buongiorno’s two-component,
including the Brownian movement and thermophoresis aspects. Moreover, modeling of
the motile microorganism and nanoparticles is addressed in the governing equations.

2. Governing Equations

The present study considers the mixed bioconvection flow of a non-Newtonian
power-law nanofluid having motile microorganisms and obeying the Ostwald–de Waele
model [18] near the stagnation point at a heated stretchable vertical surface coinciding with
the plane y = 0. The flow is confined to the region y > 0, where x and y are the cartesian
coordinates. The model suggested by Buongiorno is utilized for the nanofluid attitude in
which the influence of thermophoresis and Brownian movement is taken into consideration.
The stretchable surface is maintained at a constant temperature Tw along with the constant
density of motile microorganisms Nw. The ambient temperature, concentration, and motile
microorganisms are symbolized as T∞, C∞, and N∞, respectively. It is considered that
the stretching velocity is given by Uw(x) = cx and the velocity of external flow in the
neighborhood of the stagnation point at x = y = 0 is given by U∞(x) = ax, where a and c are
positive constants. Although, in the past, this reality is eliminated, in a practical situation,
there is no nanoparticle flux on the boundaries, and the values of the nanofluid fraction C
adapt to the concentration distribution. This means that we consider passively controlled
boundary conditions as proposed by Kuznetsov and Nield [26].

Under the above-mentioned assumptions, the physical description of the problem
under consideration in Figure 1 with Boussinesq approximations can be expressed as
follows [8,24]:

∂u
∂x

+
∂v
∂y

= 0 (1)

u
∂u
∂x

+ v
∂u
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= U∞
dU∞

dx
+

1
ρ f

∂τxy

∂y
+

1
ρ f

⎡⎣ (1 − C∞)gβ(T − T∞)
−(ρp − ρ f )g(C − C∞)
−(ρm − ρ f )gγ(N − N∞)
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The boundary conditions can be set in the following form [14]:

u = Uw(x), v = 0, T = Tw, DB
∂C
∂y

+
DT
T∞

∂T
∂y

= 0, N = Nw at y = 0 (6a)

u = U∞(x), T = T∞, C = C∞, N = N∞ as y → ∞ (6b)

53



Mathematics 2022, 10, 3285

Figure 1. Schematic functionality of the flow.

In the present problem, we have ∂u/∂y > 0 when a/c > 1 (the ratio of free stream
velocity and stretching velocity), which gives the shear stress where τxy = K(∂u/∂y)n.
Here, K is the consistency coefficient and n is the power-law fluid. It is noted that, when
n = 1, the fluid is Newtonian; when n < 1, the fluid is called pseudoplastic power-law fluid;
and when n > 1, it is called dilatants power-law fluid.

Here (u, v) are the velocity components, along with the (x, y) directions. Here, T, C,
and N are the fluid temperature, concentration, and density of motile microorganisms,
respectively, and g is the gravitational acceleration. Wc denotes the maximum cell swim-
ming speed, α stands for thermal diffusivity, β is the coefficient of thermal expansion, γ
represents the average volume of a microorganism, ρf represents the density of the fluid, ρp
denotes the density of the particles, ρm is the density of the microorganism, τ = (ρc)p/(ρc) f
is the nanofluid heat capacity ratio, (ρc) f is the heat capacity of the base fluid and (ρc)p
is the effective heat capacity of the nanoparticle material, Dn stands for diffusivity of the
microorganisms, DB represents the Brownian diffusion coefficient, and DT stands for the
thermophoretic diffusion coefficient of the microorganisms.

It is observed that the continuity equation is automatically determined by specifying
the upgraded stream function, such that u = (∂ψ/∂y), v = −(∂ψ/∂x), and exhibits the
following non-dimensional variables:

θ = T−T∞
Tw−T∞

, φ = C−C∞
C∞

, χ = N−N∞
Nw−N∞

,

ψ =
( K/ρ f

c1−2n

)1/(n+1)
x2n/(n+1)F(η), η = y

(
c2−n

K/ρ f

)1/(n+1)
x(1−n)/(1+n)

(7)
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Equations (1)–(5) take the following non-dimensional form [8,9]:

nF′′ (n−1)F′′′ +
2n

1 + n
FF′′ − F′2 + ε2 + λθ − Nrφ − Rb χ = 0 (8)

θ′′ + Pr
(

2n
1 + n

Fθ′ + Nbθ′φ′ + Ntθ′2
)
= 0 (9)

φ′′ + Sc
2n

n + 1
Fφ′ + Nt

Nb
θ′′ = 0 (10)

χ′′ + Sb
2n

1 + n
Fχ′ − Pe

(
φχ′ + (χ + σ)φ′′ ) = 0 (11)

F′(0) = 1, F(0) = 0, θ(0) = 1, Nbφ′(0) + Ntθ′(0) = 0, χ(0) = 1 (12a)

F′(∞) = ε, θ(∞) = 0, φ(∞) = 0, χ(∞) = 0 (12b)

where the prime denotes differentiation with respect to η and λ = Grx
Re2

x
is the dimen-

sionless mixed convection parameter, Nr =
(ρp−ρ f )C∞
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bioconvection Rayleigh number, and ε = a/c stands for the ratio of the velocity parameter.

Sb = cx2Re
−2

1+n
x

Dm
denotes the bioconvection Schmidt number, σ = N∞

Nw−N∞
is the bioconvection

constant, and Pe = bWc
Dm

represents the bioconvection Peclet number.
Various engineering quantities of interest like local skin friction Cf, the local Nusselt

number Nux, and the local density of the motile microorganisms’ number Nnx are explored
for the present nanofluid flow model. These quantities are defined as follows:

Cf =
2τw

(cx)2ρ f
; Nux =

qwx
k f (Tw − T∞)

; Nnx =
qnx

Dn(Tw − T∞)
(13)

For more clarification, the expressions of the shear stress τw, wall flux qw (i.e., heat
flux), and qn (i.e., motile microorganisms density flux) are given as follows:

τw = K
(

∂u
∂y

)
y=0

; qw = −k f

(
∂T
∂y

)
y=0

; qn = −Dn

(
∂N
∂y

)
y=0

(14)

By invoking the transformations of Equation (8), Equations (15) and (16) are reduced
as follows:

1
2

Cf Re1/(1+n)
x = (F′′ (0))n; NuxRe−1/(1+n)

x = −θ′(0); NnxRe−1/(1+n)
x = −χ′(0) (15)

3. Numerical Solution and Code Validation

Using MAPLE 22, Equations (8)–(11) subject to boundary conditions (12) were solved
numerically. In order to solve boundary value issues numerically, this software, by default,
employs a four-fifths order Runge–Kutta–Fehlberg approach. Its reliability and precision
have been repeatedly demonstrated in numerous heat transfer articles. The unity coefficient
of the term was changed to a continuation (101− 100λ), or (10− 9λ) was used in the dsolve
command in order to speed convergence for all values of the governing parameters selected
for this investigation. Without making this adjustment, MAPLE produces results that do
not conform to the asymptotic values, but produces results that have a sharp angle at which

55



Mathematics 2022, 10, 3285

the axis intersects. The numerical solution to challenging ODE boundary value problems
in Maple’s help section contains more details on resolving the convergence challenges.
Using a value of 8 for the similarity variable ηmax, the asymptotic boundary conditions
from Equation (12a,b) were substituted as follows.

F′(8) = ε, θ(8) = 0, φ(8) = 0, χ(8) = 0 (16)

The selection of ηmax = 8 guaranteed that all numerical solutions appropriately
approximated the asymptotic values. This is a crucial feature that is frequently missed in
the literature on boundary layer fluxes.

To authenticate the model’s validity, we have compared the skin friction values for
several values ε in Tables 1–3, while Table 4 compares the heat transfer values with the
existing literature. It exhibits good agreement for various parameters, indicating that our
numerical solution is valid.

Table 1. Comparison of numerical values of F′′ (0) at λ = 0, n = 1.

ε Ishak et al. [10] Khan and Rashad [25] Present Results

0.1 −0.9694 −0.96939 −0.969386154

0.2 −0.9181 −0.91811 −0.918107089

0.5 −0.6673 −0.66726 −0.667263673

2 2.0175 2.017503 2.0175028007

3 4.7294 4.729282 11.751990603

Table 2. Comparison of F′′ (0) for various values of Pr at n = 1 and λ = Nr = 0.

Pr Wang [23] Gorla and Sidawi [24] Khan and Pop [8] Present Results

0.07 0.0656 0.0656 0.0663 0.0659
0.2 0.1691 0.1691 0.1691 0.1690
0.7 0.4539 0.5349 0.4539 0.4539
2.0 0.9113 0.9113 0.9113 0.9113
7.0 1.8954 1.8905 1.8954 1.8954

20.0 3.3539 3.3539 3.3539 3.3539
70.0 6.4622 6.4622 6.4621 6.4622

Table 3. Comparison of F′′ (0) for various values of n and a/c at n = 1 and λ = Nr = 0.

n
Mahapatra et al. [27] Present Results Mahapatra et al. [27] Present Results

ε = 1.1 ε = 1.5

0.4 0.1035 0.1043 1.2019 1.2020
0.6 0.1193 0.1238 0.1691 1.0170
0.8 0.1407 0.14210 0.9434 0.9431
1.0 0.1643 0.16412 0.9095 0.9089
1.2 0.1888 0.18871 0.8937 0.8932
1.5 0.2257 0.22504 0.8853 0.8840

Table 4. Comparison of numerical values of −θ′(0) at λ = ε = Nb = Nt = 0, n = 1.

Pr Khan et al. [28] Present Results

0.7 0.4539 0.45445

2 0.9113 −0.91135

7 1.8954 −1.89540

20 3.3539 −3.35391
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4. Results and Discussion

In this study, the mixed bioconvective stagnation-point flow of a power-law nanofluid
over a stretchy sheet was computationally studied using the Runge–Kutta–Fehlberg method
of the seventh order (RKF7) in conjunction with the shooting method. The influence of
gyrotactic microorganisms at the surface is taken into account. Figure 2a shows the effects
of the bioconvection Rayleigh number and buoyancy parameter on the dimensionless
velocity, with all other parameters held constant. We notice that the dimensionless velocity
increases significantly in the vicinity of the surface and then drops to the boundary layer
edge with the Rayleigh number Rb. The dimensionless velocity overshoots at the region
of the surface owing to the existence of buoyant forces. The Rayleigh number increases
the buoyancy forces because of bioconvection, increasing the dimensionless velocity. The
effects of mixed convection and velocity ratio parameters on the dimensionless velocity are
presented in Figure 2b. The convergence rate depends upon the velocity ratio parameter.
As the velocity ratio increases, the convergence rate increases. Within the hydrodynamic
boundary layer, the mixed convection parameter also plays an important role. When the
mixed convection parameter is increased, the dimensionless velocity increases.

Figure 2. Variation of dimensionless velocity with (a) the buoyancy ratio parameter and bioconvection
Rayleigh number and (b) the dimensionless mixed convection parameter and velocity ratio parameter.

The impacts of nanofluid parameters Nb and Nt are explained in Figure 3a. The
Brownian motion parameter Nb keeps particles moving in a fluid. This keeps particles
from settling, resulting in colloidal solutions that are more stable. It helps in enhancing the
dimensionless velocity within the boundary layer. On the other side, the thermophoresis
parameter generates a force due to temperature difference. Nanoparticles are transported
towards the lower temperature zone by this force.

Consequently, the dimensionless velocity increases inside the boundary layer. In heat
transfer, the bioconvection Schmidt number is equivalent to the Prandtl number. With
a Schmidt number of one, momentum and mass transfer by diffusion are alike, and the
velocity and concentration boundary layers are almost identical. An increasing biocon-
vection Schmidt number reduces the dimensionless velocity and hence the hydrodynamic
boundary layer thickness, as shown in Figure 3b.

The effects of the thermophoresis parameter on the dimensionless temperature are
presented in Figure 4 for several fluids. Thermophoresis is more important in a mixed con-
vection process, where the flow is generated by the buoyancy force caused by a temperature
differential. The nanoparticles move in the direction of a temperature drop, and decreasing
the bulk density improves the heat transfer process. It is worth noting that nanoparticles
transport thermal energy from high-temperature areas to lower-temperature areas. As
a result, the thickness of the thermal boundary layer thickens as the thermophoresis param-
eter Nt increases. This fact is explained in Figure 4. The Prandtl number determines the
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thickness of the thermal boundary layer. As the Prandtl number increases, the momentum
diffusivity dominates the behavior and, as a result, the thickness of the thermal boundary
layer decreases.

Figure 3. Variation of dimensionless velocity with (a) nanofluid parameters and (b) bioconvection
Schmidt number.

Figure 4. Variation in dimensionless temperature with the thermophoresis parameter for
different fluids.

Figure 5a demonstrates the influence of nanofluid parameters on the dimension-
less concentration at different thermophoresis parameters Nt = 0.4 and Nt = 0.5. The
thermophoresis and Brownian processes cause the nanoparticle distribution to become non-
uniform throughout the domain, as shown in Figure 5a. When the particle concentration
is low and the Rayleigh number is low, the distribution of nanoparticles is more uniform.
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Nanoparticle concentration rises when Nt increases because the thermophoresis parameter
represents the movement of particles due to the temperature gradient.

Figure 5. Variation in the dimensionless nanofluid concentration with (a) nanofluid parameters and
(b) Schmidt number for different fluids.

Figure 5b depicts the influence of the Schmidt number Sc on the dimensionless con-
centration for several fluids. The dimensionless concentration overshoots near the surface
and drops to zero, as observed. The reason is that the dimensionless velocity rises towards
the surface before falling to zero. It is worth noting that, in the surface region, the dimen-
sionless concentration rises with the Schmidt number. This is because the mass diffusivity
diminishes, resulting in a lower concentration of nanoparticles. As a result, the concen-
tration boundary layer thickness decreases as the Schmidt number Sc distance from the
cone surface increases and increases as the Schmidt number Nt decreases. However, in the
passively controlled model, it is assumed that there is no nanoparticle flux at the plate and
that its particle fraction value adjusts accordingly. Thus, the passively controlled nanofluid
model [26] can be used in practical applications. A numerical survey is then performed for
all four profiles embodying the velocity, temperature, nanoparticle volumetric fraction, and
density of motile microorganisms.

The effects of the bioconvection Schmidt number for different values of Peclet number
are presented in Figure 6a. The large values of the Peclet number suggest an advectively
dominated distribution, while a smaller value indicates a dispersed flow. As the Peclet
number increases, the boundary layer thickness of motile microorganisms increases. Con-
versely, the bioconvection Schmidt number tends to suppress the boundary layer thickness.
It is observed that the dimensionless motile microorganism density decreases with the bio-
convection Schmidt number, but increases with the Peclet number. This can be attributed
to the substantial decrease in mass diffusivity, which generates a lower concentration.
Figure 6b illustrates the influence of the bioconvection constant for different values of the
Brownian motion parameter. Nanoparticles are not self-propelled in a nanofluid. Brownian
motion and the thermophoresis effect cause them to move. Motile microorganisms are
mixed with a dilute suspension of nanoparticles to increase mass transfer and microscale
mixing, as well as nanofluid stability in the flow. For this reason, the Brownian motion
parameter tends to decrease the dimensionless microorganisms while the bioconvection
constant tends to increase the microorganism’s density.
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Figure 6. Variation of dimensionless motile micro-organism density with (a) the bioconvection
Schmidt number with different Peclet numbers and (b) the bioconvection constant and Brownian
motion parameter.

For several values of the bioconvection Rayleigh number and dimensionless mixed
convection parameter, the variation in skin friction with the buoyancy ratio parameter is
shown in Figure 7a. The skin friction is observed to rise with the bioconvection Rayleigh
number and dimensionless mixed convection parameter, but decreases slightly with the
buoyancy parameter. The skin friction is exceptionally high in the absence of the buoyancy
effect and subsequently tends to decrease along with the buoyancy parameter. However,
compared with buoyancy force convection, increasing the bioconvection Rayleigh number
and dimensionless mixed convection parameter enhanced the convection heat. These
results are anticipated; in the interim, heat is produced as a result of increased skin friction,
resulting in the formation of a layer of hot fluid close to the surface. It is interesting
to note that, as long as skin friction values are positive, we can see that drag force is
imparted to the surface via the fluid. Figure 7b explains the effects of nanofluid parameters
on the dimensionless heat transfer for different fluids. It is important to note that the
Nusselt number decreases with both nanofluid parameters, but increases with the Prandtl
number. It is commonly known that the Nusselt number represents the ratio of convective
to conductive heat transfer; as a result, with more significant Nusselt numbers, heat
convection predominates and the Nusselt number decreases as Nb and Nt increase.

The ratio of momentum diffusivity to mass diffusivity is known as the Schmidt
number. In heat transmission, this is like the Prandtl number. When there is simultaneous
momentum and mass transmission, this is used to characterize flows. The Sherwood
number measures the efficacy of mass transfer at the surface. The variation in the Sherwood
number with the Schmidt number is depicted in Figure 8a for different values of the
thermophoresis parameter and Brownian number. It is perceived that the Sherwood
number increases significantly with the Schmidt number and Brownian motion parameter.
However, the thermophoresis parameter tends to reduce the Sherwood number.

The variation in the dimensionless local density number of the motile microorganisms
with bioconvection parameters is depicted in Figure 8b. The motile microorganism mass
transfer rate is significantly increased when the bioconvection Schmidt number increases.
The bioconvection Peclet number and bioconvection constant reduce the rate of motile
microorganism mass transfer. This is because Pe is directly related to Wc (maximum cell
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swimming speed) and inversely proportional to Dm (the diffusivity of microorganisms).
As a result, larger Pe values diminish microorganism speed and reduce microorganism
diffusivity. This will result in lower microorganism concentrations in the border layer and
a higher rate of motile micro-organism mass transfer.

Figure 7. Variation in skin friction with (a) buoyancy ratio parameters for different values of biocon-
vection Rayleigh number and dimensionless mixed convection parameter and (b) variation in the
Nusselt number with the Prandtl number for different values of nanofluid parameters.

Figure 8. (a) Variation in the Sherwood number with the Schmidt number for different nanofluid
parameters and (b) variation in the density number of the motile microorganisms.

5. Conclusions

The mixed bioconvective flow of water-based nanofluid containing micro-organisms
is investigated numerically using a Runge-Kutta–Fehlberg method of the seventh order
(RKF7) coupled with a shooting method. The effects of bioconvection and nanofluid
parameters on the dimensionless variables and quantities of interest are investigated
numerically. The results are presented graphically and are compared with the existing data.
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In the RKF7 method, the following are the primary conclusions that can be deduced from
the study:

• Besides the bioconvection Schmidt number, all other parameters enhance the dimen-
sionless velocity inside the boundary layer.

• Thermal boundary layer thickness decreases with the increasing Prandtl number.
• The nanofluid parameters generate non-uniform nanoparticle distribution throughout

the domain.
• Dimensionless motile microbe density decreases as the bio-convection Schmidt number

rises, but rises when the Peclet number falls.
• Skin friction is slightly reduced by the buoyancy parameter, but is slightly increased

by the dimensionless mixed convection parameter and the bioconvection
Rayleigh number.

• Nanofluid parameters reduce the Nusselt number, while the Prandtl number
enhances it.

• Schmidt number and Brownian motion parameter both significantly boost the Sherwood
number. Thermophoresis, on the other hand, tends to lower the Sherwood number.

• The bioconvection Peclet number and bioconvection constant contribute to slowing
down the rate of mass transfer in motile microorganisms.
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Nomenclature

a and c positive constants
C concentration
Cf local skin-friction coefficient
Dn diffusivity of the microorganisms
DB Brownian diffusion coefficient
DT thermophoretic diffusion coefficient of the microorganisms
F′ dimensionless velocity
g gravitational acceleration
Grx local Grashof number
Sb bioconvection Schmidt number
Sc Schmidt number
K consistency coefficient
kf thermal conductivity
N density of motile microorganisms
n power-law fluid
Nb Brownian motion number
Nr buoyancy ratio parameter
Nt thermophoresis number
Nux Nusselt number
Nnx density number
Pe bioconvectionPéclet number
Pr Prandtl number
q wall heat flux
Rb bioconvection Rayleigh number
Rex local Reynolds number
T temperature
u and v dimensionless velocity component in the x-direction
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Uw(x) stretching velocity
U∞(x) free stream velocity
wc maximum cell swimming speed
x streamwise coordinate
y transverse coordinate
Greek Symbols

α thermal diffusivity
β coefficient of thermal expansion
γ average volume of a microorganism
σ bioconvection constant
η pseudo-similarity variable
θ dimensionless temperature
ϕ nanoparticle volume fraction
ψ non-dimensional stream function
λ mixed convection parameter
ε ratio of velocity parameter
χ dimensionless density of motile microorganisms
μ dynamic viscosity
ν kinematic viscosity
ρf density of the fluid
ρf∞ density of the base fluid
ρp density of the particles
ρm∞ density of the microorganism
(ρc)f heat capacity of the fluid
(ρc)p effective heat capacity of the nanoparticle material
ρ density
Subscripts

w condition at the wall
∞ condition at infinity
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Abstract: Prediction of pile bearing capacity has been considered an unsolved problem for years.
This study presents a practical solution for the preparation and maximization of pile bearing capacity,
considering the effects of time after the end of pile driving. The prediction phase proposes an
intelligent equation using a genetic programming (GP) model. Thus, pile geometry, soil properties,
initial pile capacity, and time after the end of driving were considered predictors to predict pile
bearing capacity. The developed GP equation provided an acceptable level of accuracy in estimating
pile bearing capacity. In the optimization phase, the developed GP equation was used as input in
two powerful optimization algorithms, namely, the artificial bee colony (ABC) and the grey wolf
optimization (GWO), in order to obtain the highest bearing capacity of the pile, which corresponds to
the optimum values for input parameters. Among these two algorithms, GWO obtained a higher
value for pile capacity compared to the ABC algorithm. The introduced models and their modeling
procedure in this study can be used to predict the ultimate capacity of piles in such projects.

Keywords: pile bearing capacity; genetic programming; artificial bee colony; gray wolf optimization;
optimization purposes

MSC: 68Txx

1. Introduction

Pile foundations are structural elements that are mainly used when the surface soil is
weak and there is an urgent need to transfer the structural load to the further layers of the
soil, or when soil settlement is an essential concern in the designing process. In terms of
the pile’s role in load transmission, calculating the precise ultimate bearing capacity of pile
foundations is an important topic for geotechnical engineers. Besides this, some scholars
have indicated that pile bearing capacity can be considered as a time-dependent parameter,
exhibiting an increasing trend after a specific period [1–3]. Pile setup is a geotechnical
phenomenon referring to a time-dependent increase in the ultimate bearing capacity of pile
foundations. It is assumed that pile setup occurs due to the dissipation of the excess pore
water pressure (EPWP) generated as a result of pile installation [4].

Furthermore, it is widely accepted that this phenomenon develops by incorporating
three main stages, including the non-uniform dissipation of EPWP, the uniform dissipation
of EPWP, and aging [5]. Results of different studies indicate that setup considerably affects
the side resistance, while when it comes to the tip resistance, it has exhibited less change or
a decrease owing to relaxation [1,6–10]. Predicting the time-dependent bearing capacity of
pile foundations has always been an interesting topic for researchers. Moreover, considering
the pile setup, the design process of piles can be more economical.

Many studies have been presented in which analytical or numerical models were
developed to forecast the pile setup [11–13]. One of the most well-known investigations
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in this area is a study conducted by Skov and Denver [14] to find an equation to estimate
the pile setup. The setup equation was revised using different geotechnical properties to
achieve this goal. Finally, a semi-empirical equation was proposed by them introducing a
practical variable called setup parameter (A). This pioneering study was a starting point
for other researchers. For example, Haque and Abu-Farsakh [6] published a paper in which
the application of a nonlinear multivariable regression model in the prediction of pile setup
was investigated. Although the studies conducted using this group of techniques were able
to create an effective equation, pile setup is a complex issue considering the complicated
soil–pile interaction. Therefore, analytical methods and regression analysis do not seem to
be powerful enough for prediction purposes [15].

In recent years, several studies have presented the successful usage of intelligent
algorithms to simulate complex problems in civil and geotechnical engineering [16–29].
Several scholars have highlighted the applicability of these techniques in predicting pile-
related issues, e.g., pile capacity, settlement, lateral deflection [30–33]. In a study conducted
by Lee and Lee [34], the application of artificial neural networks (ANNs) in the prediction
of pile bearing capacity was investigated. The results of the model and in situ pile load
tests were utilized to verify the developed model. Finally, it was concluded that the
error back-propagation neural network used in this study had good performance since
the maximum error in the prediction process did not exceed 25%. Shahin [35] utilized
intelligent computing to model the axial capacity of pile foundations. For this purpose,
an ANN technique was employed to predict the axial capacity of driven piles and drilled
shafts using a total of 174 data points. Furthermore, a comparison was made between
CPT-based methods and the ANN to evaluate their performances in the prediction area.
The results indicated that ANN with a correlation coefficient of 0.85 and 0.97 for driven and
drilled shaft validation datasets showed acceptable performance. Samui [36] investigated
the application of the support vector machine as a powerful machine learning technique to
estimate the pile bearing capacity. Three inputs, including penetration depth ratio, mean
normal stress, and the number of bowls, were considered for this aim. Eventually, using
evaluation criteria such as coefficient of correlation, the developed model predicted the
pile bearing capacity with sufficient accuracy. In another study, Momeni et al. [37] used
the results from 50 dynamic load tests to predict the bearing capacity of piles using an
ANN-based predictive model optimized with a genetic algorithm. The final data indicated
that the developed model, with a correlation coefficient of 0.99, successfully predicted the
target very close to its actual value.

Other studies tried to improve the performance of the base intelligent models using
optimization algorithms. For instance, Dehghanbanadaki et al. [38] used the gray wolf opti-
mization (GWO) algorithm to enhance the performance of the adaptive neuro-fuzzy inference
system (ANFIS) for estimating the ultimate bearing capacity of single driven piles. The results
showed that the actual values of pile bearing capacity had been successfully estimated using
the GWO-ANFIS model, and their results improved upon the ANFIS model. In another study
implemented by Armaghani et al. [33], a combination of ANFIS and group data handling
methods optimized with a competitive imperialism algorithm (ICA) was utilized to forecast the
pile bearing capacity. Based on the data and the evaluation criteria, the proposed model could
be considered a powerful technique regarding pile foundations’ design process.

Previous works did not include a time component in their input parameters, and
their input parameters were mostly pile geometry-related. However, this study includes a
separate input directly related to time, which is the main difference between this study and
those published previously. Another contribution in this study is related to the optimization
phase. An intelligent equation has been developed to predict pile capacity using the genetic
programming (GP) technique. Then, the proposed GP equation is used in two optimization
techniques, namely artificial bee colony (ABC) and GWO to maximize pile capacity. A
database containing information about 256 data samples has been considered to achieve
these goals. The models mentioned above and their results are discussed and compared to
introduce a new procedure for predicting pile capacity.
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The rest of this paper is organized as follows:
Section 2 describes the methodology background of the used models in predicting and

optimizing pile capacity. Section 3 gives the needed information regarding the database
used for modeling. Section 4 discusses the process of prediction models to develop a GP
model and its evaluation. The optimization process regarding two algorithms, i.e., ABC and
GWO, is given in Section 5. Section 6 discusses both the prediction and optimization phases.
Sections 7 and 8 describe limitations, future works, and concluding remarks of this study.

2. Methodology Background

2.1. Genetic Programming

Genetic programming (GP) is an evolutionary computing algorithm [39], which sim-
ulates natural selection and biological evolution and automatically generates the best
computer program based on the problem in the search space [40]. In GP, the individual
represents the candidate’s solution to the problem. In the process of evolution, GP evaluates
individual fitness, simulates the survival principle of survival of the fittest, and guides the
population to carry out genetic operations (replication, crossover, and mutation) to renew
the population. The goal of the GP algorithm is to gradually make some individuals in the
population have better performance through several generations of evolution.

Figure 1 shows the flow chart to develop GP. First, a predetermined number of
individuals are created as an initial population by randomly combining different elements
of the function set and terminator set according to the program structure. Fitness values
are then given to every individual. The fitness value reflects the ability of the individual to
solve problems where the higher the value, the better the individual’s performance. After
that, individuals are selected based on fitness values, and those with higher fitness are
more likely to be selected. Genetic evolution of selected individuals is used to generate the
next generation’s population. Individuals in the new population are repeatedly evaluated,
selected, replicated, crossed, and mutated to complete genetic evolution. This stops when
the maximum number of evolutions is reached or a certain condition is met. The best
solution to the problem is the individual with the best fitness value.

Start

Population initialization

Evaluation of individual fitness

Termination ?

Perform selection

Perform replication

Perform crossover

Return the results

Yes

No

Figure 1. The flowchart of GP.
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2.2. Gray Wolf Optimization

Gray wolf optimization (GWO) is a swarm-based optimization algorithm inspired by
the predation behavior of wolves [41]. Compared with other traditional intelligent swarm
algorithms, GWO has the advantages of fewer parameters, easy implementation, great
convergence speed, and global search ability, so it has been widely used in many fields [42].
Through observation, it is found that wolves hunt mainly in three parts: first tracking,
chasing, and approaching prey; then surrounding and harassing prey from all directions
until it stops moving; and finally, attacking the prey. Figure 2 shows the process of GWO, a
is based on a linear decrease iteration convergence factor, and A is the value in the interval
[−2a, 2a], by setting the |a| < 1 or > 1 to implement the prey. C can be arbitrarily set in the
interval [0,2], indicating the weight of prey affected by the position of the gray wolf. α, β
and δ represent the potential superior solution of the optimization objective, where α is the
optimal solution, β is the suboptimal solution, and δ is the third optimal solution.

Start

Initialize the gray Wolf population, 
a, A, and C

The individual fitness of gray wolves 
was calculated

The top three fitness 
individuals, , , and , were 

remarked and retained

Update the location of remaining 
wolves

Termination ?

Update the weight

Output the optimal solution

Yes

No

Update the Parameters a, A, and C 

 

Figure 2. The process of GWO.

2.3. Artificial Bee Colony

An artificial bee colony (ABC) is an intelligent optimization model that mimics the
honey harvesting operation of bees [43]. Food supplies, hired bees, and non-hired bees are
the three components of the system [44]. Three kinds of artificial bees are used in the ABC
algorithm: lead bees, scouts, and followers. The lead and scout bees seek the optimum
solution sequentially, while the scout bees watch to see whether they fall into the local
optimal. A random search for alternative food sources occurs if they fall within the local
ideal. As the mass of nectar in a food source corresponds to a solution’s mass, each food
source represents one potential answer. The ABC may locate the best food source or the
best solution via a cyclic search. The ABC flowchart is shown in Figure 3.
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Initialize the bee population location

Start

The individual fitness was calculated

Update bee location, calculate and 
update its fitness

Selective observer bee

Retain the current best feature 
subset

Termination ?

Output the optimal subset

Yes

No

Figure 3. The process of ABC.

3. Database Establishment

3.1. Case Study and Input Parameters

Mahshahr in Khuzestan Province, near the Persian Gulf, located in southwest Iran,
was selected for developing petrochemical industries over the past three decades. Different
types of precast piles were constructed in various projects built or under construction in
this area. The original soil of this region was clay to silty clay with an average plasticity
index range of 8 to 20 and SPT counts (2 to 15) down to at least 30 m. In order to determine
the pile bearing capacity precisely and to optimize the required pile embedment depths,
various “test piles” were driven at different points on the sites. Pile Dynamics Analyzer
(PDA) equipment was used to perform a dynamic load test (DLT) on all test piles at End-
of-Driving (EOD) and Beginning-of-Restrike (BOR) conditions. The DLT program was
performed in three phases to verify the variations in the pile capacities with time. The
first phase of the DLT was carried out simultaneously as driving the test piles (EOD time).
The next phase of tests was performed at different times after the initial driving of piles.
In addition, some axial static load tests (SLTs) were carried out, loading the piles to their
ultimate capacities. Test results show that a significant “soil setup” has occurred.

A database containing information about 256 data samples was utilized to develop
the pile bearing capacity models. There are five independent variables to predict the target
variable: pile setup. Independent variables cover a range of information about pile and
soil properties i.e., pile diameter (PD, m), length of pile (LOP, m), initial bearing capacity
(IC, kPa), time after EOD (T, days), and undrained shear strength (Su, kPa). The dependent
variable in this database is the ultimate capacity (UC) of the pile (kPa) measured through
the site and other mentioned parameters.
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3.2. Statistical Information on the Data

Five relevant factors, including LOP, PD, IC, Su, and T, were measured to build a
database for developing the intelligent model to forecast UC. The database is composed of
256 datasets. Statistical analysis was applied to analyze the collected database. Figure 4
presents the boxplots of input and output variables. The box plots are not symmetrical, the
database is not a normal distribution, and many data points exceed the upper and lower
tentacles of the boxplots. Because the data distribution is unknown, these outliers cannot be
eliminated. As shown in Figure 5, Pearson correlation coefficients in Equation (1) between
any two variables are calculated [45], and the deeper the color, the stronger the positive
correlation, whereas the lighter the color, the stronger the negative correlation. It can be
seen that UC has a negative correlation with LOP and PD in five input variables.

r =
∑n

i=1
(
Xi − X

)(
Yi − Y

)√
∑n

i=1
(
Xi − X

)2
√

∑n
i=1
(
Yi − Y

)2
(1)

where Xi and Yi are variables, X and Y are their mean values, and n is the total number of
data points.

Figure 4. Six input parameters and their box plots.

Figure 5. The heatmap of inputs and their correlations.
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4. Prediction of Pile Capacity

4.1. GP Modeling Procedure

In this study, UC correlates with LOP, PD, IC, Su, and T; therefore, UC = f (LOP, IC,
PD, Su, and T). GP was implemented to find a function for predicting UC to explore the
relationship between UC and the other five input parameters. In this way, an intelligent
equation that is easy to implement can be established for predicting pile capacity. The steps
to generating the UC prediction formula by GP are as follows:

(1) A training set and a testing set were created by randomly dividing the database. Then,
80 percent of the database (204 datasets) was dedicated to the training set, while the
remaining 20 percent was devoted to testing (52 datasets). The initial population is
randomly generated from the database and function sets. The function sets include +,
−, ×, ÷, √ , sin, cos, and tan.

(2) The testing set is adapted to fit the prediction equation. After the genetic operation, i.e.,
selection, crossover, and variation, the preliminary prediction formula is obtained [46].

(3) The fitness function of the population is defined, and it is employed to evaluate the
fitness of each formula in the population. Root mean square error (RMSE) as the
fitness function was used in this study. The fitness value is calculated according
to Equation (2), where M means the number of training or testing sets, and UC′
represents the predicted value of the formula generated by GP.

RMSE =

√√√√ 1
M

M

∑
i=1

(
UC − UC′)2 (2)

(4) Repeat steps (2–3) until the training time reaches the termination rule.
(5) At the end of GP, the final optimal formula is evaluated from the goodness of fit

coefficient R2 between the predicted UC obtained by the formula and the real UC. R2

is calculated according to Equation (3).

R2 = 1 − ∑M
i=1
(
UC − ÛC

)2

∑M
i=1(UC − UC)2 (3)

where ÛC represents mean values of the UC.

4.2. Results

The number of iterations is set to 4000, and Figure 6 exhibits the convergence of
fitness values during iterations. When the iteration reaches 2000, the fitness value does
not descend. Accordingly, the result returned at the end of the iteration is considered the
optimal solution. Figure 7 presents the tree structure of optimal results. The tree structure
can be simplified to Equation (4). Equation (4) is the final equation developed by GP to
estimate the UC.

UC = IC + 2T + (IC + Su(sin(
√
(LOP + Su))

+ sin(LOP + Su)) + 3T − 2 sin(PD − T) + sin(sin(LOP)
+ cos(sin(tanPD − T)))

(4)
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Figure 6. The value of fitness function during iterations.

 

Figure 7. Tree structure representation of optimal results (X0 = LOP; X1 = PD; X2 = IC; X3 = Su; X4 = T).

For evaluating the performance of the developed equation, R2, RMSE, mean absolute
error (MAE), variance account for (VAF), and A-20 index were introduced to evaluate the
performance of Equation (4) in training and testing sets [46–49]. Equations (5)–(7) display
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the calculation equations for MAE, VAF, and A-20 index, respectively. When the MAE gets
closer to 0, the model has better accuracy. When the VAF reaches 100, the predicted UC is
perfectly equated to the actual. When the predicted UC is equal to the actual UC, the A-20
index is 1.

MAE =
1
M

M

∑
i=1

∣∣UC − UC′∣∣ (5)

VAF = [1 − var(UC − UC′)
var(UC)

]U × 100 (6)

A − 20 =
m20
M

(7)

where var(·) means the variance, and m20 is the number of samples with a ratio of the
predicted value to the actual value in the range (0.8–1.2).

Figure 8 shows the predicted results and five regression indicators in training and
testing tests. When the predicted UC equals the true UC, the corresponding point falls on
the red line in the figure. The points falling between the two purple dotted lines indicate
that the ratio of the predicted UC to the real UC is between 0.8 and 1.2. The A-20 index
indicates that some of the predicted values are different from the actual values.

Figure 8. The performance of equation developed by GP in training and testing sets.

5. Optimizing Pile Capacity Using Metaheuristic Algorithms

5.1. Gray Wolf Optimization

In the last section, the performance of the developed equation is evaluated. Some
optimization techniques have been introduced to maximize Equation (4) to improve the UC.
GWO was implemented to find the maximum UC. To perform GWO, an open-source Python
library, Mealpy, was applied [50]. The main parameters of GWO used the default parameters
in Mealpy. To see more about how to implement GWO in Python, the reference [50] used in
this study is useful.

Before optimization modeling, the range of parameters needs to be determined. As
shown in Table 1, the input range of five parameters was selected as the optimization range.
The maximum UC is found in the range. The swarm is set to 50, 100, 150, and 250 [22].
Figure 9 shows the fitness variation during GWO. When the swarm is 50, the found UC
is the maximum. When LOP is 38.59, PD is 0.247, IC is 2273, Su is 157.46, T is 153.18, the
maximum UC is 6098.488.
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Table 1. The input parameters range.

Parameters Range

LOP 12.009–64.008
PD 0.236–1.067
IC 57.3–2276
Su 26.97–191.52
T 0.008–154

Figure 9. The fitness variation in GWO.

5.2. Artificial Bee Colony Algorithm

ABC was also implemented to compare optimization techniques to find the maximum
UC in Equation (4). The default parameters suggested in Mealpy [50] were also considered
in this study to construct an ABC optimization model. The optimization range used the
parameters range in Table 1. The swarm is set to 50, 100, 150, and 250. Figure 10 shows the
fitness variation during the process of ABC. When the swarm is set to 100, 150, and 200, the
found UC is the maximum. When LOP is 38.47, PD is 0.240, IC is 2276, Su is 157.46, and T
is 170.16, the maximum UC is 6043.64. It is apparent that GWO performs better than ABC
in finding the maximum UC.

Figure 10. The fitness variation in ABC.

6. Discussion

GP was adopted to develop the equation for predicting the UC, and the developed
equation received R2 of 0.897 in the training set and R2 of 0.844 in the testing set. Five
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regressions revealed that the developed equation can better forecast the UC than previous
methods. To analyze the strength of GP for predicting UC, some other widely used
machine learning models were also developed to build intelligent models for predicting
UC. These widely used models include random forest (RF), gradient boosting machine
(GBM), adaptive boosting machine (AdaBoost), ANN, support vector machine (SVM),
k-nearest neighbor (KNN), and decision tree (DT). These models were developed according
to the default parameters in Scikit-learn [51].

These models were developed using the training set, and the testing set was used
to evaluate their performance. An easy way to compare the results of several modeling
approaches is to use a Taylor diagram. The Taylor diagram cleverly combines the correlation
coefficient, the centered RMSE, and the standard deviation into a polar diagram as a result of
these inputs. A cosine connection [52] may be seen in Equation (8) between the correlation
coefficient, the center RMSE, and the standard deviation.

E′2 = σp
2 + σa

2 − 2σpσaR (8)

In Equation (8), E′ is the centered RMSE between measured and predicted parameters,
σp

2 is the variance of predicted parameters, σa
2 is the variance of measured parameters,

and R is the correlation coefficient between measured and predicted parameters.
The Taylor diagrams for the training and testing sets are shown in Figures 11 and 12,

respectively. The closer the model is to the reference point, the smaller the centered RMSE
of the model, the higher the correlation coefficient between the prediction results and the
actual results, and the better performance of the model. According to this graph, a model’s
performance improves as it gets closer to its associated “Reference” point. It can be found
that GP has outstanding performance during the training and testing stages.

Figure 11. Taylor diagram of training set (RF: random forest, ANN: artificial neural network,
DT: decision tree, SVM: support vector machine, KNN: k-nearest neighbors, GBM: gradient boosting
machine, AdaBoost: adaptive boosting machine).
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Figure 12. Taylor diagram of the test set (RF: random forest, ANN: artificial neural network,
DT: decision tree, SVM: support vector machine, KNN: k-nearest neighbors, GBM: gradient boosting
machine, AdaBoost: adaptive boosting machine).

Additionally, GWO and ABC were implemented to find the maximum UC. Table 2
shows the optimized parameters. The GWO performs better than ABC. The maximum UC
found by GWO is 6089.488, which is an increase of 54% compared to the maximum UC in
this database. The maximum UC found by ABC is 6043.64, which is an increase of 52.6%
compared to the maximum UC in this database. It is apparent that using the optimized
parameters can improve UC.

Table 2. Optimized values of input parameters for the maximum UC.

Parameter Actual Value Optimized Value

GWO ABC
LOP 24.0 38.59 38.47
PD 0.457 0.247 0.240
IC 1642.7 2273 2276
Su 172.0 157.46 157.46
T 6.0 153.18 170.16

Maximum UC 3960.0 6098.488 6043.64

7. Limitations and Future Works

According to the previous research on this subject, it is essential to consider that other
variables may have a profound impact on the prediction process of pile setup, such as
coefficient of consolidation, or over consolidation ratio, which have not been considered in
this study due to the lack of appropriate data sets. In addition, to make these types of studies
more informative for civil engineers, previous empirical equations or developed theories in
the area of pile capacity can be considered and used in the portion of data preparation. In
this way, a civil engineer or a geotechnical engineer has enough knowledge regarding data
preparation. A combination of these theories together with AI models makes these types of
studies different and more applicable than an application of AI methodologies. The proposed
techniques in both the prediction and optimization phases of this study were constructed
based on the entire database described in Section 3 and are valid in the range of this database.
The results may be different if out-of-range inputs are used.
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8. Conclusions

A different view regarding the common pile capacity studies was considered in this
study. To evaluate the effect of the soil setup on the pile bearing capacity over time, an
intelligent equation using a GP model was proposed. To develop the prediction models, a
comprehensive database obtained from some geotechnical projects carried out in Mahshahr,
Iran, was used. In addition, a new section, namely optimization, has been proposed for
maximizing the bearing capacity. The following conclusions and remarks can be drawn
from this study:

• The proposed GP equation is easy to implement and is of interest to civil and geotech-
nical engineers. An intelligent equation proposed by GP showed an acceptable level
of accuracy in predicting pile capacity. Results with R2 values of 0.897 in the training
stage and 0.844 in the testing stage indicate that this GP model is capable enough to be
implemented for predicting pile capacity.

• In the optimization phase, two powerful algorithms, namely GWO and ABC, were
applied to maximize pile capacity. Obtaining the highest capacity of the pile is consid-
ered the ultimate objective of such projects. Although both algorithms are powerful in
maximizing pile capacity, GWO performed better. Increase percentages of 52.6 and 54
were obtained by ABC and GWO, respectively, in their pile capacity results.

• For the best optimization algorithm (i.e., GWO), values of 38.59 m, 0.247 m, 2273 kPa,
157.46 kPa, 153.18 days, and 6098.488 kPa were obtained for LOP, PD, IC, Su, T, and
UC, respectively. The proposed models and obtained results of this study can be used
in designing pile capacity before implementing relevant projects.
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Abstract: The use of a magnetic adjustable speed drive is a popular choice in industrial settings
due to its efficient operation, vibration isolation, low maintenance, and overload protection. Most
conventional magnetic adjustable speed drives use various forms of the permanent magnets (PMs).
Due to the PMs, this type of machine has continuous free-wheeling losses in the form of hysteresis
and induced eddy currents. In recent years, the homopolar-type rotor has been widely used in
high-speed machines, superconducting machines, and in the application of flywheel energy storage.
This study proposes a new application of the homopolar-type rotor. A novel adjustable speed drive
with a homopolar-type rotor (HTR-ASD), which has obvious advantages (no brush, no permanent
magnet, and no mechanical flux regulation device), is designed and analyzed in this study. Its speed
and torque can be adjusted only by adjusting the excitation current. Firstly, in this study, the structure,
operation principles, and flux-modulated mechanism of the HTR-ASD are studied. The homopolar-
type rotor has a special three-dimensional magnetic circuit structure with the same pole. The 3D-FEM
is usually used to calculate its parameters, which is time consuming. In this study, an analytical
method is developed to solve this issue. To analytically calculate the torque characteristics, the air
gap magnetic flux density, and the winding inductance parameter, the equivalent circuit and the air
gap permeance are researched to simplify the analysis. Then, the key parameters of the HTR-ASD are
calculated. Finally, the performance of the HTR-ASD is comparatively studied using the analytical
method and finite element method, and a comparison of the results is carried out. The comparison
indicates that the analytical method is in good agreement with simulation results, and that it is
very helpful for designing homopolar-type rotor machines. According to the analysis, the proposed
adjustable speed drive displays a great performance in relation to the operating characteristics of a
flexible mechanical speed drive.

Keywords: homopolar-type rotor; magnetic adjustable speed drive; analytical analysis;
operating characteristics

MSC: 00A06

1. Introduction

Mechanical coupling adopts a rigid structure, which is simple, reliable and low cost.
However, it requires a high alignment accuracy between the power input end and load end
during installation. Meanwhile, it cannot isolate harmful vibrations and has no overload
protection function [1]. That means the use of a solid medium to transmit power cannot
solve the inherent problems of harmful vibration isolation and overload protection at the
input and output ends. Figure 1 shows a damaged rotating shaft and bearing due to
shafting vibration.
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Figure 1. A damaged rotating shaft and bearing due to shafting vibration. (a) The damaged rotating
shaft. (b) The damaged bearing.

Compared with mechanical coupling, magnetic adjustable speed drives have attracted
a great deal of attention. As the electromagnetic field is used as the power transmission
medium, the transmission link has no direct mechanical contact, leading to complete
isolation between the power drive end and the load end, which perfectly solves many
problems such as the isolation of harmful vibrations, overload protection, motor safety
starting with loads, etc. [2–4].

At present, most of the existing magnetic adjustable speed drives contain permanent
magnets, and speed adjustment is mainly achieved through the non-rotary mechanical
speed regulation structure to adjust the air gap length [5,6]. For permanent magnet ad-
justable speed drives, because they contain permanent magnets, this type of machine has
continuous free-wheeling losses in the form of hysteresis and induced eddy currents, which
may lead to high-temperature loss of excitation and vibration loss of excitation. Addition-
ally, because they contain a mechanical speed regulation structure, this also increases the
complexity and reduces the reliability of the system.

The homopolar-type rotor is very simple and robust, and has been widely used in
high-speed ac machines [7]. In some conditions, it can have a similar performance to the
typically used PM machines [8]. For this reason, researchers have paid much attention to
this type of machine. The authors of [9] use a bearingless ac homopolar alternator for a
flywheel energy storage system, which avoids significant mechanical friction, increases
the motor efficiency and increases the operational lifespan. The authors of [10] use a novel
permanent magnet homopolar inductor machine with a mechanical flux modulator for a
flywheel energy storage system. The authors of [11] use this type of rotor for a bearingless
motor, which can be driven up to an ultrahigh speed of 100,000 r/min. The authors of [12]
use a homopolar motor in a mining truck with a carrying capacity of 90 tons.

In addition to the above application, this study proposes a new application of the
homopolar-type rotor that could be used to regulate the speed of the load, named the
homopolar-type rotor adjustable speed drive (HTR-ASD). It usually contains a homopolar-
type rotor, a squirrel-cage rotor and a non-rotary shell with an excitation winding. This
machine has no brush, no permanent magnet, and no mechanical flux regulation device.
At the same time, the rotating parts of the device are composed of a solid homopolar-type
rotor and a simple squirrel cage structure, making it fit for high-speed or high-temperature
occasions [13,14]. Its magnetic excitation is produced by a dc current in a stationary field
with the winding fixed to the shell. In the regulation process, the speed and torque can
be adjusted only by adjusting the amplitude of excitation current. This current can be
completely turned off during idling times to eliminate magnetic losses.

The performance of the adjustable speed drive may be studied by either numerical
or analytical approaches [2]. The former, such as the finite element method (FEM), albeit
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precise, are time consuming. To simplify the analysis of magnetic adjustable speed drives,
some researchers use an analytical method. The analytical methods mainly include the
field analysis analytical model and the magnetic equivalent circuit (MEC) model. The field
analysis analytical model is based on Maxwell’s equations and boundary conditions. The
MEC is a simple analytical calculation method [15,16]. In recent years, it has been applied
in the design of eddy current couplings [17] and retarders [18,19]. The authors of [20] use an
analytical method to calculate the torque characteristics of a novel hybrid superconducting
magnetic coupling with axial flux. The authors of [21,22] attempt to simplify the actual
3D geometric model as a 2D model for research, aiming to increase the efficient of the
preliminary design. However, most of the analyses are for the PM adjustable speed drive
and are not suitable for the adjustable speed drive proposed in this study.

The homopolar-type rotor has a three-dimensional magnetic circuit structure with the
same pole and the 3D-FEM is often used for its analysis [23]. The use of the 3D-FEM enables
an accurate result to be obtained; however, this method is time consuming. Therefore,
the 3D-FEM is usually used for the final performance check. To conveniently obtain an
effective no-load air gap flux density, a simplified 2D equivalent analysis model of the
homopolar machine is proposed by [24]. Through this method, the no-load effective air
gap flux density can be calculated. However, whether this method is applicable to the
load condition of this machine is not stated. To calculate the load condition of this type of
machine, the authors of [25] adopted a 2D simplified analysis method for a PM homopolar
inductor machine. However, this model is for PM homopolar machines and is not suitable
for electric excitation machines. Aiming to simplify the calculation of a 3D magnetic circuit
for this type of machine, some researchers have used MEC [26,27]. As for the parameter
calculations, the authors of [27] use the rotor shape function to speed up the calculation
and analysis process. However, the authors of [27] ignore the difference between the rotor
shape and the air gap permeance, so the corresponding conclusion is not accurate enough.

In this study, an analytical examination of the homopolar-type rotor is performed,
which is found to be effective in the preliminary design stages and analysis of electric
machines. To analyze the speed regulation characteristics, the equivalent circuit of the
HTR-ASD is obtained and the torque of this machine is calculated by using it. The air
gap permeance function is analyzed, which is used not only for analyzing the air gap
magnetic field parameters, but also for calculating the winging parameters. The air gap
permeance function in this study is directly related to the rotor shape, which means that
it is much more accurate than in [27]. By using the analytical method proposed in this
study, researchers can quickly obtain the primary scheme of the machine and evaluate its
performance [28–30].

The remainder of this paper is organized as follows. In Section 2, the operation
principle and the flux-modulated mechanism of the HTR-ASD are analyzed in detail. The
equivalent circuit of the HTR-ASD is studied and the torque of the HTR-ASD is calculated
in Section 3. Then, the analytical method is proposed and key parameters of the HTR-ASD
are calculated. In Section 4, an HTR-ASD prototype is designed and the performances of
the HTR-ASD are comparatively studied by the analytical method and the finite element
method. The comparison of the results shows the accuracy of the analytical method,
indicating that the proposed adjustable speed drive can be applied successfully.

2. Structure and Operation Principles

2.1. Structure

A three-dimensional view of the proposed HTR-ASD is shown in Figure 2. It is
composed of a homopolar-type rotor, a squirrel-cage rotor and a non-rotary shell with
an excitation winding. The squirrel-cage core is formed by laminated silicon steel sheets
and embedded with a squirrel cage whose middle part is composed of non-ferromagnetic
material. The homopolar-type rotor is fabricated with high-strength solid steel. The shell
and the excitation winding are the non-rotary parts of the machine.
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Figure 2. Three-dimensional simplified view of an HTR-ASD.

As Figure 3 shows, the homopolar-type rotor is connected to the prime motor and the
squirrel-cage rotor is connected to the load. When the HTR-ASD is working, the torque
transmitted by the HTR-ASD is determined by the slip of the homopolar-type rotor and
the squirrel-cage rotor, which can be expressed by:

s =
nHTR − nSCR

nHTR
(1)

where nHTR is the speed of the homopolar-type rotor and nSCR is the speed of the squirrel-
cage rotor. Therefore, when the load torque is certain, the slip can be changed by adjusting
the dc excitation current, so that the speed can be adjusted.

Figure 3. The working platform of the HTR-ASD.

2.2. Operation Principle

The excitation winding provides the flux for the HTR-ASD. The flux is closed through
the shell, the air gap between the shell and the squirrel-cage rotor, the squirrel-cage rotor
core, the air gap between the squirrel-cage and the HTR, and the HTR, as shown in Figure 4.
Additionally, Figure 5 shows that the ac component of air gap flux density is generated due
to the different air gap permeances corresponding to the rotor teeth and slots. When the
HTR rotates, a synchronous rotating magnetic field is generated in space. The alternating
component of the magnetic field generates a corresponding current in the squirrel-cage
rotor. The current interacts with the rotating magnetic field in the air gap to generate
electromagnetic torque.
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Figure 4. The main flux path in no-load operation.

Figure 5. Air gap flux density distributions at different positions of the HTR-ASD.

3. The Equivalent Circuit for Analysis and the Analytical Calculation of Key Parameters

3.1. The Equivalent Circuit for Analysis and the Calculation of Output Torque

Although the winding structure of the squirrel-cage rotor is a squirrel cage type, the
winding can still be converted into equivalent three-phase winding to simplify the analysis.
Therefore, the equation of the HTR-ASD in the rotor d-q frame can be expressed as:⎡⎣usd

usq
u f

⎤⎦= p

⎡⎣ Lsd 0 Maf
0 Lsq 0

3
2 Maf 0 L f

⎤⎦⎡⎣isd
isq
i f

⎤⎦+

⎡⎣rs 0 0
0 rs 0
0 0 r f

⎤⎦⎡⎣isd
isq
i f

⎤⎦+

⎡⎣−ωψsq
ωψsd

0

⎤⎦ (2)

where ω = ωHTR − ωSCR. ωHTR is the angular velocity of the homopolar-type rotor, and
ωSCR is the angular velocity of the squirrel-cage rotor.

To obtain the equivalent circuit, the excitation winding is converted to the squirrel-cage
rotor side. The flux linkage equation can be expressed as:[

ψsd
ψ′

f

]
=

[
Lsd Lmd

Lmd L′
f

][
isd
i′ f

]
(3)

where i′ f =
2
3 i f Maf /Lmd.

As the squirrel cage is short circuited, there is usd= usq= 0. Therefore, the equivalent
circuit is as shown in Figure 6.

Figure 6. The equivalent circuit of HTR-ASD.
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When HTR-ASD operates in steady state, there is:{
Isq= −ωψsd

rs

Isd =
ωψsq

rs

(4)

The electromagnetic torque can be expressed as:

Tem= 1.5p
(

ψsd Isq − ψsq Isd

)
= −1.5p

rs

ω

(
I2
sq+I2

sd

)
(5)

Combined with Equations (3) and (4), Isd can be expressed as:

Isd =
ω2LsqLmdi′f

r2
s+ω2LsqLsd

(6)

The steady-state salient ratio ρ is defined as:

ρ =
Lsq

Lsd
(7)

Combined with Equations (4)–(7), Tem can be expressed as:

Tem= −1.5prsi′2f
ωL2

md
(
r2

s+ρ2ω2L2
sd
)(

r2
s+ρω2L2

sd
)2 (8)

When ρ = 1, Tem can be expressed as:

Tem= −2
3

prsi2f
M2

af
r2

s
ω +ωL2

sd

(9)

From Equations (7)–(9), it can be seen the torque of the HTR-ASD is related to the
excitation current and slip speed. When the excitation current is constant, its torque
characteristics are similar to an asynchronous motor. When the load torque is constant,
the speed can be adjusted by changing the excitation current. Generally, the difference
between Lsq and Lsd is not too large, and Equation (9) can be used to reflect the torque of
the HTR-ASD for simplifying the calculations.

3.2. Calculation of Air Gap Magnetic Field Parameters

Strictly speaking, because the homopolar-type rotor has a special three-dimensional
magnetic circuit structure with the same pole, it is necessary to develop a 3D-FEM to accu-
rately calculate its parameters. Nevertheless, since this method requires huge computation
time, it is usually used for the final performance check of the design and is not suitable for
analytical research and calculations.

To simplify the calculation, the air gap performance function can be considered. The
authors of [27] use the rotor shape function to represent the air gap performance function.
However, according to the hypothesis of the equal magnetic potential plane, the air gap
magnetic field is perpendicular to the rotor surface. Figure 7a shows the axial view of the
HTR-ASD, and Figure 7b shows the no-load magnetic density distribution within one rotor
tooth pitch. Obviously, the air gap magnetic density waveform is very different from the
rotor slot shape.
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Figure 7. The axial view of the HTR-ASD and no-load magnetic density distribution within one rotor
tooth pitch. (a) The axial view of the HTR-ASD. (b) No-load magnetic density distribution within
one rotor tooth pitch.

Before analyzing the composite magnetic flux density, it is necessary to analyze the
waveform of single-side air gap magnetic flux density. Figure 8 shows the air gap permeance
waveform and its components. To calculate different slot shapes, the per-unit values of the
air gap performance function λ∗

n are adopted. λ∗(θ) is multiplied by the reference value
ΛB to obtain the actual value, in which the reference value of specific permeability can be
expressed by:

ΛB= μ0/(kδδmin) (10)

where μ0 and kδ denote the vacuum permeability and Carter’s coefficient of slotting,
respectively.

Figure 8. Air gap rate permeance waveform and each component.

The definition of the per-unit air gap permeance function is:

λ∗
δ(θ) =

B(θ)
ΛBFδ

=
∞

∑
n=0

λncos nθ (11)

where Fδ is the magnetomotive force (MMF) of the air gap.
The air gap magnetic density on both sides during no-load excitation can be expressed as:⎧⎪⎪⎨⎪⎪⎩

Bdcl= FFδ

∞
∑

n=0
λncos nθ

Bdcr= FFδ

∞
∑

n=0
(−1)n+1λncos nθ

(12)
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The per-unit value of the dc air gap permeance function can be expressed as:

λ∗
dc(θ) =

Bdcl+Bdcr
FFδΛB

= 2
∞(odd)

∑
n=0

λncos nθ (13)

The amplitudes of armature winding MMF on the d-axis and q-axis can be expressed as:{
Fad= F1mcos θ1
Faq= F1msin θ1

(14)

The d-axis and q-axis components of air gap magnetic density on the left and right
sides caused by armature reaction can be expressed as:⎧⎪⎪⎨⎪⎪⎩

Bdl= kdmF1mcos θ1
∞
∑

n=0
λncos nθ

Bdr= kdmF1mcos θ1
∞
∑

n=0
(−1)n+1λncos nθ

(15)

⎧⎪⎪⎨⎪⎪⎩
Bql= kqmF1msin θ1

∞
∑

n=0
λncos nθ

Bqr= kqmF1msin θ1
∞
∑

n=0
(−1)λncos nθ

(16)

where kdm and kqm represent the proportion of air gap MMF in parallel d-axis and q-axis
magnetic circuits on both sides.

The per unit values of the d-axis and q-axis air gap permeance functions can be
expressed as:

λ∗
d(θ) =

Bdl+Bdr
kdmF1mΛB

= (2λ0+λ2)cos θ+
∞(odd)

∑
n=3

(λn−1+λn+1)cos nθ (17)

λ∗
q(θ) =

Bql+Bqr

kqmF1mΛB
= (2λ0 − λ2)sin θ+

∞(odd)

∑
n=3

(λn−1 − λn+1)sin nθ (18)

Therefore, λ∗
dc(θ), λ∗

d(θ), and λ∗
q(θ) can be regarded as a bridge between the rotor

shape and the machine parameters. When the rotor shape is determined, their values can
be obtained from a look-up table [31]. After that, they can be used to analytically calculate
the air gap magnetic flux density and the winding inductance parameter.

3.3. Calculation of Excitation Winding Parameters

Another parameter to be calculated is the excitation time constant, which is closely
related to the resistance and inductance of the excitation winding. Figure 9 shows the
excitation window and its size, which is used for the assembly of excitation windings.

Figure 9. Excitation window and excitation winding. (a) Excitation window and its size. (b) Excitation
winding.

88



Mathematics 2022, 10, 3712

The resistance of the excitation winding can be expressed as:

r f =
ρCuNf πD f

Scf
(19)

where ρCu is the conductivity of copper, Nf is the turn of excitation winding, Df is the
excitation coil diameter and Scf is the cross-sectional area of the excitation coil.

Under the excitation current alone, the magnetic density of a one-sided air gap between
the HTR and the squirrel-cage rotor can be expressed as:

Bdcl(θ) =
Nf I f

2
km

∞

∑
n=0

λncos nθ (20)

Therefore, the average air gap flux density at one side of the machine can be expressed as:

Bav =
1

2π

∫ 2π

0
Bdcl(θ)dθ =

Nf I f

2
kmλ∗

dc0ΛB (21)

The main flux linkage of excitation winding is:

ψff= N f BavSδ= I f N2
f πRH(l 1 +2δ)kmλ∗

dc0ΛB (22)

where Sδ represents the total area of a one-sided air gap between HTR and the squirrel-cage
rotor, RH is the radius of the HTR, and l1 is the single length of the HTR.

The main inductance of the excitation winding is:

Lff =
ψff

I f
= N2

f πRH(l 1 +2δ)kmλ∗
dc0ΛB (23)

Moreover, (23) shows that the main self-inductance of the excitation winding only
contains the dc component, because in the same pole magnetic field structure, the self-
inductance parameters of the excitation winding are determined by the overall magnetic
circuit state and have nothing to do with the details of the air gap flux density waveform.

The excitation time constant can be expressed by:

t f =
Lff

r f
=

Nf πRH(l 1 +2δ)kmλ∗
dc0ΛB

ρCuπD f
Scf (24)

In the design of an HTR-ASD, the excitation winding time constant t f is expected to
be as small as possible. On the one hand, it can reduce the excitation establishment time
and improve the system mobility. On the other hand, it can make it easier to adjust the flux
linkage of the excitation winding in the process of speed regulation, in order to strengthen
the dynamic response ability of the system in the process of speed regulation.

3.4. Calculation of Armature Winding Parameters

By using λ∗
d(θ) and λ∗

q(θ), the armature winding parameters can be easily obtained.
Lmd and Lmq can be expressed as:

Lmd =
2mμ0Di(l + 2δ)kdm

δkδπ

(
NKN1

p

)2
λ∗

d1(θ) (25)

Lmq =
2mμ0Di(l + 2δ)kqm

δkδπ

(
NKN1

p

)2
λ∗

q1(θ) (26)

where Di is the inner diameter of the squirrel-cage rotor and l is the length of a single side
core. λ∗

d1(θ) and λ∗
q1(θ) are the fundamental components of λ∗

d(θ) and λ∗
q(θ).
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The steady-state salient ratio ρ can be expressed as:

ρ =
Lla+Lsq

Lla+Lsd
(27)

According to Equations (11) and (12), under no-load excitation, the composite magnetic
density of armature winding cutting can be expressed as:

Bdc(θ) =
Nf I f

2
kmλ∗

dc(θ)ΛB (28)

Therefore, the fundamental component of mutual inductance between excitation
winding and armature winding can be expressed as:

Maf =
μ0Di(l + 2δ)λ∗

1
δkδ

NKN1

p
Nf (29)

From the calculations of the above parameters, it can be clearly seen that by using
λ∗

dc(θ), λ∗
d(θ), and λ∗

q(θ), the design flow becomes more efficient. As for the calculation of
leaked inductance, it is the same as that of a conventional machine. Furthermore, because
the winding in the conductor rotor core is a squirrel cage type, the end ring parameters
need to be considered [32].

3.5. Magnetic Circuit Calculation

To consider the influence of different position saturation on the calculation of the
inductance parameters, the magnetic circuit of the HTR-ASD needs to be calculated. Con-
sidering that the surfaces of each part of the HTR-ASD are equimagnetic potential surfaces,
the calculation can be simplified using Carter’s coefficient. Figure 10 shows the calculation
model of the homopolar-type rotor obtained by Carter’s factor.

Figure 10. The key parameters and magnetic equivalent circuit of the HTR-ASD.

Figure 11a shows the key parameters of the machine and Figure 11b shows the MEC
of the calculation. δ′1 can be written as:

δ′1= δminkδHTRkδSCR (30)

where kδHTR and kδSCR are the Carter coefficients of the homopolar-type rotor and the
squirrel-cage rotor.
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Figure 11. The key parameters and magnetic equivalent circuit of the HTR-ASD. (a) The key parame-
ters of the machine. (b) The MEC of the calculation.

Therefore, the reluctances can be expressed as:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

rS1 = ln(RS/(RC+δ2))
2μsπl1

rS2 = l2
2μSπ(RS−RC−δ2−h f )

2

rδ2 = ln(1+δ2/RC)
2μ0πl1

rδ1 =
ln(1+δ′1/R′

H)
2μ0πl1

rC1 =
ln(1+δ′1/R′

H)
2μCπl1

rH1 =
ln(R′

H/RH2)
2μHπl1

rH2 = l2
2μHπR2

H2

(31)

The use of a MEC can simplify the calculation of a 3D magnetic circuit and speed up
the calculation and analysis processes. At the same time, the air gap magnetic density can
be determined by λ∗

dc(θ) after calculating the no-load magnetic circuit.

3.6. Summary of the Analysis and Design Method of the HTR-ASD

The above analysis can be summarized as follows:

(1) When the torque and speed requirements are determined, the key parameters of an
HTR-ASD can be obtained using the equivalent circuit and expression (9).

(2) When the key parameters, like Lsq and Lsd, are determined, the rotor shape and the
winding parameters can be determined by λ∗

dc(θ), λ∗
d(θ), λ∗

q(θ), and
expressions (25) and (26).

(3) To consider the influence of different position saturation on the calculation of induc-
tance parameters, a MEC can be used. By using expression (31), the influence of
different position saturation on the calculation of inductance parameters can be taken
into consideration.

(4) As for the dynamic characteristics of the HTR-ASD, the s-function simulation model
can be established based on expressions (2) and (3).

4. Performance Analysis

4.1. Prototype Design and FEM Analysis

To verify the accuracy of the above analysis and study the characteristics of the
machine, a prototype is designed and its parameters are illustrated in Table 1.
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Table 1. The parameters of the HTR-ASD.

Parameter Value Unit

Pole-pair numbers of the HTR 5 -
The slot numbers of the squirrel-cage rotor 48 -

Air gap length between the squirrel cage and the HTR 1 mm
Air gap length between the squirrel cage and the shell 1 mm

The diameter of the HTR 120 mm
The inner diameter of the shell 182 mm

The length of the shaft 30 mm
Total length 150 mm

The turns of excitation winding 400 -

A 3D finite element model was established to calculate the electromagnetic parameters.
Figure 12 shows the 3D-FEM model and the mesh of the rotor finite element model.
Figure 13 shows the no-load magnetic field distribution of the axial and radial views at an
excitation current of 6A.

Figure 12. Three-dimensional FEM of the HTR-ASD. (a) The FEM model of the HTR-ASD. (b) Mesh
of the rotor finite element model.

Figure 13. No-load magnetic field distribution of the axial and radial views. (a) The no-load magnetic
field distribution of the axial view. (b) The no-load magnetic field distribution of the radial view.

Figure 14 shows a comparison between the analytical calculations and the simulation
of no-load air gap flux density distribution. This shows that the proposed air gap permeance
function and the MEC model of the HTR-ASD are accurate and can be used to calculate
the magnetic field of the machine. Figure 15 shows the air gap flux density distribution
at different slip speeds and an excitation current of 6A. Additionally, Figure 16 shows
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the squirrel-cage current density distribution at different slip speeds and an excitation
current of 6A.

Figure 14. No-load magnetic field distribution of the axial and radial views.

Figure 15. Air-gap flux density distribution under different slip speed at 6A excitation current.

Figure 16. Current density distribution under different slip speeds and an excitation current
of 6A. (a) Slip speed = 40 r/min; (b) slip speed = 80 r/min; (c) slip speed = 120 r/min;
(d) slip speed = 160 r/min.

4.2. Speed Regulation Characteristics

Figure 17 shows the output torque of the HTR-ASD under different slip speeds and
excitation currents. From Figure 17, it can be clearly seen that the speed and torque of the
HTR-ASD can be easily adjusted by changing the excitation current. Additionally, the out-
put torque is proportional to the square of the current, which is similar to the characteristics
of the voltage regulated speed control of an asynchronous motor. Through a comparison
between the analytical calculations and simulations, the accuracy of the analytical analysis
in this study is verified. Figure 18 shows the operating characteristics at different prime
mover speeds. When the speed of the prime mover changes, its characteristics are like
those of the variable frequency speed regulation of an asynchronous motor.
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Figure 17. The output torque of HTR-ASD under different slip speed and excitation currents.

Figure 18. The mechanical properties of the HTR-ASD.

When the inductance parameters of the machine are calculated, the transient torque
response of the HTR-ASD can be obtained by the s-function simulation model, which
is much quicker than the FEM. Figure 19 shows the transient torque response of the
HTR-ASD calculated by the two methods under different slip speeds and an excitation
current of 6A. As can be seen from Figure 19, the results of the two methods are basically
consistent. Furthermore, the higher the slip speed, the longer the response time because of
the larger current.

Figure 19. Transient torque response of the HTR-ASD under different slip speeds and an excitation
current of 6A.

5. Conclusions

In this study, a new type of adjustable speed drive, named the HTR-ASD, is proposed.
Its unilateral air gap magnetic field is unipolar, while its synthetic air gap magnetic field is
bipolar. The HTR-ASD has an absence of brushes, permanent magnets, and mechanical
flux regulation devices, leading to an obvious advantage of high reliability. The speed and
torque can be adjusted only by adjusting the excitation current with dc power. Meanwhile,
the rotating parts of the device are composed of a solid homopolar-type rotor and simple
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squirrel-cage structure. This simple and robust structure makes it more suitable for work-
ing in harsh environments. In order to calculate its steady and dynamic characteristics,
the equation and equivalent circuit of the HTR-ASD are analyzed in a rotor d-q frame.
Additionally, the air gap permeance functions are developed to simplify the analysis of the
air gap magnetic density and the calculation of the parameters, which may make the design
flow more efficient. Finally, a protype is designed and simulated by the FEM, and analytical
analyses are carried out to verify and evaluate the HTR-ASD’s performance. The compari-
son between the FEM and the analytical analyses are developed, and the results show great
agreement in relation to accuracy. In addition, the results of the operating characteristics
indicate that this machine is very suitable for use as an adjustable speed drive.
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Abstract: Recently, there has been a tremendous increase in the use of fiber-reinforced composite
(FRCP) in the aviation and aerospace industries due to its superior properties of high strength, stiff-
ness, and low weight. The most important feature of implementing composite materials in aviation
is their behavior under dynamic loads and resistance to fatigue. To predict the life of composite
structures and optimize the inspection interval, it is essential to predict the damage behavior of
composites. In this study, a model of fatigue delamination damage of composite specimens was
first constructed using a finite element analysis (FEA)-based approach. The FEA modeling was
verified through comparison with experimental specimen data, and the verified FEA model was
applied to the composite material aircraft tail wing structure. In this case, a Monte Carlo simulation
(MCS) was performed by building a response surface model while considering the uncertainty of
the mechanical parameters. Through this process, the risk as a function of flight time could be
quantitatively evaluated, and the inspection interval was optimized by selecting the combination
with the lowest number of repeated inspections that met the permitted risk criteria.

Keywords: fiber-reinforced composites; finite element analysis; delamination; inspection interval;
aircraft tail wing structure

MSC: 65-04

1. Introduction

To ensure the safe and continuous operation of aircraft, maintenance is a key activity [1].
Efficient maintenance can save high maintenance costs and can increase the service life of
aircraft structures. Recently, the development of the structural health monitoring approach
(condition-based maintenance) has enabled maintenance engineers to more frequently
monitor the health condition of aircraft structures [2]. For this purpose, additional sensors
are embedded in structures to provide health information, thus making condition-based
maintenance more expensive than scheduled maintenance. Therefore, the practice of
scheduled maintenance remains more dominant than condition-based maintenance. The
main challenge in scheduled maintenance is the determination of efficient inspection
intervals to reduce maintenance costs and maintain high safety standards [3].

The proportion of FRCPs in aircraft structures is increasing every year as the technical
limitations of composite materials are gradually resolved [4]. FRCPs offer high stiffness,
high strength-to-weight ratio, and excellent fatigue performance, making them suitable for
the manufacturing of complex aircraft composite structures. Aircraft industries, such as
Boeing 787 and Airbus A380, are using composite materials for their primary structures,
such as the fuselage skin and wing spars [5]. Unlike metals, these composites suffer from
complex damage mechanisms because of their anisotropic properties. Among these, fatigue
delamination and debonding damage are the major causes of failure in composites [6–8].
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During aircraft flight, fatigue load continuously occurs, thus making the structures more
susceptible to fatigue delamination damage [9]. Therefore, for the accurate prediction of the
life span of composite structures, it is important to predict the fatigue delamination damage.

The commonly applied maintenance method in the aviation industry is the mainte-
nance steering group 3 (MSG-3) [10], which aids in determining the inspection interval
of aircraft structures. However, MSG-3 has the disadvantage of being heavily dependent
on engineering experience, while the functional/structural detail evaluation of various
new composite aircraft structures is limited. Therefore, the use of MSG-3 is inadequate for
direct application to composite structures. Furthermore, it is difficult to maintain structural
uniformity in composites because of the inaccuracies of the manufacturing process and
the random variation in properties in composites. Therefore it is challenging to predict
the failure of composite materials using the traditional deterministic approaches [11]. The
usage of deterministic approaches results in the underutilization of the composite material.
To utilize the material to its full capacity without compromising its structural safety, the
uncertainties in the composite material should be considered for its realistic design, which
is not possible in deterministic analysis. Probabilistic analysis offers a solution of incorpo-
rating the uncertainties in the design variables to compute the inherent risk in a structure
subjected to service loading conditions. Therefore probabilistic approaches [12–14] have
received considerable attention when it comes to addressing the uncertainty in design
and maintenance.

Recently, Dinis et al. [15] proposed a probabilistic-design-based approach for aircraft
maintenance and repair. The approach employed the usage of a Bayesian network to cope
with the uncertainty in both scheduled and unscheduled maintenance. A real dataset based
on 372 aircraft industrial maintenance projects was used. Similarly, Chen et al. developed
an approach for the optimization of inspection intervals for composite structures for dent
and delamination damage. The idea was to quantify the structural residual strength
and maintenance cost for the different inspection intervals. The proposed approach was
implemented on an aircraft wing. A historical dataset from the Chinese aircraft industry
was used to develop the proposed approach. A POD curve created using general visual
inspection (GVI) and detailed inspection (DET) data was selected as a method of damage
detection. The probability of detecting damage according to dent damage was calculated
using a Monte Carlo simulation. From these simulation results, a procedure for calculating
the optimal inspection cycle that considered the structural reliability and maintenance cost
was presented. However, the main limitation of this approach was that it was based on
the actual repair data after the damage was confirmed. The approach did not consider the
cause and progression of the delamination and dent damage.

Similarly, Dinggiang et al. [11] developed an optimized inspection interval approach
by considering dent and delamination damage. The study used the maintenance records
of 12 aircraft over 10 years of operation time. Impact damage was considered the main
cause of damage, and the average expected number of impacts per year was calculated
by comparing the maintenance history of such impact damage and the service life of the
aircraft. The failure probability of the structure was calculated by simulating the residual
strength and damage growth of the structure according to the impact damage that occurred
during the service life operation. This study also utilized the actual maintenance data.
The limitations of this approach were the limited damage data and that it was difficult to
obtain the damage maintenance data from the aircraft industry. Further, the obtained data
included the information after the damage occurred, and lacked information on the damage
progression and the accurate cause of the damage. To overcome the data availability
problem and the lack of progressive damage knowledge, an FEA-based approach can
be used. Gianella et al. [16] developed a probabilistic framework for fatigue reliability
assessment by considering multi-source uncertainties. The sensitivity of each input variable
was obtained, and the influence of the variable on the life prediction was derived. The above-
presented literature approaches are all based on real aircraft maintenance and damage data.
However, the main limitation of the approaches available in the literature is the availability
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of real aircraft maintenance data to develop structural health monitoring approaches for
the prediction of the fatigue life of the composite structures. The acquisition of the real
damage data requires the embedding of additional sensors on the skin of aircraft structures,
thus making the maintenance strategies more expensive. Therefore, to overcome the
unavailability of the real-life operating data problem, this study proposed a methodology
that uses the FEA-based model for the generation of fatigue damage growth curves and
further implements this approach for the risk assessment and optimization of the inspection
interval of the KT-100 aircraft tail wing structure. To the authors’ best knowledge, no such
study can be found in the literature that utilized a finite-element-analysis-based approach
for the inspection interval optimization of aircraft composite structures.

In this study, a novel FEA-based approach was proposed for the inspection interval
optimization of an aircraft composite tail wing structure. First, the FEA-based fatigue
delamination model was constructed for the composite specimen and was verified through
comparison with experimental data. The verified FEA model was extended to the composite
aircraft tail wing structure of a KT-100 aircraft (Korea Aerospace Industries, Ltd., KAI). In
this case, a Monte Carlo simulation was performed by building a response surface model
that considered the uncertainty of the mechanical parameters. Through this process, the
risk according to each flight time could be quantitatively evaluated, and the inspection
interval was optimized by selecting the combination with the lowest number of repeated
inspections within the conditions that met the permitted risk criteria.

2. Proposed Finite-Element-Analysis-Based Inspection Interval Optimization
Approach

Figure 1 shows the proposed FEA-based inspection interval optimization approach.
The developed methodology consisted of the following five phases:

Phase 1.The geometry, fatigue-loading spectrum data, and skin-debonding damage case
scenario of the KT-100 aircraft tail wing structure were obtained from KAI.

Phase 2. A fatigue delamination damage model was developed for a simple composite
specimen and extended to the full-scale aircraft tail wing geometry.

Phase 3.The uncertainty of mechanical parameters was included, and the design of experi-
ments was created based on Latin hypercube sampling (LHS) scenarios.

Phase 4.A Monte Carlo simulation was performed by building a response surface model.
Phase 5. Risk assessment and inspection interval optimization of the tail wing structure

were undertaken.

2.1. Development of the Finite Element Model

Modern aircraft structures, such as the wings and fuselage, utilize FRCPs. The com-
posite laminates are highly susceptible to delamination, which is considered one of the
major damage mechanisms in composites among all other types of damage. The delamina-
tion propagation can occur under the fatigue loading, thus causing stiffness and gradual
strength degradation and leading to catastrophic failure of composite structures. Therefore,
the characterization of the fatigue delamination resistance in composite materials is nec-
essary for their damage tolerance design and reliability assessment. In aircraft composite
structures, stringers are joined to the skin via adhesive bonding. During the flight, cyclic
fatigue causes separation between the skin and stringer, which may result in delamination
failure. Therefore, it is important to predict fatigue delamination initiation and propagation
so that these composite panels do not fail prematurely. To enhance the fatigue life and
reliability of composite structures, several researchers have investigated the delamination
growth in composites under fatigue loading. A variety of models are proposed in the litera-
ture for the prediction of fatigue delamination growth at the coupon level. However, the
prediction of fatigue delamination in complex geometries, such as aircraft wing structures,
is still an open issue. The most popular approach for the characterization of fatigue crack
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growth is Paris’ law [17–19]. Paris’ law relates the fatigue crack growth rate to the stress
intensity factor and energy release rate. Equation (1) shows the basic form of Paris’ law [20]:

dA/dN = C f (G)m (1)

where C and m represent the fitting parameters and f (G) is a function of the energy release
rate (G). In metals, the stress intensity factor variation (ΔK) is usually adopted for fatigue
crack growth. On the other hand, in composite laminated structures, the energy release
rate (ΔG) variation seems to provide a better description of experimental results, as shown
in Equation (2):

dA
dN

= C(ΔG)m = C(Gmax − Gmin) (2)

 

Figure 1. Schematic of the proposed FE-based inspection interval optimization approach.

The FE model implemented in this study and included in the FE code ABAQUS [21]
was built on Equation (2) to estimate the fatigue crack growth rate.

In a numerical model, delamination is usually modeled using a damage mechanics
or fracture mechanics approach in combination with Paris’ law. Different approaches are
found in the literature in the context of damage mechanics. Among these, the cohesive zone
modeling approach [22–24] received considerable attention for delamination modeling.
This approach provides good results in combination with Paris’ law for simple geometries
and test specimens. However, this approach is not suitable for complex geometries. On
the other hand, the virtual crack closure technique (VCCT) [9,25] derived from fracture
mechanics is found built into several commercial FE codes. This approach is suitable for
implementation in complex geometries and can simulate fatigue delamination growth in
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combination with Paris’ law. The fatigue crack growth in an ABAQUS simulation employs
VCCT criteria to compute the energy release rate. The crack propagation starts when the
criterion based on Equation (3) is satisfied:

f =
N

c1ΔGc2 ≥ Gmax > Gth (3)

where N is the current cycle number and c1 and c2 are fitting parameters that are experi-
mentally determined. Once the onset criterion is satisfied, the fatigue delamination growth
rate is governed by Paris’ law, which is shown in Equation (4):

dA
dN

= c3(ΔG)c4 (4)

where c3 and c4 are fitting parameters.
The fatigue delamination finite element was first implemented for the double can-

tilever beam (DCB) composite specimen. The results of the numerical model were compared
with the benchmark experimental study [23,26]. The composite specimen had a length
of 254 mm and a width of 25 mm. The thickness of each arm was 3 mm. The initial
delamination was induced in the specimen with a length of 51 mm and was located in the
center of the plies, as shown in Figure 2. The specimen consisted of a T300/1076 carbon
fiber epoxy composite with 24 unidirectional plies.

 

Figure 2. DCB specimen geometry with initial delamination.

The material properties used in the numerical model were taken from [26] and are
shown in Table 1.

Table 1. Material properties and fatigue parameters of T300/1076 graphite epoxy.

Parameters Notations Value

Elastic modulus in direction 1 E1 139,400 MPa

Elastic modulus in directions 2 and 3 E2 = E3 10,160 MPa

Shear modulus in directions 12 and 13 G12 = G13 4600 MPa

Shear modulus in direction 23 G23 3540 MPa

Poisson’s ratio in direction 12 and 13 ν12 0.3

Poisson’s ratio in direction 23 ν23 0.436

Fracture toughness in direction 1 GIC 0.17 kJ/m2

Fracture toughness in direction 2 GiiC 0.49 kJ/m2

Lower fatigue crack growth threshold r1 0.67

Upper fatigue crack growth threshold r2 0.067

101



Mathematics 2022, 10, 3836

Continuum shell elements (SC8R) were used for the modeling of the DCB specimen.
A single element is used throughout the thickness of each arm. The refined mesh was
used in the damage propagation zone and the remaining region consisted of a coarse mesh.
First, the load–displacement curve was computed for quasi-static loading. The simulation
curve was computed and compared with the experimental benchmark case study result, as
shown in Figure 3. The numerical model showed a linear response and a good correlation
was found, both in terms of the initial stiffness and peak load between the numerical model
results and the experimental benchmark case study.

Figure 3. Load vs. displacement curve of the DCB specimen [26].

For the fatigue crack propagation analysis, the triangular load cycle as applied in the
experimental benchmark case study [23,26] was applied as a fatigue loading cycle. As
expected, the delamination length increased rapidly at the start of the loading cycles. The
delamination stopped propagating at around 3.7 million cycles. The numerical results
computed in ABAQUS showed good agreement with the experimental benchmark results,
as shown in Figure 4.

Once the fatigue delamination crack propagation model was established, the model
was extended from the composite specimen to the KT-100 aircraft tail wing structure. The
tail wing is located behind the main lifting surface of the aircraft and provides stability and
control. The design of the KT-100 horizontal stabilizer consists of upper and lower skins.
The upper and lower skins of the sandwich structure act as a spur structure. The upper
and lower skins are bonded and tightened to make a box-shaped structure. Three ribs exist
inside the box structure. Skin debonding from the rib is the most critical damage that can
occur in an aircraft tail wing structure. Figure 5 shows skin-debonding damage. Therefore,
in this study, skin/rib-debonding damage was modeled using the fatigue progressive
damage model.

The geometry of the tail wing was provided by the Korean Airforce and imported from
the 3D model in ABAQUS. To simplify the model, bolts and rivets were not considered
in the geometry. Initial delamination of 32 mm was introduced between the middle rib
and upper skin, as shown in Figure 6a. To avoid the loss of computational power, shell
elements (S4R) were used to model the tail wing structure with 49,209 total elements. The
mesh was kept refined in the crack propagation region and coarse in the remaining regions,
as shown in Figure 6b.

102



Mathematics 2022, 10, 3836

Figure 4. Comparison of the numerical and experimental fatigue delamination propagation curve [23,26].

Figure 5. Skin-debonding damage in aircraft tail wing structure.

 

Figure 6. (a) Geometry of a tail wing with initial delamination and (b) the mesh configuration of
the model.

The loads and boundary conditions are used as in an actual flight scenario. One side
of the wing was kept fixed, and the shear forces were applied at the other end with the
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flight loading spectrum as a fatigue cycle provided by the Korean Airforce. Figure 7 shows
the flight operating loading spectrum with a normalized amplitude.

Figure 7. Flight loading spectrum for each fatigue cycle.

The bond stat plot (crack propagation plot) output in ABAQUS represents the fatigue
crack propagation. The blue color represents the unbonded region, while the red color
represents the bonded region. Figure 8 represents the BDSTAT plot for the tail wing
structure. The BDSTAT plot was computed between the upper skin and the middle rib of
the composite structure.

 

Figure 8. BDSTAT plot representing the cracked region between the upper skin and the middle.

Different case simulations were carried out for the different values of the applied
loading scenarios by using the flight operating load spectrum. The simulation was run
for 8000 flight hours (FHs), and the crack propagation plots are analyzed. The first case
scenario represented the actual loading condition with the magnitude of shear forces. The
other three case scenarios were simulated to observe the fatigue crack propagation. Table 2
shows the case simulation scenarios.
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Table 2. Case simulation scenarios.

Case Simulation Applied Shear Force Magnitude Load Increase (%)

Case 1 1.849 KN -
Case 2 2.2 KN 18.9%
Case 3 2.6 KN 40.6%
Case 4 3.0 KN 62.2%
Case 5 3.7 KN 100%

The first case simulation consisted of the applied load of 1.849 KN (actual flight loading
scenario) for the applied operating load spectrum. The simulation was carried out for
8000 FHs, and it was observed that the crack did not propagate. As the case represents
a real loading scenario, it is customary that the crack propagation was slow, and it took
more than 8000 FHs to propagate the crack. As the applied load was increased, the crack
propagation region increased, as shown in Figure 9. Therefore, it was concluded that to
observe the crack propagation, the applied loading must be increased to more than the real
flight loading scenario.

 
Figure 9. Crack propagation plot for the different applied loading conditions.

Figure 10a shows the fatigue cracks propagation plot measured as a function of the
number of cycles for case simulation 5. The cracks started to propagate around 153 flight
times, and increase rapidly until 1436 FHs. From the 14,336 cycles over 3692 FHs, the crack
propagation occurred linearly with a low crack propagation rate, while after 4692 cycles,
the crack propagation increased rapidly up to 4783 cycles until it reached the defined crack
threshold length of 10 mm. The graph trend of the current model results was compared
with the crack propagation curve in the literature [27] for a composite. It was found
that compared with the composite crack propagation trend in the literature, the current
numerical model showed a similar trend of crack propagation.
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Figure 10. (a) Crack propagation plot of the current numerical model and (b) a comparison with the
literature trend of the composite fatigue crack propagation curve [27].

2.2. Sensitivity Analysis and Design of Experiments (DOE)

FRCPs subjected to cyclic loading are most likely to fail with fatigue delamination crack
growth. Many factors can affect the fatigue delamination growth, such as the constituent
material parameters, geometry, and environmental conditions. However, the most common
practice is to check the effect of mechanical parameters on the fatigue delamination behavior
of composite laminates. For this purpose, sensitivity analysis [28] was undertaken to assess
the sensitivity of crack growth to uncertain mechanical parameters. Sensitivity analysis can
be used as a tool to understand how uncertain inputs can affect a model’s performance.
Sensitivity analysis is a systematic assessment method that is generally performed to assess
the impact of individual input uncertain parameters on the model output response. It
is an essential part of every risk assessment analysis that seeks to learn things such as
how the model outputs change with the change in inputs and how it affects the model
output decisions. The sensitivity analysis enhances the overall confidence in the risk
assessment. Further, it improves the prediction of the model by studying the model
response to the change in input variables and by analyzing the interaction between the
variables. The knowledge of these sensitive parameters can help to better comprehend
the fatigue delamination behavior and can pinpoint the direction of an optimal composite
design. In this study, the effect of varying the mechanical properties was studied to examine
the fatigue delamination behavior. Table 1 shows that a total of eight mechanical properties
and two fatigue parameters were considered to examine the effect of fatigue delamination
behavior. The parameters were varied by +2% of the mean value, and the model output
fatigue delamination growth was computed. It was observed that E1 and G23 showed the
most sensitive behavior compared with the other parameters. Figure 11 shows the relative
error plot.

After pinpointing the most sensitive mechanical inputs, the design of experiments
(DOE) was carried out by using Latin hypercube sampling (LHS) [29]. For the generation of
DOE scenarios, input factors should be defined. In the case of fatigue crack propagation in
the tail wing structure, two input factors (E1 and G23) were chosen. The error variation of
+2% was kept for random sampling for the generation of thirty DOE samples, as shown in
Table A1 of Appendix A. Figure 12 shows the fatigue crack propagation curves combined
into a single plot. It was observed that for a crack delamination length threshold of 10 mm,
the number of flight times range from approximately 2500 to 4600.
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Figure 11. Sensitivity analysis plot representing the relative error of each parameter with respect to
the exact simulation parameters fatigue behavior.

Figure 12. Fatigue delamination behavior of DOE data generation scenarios.

3. Risk Assessment and Inspection Interval Optimization

This section provides the results of the risk assessment and optimization of inspection
interval for a composite aircraft tail wing structure. In the first stage of risk assessment, it is
highly desirable to develop an efficient response surface that requires fewer FE executions.
The composite crack propagation curve response surface was generated for both the
sensitive parameters for the damage range of 2 to 10 mm. Thirty samples generated from
the LHS were used for the generation of a total of nine response surfaces, as shown in
Figure 13a. The average value of the mean square error (R2) of the nine response surfaces
was 0.9987, with a minimum R2 value of 0.9962. It was confirmed that the response surface
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model satisfied the minimum standard value of R2 ≥ 0.990 set in this study. The present
study dealt with the reliability evaluation of the structure using an efficient adaptive
response-surface-based MCS technique. The analysis should consider all the uncertainties
required for accurate damage growth modeling and risk assessment. For this purpose,
damage growth simulation was performed using an MCS. The crack propagation curves
using response surface modeling were accurately simulated compared with FE simulations,
as represented in Figure 13b.

Figure 13. (a) Response surface generation using Latin hypercube sampling design and (b) the
simulation response surface based on FEA simulations.

After the development of the response surface, we estimated the single flight prob-
ability of failure (SFPOF) assuming the structure was non-repairable. For the FRCPs,
nondestructive inspection (NDI) was insufficient to detect the cracks that can propagate to
complete failure of the structure. Therefore, it is essential to minimize the risk by computing
the minimum inspection cycle. For this purpose, SFPOF was proposed in 1980 to assess the
risk of aircraft failure [30]. It provides the probability of failure during one flight. To evalu-
ate the risk, the criteria may vary depending on the operating environment conditions. The
US Department of Defense proposed that a structural risk assessment should be performed
on a component-by-component basis, and defined the limits on SFPOF of between 10−7

and 10−5 for each component. According to the suggested range, if SFPOF > 10−5, the
component is unacceptable for operation. For 10−5 > SFPOF > 10−7, the structure requires
repair and modification to ensure long-term operation. For SFPOF < 10−7, the structure is
safe for long-term operation. In this study, SFPOF defined the amount of damage reached
in the component with respect to the total number of simulations, as shown in Equation (5):

SFPOF = P(a ≥ acritical)=
Ncritical

Nsimulation
(5)

where Ncritical is the number of simulations exceeding the critical damage size and Nsimulation
is the total number of simulations.

In this study, SFPOF was computed at 3000 FHs. At 3000 FHs, the damage distribution
is calculated. The probability was computed for the scenario that the damage was greater
than the critical crack size, which was 8 mm. Using the above process, the SFPOF was
calculated for the total number of FH, as shown in Figure 14.
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Figure 14. Single flight probability of failure calculation at 3000 FHs.

For a critical component, such as an aircraft tail wing, the common practice is to
perform multiple inspections. The reason for repeated inspections is that the inspections
are never perfect. There is always the possibility of misclassification. Therefore, repeated
inspections are likely to reduce the inspection cost. For the determination of an optimal
inspection plan, an optimal number of repeated inspections is needed. The time between
repeated inspections can be computed using the following equation:

Trepeat =
Tdesign − Tinital

NInspection + 1
(6)

where Tinital is the initial inspection cycle, Tdesign is the operating life, and NInspection is the
number of repeated inspections. In this study, the service life of the tail wing structure
considered was 3000 FHs, with the first inspection cycle at 200 FHs. Figure 15 shows the
calculation of repeat inspection cycles with respect to the number of repeated inspections.

Figure 15. Number of repeated inspections with respect to the number of inspection plans.
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The criteria for determining the optimal inspection cycle in this study was based on
the US Airforce standard of risk assessment matrix [31]. In the event of an accident, the
severity level is divided into four levels based on the type of result, component damage,
etc. The Risk Assessment Code, or Hazard Risk Index, is a risk level that is calculated by
combining the severity and probability of occurrence, as shown in Table 3. A high risk
constitutes the first−fifth level range. The serious risk of component failure falls in the
sixth–ninth level range, the medium risk falls in the 10th–17th level, whereas the low risk is
in the 18th−20th level range.

Table 3. US Airforce airworthiness risk assessment matrix [31].

USAF Airworthiness Risk Assessment Matrix Severity Category

Probability
Level

Probability per FH or
Sortie

Freq per 100 K FH or
100 K Sorties

Catastrophic
(1)

Critical
(2)

Marginal
(3)

Negligible
(4)

Frequent
(A) 10−3 ≤ Prob 100 ≤ Freq 1 3 7 13

Probable
(B) 10−4 ≤ Prob < 10−3 10 ≤ Freq < 100 2 5 9 16

Occasional
(C) 10−5 ≤ Prob < 10−4 1 ≤ Freq < 10 4 6 11 18

Remote
(D) 10−6 ≤ Prob < 10−5 0.1 ≤ Freq < 1 8 10 14 19

Improbable
(E) 0 < Prob < 10−6 0 ≤ Freq < 0.1 12 15 17 20

Eliminated
(F) Prob = 0 Freq = 0 Eliminated

The overall process implemented in this study for determining the optimal inspection
interval is divided into three steps, as shown in Figure 16:

Step #1. Determination of the severity category

In the event of an accident caused by a defined major failure mode, the severity level
was determined after predicting the consequences.

Step #2. Calculation of the probability of failure (probability level)

The probability of failure was calculated by computing the SFPOF for each flight time.

Step #3. Risk assessment code

Steps #1 and #2 were combined to calculate the risk. If the calculated risk was less than
the target level, step #2 was repeated after modifying the inspection cycle combination.

In the case example of an aircraft tail wing, the first step was computed by assuming
the severity level to be critical. In the second step, the assumed operating life was 3000
flight times. After setting it equal to a critical value, the SFPOF was calculated for each FH
until the end of the operating life, and the maximum SFPOF was set as the reference value.
The RAC from the maximum probability of failure and severity level was calculated. If the
target risk level was a medium risk: RAC 10−17, then the combination of the least number
of repeated inspections among the combinations of inspection cycles that satisfied RAC
10−17 is selected. In this example, the optimal inspection cycle was calculated when the
number of repeated inspections was six and fell within the medium risk level, as shown in
Figure 17.
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Figure 16. Process of determining the optimal inspection cycle.

Figure 17. Selection of optimized inspection from the RAC-vs.-severity-level curve.
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4. Conclusions

This study provided the risk assessment and optimization of the inspection interval of
a composite aircraft tail wing structure. Composite structures are more prone to fatigue
delamination damage and such damages can ultimately lead to the catastrophic failure of
the complete aircraft composite structures, such as aircraft tail wings. Therefore, different
aircraft maintenance strategies were proposed for the accurate prediction of the fatigue life
of composite structures. However, the main limitation of the approaches available in the
literature is the availability of real aircraft maintenance data to develop structural health
monitoring approaches for the prediction of the fatigue life of the composite structures.
The acquisition of the real damage data requires the embedding of additional sensors on
the skin of aircraft structures, thus making the maintenance strategies more expensive.
Therefore, to overcome the unavailability of real-life operating data, the study proposed the
methodology of using the FEA-based model for the generation of fatigue damage growth
curves and further implemented this approach for the risk assessment and optimization of
the inspection interval of the KT-100 aircraft tail wing structure. The overall methodology
of the proposed study and the concluding remarks are summarized as follows:

• The FEA model based on VCCT and Paris’ law was implemented and compared with
a real experimental curve. The fatigue damage model was extended to a full aircraft
tail wing geometry and the fatigue delamination growth curve was computed.

• A sensitivity analysis was undertaken to check the effect of mechanical parameters on
the fatigue delamination growth curve; E1 and G23 were found to be the most sensitive
parameters. The Latin hypercube sampling technique was used for the DOE data
generation scenarios, where 30 scenarios were generated. Based on LHS, an efficient
response surface was generated. A damage growth simulation was performed using
an MCS.

• In the end, a probabilistic risk analysis method was proposed based on the risk matrix
of the US military specification, and the risk was analyzed based on the severity and
frequency of structural failure. In future research, based on the process of determining
the optimal inspection cycle, we will consider both the risk and the cost associated
with the inspection.
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Appendix A

Table A1. Latin hypercube sampling scenarios with E1 and G23 as input factors.

Scenario Number (#) E1 (MPa) G23 (MPa) Scenario # E1 (MPa) G23 (MPa)

1 139.7615909 3.438312739 16 138.6539501 3.506192126

2 141.3938702 3.56605425 17 138.7957379 3.587573885

3 138.0581118 3.678908272 18 139.5075777 3.609318242

4 139.1752097 3.532368614 19 137.7304732 3.486625586

5 138.4700897 3.575752631 20 139.9177379 3.581053108
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Table A1. Cont.

Scenario Number (#) E1 (MPa) G23 (MPa) Scenario # E1 (MPa) G23 (MPa)

6 135.5688385 3.501017317 21 137.4000267 3.51591805

7 140.1825004 3.523911518 22 138.4367088 3.542198006

8 139.3109788 3.600841752 23 139.6792856 3.406417978

9 137.4727095 3.482559356 24 138.2926045 3.385928254

10 138.9296798 3.628621725 25 137.8217986 3.558572124

11 138.1894966 3.551958713 26 139.2390456 3.520360535

12 140.9149363 3.445628384 27 137.1665889 3.57807592

13 136.9461698 3.465241411 28 138.2448875 3.616984057

14 140.4141209 3.550065463 29 139.615228 3.423103266

15 140.7574458 3.638565444 30 141.2357918 3.711960967
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Abstract: In the present study, the magnetohydrodynamics (MHD) bio-convective flow and heat
transfer of nanofluid, due to the swimming of the gyrotactic micro-organisms over a curved stretched
sheet, is examined. In addition, thermophoresis and Brownian motion behaviors are also investigated
by assuming slip conditions at the boundary. A non-linear system of partial differential equations
(PDEs) is reduced to a system of ordinary differential equations (ODEs). For convergent solutions,
the obtained ODE system is solved by the use of the BVP4C routine integrated MATLAB package. In
addition, the impacts of different influential parameters on motile micro-organisms, temperature,
velocity, and concentration profiles are deliberated. The velocity field is observed to be reduced when
the slip parameter increases. As the main results, it is demonstrated that the distribution of motile
microorganisms against the curvature parameter decreases significantly. Similarly, it is found that the
nanofluid parameters (i.e., Brownian motion and thermophoresis parameters) and the Peclet number
reduce the motile micro-organisms’ number. On the other hand, it is evidenced that the motile
micro-organisms’ distribution can be improved with an increase in bio-convective Schmidt number.

Keywords: bio-convection; gyrotactic micro-organisms; curved stretching sheet; slip condition;
thermophoresis; Brownian diffusion

MSC: 76D05; 82D80

1. Introduction

It is well known that magnetohydrodynamics (MHD) is a concept common to both
Physics and Mathematics that deals with the study of the interactions of magnetic fields
in conducting fluids. The involvement of magnetic fields results in forces that in turn
affect the fluid. The structure and intensity of the magnetic fields themselves are therefore
possibly altered. The relative performance of the advective movements in the fluid is a
key question for a certain conducting fluid experiencing a diffusive impact induced by the
resistivity. It also has several application areas such as aerodynamics, life sciences, polymer
or fiberglass, cooling systems, exchangers, metallurgy, etc. Hady et al. [1] examined the
MHD flow of nanofluid-having gyrotactic micro-organisms with viscous dissipation effects.
Pal and Mondal [2] investigated the nanofluid MHD flow with gyrotactic micro-organisms
including thermal radiation effects. Yasmin et al. [3] discussed MHD micropolar fluid flows
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due to a curved stretching sheet. Nagaraja and Gireesha [4] addressed the MHD flow of
Casson fluid. Additionally, the exponential heat generation and chemical reaction effects
were also investigated. Few attempts on the topic can be mentioned in the studies [5–8].

Bio-convection results from to the upward-swimming of an average number of micro-
organisms that are heavier than water. The swimming micro-organisms are collected at
the upper water surface. When the collected layer of micro-organisms becomes thicker
and thicker, the surface becomes unstable. As a result, a large portion of the gathering falls
deeper into the water. This process is repeated by the micro-organisms, and eventually
results in bio-convection. Kessler [9] was the person who first noticed and studied the gy-
rotaxis of microbes. Recently, it has been discovered that several significant phenomena are
dependent on the gyrotaxis of microorganisms. These physical phenomena include accumu-
lation at free water surfaces [10], turbulent channel flows in photobioreactors [11], the for-
mation of a thin phytoplankton layer brought on by gyrotactic trapping [12], and microscale
patches of motile phytoplankton [13]. Alharbi et al. [14] scrutinized the bio-convection
caused by gyrotactic micro-organisms present in the magnetic hybrid nanofluid. This study
attempted to support the Targeted Drug Delivery (TDD) system. Modal and Pal [15] in-
spected the influence of variable viscosity in the bio-convection of micro-organisms present
in the nanofluid. Bio-convection in the existence of the Marangoni thermo-solutal effect
was considered by Kairi et al. [16]. Khan and Nadeem [17] studied the bio-convection
of Maxwell nanofluid. The notion of variability in the thermal conductivity model to
analyze the bio-convective Williamson nanofluid was looked over by Abdelmalek et al. [18].
Similarly, numerous investigations on the bio-convection of micro-organisms have been
addressed by researchers [19–24].

Due to its various applications in the area of research and production, boundary layer
flow over-stretching surfaces is an attractive topic for researchers (Wang [25], Noghrehabadi
et al. [26], Rauf et al. [27]). Flows generated by fiber spinning, injection molding, glass
molding, spray coating, and pulling of rinsed wires, paper, rubber, glass-fiber, polymer
sheet production, etc., are some of the useful applications. As an extension of the stretching
surface, the current work is connected with the fluid flow through a curved stretching
surface grabbing the attention of numerous researchers. Hayat et al. [28] studied the entropy
optimization of CNTs (Carbon Nano Tubes) over a curved stretching sheet. Similarly, Raza
et al. [29] examined the entropy optimization of Carreau fluid over a curved stretching
sheet. A non-Fourier heat flux model was taken up by Madhukesh et al. [30] to investigate
the hybrid nanofluid flow. Darcy-Forchheimer flows of CNTs driven by a curved stretching
sheet were considered by Gireesha et al. [31]. Stagnation point flow, involving MHD and
Joule heating, was demonstrated by Zhang et al. [32]. The latest developments concerning
curved stretching sheets are mentioned in Refs [33–38].

The distribution and swimming properties of gyrotactic microorganisms, in a variety
of flows, including horizontal shear flow [11], density stratified flow [39], steady vertical
flow [12,40], free surface flow [9], Poiseuille flow [9], as well as the flow past a single
vertical circular cylinder [41], have all been the subject of extensive research. The findings
demonstrate that gravitational torque and the viscous torque, caused by flow shear in
a fluid flowing with non-zero vorticity, have an impact on the swimming of gyrotactic
phytoplankton species. Although they are crucial for the prediction of the corresponding
concentration distribution, the nanofluid flow behavior relating to the swimming charac-
teristics of gyrotactic microorganisms is currently poorly understood, particularly when
Brownian diffusion and thermophoresis are combined.

Ultimately, the goal of this research is to investigate the MHD bio-convective heat
transfer caused by gyrotactic micro-organism swimming within the nanofluid past a curved
stretched sheet. Using the BVP4c integrated MATLAB package, the solutions to the non-
linear system of ODEs are solved. Differences in motile microorganisms, temperature,
velocity, and concentration profiles are explained in terms of various influencing param-
eters, via graphs and tables. The manuscript is prepared in such a way that: Section 2
presents the problem formulation. The numerical scheme’s validation is explained in
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Section 3. Section 4 contains comments on the collected results, while Section 5 has a list of
significant observations.

2. Problem Formulation

Consider a two-dimensional MHD nanofluid flow conveying nano-sized particles
and gyrotactic micro-organisms across a curved surface of radius R, as seen in Figure 1.
Indeed, the curved sheet is stretched linearly along the s−direction with a variable velocity
Uw = as, in which a velocity slip condition Uslip is imposed at the fluid-solid interface,
where a is a positive constant. In addition, a uniform magnetic flux density B0 is applied
radially on the developed electrically conducting nanofluid flow.

Figure 1. Flow configuration.

The following physical suppositions are adopted:

- The present bio-convective flow is related to a dilute non-homogeneous mixture.
- The studied mixture behaves as an electrically conducting Newtonian media.
- The constituents of the nanofluidic medium are in thermal equilibrium.
- The present MHD non-homogeneous flow is developed in the laminar regime.
- The main governing equations are derived accordingly based on the boundary layer

approximations by combining a known non-homogeneous nanofluid model with the
conservation equation of gyrotactic micro-organisms.

- As long as the classical formulation of Buongiorno’s approach [42] is adopted as a
suitable model to describe the present non-homogeneous nanofluid flow, the thermo-
physical expressions of the nanofluid (i.e., density, viscosity, heat capacitance, thermal
conductivity, and electrical conductivity) should not be mentioned, because they are in-
cluded implicitly in the control flow parameters. Therefore, the effects of nanoparticles’
shape and initial volume fraction can be excluded from this investigation.

- In most practical studies, the nanoparticles are prepared in a spherical form.
- Joule heating, Hall current effect, magnetic induction phenomenon, and viscous

dissipation are ignored in this investigation as physical constraints.

Based on the aforementioned assumptions, the governing conservation equations are
written in the steady state as follows [37]:

∂v
∂r

+

(
1

r + R

)
v +

(
R

r + R

)
∂u
∂s

= 0, (1)

(
1

r + R

)
u2 = −1

ρ

∂p
∂r

, (2)
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∂

∂r
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N
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, (6)

where the symbols u and v denote the s− and r−velocity components. p means the pres-
sure, σ is the nanofluid electrical conductivity. (ρCP) reflects the nanofluid heat capacitance.
DT represents the thermophoresis coefficient. T, Tw and T∞ designate the nanofluid tem-
perature, the wall temperature, and the ambient temperature, respectively. DB refers to
the coefficient of Brownian diffusion. C, Cw and C∞ indicate the nanofluid concentration
(i.e., nanoparticles’ volume fraction), the wall concentration, and the ambient concentration,
respectively. Dm signifies the coefficient of motile micro-organisms’ diffusion. N, Nw and
N∞ stand for the motile micro-organisms’ concentration, the motile micro-organisms’ con-
centration at the wall, and the motile micro-organisms’ concentration at the ambient region,
respectively. b symbolizes the chemotaxis constant. Wc marks the maximum cell speed.

For the flow problem the appropriate boundary conditions are:{
u = Uslip + Uw, v = 0, T = Tw, C = Cw, N = Nw at r = 0,

u → 0, ∂u
∂r → 0, T → T∞, C = C∞, N = Nw as r → ∞

}
(7)

Here the velocity slip is given by:

Uslip = β

(
∂u
∂r

− u
r + R

)
, (8)

where β denotes the slip length. β = 0 denotes the no-slip boundary condition. The
following new variables are defined to simplify the flow equations:⎧⎨⎩

η
r =

√
a
υ , F′ = u

Uw
, F = − (r+R)

R
√

aυ
v , θ = T−T∞

Tw−T∞
,

φ = C−C∞
Cw−C∞

, χ = N−N∞
Nw−N∞

, P = p
ρU2

w

⎫⎬⎭. (9)

Using Equation (9), Equations (1)–(6) takes the following non-dimensional form as follows:

P′ − F′2

(η + A)
= 0, (10)

F′′′ +
F′′

(η + A)
− F′

(η + A)2 +
AFF′′

(η + A)
+

AFF′

(η + A)2 − AF′2

(η + A)
− 2AP

(η + A)
− MF′ = 0, (11)

θ′′ +
θ′

(η + A)
+

PrAFθ′

(η + A)
+ PrNt θ′2 + PrNb θ′φ′ = 0, (12)

φ′′ +
φ′

(η + A)
+

ScAFφ′

(η + A)
+

Nt
Nb

[
θ′′ +

θ′

(η + A)

]
= 0, (13)

χ′′ +
χ′

(η + A)
+

SbAFχ′

(η + A)
+ Pb

[
χ′φ′ + (τ0 + χ)φ′′ ] = 0 (14)

.
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The related boundary conditions in the non-dimensional form are given by:{
F = 0, F′ = 1 + β1

(
F′′ − 1

A F′
)

, θ = φ = χ = 1 at η = 0,
F′ = F′′ = θ = φ = χ = 0 as η → ∞

}
. (15)

The parameters in non-dimensional forms are represented in Table 1 below:

Table 1. Non-dimensional parameters and their related expressions.

Parameters Expressions Parameters Expressions

M =
σB2

0
ρa

Magnetic parameter Nb =
τDB(Cw−C∞)

υ

Brownian motion
parameter

A =
√

a
υ R Curvature parameter Sc = υ

DB
Schmidt number

β1 = β
√

a
υ

Slip parameter Sb = υ
Dm

Bio-convective Schmidt
number

Pr = υ(ρCP)
k

Prandtl Number Pb = bWc
Dm

Bio-convective Peclet
number

Nt = τDT(Tw−T∞)
υT∞

Thermophoresis
parameter τ0 = N∞

Nw−N∞

Dimensionless
bio-convective factor

Res =
Uws

υ
Reynolds number τ =

(ρCP )np

(ρCP )

Dimensionless thermal
factor

The physical quantities of interest are represented as follows:

Cf =
τrs

ρU2
w

, where τw = μ

(
∂u
∂r

− u
r + R

)
r=0

, (16)

Nus =
sqw

k(Tw − T∞)
, where qw = −k

(
∂T
∂r

)
r=0

, (17)

Shs =
sqj

DB(Cw − C∞)
, where qj = −DB

(
∂C
∂r

)
r=0

, (18)

Mns =
sqm

Dm(Nw − N∞)
, where qm = −Dm

(
∂N
∂r

)
r=0

, (19)

where τw represents the surface shear stress. qw denotes the wall heat flux. qj designates the
wall mass flux. qm stands for the wall motile micro-organisms’ flux. The non-dimensional
forms of Equations (16)–(19) are given as:

Cf Re
1
2
s = F′′ (0)− F′(0)

A
, (20)

NusRe−
1
2

s = −θ′(0), (21)

ShsRe−
1
2

s = −φ′(0), (22)

MnsRe−
1
2

s = −χ′(0). (23)

3. Validation

To validate the methodology used in the present study, we compare the obtained
results for different values of the slip parameter (β1) with those of Wang [24], Noghrehabadi
et al. [25], Sahoo and Do [26] and Abbas et al. [37], by assuming that M = 0 and A = 1000.
When the curvature parameter A tends towards the infinity value, the curved stretching
surface is assumed to be a flat stretching surface. Thus, by fixing A = 1000, the results are
found to be in good agreement. The current results are shown in Table 2, which provides
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a basis for comparison with Wang [24], Noghrehabadi et al. [25], Sahoo and Do [26], and
Abbas et al. [37].

Table 2. Comparison of Cf Re
1
2
s for various values of β1, when M = 0 and A = 1000.

β1 [24] [25] [26] [37] Present Results

0.0 −1.0 −1.0002 −1.0011 −1.0000 −1.00068
0.1 - −0.8720 −0.8714 −0.8720 −0.87262
0.2 - −0.7763 −0.7749 −0.7763 −0.77682
0.3 −0.701 −0.7015 −0.6997 −0.7015 −0.70193
0.5 - −0.5911 −0.5891 −0.5911 −0.59149
1.0 −0.430 −0.4301 −0.4284 −0.4301 −0.43034
2.0 −0.284 −0.2839 −0.2828 −0.2839 −0.28407
3.0 - −0.2140 −0.2133 −0.2140 −0.21412
5.0 −0.145 −0.1448 −0.1444 −0.1448 −0.14487

10.0 - −0.0812 −0.0810 −0.0812 −0.08125
20.0 −0.0438 −0.0437 −0.0437 −0.0437 −0.04379

4. Results and Discussion

The MATLAB software is used herein, through the so-called BVP4C routine, to solve
the coupled set of nonlinear ODEs given by Equations (10)–(14) and their accompanying
boundary conditions. To achieve mathematical results, we have utilized the following
values for various non-dimensional parameters: M = 0.5, A = 0.5, β1 = 1.0, Pr = 4.0,
Nt = 0.2, Nb = 0.3, Sc = 6.0, Sb = 6.0, Pb = 0.1, τ0 = 1. With the exception of the
modified parameters displayed in the figures, these are maintained as constant. We have
discussed the influence of various parameters, such as magnetic parameter (M), curvature
parameter (A), slip parameter (β1), thermophoresis parameter (Nt), Prandtl number (Pr),
Brownian motion parameter (Nb), bio-convection Schmidt number (Sb), Schmidt number
(Sc), bio-convection Peclet number (Pb). Some of these were examined based on the local
motile micro-organisms’ number. Table 3 summarizes the values for the physical quantities
of interest given in Equations (20)–(23).

Table 3. Numerical values of Cf Re
1
2
s , NusRe−

1
2

s , ShsRe−
1
2

s , and MnsRe−
1
2

s .

Parameters Values CfRe
1
2
s NusRe−

1
2

s ShsRe−
1
2

s MnsRe−
1
2

s

M
0.5 −0.685157 0.341839 1.173836 0.867494
1.0 −0.737808 0.247285 0.899088 0.583058
1.5 −0.761642 0.203697 0.790827 0.433161

A
1.0 −0.643659 0.312729 1.078490 0.876261
1.5 −0.612839 0.31028 1.076535 0.903080
2.0 −0.592397 0.310773 1.081319 0.922313

β1

1.0 −0.685157 0.341839 1.173836 0.867494
1.5 −0.510308 0.284749 0.992354 0.696359
2.0 −0.406574 0.245495 0.880211 0.574382

Pr
3.0 −0.685157 0.353240 1.160884 0.870119
4.0 −0.685157 0.341839 1.173836 0.867494
5.0 −0.685157 0.320823 1.192109 0.863649

Nb
0.2 −0.685156 0.446899 1.079823 0.888697
0.3 −0.685157 0.341839 1.173836 0.867494
0.4 −0.685157 0.258463 1.211724 0.858719

Nt
0.2 −0.685157 0.341839 1.173836 0.867494
0.3 −0.685157 0.299689 1.172226 0.869968
0.4 −0.685157 0.264082 1.179707 0.870639
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Table 3. Cont.

Parameters Values CfRe
1
2
s NusRe−

1
2

s ShsRe−
1
2

s MnsRe−
1
2

s

Sc
5.0 −0.685156 0.360332 1.033888 0.898135
5.5 −0.685157 0.350414 1.106071 0.882278
6.0 −0.685157 0.341839 1.173836 0.867494

Sb
5.0 −0.685157 0.341839 1.173836 0.730776
5.5 −0.685157 0.341839 1.173836 0.801320
6.0 −0.685157 0.341839 1.173836 0.867494

Pb
0.2 −0.685157 0.341838 1.173835 0.507114
0.4 −0.685157 0.341838 1.173834 −0.246490
0.6 −0.685157 0.341838 1.173834 −1.053887

4.1. Curvature Parameter Effects

Figure 2 demonstrates a deteriorating impression of velocity F′(η) when A becomes
larger. Physically, the increasing curvature of the sheet significantly increases the resistance
of the flow which slows down the velocity. The same figure shows a similar decreasing
pattern for temperature θ(η); as the resistance towards fluid flow is larger for the improving
curvature parameter, the concentration of the fluid also improves, which slows the temperature
evolution. Figure 3 shows how the nanofluid concentration φ(η) and the concentration of
motile micro-organisms χ(η) behave as the radius of curvature, A, increases. As this parameter
is increased, the CBL and MMBL are seen to decrease, which is also reflected in the reduction
of concentration φ(η) and concentration of motile micro-organisms χ(η).

Figure 2. Influence of the curvature parameter on F′(η) and θ(η).

4.2. Magnetic Parameter Effects

The effect of the magnetic parameter M on the dimensionless velocity, tempera-
ture, concentration, and concentration of motile micro-organisms’ fields are shown in
Figures 4 and 5. The magnetic parameter is the proportion of electromagnetic force to
inertial force; thus, when M increases, the velocity field decreases. Due to the presence of
a magnetic field, the Lorentz forces are considered to be in hydro-magnetic flow. As M
increases, the strength of the induced magnetic forces increases, with a drop in the velocity
field. In addition, the temperature field increases with increasing M at any point on the
BL. This is because when a magnetic field is applied to a flow area, it produces a Lorentz
force, which acts as a retarding force, causing the temperature of the fluid inside the BL to
rise, as seen in Figure 4. Furthermore, the sheet’s surface temperature may be controlled by
varying the strength of the applied magnetic field, which also helps in improving the φ(η)
and χ(η), as can be seen in Figure 5.
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Figure 3. Influence of the curvature parameter on φ(η) and χ(η).

Figure 4. Influence of the magnetic parameter on F′(η) and θ(η).

Figure 5. Influence of the magnetic parameter on φ(η) and χ(η).

4.3. Slip Parameter Effects

Figure 6 shows the velocity and temperature fields for varying values of β1. The
velocity decreases as the slip parameter increases, while the temperature increases. This is
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because when the slip condition occurs, the stretching sheet’s velocity differs from the flow
near the sheet’s velocity. The fluid does not receive a majority of the stretching velocity. As
a result, the velocity profile is reduced. In contrast, when β1 is increased, subsequently,
the rate of heat transmission from the surface to the ambient fluid is significantly reduced.
Thus, the temperature field improves. The same effects are observed for concentration and
concentration motile micro-organisms’ profiles in Figure 7. Increases in the slip parameter
induce surface friction, which generates a frictional force that causes the particles moving
through the fluid to slow down. As a result, the distributions of the nanofluid concentration
and the concentration of motile micro-organisms are amplified.

Figure 6. Influence of the slip parameter on F′(η) and θ(η).

Figure 7. Influence of the slip parameter on φ(η) and χ(η).

4.4. Prandtl Number Effects

Figure 8 shows how different values of the Prandtl number, Pr, affect the temperature
and concentration distribution. As can be seen in Figure 8, increasing the Pr lowers the
temperature and concentration. Pr is calculated by the amount of momentum to thermal
diffusion. As the Pr rises, thermal and mass diffusion decreases, resulting in a smaller TBL
and CBL, as it turned out to reduce θ(η) and φ(η).
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Figure 8. Influence of the Prandtl number on θ(η) and φ(η).

4.5. Thermophoresis and Brownian Motion Parameter Effects

From Figure 9, we can see the behavior of Nt on θ(η) and φ(η). As is evident in the
figure, θ(η) and φ(η) are both increased for Nt. Logically, Nt determines the intensity of the
TBL and CBL. When Nt rises, the particles begin to move faster, leading to increased kinetic
energy within the flow domain; this leads to a rise in θ(η) and TBL thickness. Similarly, a
marginal change in Nt causes φ(η) to significantly enhance.

Figure 9. Influence of the thermophoresis parameter on θ(η) and φ(η).

The change in the Nt causes the fluid particles to move quickly, releasing surplus
thermal energy and causing a rise in CBL thickness. As a result, φ(η), demonstrated in
Figure 10, shows a significant increase. The temperature gradient is significantly affected by
the Brownian motion parameter Nb. When Nb grows, it produces an increase in θ(η), which
promotes the TBL thickness. Upgrading Nb causes faster fluid particle movement, and, as a
result, a rise in θ(η) and TBL thickness is noted, as can be seen in Figure 10. As mentioned
earlier, speeding up the particle movement diminishes the concentration gradient; the
particles begin to migrate quickly from regions of greater to lower concentration when the
mobility of the fluid particles upsurges, with an upsurge in Nb. Thus, an increase in Nb
causes a drop in φ(η), as shown in Figure 10.
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Figure 10. Influence of the Brownian motion parameter on θ(η) and φ(η).

4.6. Schmidt and Peclet Number Effects

The Schmidt number Sc has a considerable influence on the mass distribution as it
increases. Such influence on φ(η) and χ(η) is depicted in Figures 11 and 12. The Schmidt
number describes the mass momentum transition. It is a physical number that is cal-
culated as the proportion of kinematic viscosity to mass diffusivity in the flow regime,
where mass and momentum diffusion circulation mechanisms occur simultaneously. From
Figures 11 and 12, it is clear that increasing the Schmidt and bio-convection Schmidt num-
bers reduces the mass and the micro-organism diffusion and, as a result, φ(η) and χ(η)
are decreased.

Figure 11. Influence of the Schmidt number on φ(η).
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Figure 12. Influence of the bio-convection Schmidt number on χ(η).

Figure 13 demonstrates the effect of Pb on χ(η). The increment in Pb enhances χ(η).
By using values greater than one and less than one, the estimated Peclet number establishes
whether diffusion or convection is the dominant mode of mass movement. Diffusion is a process
in which molecules move down a concentration gradient in a net flux. Despite convection being
far faster than diffusion, diffusion is the most efficient mode of transport for very small volumes,
such as in microfluidic systems. It is noticeable that the diffusion propagation transport is more
dominant compared with the advection propagation rate. Hence, by increasing the values of
the Peclet number, the motile micro-organisms’ profile χ(η) increases.

Figure 13. Influence of the bio-convective Peclet number on χ(η).

4.7. Effects of Various Parameters on Motile Microorganisms’ Number

Figures 14–17 are discussed to show the variations in the micro-organisms’ number,

MnsRe−
1
2

s with Nt, Nb, Pb, and Sb. In Figure 14, Sb is varied between the range 5 ≤ Sb ≤ 7
along the thermophoresis parameter in the range 0.2 ≤ Nt ≤ 0.6. The variations clearly

show that MnsRe−
1
2

s decreases for Nt and increases for Sb. Similar effects are observed
in Figure 15; by fixing the values of Sb, Nb is changed between 0.2 ≤ Nb ≤ 0.6. This is
because the thermophoretic diffusion and Brownian motion diminish the concentration
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of the motile micro-organism gradient of the flowing fluid, as the mobility of the micro-
organism increases. The fluctuations in the microorganisms’ number with Pb, along with
Nt and Nb, are described in Figures 16 and 17. We follow the same range of values for
Nt and Nb, whereas Pb is changed between 0 ≤ Pb ≤ 1. As shown by the fluctuations,

MnsRe−
1
2

s decreases with Nt, Nb, and Pb. For the values Pb < 1 diffusion is more dominant
than convection. Hence, we see the micro-organisms’ number as a decreasing function.

Figure 14. Variation of the motile microorganisms’ number with Nt and Sb.

Figure 15. Variation of the motile microorganisms’ number with Nb and Sb.
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Figure 16. Variation of the motile microorganisms’ number with Nt and Pb.

Figure 17. Variation of the motile microorganisms’ number with Nb and Pb.

5. Conclusions

A numerical study is carried out concerning the bio-convection heat transfer of
nanofluid flow near a curved stretched sheet containing gyrotactic micro-organisms. This
research marks the impact of thermophoresis and Brownian motion in nanofluids that
contains both nanoparticles and gyrotactic microorganisms, utilizing the well-known Buon-
giorno model. Two-dimensional Navier-Stokes, energy, and concentration equations are
solved using the BVP4c integrated MATLAB package. The effects of various design pa-
rameters on the MHD flow and heat transfer are investigated. The following are the main
observations of this study:

• The curvature parameter reduces the profiles of velocity F′(η), temperature θ(η),
concentration φ(η), and concentration of motile micro-organisms χ(η), and their
respective boundary layer thicknesses.

• There is a rise in the profiles of temperature θ(η), concentration φ(η), and concentration
of motile micro-organisms χ(η), along with a decrement in the velocity profile F′(η) as
the magnetic parameter is increased. A similar trend is noticed for the slip parameter.
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• The profiles of temperature θ(η) and concentration φ(η) tend to diminish due to the
impact of the Prandtl number.

• The Brownian motion has opposite effects on the profiles of the temperature θ(η)
(i.e., increasing function) and concentration φ(η) (i.e., decreasing function). However,
the thermophoresis parameter rises the temperature and concentration distributions.

• The increasing values of Schmidt and bio-convection Schmidt numbers decrease the
profiles of concentration φ(η) and concentration of motile micro-organisms χ(η).

• The augmenting values of the Peclet number improve significantly the profile of motile
micro-organisms’ concentration χ(η).

• The motile micro-organisms’ number is reduced with the increasing values of the
Brownian motion parameter, the thermophoresis parameter, and the Peclet number,
whereas it enhances with the bio-convection Schmidt number.

Many fields, including pharmacodynamics, drug delivery methods, tumor treatment,
hemodynamics, biological polymer synthesis, bacteria-powered micro-mixers, bio-energy
systems, pollution dispersion in aquifers, and others [43–47], could benefit from the use
of the aforementioned problem. Increasing a nanofluid’s stability as a suspension is
another justification for including microorganisms in it. The same flagella that propel
microorganisms will also cause some mixing at the micro-scale (on a scale that is similar
to the size of a nanoparticle and a bacterium), which may prevent nanoparticles from
aggregating and agglomerating, and also lead to the macroscopic motion of the host fluid.
In this way, the relevance of bioconvection effects in the boundary layer close to the wall
has been highlighted by the application of our model to nanofluid heat transfer in the
laminar domain.

Author Contributions: Conceptualization, P.R., N.A.A., A.W., N.A.S. and Y.J.; methodology, P.R.,
N.A.A., A.W., N.A.S. and Y.J. software, P.R., N.A.A., A.W., N.A.S. and Y.J.; validation, P.R., N.A.A.,
A.W., N.A.S. and Y.J.; formal analysis, P.R., N.A.A., A.W., N.A.S. and Y.J.; investigation, P.R., N.A.A.,
A.W., N.A.S. and Y.J.; resources, P.R., N.A.A., A.W., N.A.S. and Y.J.; writing—original draft prepara-
tion, P.R., N.A.A., A.W., N.A.S. and Y.J.; writing—review and editing, P.R., N.A.A., A.W., N.A.S. and
Y.J.; visualization, P.R., N.A.A., A.W., N.A.S. and Y.J.; supervision, P.R., N.A.A., A.W., N.A.S. and Y.J.;
funding acquisition, Y.J. All authors have read and agreed to the published version of the manuscript.

Funding: This study was supported by the National Research Foundation of Korea (NRF) funded
by the Korean government (MSIT) [NRF-2021R1I1A3047845, NRF-2022R1A4A3023960] and BK21
Four program through the National Research Foundation of Korea (NRF) funded by the Ministry of
Education of Korea (Center for Creative Leaders in Maritime Convergence).

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

Abbreviations
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TBL Thermal Boundary Layer
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Nomenclature

Alphabets

A Curvature parameter
a Stretching rate constant
b Chemotaxis constant
{C, Cw, C∞} Concentration characteristics
CP Specific heat capacity
Cf Skin friction coefficient
DB Brownian diffusion coefficient
DT Thermophoresis diffusion coefficient
Dm Motile micro-organisms’ diffusion coefficient
{F, F′} Dimensionless nanofluid velocity components
k Thermal conductivity
M Magnetic parameter
Mns Local motile micro-organisms’ number
{N, Nw, N∞} Motile micro-organisms’ concentration characteristics
Nb Brownian motion parameter
Nt Thermophoresis parameter
Nus Local Nusselt number
p Pressure
P Dimensionless pressure
Pb Bio-convective Peclet number
Pr Prandtl number
qw Wall heat flux
qj Wall mass flux
qm Wall motile micro-organisms flux
R Radius of curvature
Re Reynolds number
(r, s) Curvilinear coordinates
Sb Bio-convective Schmidt number
Sc Schmidt number
Shs Local Sherwood number
{T, Tw, T∞} Temperature characteristics
Uw Stretching sheet velocity
(u, v) s− and r− velocity components
Wc Maximum cell speed
Greek Letters
β Slip length
β1 Slip parameter
σ Nanofluid’s electrical conductivity
ρ Nanofluid’s density
υ Nanofluid’s kinematic viscosity
μ Nanofluid’s dynamic viscosity
τw Surface shear stress
θ Non-dimensional nanofluid temperature
φ Non-dimensional nanofluid concentration
χ Non-dimensional motile micro-organisms’ concentration
η Similarity variable
Subscripts
X′ Ordinary differentiation of X w.r.t η
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Abstract: An effective MPPT approach plays a significant role in increasing the efficiency of a PV
system. Solar energy is a rich renewable energy source that is supplied to the earth in surplus by
the sun. Solar PV systems are designed to utilize sunlight in order to meet the energy needs of the
user. Due to unreliable climatic conditions, these PV frames have a non-linear characteristic that
has a significant impact on their yield. Moreover, PSCs also affect the performance of PV systems
in yielding maximum power. A significant progression in solar PV installations has resulted in
rapid growth of MPPT techniques. As a result, a variety of MPPT approaches have been used to
enhance the power yield of PV systems along with their advantages and disadvantages. Thus, it is
essential for researchers to appraise developed MPPT strategies appropriately on regular basis. This
study is novel because it provides an in-depth assessment of the current state of MPPT strategies
for PV systems. On account of novelty, the authors analyzed the successive growth in MPPT
strategies along with working principles, mathematical modeling, and simplified flow charts for
better understanding by new learners. Moreover, the taxonomy and pro and cons of conventional
and AI-based MPPT techniques are explored comprehensively. In addition, a comparative study
based on key characteristics of PV system of all MPPT algorithms is depicted in a table, which can be
used as a reference by various researchers while designing PV systems.

Keywords: MPPT; solar PV system; optimization techniques

MSC: 68W50

1. Introduction

As our civilization advances in technology, it necessitates a greater use of energy in
today’s world. Renewable energy sources have the potential to cater the increasing demand
for energy in various forms. In near future, demand for renewable energy will rise in all
sectors, including heating, power, and transportation, etc. Solar power is more admired
than other renewable energy sources due to its widespread availability and well-established
technology. This is because of recent developments in increasing accuracy and tracking
speed for maximum energy harvesting [1].

Direct current is generated when photons from sunlight strike the solar cells. A series-
parallel combination of these cells gives rise to a PV module, which when further combined
together forms a PV array. The literature reveals that the characteristics of solar cells are
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non-linear [2], which degrades their conversion efficiency. Therefore, it is required to
extract all the power accessible from the PV module. Moreover, a PV module does not
supply power constantly on account of various factors such as temperature, irradiance,
geographical conditions, and so on [3].

The P–V curve of any solar module has an optimal point, i.e., the global maximum
power point (GMPP), that varies depending on temperature and solar irradiance. The PV
module produces the most power at that point [4]. To confirm that the PV module is always
operating at GMPP, MPPT techniques come into picture. MPPT techniques are algorithms
that are implemented via software and power electronics hardware combination in any
solar controller. These algorithms aid in ensuring that the output of solar array is always at
its peak. MPPT techniques perform this task by continuous power tracking methodology
to determine the best operating power point from solar array. Since the maximum power
of a solar array varies in accordance with many environmental conditions, tracking this
power is crucial for utmost utilization of solar energy. The MPPT system’s aim is to sample
the output of the PV array and apply the appropriate resistance to obtain maximum power
for any given environmental conditions. Thus, these techniques function as an impedance-
matching device between the array and load with the help of varying the duty cycle of
the DC-DC converter. The whole process is controlled by software and a micro-controller.
MPPT-equipped controllers have numerous advantages over other controllers, such as
the following:

• More efficiency;
• Capability of optimizing voltage differences as well as DC load optimization;
• Best for larger systems where solar panel output exceeds battery voltage by a signifi-

cant margin;
• Enhances the system’s output and hence its capacity.

There are several approaches to achieving MPPT, which are discussed in this article.
Many researchers have published their findings on MPPT algorithms. Refs. [5–7] compare

various MPPT approaches for uniform irradiance and PSCs for solar PV systems, whereas [8,9]
focus specifically on PSCs. Traditional MPPT techniques such as P&O [10], INC [11], and
HC [12] are proficient for uniform irradiance with a unique peak. They are unsuitable when
the PV system is subjected to PSCs. The researchers attempted to improve on traditional
MPPT algorithms by combining them with advanced strategies [13–15]. Figure 1a,b show a
generalized block diagram of standalone and grid-connected PV systems.

(a) 

}
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(b) 

} }

Figure 1. Generalized block diagram of (a) standalone PV system and (b) grid-connected PV system.

However, the choice of a specific MPPT approach is still an ambiguity. As a result,
there is strong need to investigate and reassess the developed strategies on regular basis,
as this will help in the selection of a specific technique based on the context. Different
conventional and AI-based meta-heuristic MPPT techniques are reviewed and compared
in this article based on a variety of factors such as tracking time, complexity, oscillations
around GMPP, implementation cost, and so on. BI [16,17], SI [18,19], ANN, FLC, and ECI
are explained and reviewed by authors on various parameters.

The novelty of this work can be summarized as an approach to presenting qualitative
comparative analysis and set-theoretic research, with emphasis on tabular presentation
(technical datasheet presentation) of the chief attributes of conventional and AI-based
MPPT techniques.

This data positioning approach is most appropriate format for reading and under-
standing the data. Quantifying these data helps in comprehensive analysis and comparing
different data sets, thereby bringing out the most important and widely used conventional,
metaheuristic, and other AI-based MPPT techniques, wherein various parameters such as
array size, irradiance levels, techniques considered, % boost in GMPP using best technique,
and tracking time, etc., are considered.

This research work is novel from other aspects as well, such as the following:

• Ease of representation: In distinct sections, the work summarizes the main characteris-
tics of traditional and AI-based metaheuristic techniques in a simplified style using
simplified flowcharts;

• Ease of analysis: A technical datasheet was created after reviewing all the major
attributes required to design any PV system of recently reported conventional MPPT
techniques, AI-based metaheuristic approaches, and other AI-based MPPT techniques.
This datasheet provides a bare-bones description that facilitates even a new learner to
understand the performances of these metaheuristic MPPT techniques, particularly
PV systems in PSCs;

• Ease of modification: The technical datasheet highlights the pros and cons of all
reviewed works of each category, which enables the user to identify the research
gap as discussed above and helps them to modify a particular algorithm to meet the
requirement of good PV system;

• Qualitative comparative analysis: The technical datasheet facilitates comparison of all
MPPT approaches based on the key characteristics required while incorporating them
in any PV system, which helps the readers to select the most suitable technique for
any particular application.

Structure of this work is as follows: The modeling of the PV cell is elaborated upon
in Section 2 along with the effects of environmental factors. The partial shading effect is
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discussed in Section 3. MPPT techniques and their classification are elaborated upon in
Section 4. Research gap findings are reported in Section 5. Challenges and further scope of
the conducted effort are pointed out in Section 6, and paper is concluded in Section 7.

2. Modeling of PV Cell

Ideally, a parallel combination of a current source and a diode represents a solar cell.
For practical applications, the model also incorporates shunt and series resistances to take
into account manufacturing defects and contact resistances [20], as illustrated in Figure 2a.

+

-

(a) 

+

-

(b) 

Figure 2. Solar cell: (a) single-diode model and (b) double-diode model.

The current generated by the solar cell can be computed by Equation (1).

Ipv = Iph − ID − Ish (1)

The Shockley equation and Ohm’s law can be used to calculate the current through a
diode and shunt resistor, as shown in Equations (2) and (3), respectively.

ID = I0

[
exp

(
q

Ncs
.
KT

(
Vpv + IpvRse

))− 1

]
(2)

Ish =
Vpv + Ipv Rse

Rsh
(3)

Thus, the distinctive Equation of solar cell output current can be written as

Ipv = Iph − I0

[
exp

( q
nkT

(
Vpv + IpvRse

))− 1
]
− Vpv + Ipv Rse

Rsh
(4)
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The ideality factor “n” is assumed to be constant in single-diode model, but this factor
is a function of voltage at the device terminals. Its value is close to one at high voltages
and becomes two at low voltages because of recombination in junction. This effect can
be modelled by connecting another diode in parallel with the first diode, giving rise to
the double-diode model, as shown in Figure 2b. The ideality factor is set to “2” for the
double-diode model.

Figure 3 shows the PV module (I–V) and (P–V) characteristic curves. It details the
solar energy conversion capability and efficiency for a particular atmospheric condition.
Since short- and open-circuit circumstances have no effect on power generation, there must
be a point somewhere in the middle where the solar module produces most power and
is located close to the bend in the characteristic curves. Pmax is generated by a specific
combination of voltage and current, and the combination’s coordinates represent the MPP.

Voltage (V)

max, maxV I

maxP

ocV

scI

0

Figure 3. PV module characteristic curves (I–V) and (P–V).

A slight change in atmospheric temperature and irradiance affects the module’s
performance. Since module Voc decreases as temperature rises [21], the power output yield
of the PV system will decrease. Figure 4a,b show the temperature variation effect on PV
module (I–V) and (P–V) curves.

ocV

scI

1V 2V

2T
1T

3T
1  2 3T > T T

 

 P
ow

er
 (W

)

ocV

1T
2T
3T

1  2 3T > T T

1V 2V

maxP

(a) (b) 

Figure 4. Temperature variations effect on PV module: (a) I–V curve and (b) P–V Similarly, the output
of PV modules is also affected by the change in solar irradiance “W w/m2”, as the output current
of PV module depends on irradiance. As irradiance increases, the PV module output current also
increases. Thus, the PV module can generate more output power. Figure 5a,b show the effect of
irradiance change on PV module (I–V) and (P–V) curves.
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Figure 5. Irradiance variation effect on PV module: (a) I–V curve and (b) P–V curve.

3. Partial shading Effect

PV systems are extremely susceptible to partial shading. On account of various
environmental conditions such as rain, clouds, and storms, it is not possible to obtain
uniform irradiance at all times. In addition, PV array also suffers shading from nearby
buildings and trees. This shading effect leads the PV module to yield less output power [22].
PSCs can lead to the following:

• Non-linear PV module (I–V) characteristic curve with multiple LMPP. As a result,
shading causes hot spots and damages the solar cells;

• Current and voltage mismatch in PV array;
• Many peaks in the (P–V) characteristic curve with an increase in shading conditions.

Shading one cell results in a drop of current flowing through it when compared to the
unshaded cells of its string. As a result, unshaded cells are forced to carry high current, and
shaded cells will be restricted to the string current. This leads to a drop in the output power
of the PV string. A bypass diode is connected across the shaded cell string to moderate
the effect of shading. Through this, unidirectional flow of current is achieved. Figure 6a,b
shows the effect of partial shading on (I–V) and (P–V) characteristics of PV system.
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Figure 6. Characteristics of (a) I–V and (b) P–V under PSCs.

4. MPPT Algorithms

Each PV module has a different MPP in different atmospheric conditions. Thus,
to extract maximum power from it, MPPT algorithms are used. These algorithms are
imposed through electronic converters. Though these techniques enhance the performance
of PV system, designers are generally concerned about tracking GMPP under PSCs. These
algorithms are implemented through microcontrollers. The duty ratio of the DC converter
employed is adjusted by these algorithms after frequent sampling of some PV module
parameters. This changes the impedance seen by the PV module, resulting in achieving
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maximum power. These MPPT techniques are classified as shown in Figure 7. The following
sections explain the basics of these techniques comprehensively, while recent advancements
in each are listed in the tables at the end of each classification separately.

Figure 7. MPPT Techniques Classifications.

4.1. Conventional MPPT Techniques
4.1.1. Perturb and Observe

The P&O MPPT technique is widely used due to its simplicity, ease of implementation,
fewer sensor requirements, and low actualized costs [23,24]. It is an iterative method of
tracking MPP. This technique works on the principle of minor change in PV array voltage
and monitors the resulting impact on power. This is achieved by varying the duty cycle
of the DC–DC converter employed in the system. With these perturbations, the change in
power can be determined. If power is increased by increasing the voltage, the operating
point of the PV module is on the left side of the P–V curve. If, on the other hand, power
is reduced with the increase in voltage, the PV module operating point is on the right
side of the P–V curve. As a result, for tracking MPP, the direction of perturbation must be
such that it converges towards a precise end. Thereafter, this iteration process is continued
until MPP is reached. Though the conventional P&O technique works well in stable
environmental conditions, it fails to track MPP in PSCs [25]. To overcome this drawback,
P&O are modified, as reported in [26]. Steps to demonstrate the working of this technique
are shown in Figure 8.
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No

No NoYes Yes

Yes

Figure 8. P&O-based MPPT technique [24].

4.1.2. Incremental Conductance

This technique is an improved version of P&O and can track MPP in a rapidly changing
environment [27,28]. The principle fact of this technique is based on computing the slope
of power “p” on the P–V curve. Since instantaneous power is given as the product of
instantaneous voltage and current,

p = v × i (5)

The P–V curve slope can be computed as

∂p/∂v =
∂(v × i)

∂v

= i + v
(

∂i
∂v

)
(6)

The following conditions can be drawn from Equation (6):
If ∂i/∂v = −v/i ∂p/∂v = 0 At MPP
If ∂i/∂v < −v/i ∂p/∂v < 0 At the right side of MPP
If ∂i/∂v > −v/i ∂p/∂v > 0 At the left side of MPP

As a result, the INC approach tracks MPP by comparing incremental conductance
with instantaneous one [28]. Although INC can show zero oscillations in steady state, it
acts the same as the P&O technique in transition states. Figure 9 shows the flowchart of the
INC approach for tracking MPP.
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Yes
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Figure 9. INC-based MPPT technique [27].

4.1.3. Fractional Open-Circuit Voltage Technique

FOCV MPPT technique is an indirect scheme to track MPP and can be utilized for
low-power functions. This technique utilizes the principle that shows linear relationship
between Vmpp and Voc:

Vmpp ≈ b × Voc (7)

“b” lies in a range of 0.71 < b < 0.78 [29]. Its value is mainly dependent on module and
environmental conditions. Although the technique is simple, FOCV suffers from power
loss while sampling Voc. A flowchart of the FOCV method is shown in Figure 10.
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Yes

No

Figure 10. FOCV-based MPPT technique [29].

4.1.4. Fractional Short-Circuit Current Technique

This technique is also an indirect method for tracking MPP and is similar to FOCV.
The FSCC technique utilizes the fact that there exists a linear association between Impp
and Isc:

Impp ≈ d × Isc (8)

The range of “d” lies in 0.78 < d < 0.92 [30]. This technique also suffers from the
drawback of power loss while measuring Isc during MPPT. A flowchart of the FSCC
technique is shown in Figure 11.

Yes

No

Figure 11. FSCC-based MPPT technique [30].

These conventional techniques are still used as a baseline for tracking GMPP in PSCs.
Table 1 summarizes recently reported works based on these principles, followed by a
discussion of their pros and cons in Table 2.
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Table 2. Pros and cons of recent work based on conventional techniques.

Authors [Reference No.] Pros Cons

Numan BA et al. [31] • Less computationally complex

• Oscillations around GMPP
• Power loss while tracking

GMPP
• High tracking time

Gil-Velasco A et al. [32]
• High convergence time
• High tracking efficiency

• Oscillations around GMPP
• Power loss due to oscillations

around GMPP

Efendi MZ et al. [33]
• Additional current Voltage sensors are

required
• No record of tracking time is

given

Shang L et al. [34]
• Ability to judge the correct direction of

disturbance
• High tracking accuracy

• Low oscillations around GMPP
results in power loss

• Significant boost in GMPP is
observed

Zand SJ et al. [35]
• Simple to implement
• High tracking efficiency

• Oscillations are GMPP cannot
be removed

• Tracking time is not recorded

Baimel D et al. [36] • Improves overall system efficiency
• Power loss include switching

loss, switches loss, and output
power of semi pilot cell

Hua C et al. [37]
• Accurate tracking
• Low tracking time

• Additional sensor is required
• Low oscillations around MPP

Nadeem A et al. [38]
• Can continuously measure Voc

without disconnecting PV module
• High tracking efficiency

• Three sensors are required to
sense Voc

• Computationally more complex
• No record of tracking time

Fapi CBN et al. [39]
• Low ripples in output power
• Improved tracking efficiency

• Two sensors are required for
current and irradiance
measurement

• Initial setting of more
parameters are required

Sarika EP et al. [40]
• Low tracking time
• Low ripples in output current

• Oscillations around GMPP
• ·

Li C et al. [41]
• Automatically regulated step size

enhances the tracking performance
• Fast dynamic response

• Oscillations in steady state
• Highly intricate in design

Owusu-Nyarko I et al. [42]

• Dynamic performance is enhanced by
adjusting scaling factor in accordance
with irradiance.

• Low overshoot.

• Oscillations in steady state
• ·

Sarwar S et al. [43]
• High tracking efficiency
• Low settling time.

• Oscillations around GMPP
• Highly intricate in design.

Hafeez M A et al. [44]
• High tracking efficiency
• Ability to handle complex partial

scenarios

• Oscillations around GMPP
• Computationally more complex

González-Castaño C et al. [45]
• Robust and fast tracking response
• No oscillations in steady state

under PSCs

• Low tracking factor at the time
of system start up

• High settling time

4.2. Swarm Intelligence MPPT Techniques

This section of the paper explains various swarm intelligence MPPT techniques in
detail and reports the recent work done with these techniques to enhance MPPT along with
their pros and cons in Tables 3 and 4 respectively.
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4.2.1. Ant colony Optimization

Ants’ cooperative search behavior for the shortest path between source food and their
colony motivates ACO. Firstly, ants scurry about aimlessly. When any ant finds a food
source, they return to their home along with the food, leaving pheromone trails at their
back. This pheromone is composed of particular artificial compounds that are received by
living organisms to send messages or codes to other members of the same class. If other
colony ants come across such a route, they will follow it to the food source rather than
roaming randomly.

They leave pheromones when they return to their territory, boosting the existing
pheromone strength. The potency of the pheromone is condensed as pheromone dissipates
over time. The ants ultimately regulate and find the shortest path to the food source.

The procedure starts with a single colony of (artificial) ants that has been randomly
positioned in that colony. Suppose ants are represented by N parameters. Each ant in the
colony uses its magnetic power to entice another ant. They travel from the lower potency
zone to the higher potency zone on the basis of attractive force. The attractive power
resolute after each iteration cycle and the ants travel in the direction of the best option
based on the results.

Consider a problem in which “n” artificial ants (parameters) must be tuned so that
A ≥ n. The solution register stores “A”, which represents the primarily created arbitrary
solutions. The result afterwards sited according to their fitness significance, f (si), is shown
in Equation (9):

f(s1) ≤ f(s2) ≤ f(s3) ≤ f(s4) . . . . . . . . . . . . . . .≤ f(sn) (9)

Similarly, fresh arrangements are created to determine the placements of these ants
with the help of Gaussian kernel function sampling for ith dimensions and kth solution
as [46]

Ĝi(x) = ∑A
k=1 wkĝi

k(x) = ∑A
k=1 wk

1√
2πα̃i

k

e
[− (x−μ̂i

k)
2

2(α̂i
k)

2 ]

(10)

α̃i
k, μ̂i

k, and wk can be evaluated as

α̃i
k = ε∑A

k=1

∣∣si
k − si

k

∣∣
A − 1

(11)

μ̂i
k =

[
μ̂i

1, μ̂i
2, . . . . . . μ̂i

k, . . . . . . , μ̂i
A

]
=
[
si

1, si
2, . . . . . . .si

k, . . . . . . si
A

]
(12)

wk=
1

∅A√2π
e
[− (k−1)2

2(ϕA)2
]

(13)
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The investigative cycle will be continual depending on the quantity of parameters
that needs to be improved. First, we generate “B” novel solutions that sum up the initial
“A” solutions. Afterwards, A + B solutions must be placed in the search box. Soon after,
A’s most effective arrangements are re-established. The entire cycle is thus re-hashed for
the required amount of iterations [47]. Effective tracking of GMPP, high convergence rate,
and a lesser number of iteration makes ACO more advantageous than traditional MPPT
techniques. A flowchart of ACO is shown in Figure 12.

 

Figure 12. ACO-based MPPT technique [47].

4.2.2. Particle Swarm Optimization

PSO is a random search technique. It utilizes the principle of maximizing nonlinear
continuous function. It follows the rules of natural manner of fish schooling and flock
gathering. Several combined birds are used in this technique, each of which represents a
particle. In search space, every particle has a fitness value mapped by a vector of position
and velocity. The direction and steps of every particle are determined by their fitness value.
Following that, all particles present a solution by combining the information gathered
during their own search process to arrive at the optimal solution. This technique starts
with random solution groups based on particles position and velocity in the search area.
With the help of cerebral and social trade-off, the fitness value of particles is adjusted after
each iteration. Because of the trade off, shifts in individual and community best position
are obtained. Individual particles’ best position is also remembered by every particle while
also accumulating the global best position [48].
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After each cycle, the swarm tries to determine the optimum solution by stimulating
the position and velocity. Following that, a global maximum is swiftly achieved by each
particle. For the kth cycle, the nth molecule refreshes the condition with position “Y” and
velocity “v” as given below

vn(k + 1) = ωvn(k) + α1μ1

(
pp,best−k − Yn(k)

)
+ α2μ2

(
pg ,best − Yn(k)

)
(14)

Yn(k + 1) = Yn(k) + vn(k + 1) (15)

n = 1, 2, 3, . . . . . . . . . . . . , N

If, with an improvised scenario as in Equation (16), the initialization requirement is
satisfied, the technique update is in line with Equation (17):

f t(Yn−k) > f t
(

pp, best−k

)
(16)

pp, best−k = Yn−k (17)

“ft” must be maximized. Figure 13 shows the flowchart of the PSO algorithm to
track GMPP.

Figure 13. PSO-based MPPT technique [48].

4.2.3. Artificial Bee Colony

The ABC approach is based on honey bees’ foraging intelligence. This approach is
a sensible, modern, and speculative global optimization technique. Honey bees reside
inside their hives and use a chemical exchange (pheromones) and the shake dance for
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their communication. If a bee finds a honey source (food), it takes food back to its hive by
performing a shake dance to trade off the food-source site. The potency and duration of the
shake dance show the richness of the food source discovered.

Three classes of artificial bee are formed by ABC algorithm, i.e., employed, scouts, and
spectator bees. The hive is divided equally between employed and spectator bees. The main
aim of whole bees group is to find the best honey source. Employed bees seek out a honey
source (food) initially. They revisit their hive and communicate their findings with other
groups of bees through shake dance movements. By carefully examining the shake dance
of employee bees, spectator bees try to find the food source, while scout bees imprecisely
search for new food sources. Thus, with this communication and coordination amongst
them, artificial honey bees arrive at ideal solutions in the possible shortest time [49,50]. The
ABC algorithm uses five phases to track GMPP as discussed below.

Phase 1: Initialization phase

First, create Ns food sources at random in the hunt arena. The algorithm’s performance
improves with the increase in size of the group. Each solution Yi is an n-dimensional vector
that dispenses the entire employed bee equivalent to each distinctive source of food as per
Equation (18) with n optimization parameter numbered as

Yi ,k = Ymin,i + rand[0, 1](Ymax,i − Ymin,i) (18)

i = 1, 2, 3, . . . . . . NS& k = 1, 2, 3, . . . . . . . . . n

Phase 2: Employed bee phase

The goal is to chase the food source location in the exploration region with the most
nectar accessible (i.e., GMPP). Every employed bee progresses to its new position (Xi, k) in
the immediate space by means of the previous position value (Yi) to maintain the previous
position value (Yi) securely in memory according to Equation (19):

Xi,k = Yi,k + αi,k

(
Yi,k − Yj,k

)
; j = 1, 2, 3, . . . . . . . Ns (19)

Yj is other than Yi, i.e., i �= j, and αi,k ranges from [−1, 1].
A gluttonous assortment method is adopted by employed bees after they search a new

food source. The quantity of nectar present at the previous and latest sites is compared in
this technique. As a result, a better option is preserved.

Phase 3: Spectator bee phase

On the basis of the information of the food source obtained by spectator bees from em-
ployed bees with their shake dance, spectator bees use a probabilistic selection mechanism
in order to identify food sources (solutions) with f(x) fitness factor according to Equation
(20).

p̂i =
f (xi)

∑Ns
n=1 f (xi)

; i = 1, 2, 3, . . . . . . ., Ns (20)

Phase 4: Scout bee phase

Scout bees can locate fresh feasible solutions on the basis of Equation (20) in the vicinity
of the chosen food source. In any event, even after a thorough investigation of the entire
investigated area by employed and spectator bees, the food-source fitness value remains
unaffected for the existing step. The same employed bees turn into scout bees, and the
scout bees use Equation (18) to hunt for new possible solutions in the next step.

Phase 5: Conclusion phase

In case that output power does not show any further improvement, the method comes
to an end. The procedure, on the other hand, will restart when there is a fluctuation in
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output power on account of various factors. Irradiance variation is one amongst them, and
such changes can be represented as∣∣∣∣∣Ppv − Ppv old

Ppv old

∣∣∣∣∣ ≥ ΔPpv% (21)

If Equation (21) is satisfied, ABC again starts searching GMPP. Hence, ABC works
well in PSCs. Figure 14 shows a flowchart of the ABC technique.

Figure 14. ABC-based MPPT technique [50].

4.2.4. Grey Wolf Optimization

The GWO technique was proposed in 2014. It is motivated by social stratification
and the gray wolf’s behavioral hunting personality [51]. Grey wolves, as a whole, live
in packs with typical size of around 5–12. According to the hierarchical chain shown
in Figure 15, grey wolves are classified into four categories based on their community
supremacy. Alpha (α) wolves are the pioneer at the peak and are thus regarded as the best
sources of solutions for a given optimization problem. Beta (β) wolves pursue the (α) and
assist them in fulfilling their tasks. They take (α) wolves’ position if the (α) wolves die. The
delta (δ) wolves make up the pack’s hunters, keepers, and explorers and are the second
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end-class. As a result, (β) and (δ) wolves represent the second- and third-best solutions,
correspondingly. Omega (ω) wolves are the last group, which make up the youngest
members and therefore stand for the residual solution [52].

 
Figure 15. Grey wolves hierarchy sequence.

The supremacy of wolves is reduced as the position of the wolves lowers in the
hierarchical order from top to bottom. Aside from the community order of wolves, the grey
wolf’s social behavior is also heavily influenced by aggregation hunting. On the basis of
this, the GWO algorithm’s mathematical model analyzes the following measure [52]:

Step-1: Social Hierarchy

The GWO technique presumes (α) as the fittest solution, followed by (β) and (δ) as
the second- and third-finest solutions, to simulate the hierarchical system of wolves. (ω) is
thought to represent the left-over contender solutions. Thus α, β and δ wolves guide the
hunting process with ω wolves trailing behind.

Step-2: Tracking and Encircling the Prey

Grey wolves frequently encircle prey all through the hunting phase, expressed mathe-
matically by Equations (22) and (23) (with iteration “i”). Equation (22) calculates a wolf’s

distance vector
→
d from prey with current iteration.

→
d =

∣∣∣∣→B .
→

XPGW (i)− →
XP (i)

∣∣∣∣ (22)

→
XP(i + 1) =

→
XPGW (i)−

→
A.

→
d (23)

→
A = 2

→
a .

→
r1 −→

a (24)
→
B = 2

→
r2 (25)

→
r1&

→
r2 ranges between [0, 1], and

→
a = linearly decreases from 2 to 0 during each iteration.

Step-3: Hunting

Using arbitrary vectors
→
r1 and

→
r2, any place in between the points can be reached by a

wolf. The first three best solutions (i.e., α, β, and δ wolves’ locations) are initially saved.
Other probing wolves alter their locations based on the top solution knowledge. As a result,
a grey wolf can use this technique to improve its position in any arbitrary direction.

Step-4: Attack the Prey

Since in each cycle, the
→
a drops linearly from 2 to 0, therefore, when |A| < 1 is

achieved, the prey comes to a standstill in an unchanging position, and the grey wolves
attack it.

Step-5: Searches for Prey

If condition |A| > 1 is achieved, grey wolves are compelled to look for the prey. The
exploration approach is depicted in this procedure where the wolves wander away from
each other in search of prey, then return to attack the prey.

In addition to this, a flowchart to explain the operation of the GWO-based MPPT
technique is depicted in Figure 16.
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Figure 16. GWO-based MPPT technique [52].

4.2.5. Salp Swarm Algorithm (SSA)

SSA was proposed in 2017 and mimics the salps’ swarm behavior. Salps are barrel-
shaped, jellylike zooplankton with jellylike bodies, and they live in the deep, warm waters
of the ocean. It moves by swimming with its gelatinous body, which pumps water all the
way through it. It moves by constructing a chain formation of one leader, and rest follow in
the chain [53]. Figure 17 shows its flowchart.

At first, a candidate solution for the leader is updated and then for the followers with
the solutions found for the leaders. Let the entire chain’s primary solution be given by
Xm,n, where m = 1, 2, 3, . . . . . . ., M and n = 1, 2, 3, . . . . . . , N represent salp chain size and
verdict variable numbers, respectively. The leader’s candidate solutions are rationalized by

Xnew
m,n = Pn + a1

{(
X+

n − X−
n
)
a2 + X−

n
)
a3 ≥ 0.5 (26)

Xnew
m,n = Pn − a1

{(
X+

n − X−
n
)
a2 + X−

n
)
a3 < 0.5 (27)

151



Mathematics 2023, 11, 269

Random numbers a2 and a3 are distributed evenly between [0, 1], as per the following
Equation:

a1 = 2e−(4i/I)2
(28)

where i= current iteration, and I= iterations maximum count.
This solution aids in updating the followers’ candidate solutions:

Xnew
m,n =

Xm,n + Xm−1,n

2
(29)

If, after modifying the candidate solutions as recommended in Equations (26), (27),
and (29), the entire chain candidate solutions still breach the minimum and maximum stan-
dards of verdict variables, the candidate solutions must be reinitialized at the appropriate
minimum and maximum values of verdict variables.

 
Figure 17. SSA-based MPPT technique [46].
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4.3. Bio Inspired Techniques

This part of the paper elaborates various MPPT techniques inspired by biological
behavior of different organism. Additionally, various recent works done to track MPP
incorporating these techniques are tabulated in Tables 5 and 6.

4.3.1. Firefly MPPT Algorithm

Fireflies are beetles emitting light in the night and communicate amongst themselves
using a special light pattern. The light color formed by each species is unique. The FFA’s
hunting tactic is governed by firefly attraction, which is equivalent to brightness. A dimmer
firefly approaches a brighter one, and if their brightness level is the same as that of a certain
firefly, it will shift at random [86]. The key purpose of flashing in the FFA tactic is to allure
other fireflies and attract their target. The charm of fireflies is governed by the intensity of
the firefly along with the objective function value. The value of attraction “μ” is resolute by
the evaluation of other fireflies and is diverge on the basis of “i” and “j” fireflies’ distance
“Dij”. Both can be evaluated as per Equations (30) and (31), with “D” as the distance
between two fireflies, “β” as an arbitrary constant that lies between 0.1 and 10, and “n” as
the dimension number.

μ = μ0 e−βD2
(30)

Dij =
∣∣xi − xj

∣∣ = 2
√

∑n
y=1(xi,y − xj,y)

2 (31)

D = 1 is taken in MPPT problems because it is a one-dimensional case. A flowchart of
FFA is shown in Figure 18.

Figure 18. FFA-based MPPT technique [46].

4.3.2. Cuckoo Search

This bio-inspired technique was reported in 2009 and is inspired by the cuckoo species’
parasitic imitation tactic (brood-parasitism) [87]. Certain birds, such as cuckoos (Tapera),
engage in social parasitism. The Tapera is a knowledgeable winged creature that fits in
with the host fowls, and with this tactic, next-generation endurance is encouraged. Rather
than building its own nest, the cuckoo places its eggs in the nests of other flying species.
Primarily, the cuckoo bird (female) flies erratically in search of a nest with similar egg
characteristics to their own. After finding the best nest, cuckoo eggs have the utmost
opportunity of hatching, ensuring the new generation. The cuckoo makes a few attempts
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by assisting the incubating bird in laying their eggs in a suitable location and hence gives
itself a better chance. The cuckoo may occasionally throw the eggs of the host species from
the nest because host birds could be readily duped into recognizing the strange eggs. If
the host bird comes to know about the foreign eggs, the eggs will definitely be dumped
outside the nest. The host bird may even demolish the nest.

For optimization objectives, the CS approach is an effective meta-heuristic method.
Three idealized principles used to accomplish this strategy are as follows:

• Every cuckoo bird merely lays one egg at a time in a hastily chosen host nest;
• The cuckoos’ subsequent generation will be carried on by the superior eggs’ nest (i.e.,

the best solutions);
• In the hunt area, the entire number of reachable host nests is fixed.

Cuckoo birds represent the particles relegated to find the solution in the CS strategy
implementation, and their eggs indicate the current iteration’s solution to an optimization
problem. Searching for a nest is comparable to searching for food, and in CS, it is described
by Levy flight. A Levy flight “y” is an arbitrary stride where Levy distribution is used to
evaluate sizes of steps by using a power law [88]:

y = L−γ ; (1 < γ < 3) (32)

Thus, “y” has an infinite variance. The new cuckoo solution
(
xi+1) for ith iteration

cycle “i” and the nth particle “n” can be generated as

xi+1
n = xi

n + z( levy (γ)) (33)

“z” is a mathematical operator that represents the multidimensional problem’s entry-
wise multiplication.

In each iteration cycle, all particles transmit Levy flights until they find GMPP. Fig-
ure 19 shows the flowchart of the CS algorithm to track GMPP.

 

Figure 19. CS-based MPPT technique [87].
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4.3.3. Flying Squirrel Search Optimization

This bio-inspired optimization approach to track GMPP was introduced in 2020 and
mimics the highly effective hunting tactic used by southern flying squirrels [89]. This
approach also mimics the squirrels’ manner of buoyant headways in the air. The posture of
FS is referenced to as the feasible outcome vector and the comparable wellness is typical
food source, respectively.

The posture is divided into three districts addressing sets based on wellness value:

• BS (hickory nut tree);
• CBS (acorn nut tree);
• US (ordinary tree).

Following assumptions are made while incorporating FSSO [89] in tracing GMPP:
The food supply point is similar to the power yield from PV;
DC converter duty ratio (∂) in the MPPT approach is regarded as option variable,

i.e., the posture;
To reduce the tracking time, the FSSO approach is custom-fitted by eliminating the

occurrence of hunters.
The following steps are taken into account while implementing the FSSO technique.
Starting: Initially, FSs “N” numbers are placed at various locations. In the solution

area, the duty ratio of the DC converter can be estimated for “i” iteration count by these
points as follows:

∂i = ∂min +
(i − 1)(∂max − ∂min)

N
; i = 1, 2, 3, . . . . . . N (34)

Wellness evaluation: The DC converter employed is gradually running with each
duty ratio in this progression (i.e., with each FS posture). Each food source feature shows
instantaneous power yield PV (∂) for each “∂”. This sequence is repeated for all “∂”,
whereas MPPT goal wellness function “ f (∂)” can be determined as

f (∂) = max (PV(∂)) (35)

• Declaration and categorization: The duty cycle at which the system yields maximum
power is considered as hickory tree, while acorn trees are considered as the most
excellent FS positions;

• Posture update: After the examination of occasional observing situation, the duty
cycle is updated, and wellness is assessed from that point.

Important conditions followed in FSSA are as follows:
Occasional observing conditions: These conditions help FSSA to avoid being stuck in

LMPP. The cyclic constant (OC) and its base value (Omin) for a single-dimensional space
with “i and im” as the count of the present and maximum number of cycles allowed are

Oi
C =

∣∣∣xi
at − xht

∣∣∣ (36)

Omin = 10e−6/365i/im/25 (37)

For investigating the superior search area, Levy distribution is employed. As a result,
the OTFS duty cycle is relocated.

• Groove contemporized: Squirrels of hickory tree maintain their position. The squirrels
on acorn tree, on the other hand, find a way to access the hickory tree. The arbitrarily
chosen squirrel (ATFS) from normal trees chooses the hickory tree, while the leftover
(NTFS-ATFS) is pressed to the acorn tree. The duty cycle is changed:

∂i+1
at = ∂i

at + Hchd

(
∂i

ht − ∂i
at

)
(38)
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∂i+1
ot = ∂i

ot + Hchd

(
∂i

ht − ∂i
ot

)
(39)

∂i+1
ot = ∂i

ot + Hchd

(
∂i

at − ∂i
ot

)
(40)

• Convergence Resolution: If the utmost number of iterations has been reached, the
algorithm is terminated and gives the duty cycle at the point where the converter
follows GMPP.

• Re-initialization: In rapidly changing environmental conditions, the duty ratio (FSs
posture) is reinitialized to hunt new GMPP in accordance with Equation (41).

Pi+1
pv − Pi

pv

Pi+1
pv

≥ ΔP (%) (41)

The complete steps of FSSO algorithm in tracking GMPP are depicted in Figure 20.

Figure 20. FSSO-based MPPT technique [89].
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Table 6. Pros and cons of recent work based on bio-inspired techniques.

Authors [Reference No.] Pros Cons

Saad W et al. [90]
• Zero oscillations around GMPP
• High tracking efficiency

• Algorithm is not validated on hardware
• Highly intricate to design

Farzaneh J et al. [91]
• Requires no periodic tuning
• High accuracy • Very high tracking time

Nusaif AI et al. [92]
• Varying population size is adapted in each

iteration, resulting in improved tracking time and
efficiency

• Oscillations around GMPP

Abo-Khalil AG et al. [93]
• High tracking efficiency
• Able to process examine MPP • Power oscillations around GMPP

Shi JY [94]
• High switching speed during shaded to

unshaded conditions
• No oscillations in steady state

• High tracking time
• Computationally complex compared to other

MPPT approaches

Omar FA et al. [95]
• High tracking efficiency
• Less complex to implement

• High convergence time
• Required sensors for its operation

Chitra A et al. [96] • Very low tracking time • Low tracking efficiency
• Many parameters initializations are required

Mosaad MI et al. [97]
• Randomization process makes the algorithm

more effective • Required tuning of parameters

Shi J-Y et al. [98]
• Tracking ability is enhanced by introducing

adaptive step concept
• Random steps of CS are eliminated

• High computational complexity

Hidayat T et al. [99] • Track MPP efficiently in different PSCs • Levy flight affects the convergence level
• Oscillations around GMPP

Bilgin N et al. [100] • High tracking efficiency • No record of tracking time in different PSCs
• Large no of iterations are required

Ibrahim A-W et al. [101] • Not dependent on initial location • Low oscillations around GMPP

Bentata K et al. [102]
• Initial particles are independent
• Requires smaller number of iterations which

saves power

• Requires higher number of particles
• Highly intricate to design

Singh N et al. [103]
• Predators are eliminated for modifying squirrel

positions
• High tracking time
• High computational cost

Fares D et al. [104] • High tracking efficiency • High execution intricacy
• Oscillations around GMPP

Al-Shammaa A A et al. [105]
• Only two control parameters are required
• No initial situations are assumed for working

• High tracking time
• Oscillations in steady state.

Watanabe R B et al. [106] • Low tracking time • Power variations in steady state.
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4.4. Other AI-Based MPPT

This section of the paper explains other artificial intelligence methods applied in the
field of tracking maximum power from the PV array along with a report of the various
latest research performed concerning it in Tables 7 and 8 respectively.

4.4.1. Fuzzy Logic Control

FLC converts its analog input to digital values. This technique examines the output
power of PV array for every sample. If the change fraction is greater than zero, voltage is
enhanced by FLC by adjusting the duty cycle and vice versa. As a result, the maximum
power ratio is zero. FLC inputs error “e”, and its change “∂e” with samples in time “ki”
can be computed as

e =
Ppv(k)− Ppv(k − 1)
Vpv(k)− Vpv(k − 1)

(42)

∂e = e(k)− e(k − 1) (43)

Figure 21 shows a block diagram of FLC control. The input variables are changed
to linguistic variables by using different distinct membership functions. Thereafter, they
are manipulated on the basis of the “if-then” rule by applying the required conduct of the
scheme. Finally, they are converted to their numerical equivalent [107]. This approach
shows fewer oscillations, fast response [108], and high tracking efficiency in contrast to
conventional MPPT approaches. However, it suffers from high computational complexity.

Figure 21. Block representation of FLC-based MPPT.

4.4.2. Artificial Neural Network

An ANN is a set of static learning models. For anticipating a precise output for each
input, this approach simulates a biological neural system. Figure 22 shows the three-
layered structure of ANN in which the neuron quantity in each layer varies depending on
the situation.
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Figure 22. Three-layer structure of ANN [109].

These networks are used as an MPP system to predict the best possible values of power
or voltage that can be produced at a given time. These values act as base values in deciding
the converter’s duty cycle. The PV module parameters and atmospheric parameters are
included in the input variables and then processed by hidden layers in the network. The
procreation algorithm is retroactive and grades in a mishap. Thereafter, utilizing neurons
of center layer, it feeds back the output through the input neurons. The following Equation
is used to calculate the presence of hidden neurons:

nh =
1
2
(ni + no) +

√nt (44)

A complete experimental setup assists in data collection. The dataset is then obtained
by feeding atmospheric conditions and array parameters into the ANN to find output
Vm and Pm. This set is then transformed into an instructional one, which moves into
the premeditated ANN, where it is taught how to perform. Moreover, the functions of
input data serve as instruction data for the ANN model that was created. Then, the model
learns how to execute on its own. The assessment datasets examine the performance of the
constructed ANN after the instruction phase, and the errors are sent back to the ANN until
all of the neurons’ weights are changed correctly. MPPT using ANN is more accurate and
shows less oscillation around MPP [109]. These algorithms suffer from the drawback of
high computational complexity.
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4.4.3. Evolutionary Computational Techniques

Evolutionary computation is an area of artificial intelligence and soft computing that
studies a family of algorithms for global optimization inspired by biological evolution. GA
and DE are ones amongst them used to track MPP.

GA is a computer model that is inspired by evolution and consists of chromosomes.
These chromosomes include information on a potential solution to a problem. Each chro-
mosome has its own set of characteristics. This algorithm is used in wide applications. In
contrast to tracking MPP, it is able to boost the PV voltage, which represents the chromo-
somes and their fitness value that corresponds to PV power. The main idea is to make
genetic changes to a population of people and discover the ideal ones corresponding to the
fitness function. Figure 23 shows the flowchart of GA.

Figure 23. Flowchart of GA [110].

DE is another evolutionary computational algorithm applied to problems based on
global optimization. It is applicable to track GMPP in PSCs due to its simpler execution
and wide search freedom. The DC converter duty cycle is used as a target vector “∂n” by
this approach. Initially, the target vector with two dimensions is initialized as “∂n” for
each iteration and generation as the population. It chooses three random particles after
one generation in order to reduce the execution time. Following that, the selected duty
cycles are used to calculate the PV array’s associated powers “Pn”. “Pbest” is picked as
the maximum power in the set of “Pn”, and “∂best” is chosen as the corresponding “∂n”.
The weight difference between any two target vectors is then used by a mutation factor
(M) and forms the mutated particle by adding this difference to the remaining target vector.
The mutated particle is also called the donor vector “DVn”. The mutation’s way should be
towards “Pbest”. Following mutation, donor and target vectors are combined by a crossover
procedure to create trial vector “TVn” and estimate the PV array’s power.
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Table 8. Pros and cons of recent work based on other artificial intelligence techniques.

Authors [Reference No.] Pros Cons

Verma P et al. [111]
• Low shading losses
• Low settling time • Complicate to design

Rahman MM et al. [112]
• Improvement in tracking time
• High tracking efficiency

• GMPP is not improved
• Not tested on hardware setup

Farzaneh J [113]
• Highly accurate
• Requires fewer numbers of training data, which

eliminates tracking error
• Highly intricate to design

Manikandan PV [114] • Enhanced optimal solution • Low tracking efficiency
• Oscillations around GMPP

Al-Majidi SD et al. [115]
• Drift problem is avoided
• Low converging time

• Oscillations in steady state
• High cost of implementation

Aymen J et al. [116]
• High reliability
• Combines advantages of FLC flexibility and ANN

learning capacity

• Computationally more complex
• High cost of implementation

Farajdadian S [117]
• High accuracy in tracking GMPP
• Lower percentage MPP error

• Power fluctuations
• Highly complex to intricate

Eltamalya AM et al. [118]
• Re-initializing process enables searching agents to

follow new GMPP

• Array size is not specified
• No record of tracking time
• Oscillations in output power

Chen Y-T et al. [119]
• High tracking capability
• Low tracking time

• Array size is not specified
• High cost of implementation

Raj A et al. [120] • Low ripples in output power • Low tracking efficiency

Abdellatif WSE et al. [121] • Oscillations in steady state is reduced • Size of PV array is not specified
• Highly intricate to design

Mohammed SS et al. [122]
• High tracking efficiency
• Highly accurate • Computationally more complex

Tandel BG et al. [123] • Highly accurate in detecting GMPP • Requires large numbers of iterations

Karthika S et al. [124] • Ability to track GMPP in vary short duration of time • Tested in only single change in irradiance

Dehghani M et al. [125]
• Quick response time
• High accuracy

• Not tested on hardware
• Highly intricate to design

Bendary FM et al. [126] • High tracking efficiency • High cost of implementation

Firmanza AP et al. [127] • High convergence speed due to mutation factor • Algorithm loses GMPP tracking in some cases
• Oscillations around GMPP

Neethu M. et al. [128] • Low oscillations around GMPP • High tuning time
• High computational cost

Kamaruddina NI et al. [129]
• Able to track true GMPP
• Required minimum control parameters

• More values of iterations required
• Intricate to design

Joisher M et al. [130] • Able to track true GMPP • Power oscillations at output
• Computationally more complex

Algarín C R et al. [131]
• Fewer oscillations in steady state
• No power loss

• Computationally more complex
• Generates error in measuring low powers
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Table 8. Cont.

Authors [Reference No.] Pros Cons

Cheng P-C et al. [132]
• Increased tracking performance without increase in

calculation burden
• High tracking time
• Low accuracy

Liu C-L et al. [133]
• Improved tracking accuracy
• Asymmetrical membership function improved the

MPPT performance

• Oscillations around GMPP
• High transient time
• Computationally more complex

Kececioglu O F et al. [134] • Oscillations in steady-state output are eliminated • Computationally more complex

Hayder W et al. [135] • Low transient time
• If irradiance remains constant for long, algorithm does

not show better performance
• Computationally more complex in design

Hua C-C et al. [136] • No oscillations in steady state • High tracking time
• High computational cost

Zhang P et al. [137]
• Mutation factor is modified to limit the random search
• Low tracking time

• Comparatively requires large numbers of iterations
• Computationally complex

Bakkar M et al. [138] • Highly accurate • Issues in determining safe operating region
• High cost of computation

Batainesh K et al. [139]
• Highly accurate
• No trapping in LMPP

• Oscillations around GMPP
• High cost of implementation

Guerra M I S et al. [140]
• Negligible oscillations around GMPP
• Fast tracking response

• High cost of implementation
• Computationally more complex

After having the deep analysis of all these MPPT techniques, a concluded comparative
study has been depicted in Table 9 for better understanding as

Table 9. Comparative analysis of various MPPT.

Categorization Technique
Execution Cost Accuracy Tracking Speed Oscillations Around MPP Computational Complexity Analog/Digital

L M H L M H L M H L M H ~Z L M H D A/D

Conventional

P&O       
INC       

FOCV       
FSCC       

AI-Based
Metaheuristic

techniques

ACO       
PSO       
ABC       
GWO       
SSA       
FFA       
CS       

FSSO       

Other AI

FLC       
ANN       
GA       
DE       

L, low; M, medium; H, high; ~Z, nearly zero; D, digital; A/D, analog/digital.
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5. Research Gap and Findings

There are total 16 techniques reported in this paper. In 23 papers conventional MPPT
techniques, 42 papers swarm intelligence MPPT techniques, 21 papers bio-inspired, and in
35 papers other AI-based techniques are discussed. Therefore, a total of 121 papers were
mainly studied, which are focused on these MPPT techniques. The remaining 23 out of
144 papers were used in other important sections. The classification of papers focusing on
different techniques can be seen in Figure 24.

 

Figure 24. Papers focused on different MPPT techniques.

The authors are mainly classified concerning conventional MPPT techniques, meta-
heuristic AI techniques, and other AI-based techniques. Further, conventional MPPT
techniques are classified as perturb and observe, incremental conductance, fractional open-
circuit voltage, and fractional short-circuit current; particle swarm optimization, artificial
bee colony, grey wolf optimization, and salp swarm algorithm fall under swarm intelli-
gence MPPT techniques; and firefly MPPT algorithm, cuckoo search, and flying squirrel
search optimization techniques are classified as bio-inspired techniques [141–144]. While
swarm intelligence and bio-inspired techniques are metaheuristic AI techniques, other AI-
based MPPT techniques are fuzzy logic control, artificial neural network, and evolutionary
computational techniques (genetic algorithm and differential evolution).

After conducting a thorough analysis of metaheuristic MPPT approaches based on
conventional and AI techniques in this paper, one can easily find the following gaps in
this area:

• Despite the fact that conventional techniques are simpler and work better in unshaded
spaces, they have the downside of slow response. In their findings, oscillations around
GMPP are observed;

• Even though these methods are frequently modified, power loss still occurs while
monitoring open-circuit voltage or short-circuit current. Additionally, these methods
need a large number of sensors to function, but those numbers can be decreased;

• In PSCs, AI approaches are effective, but they have the disadvantage of having high
computational complexity;

• These methods require a great deal of time to track GMPP because of the large number
of iterations. Despite the fact that many of these are only tested on virtual platforms,
real-world validation is still crucial;

• Most of the reported work ignores the effect of load variation, which is crucial for
building any PV system.
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6. Challenges and Future Work

This paper comprehensively elaborates many recently reported works to track GMPP
in PSCs in detail along with their pros and cons. Presently, over eighty MPPT optimization
techniques have been published, and more than four new techniques are published each
year. This article covers the recent findings in each MPPT technique in a tabular form.
Because there are so many optimization strategies in the literature, picking one becomes
quite challenging. Avoiding local MPP and local hotspots of PV array is critical for any
optimization strategy. Moreover, when these algorithms are built, there is a requirement to
manage energy. Research on efficient MPPT techniques can be rationalized in the future by
considering many other critical factors such as local hotspots, array reconfigurations, and
cell materials, which contribute to producing maximum power during PSCs. With the aid
of smartphones, an MPPT application can also be set to work at any time via the Internet.

7. Conclusions

Solar PV systems are regarded as the most capable energy source in renewable power-
generation systems due to the copious availability of sunlight. However, unpredictable
weather makes their working efficiency low. Thus, MPPT techniques are used to yield
maximum power from these systems in any weather conditions. Much research has been
done till now in this field, but selecting an appropriate technique for specific circumstances
has always been difficult. For the mentioned reason, this study reassesses the art of various
MPPT optimization strategies developed by various researchers so far in a different manner.
Conventional and AI-based MPPT techniques are elaborated separately with simplified
flowcharts in respective sections with the aim to understand their basic principles in
detail for new learners. Following the appropriate evaluation of each study, a tabular
summary was created on important attributes of PV systems under PSCs, such as array
size, % improvement in GMPP, level of irradiance, and tracking time, forming novel
datasheets. In this paper, the reported taxonomy of MPPT techniques can help new
learners, researchers, amd professional engineers to interpret the performance of each MPPT
approach under different climatic scenarios. After careful analysis, it is easy to conclude
that traditional techniques are less complex and work well in unshaded environmental
conditions. However, they have the disadvantage of slow response. AI techniques perform
well in PSCs with negligible oscillations in a steady state, with high accuracy and high
tracking efficiency, but they suffer from high computational complexity. With the tabulated
pros and cons of each reviewed article, new learners can easily find the research gaps
that still exist in this field. With the help of the comparison table based on important
parameters, while incorporating any MPPT in PV system, one can select most appropriate
MPPT approach in a specific application. Furthermore, this analysis reveals that AI-based
MPP controllers are the best option to deal with PSCs. As a result, a large research area has
opened up for new researchers. To summarize, this review paper will be a useful resource
for researchers or industrialists to utilize in choosing the most appropriate MPPT method
for a certain objective.
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Abbreviations

MPPT Maximum power point tracking PV Photovoltaic
PSCs Partial shading conditions RES Renewable energy sources
P–V Power–voltage GMPP Global maximum power point
P&O Perturb and observe INC Incremental conductance
HC Hill climbing BI Bio-inspired
SI Swarm intelligence AI Artificial intelligence
ANN Artificial neural networks FLC Fuzzy logic control
ECI Evolutionary computational intelligence I–V Current–voltage
MPP Maximum power point LMPP Local maximum power points
DC Direct current CS Cuckoo search
FOCV Fractional open-circuit voltage FSCC Fractional short-circuit current
ACO Ant colony optimization ACO-P&O Ant colony optimization–perturb and observe
SP-INC Self-predictive incremental conductance SPC Semi pilot cell
PC Pilot cell CSAM Current Sensorless Method with Auto-modulation
VSS Variable step size PSO Particle swarm optimization
ABC Artificial Bee Colony GWO Grey wolf optimization
SSA Salp swarm algorithm APSO Accelerated PSO
LIPSO Lagrange interpolation PSO TS Takagi–Sugeno
VCPSO Variable coefficients PSO CFPSO Constriction factor-based PSO
OD-PSO Overall distribution PSO P&O-PSO Perturb and observe-PSO
EGWO Enhanced GWO GWO-GSO GWO–golden-section optimization
GWO-P&O GWO–Perturb and observe GOA Grasshopper optimization algorithm
BOA Bat algorithm SSPSO Series salp PSO
FA Firefly elgorithm ISSA Improved salp swarm algorithm
DE Differential Evolution WOA Whale optimization algorithm
SSO Salp swarm optimization ISSA Improved salp swarm algorithm
SSPO Hybrid salp swarm–perturb and observe ABC-P&O Artificial bee colony–perturb and observe
GMPPT Global maximum power point tracking MABC Modified artificial bee colony
AIC Angle of incremental conductance IPSO Improved particle swarm optimization
OGWO Opposition-based learning GWO DFO Dragonfly optimization
TSA-PSO Tunicate swarm algorithm with PSO IABC Improved artificial bee colony
SPF-P&O Surface-sased polynomial fitting P&O HGWO Hybrid grey wolf optimization
DSM Dynamic safty margin ICPSO Incremental conductance-based PSO
FSSO Flying squirrel search optimization BS Best solution

173



Mathematics 2023, 11, 269

Nomenclature

Ipv PV output current
Iph Photocurrent
Ish Shunt current
ID Diode current
I0 Diode reverses saturation current
q Electron charge
Ncs Number of cells in series
.
K Boltzmann constant
T Temperature
Vpv PV output voltage
Rse Series resistance
Rsh Shunt resistance
Pmax Maximum power
Voc Open-circuit voltage
Isc Short-circuit current
ΔP Change in power
ΔV Change in voltage
Δi Change in current
Vmpp Voltage at maximum power point
b Proportionality constant
Impp Current at maximum power point
d Constant current factor
Pm Maximum power
Ĝi(x) Gaussian kernel solution
ĝi

k Sub-Gaussian function
μ̂i

k Mean value
∼
αi

k Standard deviation
wk Weight factor
φ Best optimal operating solution
∈ Convergence rate
pp,best Individual best position
pg,best Swarm optimum position
Yn nth particle position
vn nth particle velocity
ω Inertia burden
α1&α2 Social and cognitive acceleration coefficients
μ1&μ2 Arbitrary variables that are uniformly distributed between zero and one

in terms of their assessments
f t Target function
Ymax,i&Ymin,i Nth-dimension maximum and minimum values.
Yj Arbitrarily selected food source
αi,k Arbitrary number between
→
XP Prey vector
→

XPGW Position vector of grey wolf
→
A&

→
B Coefficient vectors

→
r1&

→
r2 Random variables

Xnew
m,n Xm,n-rationalized candidate solution

Pn Position of food source
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X+
n &X−

n Decemberision variables maximum and minimum value
μ0 Initial call
xi,y&xj,y ith and jth fireflies spatial coordinate “y” components
L Step length
γ Variance
∂max&∂min Maximum and minimum duty cycle
Xat&Xht Squirrels’ posture address at hickory and acorn trees
HC Hovering constant (~1.90)
hd Hovering distance
Ppv PV output power
Vm Maximum voltage
nh Hidden neuron numbers
ni Injected input neurons numbers
no Output neurons numbers
nt Instruction samples numbers
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Abstract: In physical therapy, exercises improve range of motion, muscle strength, and flexibility,
where motion-tracking devices record motion data during exercises to improve treatment outcomes.
Cameras and inertial measurement units (IMUs) are the basis of these devices. However, issues such
as occlusion, privacy, and illumination can restrict vision-based systems. In these circumstances,
IMUs may be employed to focus on a patient’s progress quantitatively during their rehabilitation.
In this study, a 3D rigid body that can substitute a human arm was developed, and a two-stage
algorithm was designed, implemented, and validated to estimate the elbow joint angle of that rigid
body using three IMUs and incorporating the Madgwick filter to fuse multiple sensor data. Two
electro-goniometers (EGs) were linked to the rigid body to verify the accuracy of the joint angle
measuring algorithm. Additionally, the algorithm’s stability was confirmed even in the presence
of external acceleration. Multiple trials using the proposed algorithm estimated the elbow joint
angle of the rigid body with a maximum RMSE of 0.46◦. Using the IMU manufacturer’s (WitMotion)
algorithm (Kalman filter), the maximum RMSE was 1.97◦. For the fourth trial, joint angles were also
calculated with external acceleration, and the RMSE was 0.996◦. In all cases, the joint angles were
within therapeutic limits.

Keywords: inertial measurement unit; accelerometer; gyroscope; magnetometer; electro-goniometer;
joint angle; rigid body; sensor fusion; Madgwick filter; Kalman filter

MSC: 92-10

1. Introduction

Stroke is considered to be a leading cause of upper body limb disability among adults,
particularly the elderly. It results in immobility and can be deadly in severe cases [1,2].
Numerous factors, such as age, gender, level of physical activity, and others, affect the
movement of the upper body limbs [3]. People started experiencing a wide range of health
issues that altered their way of life, and their regular activities became more difficult due
to their inability to use their upper limbs [4]. One of the leading causes of mobility loss
in middle-aged and older people is the age-related decline of the musculoskeletal system
caused by chronic aging illnesses [2,5]. The early commencement of the degeneration of
body limb mobility can be usefully predicted by the joint data. Thus, the quantification
of human mobility-related parameters can assist in making decisions about human health
status and performance [6], and measuring joint characteristics such as joint angles, angular
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accelerations, etc., can contribute a vital role in accurately assessing the human body’s
stability and functional capacity.

It is important that a human motion capture system used in a therapeutic setting be
easy to use, portable, and inexpensive while also being accurate in addressing the prob-
lems [7]. Marker-based optical motion capture systems, like VICON, are often considered
state of the art for conducting such studies. These systems can give position and orientation
with extremely high accuracy by directly measuring the positions of the markers [8]. Re-
constructing a person’s spatial posture is the primary function of the optical system, which
primarily employs a high-speed camera to record the locations of reflecting markers on the
surface of the body. Due to its ability to ensure precision, the optical system is sometimes
referred to as the industry standard. Issues such as light, occlusion, location, cost, lengthy
preparation, setup time, etc., are the primary constraints of this technology [9,10]. How-
ever, these systems are impractical outside of institutional settings such as hospitals and
large-scale laboratories due to the high price, highly complicated design, and requirements
for professional personnel [6].

Micro-electromechanical systems (MEMS) technology has made low-cost, energy-
efficient, and sensitive tiny sensors possible in the real world. Nowadays, smartphones,
smartwatches, and fitness trackers have MEMS-based IMUs, which include various sensors
such as accelerometers, gyroscopes, magnetometers, and so on [11–13]. In comparison
to an optoelectronic system, they offer portability and convenience of use due to their
small size, low cost, and light weight. The validity and reliability of wearable sensors in
motion analysis were examined in several studies. IMU sensors can analyze gait, lower
limb joint and pelvic angle kinematics, upper limb motion and joint parameters, and total
body motion [14]. Many commercially available IMU systems, including Xsens, IMeasureU,
BioSyn Systems, and Shimmer Sensing, were developed specifically for motion analysis.
Among those systems, the precision of 3D kinematics was validated [15,16]. Moreover,
due to the ability to detect strength, angular velocity, and orientation of the body limbs,
the IMU is one of the options that was often selected [17]. Low-power, small IMUs can be
integrated with smart textiles to create wearable, noninvasive elderly health monitoring
devices, which will allow remote healthcare workers to monitor, assess, and retain data on
their patients’ mobility, activity, physical fitness, and rehabilitation [18,19].

However, inertial measurement units (IMUs) have their own challenges. There is a
possibility that the data produced by an IMU may be insufficient, imprecise, or contami-
nated with errors. The data from the accelerometer can be inaccurate due to a gravitational
force [20]. Typically, the orientation of a segment is determined by integrating the gy-
roscope measurement (angular velocity). The translational acceleration detected by the
accelerometers is double-integrated to determine the position. One of the most critical
problems with integration is that measurement errors quickly add up, and the precision
of the outcome reduces. The magnetometer suffers from the interference generated by
the surrounding magnetic fields and the presence of ferromagnetic materials close to the
magnetometer [21].

Because of the aforementioned difficulties, human kinematics-related research using
accelerometers, gyroscopes, or magnetometers was severely restricted. To solve these
problems, a tri-axial gyroscope, accelerometer, and magnetometer were integrated into
a single device, and a fusion algorithm was also developed to accompany the device.
Integrating the data obtained from sensors can help decrease measurement error and
produce a more precise estimate of the motion [22]. For the purpose of performing sensor
fusion, several methods were reported in the various scientific literature. These methods
include the Kalman filter (KF) and its variants, such as the extended Kalman filter (EKF),
particle filter, unscented Kalman filter (UKF), complementary filter and its variants, and so
on [23]. A nonlinear variation of the KF is the EKF, considered to be a common attitude
estimate technique among researchers [24,25]. In fact, the Kalman filter (KF) maintains
its undisputed coverage in industrial applications and is an ideal filtering strategy in
terms of minimum mean squared error [26]. However, there are still several issues with
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traditional KF techniques. The state and observation models must be linear for classical KF
to work. Additionally, the noise sources of these two models must be uncorrelated white
Gaussian noise [27]. In contrast to actual engineering practice, where the system is typically
nonlinear, the traditional Kalman filtering theory is only applicable to linear systems
and demands linear observation equations. As a result, Bucy and Sunahara developed
the Extended Kalman filter (EKF) in the 1970s. It is necessary to linearize the nonlinear
system before using the generalized Kalman filter to estimate its state. The linearization
procedure adds errors to the nonlinear system, which reduces the accuracy of the final
state estimation [28,29]. Thus, researchers focused on the complementary filter (CF) to
overcome problems related to the KF [30]. However, it became necessary to use a nonlinear
complementary filter (NCF) since linear complementary filters are also unable to adjust
the changing bias of low-cost sensors [31]. For attitude estimation, Madgwick offered a
gradient-descent-based CF in 2011 [32], while Mahony proposed a version of the CF in a
particular orthogonal group in 2008 [33]. In terms of execution time, the Madgwick filter
requires less time than the EKF, which happens due to the higher computational load in
the EKF [34]. The EKF was recommended for reliable tilt measurements at higher angular
speeds, while the Madgwick filter appeared to be the best for angular velocities up to
100–150◦ s−1 [35]. To find a reliable and efficient sensor fusion technique, a number of
fusion algorithms were compared in [36], where the authors concluded that the Madgwick
filter performs marginally better than all other evaluated algorithms based on the root
mean square error (RMSE).

The inevitable consequence is that calibration of the sensors is a concerning issue that
affects the measurement’s outcome, and the angle measurement from the individual sensors
is not exact. Though a sensor fusion technique is required to prevent individual problems
with the accelerometer, gyroscope, and magnetometer, most operational algorithms have
numerous problems which have been mentioned in the previous section. Excessive external
acceleration and distortion in magnetometer data may cause errors in the computed joint
angles, and contemporary works did not address external acceleration. So, in this work, a
two-stage algorithm was proposed to estimate the joint angles of the upper limbs, utilizing
three IMUs, and this two-stage algorithm improves the accuracy and reduces the bias for
joint angle calculation, addressing these gaps. In the first step, an estimation of each IMU
sensor’s orientation was made using the sensor fusion algorithm. The second step included
deriving the joint angle from these IMUs’ orientations, which were less susceptible to noise
introduced by external acceleration. The rest of this article is organized as follows: The
experimental setup and general methodology are covered in Section 2. The specifics of the
proposed algorithm have also been discussed in Section 2. Section 3 then discusses and
evaluates the algorithm’s performance. In Section 4, some final findings and a discussion
on potential possibilities are drawn for further study using the suggested algorithm.

2. Materials and Methods

2.1. Experimental Scenario and Platform

This system comprised three wireless sensor nodes, each of which was equipped with
a relatively inexpensive MEMS inertial sensor MPU9250. This MPU9250 is a low-cost 9-axis
MEMS IMU made by WitMotion Company. The inertial sensor comprises a gyroscope
with three axes, an accelerometer with three axes, and a magnetometer with three axes.
The dimensions of the inertial sensor are 51.3 mm × 36 mm × 15 mm, and the net weight
is 20 g. Table 1 provides a comprehensive summary of the IMU’s numerous features
and parameters.

Figure 1a,b depicts the hardware configuration of the inertial motion capture system
used in this study. BLE 5.0 multiple connection software was utilized to link a PC with
IMU sensors, which has a 50 m coverage range (without obstacles like walls). This soft-
ware can retrieve and save CSV files containing data from accelerometers, gyroscopes,
and magnetometers.
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Table 1. IMU specifications. Source: https://www.wit-motion.com/. Accessed on 5 September 2022.

Parameter Technical Specification

Dimension 51.3 mm × 36 mm × 15 mm
Net Weight 20 g

Chip nRF52832 Bluetooth chip
Processor Cortex-M0 core processor

IMU MPU9250
Voltage 3.3–5 V
Output 3-axis Acceleration + Angle + Angular Velocity + Magnetic Field + Quaternion
Range Acceleration (±16 g), Gyroscope (±2000◦/s), Magnet Field (±4900 μT)
Angle

Accuracy
X, Y-axis: 0.05◦ (Static)

X, Y-axis: 0.1◦ (Dynamic)

 
  

(a) (b) (c) 

Figure 1. (a,b) The hardware of the motion capture system. Source: https://www.wit-motion.com/.
(c) Three-dimensional rigid body structure.

The elbow joint angle of the human body was represented by a 3D rigid body, shown
in Figure 1c, which resembles an arm of the human body. The rigid body was designed
and developed utilizing two electro-goniometers that were joined together using a strong
adhesive, as shown in Figure 1c. The electro-goniometers have an accuracy of 0.5◦ with
a measuring range of 0–200◦. This structure was then placed on a platform to develop a
complete arrangement. This rigid body has three segments or arms. One arm represents
the upper arm, the second arm represents the forearm, and the third arm represents the
shoulder part of the human body. Sensors were attached to each arm of the rigid body
and raw sensor data were collected at a rate of 10 samples per second. These IMU sensor
data were used to determine the elbow joint angle of the rigid body during static and
dynamic conditions.

2.2. Joint Angle Measurement Algorithm

In this study, we proposed a two-stage orientation measurement algorithm that can
estimate the joint angles of the elbow joint using the accelerometer, gyroscope, and mag-
netometer raw data from three IMUs. Among them, two IMUs were attached above and
below the elbow joint of the rigid body, and the third IMU acted as a reference, placed in the
shoulder position (static). At the beginning of the proposed algorithm, each IMU sensor’s
data were calibrated, and in the first stage, all sensor data were fused using the Madgwick
filter, which returns output in quaternion form. In the second stage, the joint angle was
estimated by fusing the quaternion data of all IMUs obtained in the first stage. Finally,
to eliminate the high frequency components from the estimated angle, the joint angle
was passed through a fourth-order Butterworth low-pass filter. Algorithm 1 outlines the

184



Mathematics 2023, 11, 970

procedure that has been proposed for estimating the joint angle. The proposed algorithm is
represented as a block diagram in Figure 2.

Algorithm 1 Proposed Joint Angle Measurement Algorithm

1 Initialization and calibration of the forearm, upper arm, and reference sensor:
Accelerometer data: ai

Gyroscope data: gi

Magnetometer data: mi

2 Collection of Accelerometer, Gyroscope, and Magnetometer raw data
3 Measurement of bias correction vector (bi) from acceleration data
4 Calibration of Accelerometer data using bias correction vector:

ak
c = (ak − bi)

5 Conversion of Magnetometer data (mi) from local frame to global frame
6 Calibration and correction of the Magnetometer data in global frame:

mk
c = [qb qc qd]

7 First Stage: Use of Madgwick filter for all three sensors‘ orientation estimation
Output:
Forearm Sensor → qFA
Upper Arm Sensor → qUA
Reference Sensor → qR
8 Second Stage: Calculation of Joint Angle (θ) from the three quaternions
9 Filtering of Joint Angle (θ) using Fourth-Order Butterworth Filter

Figure 2. Proposed algorithm for joint angle estimation.

2.2.1. Calibration

When an IMU is at rest, the accelerometer should only measure gravity, and the gyro-
scope should show zero rotational velocity. In contrast, they always show some data while
still in real-world circumstances. On the other hand, the magnetometer has issues with
magnetic interference [21]. To minimize these issues, calibration was therefore required
for the magnetometer, gyroscope, and accelerometer. With the aid of WitMotion’s built-in
software, each of the three sensors—accelerometer, gyroscope, and magnetometer—were
calibrated. Gyroscope calibration was sufficient using WitMotion software, but the ac-
celerometer and magnetometer required more than this procedure. In light of this, further
calibration of these two sensors was essential, and an additional simple calibration was
performed as an early step in the algorithm to reduce or eliminate the bias in data after
performing calibration using the manufacturer software. If the sensor was not calibrated
using this two-stage algorithm, the results would be different from the actual value.
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This calibration process and the calculation are simple, less time-consuming, and easy
to follow. Thus, this extra process did not increase the calculation burden. Table 2 depicts
the shortcomings of various calibration techniques described in other research articles and
the advantages of this proposed calibration process over the previous research.

Table 2. Inertial sensor calibration shortcomings mentioned in the previous literature and advantages
of the proposed calibration process.

Ref. Year
Shortcomings of Calibration Process

(Previous Literature)
Advantages of Proposed

Calibration Process

[14] 2022 • Cumbersome calibration procedure

• The procedure and calculation are simple
• Requires small dataset
• Positioning the sensor for calibration purposes

is straightforward, and rotation of the sensor is
not required

• The process is not time consuming
• Each sensor calibration process is independent

[37] 2022

• Deep convolutional neural network Calib-Net
was implemented, where internal algorithms
are more difficult to interpret from a physical
and geometric perspective

[38] 2020
• A total of thirty positions are needed for the

process, which is a laborious task

[39] 2020
• Training necessitates a substantial dataset at

the beginning

[40] 2017
• Numerical integration could result

in inaccuracies

[41] 2017
• Difficult procedure
• Inconvenient for engineering application

[42] 2015
• Gyroscope precision is dependent on the

calibration accuracy of the accelerometer

The acceleration (ai), angular velocity (gi), and magnetic field strength (mi) of the IMU
about the x, y, and z axes were measured with a tri-axis accelerometer, gyroscope, and
magnetometer, and they were expressed as

ai =
[
axi ayi azi

]
(1)

gi =
[
ωxi ωyi ωzi

]
(2)

mi =
[
mxi myi mzi

]
(3)

where i = 1 (for forearm sensor), 2 (for upper arm sensor), 3 (for reference sensor).
In this system, the accelerometer was calibrated using the bias correction vector.

During the measurement, the sensors were in static condition for at least 10 s. The first
hundred raw accelerometer data were used for determining the bias correction vector for
the calibration of the accelerometer. The bias correction vector and calibrated value of the
accelerometer were calculated from Equations (4) and (5), respectively.

bi =

[
∑100

0
(
axibias

)
100

∑100
0
(
ayibias

)
100

∑100
0
(
azibias

)
100

]
(4)

ak
c = (ak − bi) (5)

where
bi = bias in accelerometer readings;
ak = accelerometer reading after calibration by WitMotion software;

ak
c = calibrated accelerometer data.

When there was a value of roll and pitch, the magnetometer data in the local co-
ordinate system were transferred to the global coordinate system. This transformation
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was performed using Equations (6)–(8), where mGx, mGy, and mGz are the magnetometer
measurements in the global coordinate frame in X, Y, and Z axes.

mGx = mxi cos θ + myi sin θ sin ϕ + mzi sin θ cos ϕ (6)

mGy =myi cos ϕ − mzi sin ϕ (7)

mGz = −mxi sin θ + myi sin ϕ cos θ + mzi cos ϕ cos θ (8)

The yaw angle, calculated using Equations (6)–(8), is the heading of the sensor with
respect to the magnetic north. However, the magnetometer data were converted to get the
initial zero yaw angle using Equations (9)–(14).

mi(avg) =
[
mxiavg myiavg mziavg

]
=

⎡⎣∑100
0

(
mxij

)
100

∑100
0

(
myij

)
100

∑100
0

(
mzij

)
100

⎤⎦ (9)

heading =
[
0 0 Atan2

(
myiavg , mxiavg

)]
(10)

qh = [qh0 qh1 qh2 qh3] (11)

qmk =
[
0 mGx mGy mGz

]
(12)

qmk
c
=
(
qh ⊗ qmk

)⊗ q∗h = [qa qb qc qd] (13)

mk
c = [qb qc qd] (14)

where
mi(avg) = average of first hundred data of magnetometer along X, Y, and Z axes;
qh = quaternion corresponding to the heading angle;
qmk

c
= quaternion corresponding to the corrected magnetometer data;

mk
c = corrected magnetometer data.

2.2.2. First Stage: Estimation of Orientation from Sensor Fusion Technique

The Madgwick algorithm (MAD) was implemented in this study as an orientation
filter. The MAD is a sensor fusion algorithm that combines the data from the accelerometer,
gyroscope, and magnetometer in a quaternion form. This algorithm computes a quaternion
derivative of the IMU, which can be converted to Euler angles. Although the sample rate
restricts the range of the motion or joint angle measurement accuracy, satisfactory behavior
was recorded even when utilizing low sampling rates, close to 10 Hz, and this level of
accuracy may be suitable for applications involving human motion [32]. The Madgwick
filter is an algorithm based on gradient descent that can compensate gyroscope drift [32].
The advantages of the Madgwick filter are its low computational load and complexity, low
sampling rate requirement, that it can compensate for magnetic distortion, and that it has a
simple tuning method where there is only one adjustable parameter. Since MAD uses a
quaternion representation, the filter is not subjected to the gimbal lock problem associated
with Euler angle representation. The Madgwick algorithm is also very convenient for
small-size, low-cost, and low-energy-consumption microprocessors.

The implementation of the proposed algorithm was carried out with the assistance
of Matlab R2022a. After going through the calibration steps, the data from three IMUs
(forearm, upper arm, and reference) acted as an input for the Madgwick filter. The filter’s
output was three different sets of quaternions for the upper arm, forearm, and reference
sensors. These three sets of quaternions were utilized to compute the joint angle of the
rigid body. The Madgwick filter’s precise details are stated in Algorithm 2.
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Algorithm 2 Madgwick Filter [32]

First Step: Computation of the orientation from the gyroscope.
Gyroscope measurement: Sω = [0 ωx ωy ωz]

Quaternion derivative: S
E

.
qw,t =

1
2

S
Eq̂est,t−1⊗ Sωt

Orientation from Gyroscope, S
Eqω,t =

1
2

S
Eq̂est,t−1 +

S
E

.
qw,tΔt

Second Step: Use of accelerometer data to get the orientation quaternion.
Sensor Orientation: S

Eq̂ = [q1 q2 q3 q4]

Predefined reference direction of the field in the earth frame:

Ed̂ = [0 dx dy dz]

Measurement of the field in the sensor frame, SŜ = [0 sx sy sz]

The sensor orientation S
Eq̂ can be formulated as an optimization problem by

min
S
Eq̂ ∈R4

f(S
Eq̂,Ed̂,SŜ)

where the objective function f(S
Eq̂,Ed̂,SŜ) can be calculated by

(S
Eq̂*⊗Ed̂⊗S

Eq̂ − SŜ)

Using Gradient Descent algorithm, estimated orientation based on previous one and μ step size:

S
Eq̂k+1 = S

Eq̂k − μ
f(S

Eq̂,Ed̂,SŜ)

‖ f(S
Eq̂,Ed̂,SŜ)‖

where f(S
Eq̂,Ed̂,SŜ) = JT(S

Eq̂k,Ed̂) f(S
Eq̂,Ed̂,SŜ)

For accelerometer, the Objective function and the Jacobian matrix are fg(S
Eq̂,Sâ) and Jg(S

Eq̂).
Third Step: Use of magnetometer data.
Earth’s magnetic field: Eb̂ = [0 bx 0 bz]

Magnetometer measurement: Sm̂ = [0 mx my mz]

For Magnetometer the Objective function and the Jacobian matrix are fb(S
Eq̂,Eb̂,Sm̂)

and Jb(S
Eq̂,Eb̂) respectively.

Complete solution considering accelerometer and magnetometer:

Objective function: fg,b(S
Eq̂,Sa, Eb̂,Sm̂) =

(
fg(S

Eq̂,Sâ)

fb(S
Eq̂,Eb̂,Sm̂)

)
Jacobian matrix: Jg,b(S

Eq̂,Eb̂) =
(

Jg(S
Eq̂)

Jb(S
Eq̂,Eb̂)

)
Estimated Orientation, S

Eq∇,t =
1
2

S
Eqest,t−1 − μ

∇f
‖ f‖

where, ∇f = JT
g,b(S

Eq̂,Eb̂)fg,b(S
Eq̂,Sa, Eb̂,Sm̂) and μ = αS

E
.
qw,tΔt , α>1

Final Step: Final estimation of the orientation:
S
Eqest,t = γtS

Eq∇,t + (1 − γ)S
Eqω,t

The simple expression after some simplifications and assumptions:

S
Eqest,t = −β

∇f
‖ f‖Δt + S

Eq̂est,t−1 +
S
E

.
qw,tΔt

2.2.3. Second Stage: Measurement of Angle

The quaternions for the forearm, upper arm, and reference from the first stage were
denoted by qFA, qUA, and qR, respectively.

qFA = [qF0 qF1 qF2 qF3] (15)

qUA = [qU0 qU1 qU2 qU3] (16)

qR = [qR0 qR1 qR2 qR3] (17)

If the upper arm is completely static, it is possible to calculate the joint angle from
the initial and final quaternion of the forearm sensor. However, as the upper arm sensor
may move with the movement of the forearm, the actual angle between the upper arm and
forearm can be found by using the quaternion of two sensors placed on the forearm and
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upper arm. Considering this, the quaternion corresponding to the angle (θ1) between these
two sensors was found using Equation (18).

qUF = qUA × q∗FA = [qUF0 qUF1 qUF2 qUF3] (18)

The angle (θ1) between the forearm and upper arm sensors was obtained from the
quaternion qUF using Equation (19).

Angle (θ1) =
[

Atan2
((

1 − (q2
UF2 + q2

UF3)
)
, 2(qUF0qUF3 + qUF1qUF2)

)]
× 57.3 (19)

Moreover, the impact of the movement of the upper arm could be found by using
Equation (20).

qUFR = qUF × q∗R = [q0 q1 q2 q3] (20)

The more precise joint angle (θ2) was obtained from the quaternion qUFR using
Equation (21).

Joint Angle, θ2 =
[

Atan2
((

1 − (q2
2 + q2

3)
)
, 2(q0q3 + q1q2)

)]
× 57.3 (21)

2.2.4. Filtering

An accelerometer can accurately calculate roll and pitch angles for a stationary object
on Earth. If the sensor moves, acceleration will alter rotation computation. Additionally,
the adjacent magnetic fields’ impact causes the magnetometer’s results to be inaccurate.
Therefore, filtering is quite important, and this particular design filters the final angle. The
data filtering process was carried out using a fourth-order Butterworth filter.

3. Results and Discussion

The effectiveness of the proposed algorithm is evaluated and discussed in this section.

3.1. Joint Angle Measurement

The performance of the proposed joint monitoring algorithm was first tested to obtain
the elbow joint angle of the rigid body using two sensors, one in the forearm and another
in the upper arm, shown in Figure 3.

The forearm sensor was moved for five consecutive trials, while the upper arm sensor
attached to the rigid body was in a static posture. Each time, the forearm was moved
around 40◦, and the respective joint angle was around 140◦. Through the use of the WitMo-
tion software, the raw motion data from the accelerometer, gyroscope, and magnetometer
was recorded and gathered. The accelerometer, gyroscope, and magnetometer raw data
were collected at 10 samples per second. Following that, the accelerometer and magne-
tometer sensor data were subjected to a second step of calibration. Then the accelerometer,
gyroscope, and magnetometer data were used to calculate quaternion for both sensors,
and after that, the joint angle created by the rigid body was calculated using Equation (19).
Two electro-goniometers (EGs) were attached with the forearm and the upper arm of the
rigid body to measure the joint angle at the same time (shown in Figure 1c) and the an-
gle calculated using the two EGs was considered as the reference value. The WitMotion
software itself calculated the orientation of the sensors using the KF. The joint angle from
the proposed algorithm (PA) and calculated from the KF outcomes of WitMotion software
(WM) for two sensors were compared with the measurement of joint angle from two EGs.

The performance of the proposed algorithm (PA), using two sensors, was evaluated
with respect to the angle measurement value of the EGs and the angle measured from the KF
outcomes of WitMotion software (WM) in terms of root mean square error (RMSE), which
are presented in Table 3. Figure 4 shows joint angle graphical representations obtained from
the proposed algorithm with two sensors and WitMotion outcomes for five different trials.
In this case, the RMSEs for PA and WM were 0.26◦ and 0.43◦, respectively. It can be seen
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that the proposed joint angle measurement system using two sensors and the Madgwick
filter gives a more accurate estimation in this case.

Figure 3. Joint angle (two sensors).

Table 3. Angle measurement comparison (RMSE in degrees) between the proposed algorithm (PA)
and WitMotion (WM).

EG PA WM
Error
(PA)

Error
(WM)

RMSE
(PA)

RMSE
(WM)

139.25 139.55 138.86 −0.3 0.39

0.26 0.43

139.5 139.72 139.01 −0.22 0.49

139.2 139.38 138.75 −0.18 0.45

139.65 139.93 139.23 −0.28 0.42

139.2 139.51 138.82 −0.31 0.38

Figure 4. Measured angle from proposed algorithm (PA) and WitMotion (WM) using two IMUs.

In the subsequent case, three sensors were used for more precise measurement of the
joint angle between the forearm and the upper arm. The forearm of the body was also
moved for four separate trials, where the forearm was moved by approximately 30◦, 45◦,
60◦, and 90◦ in these four trials, respectively, and the upper arm was moved by 30◦ in
every trial. During the movement of the forearm of the rigid body, shown in Figure 5 (also
shown in Figure 1c), the upper arm remained in a stationary position. After the predefined
movement of the forearm, the movement of the upper arm was executed. In each trial,
the forearm and the upper arm were moved five times, and with the rotation of the upper
arm, the final rotation of forearm was shifted to 60◦, 75◦, 90◦, and 120◦ in the four trials,
respectively. Thus, in these trials, the joint angles between the forearm and the upper arm
were approximately 150◦, 135◦, 120◦, and 90◦.
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Figure 5. Joint angle (three sensors).

In each case or trial, the angle between the forearm and upper arm was calculated
from the data of the two EGs attached to the forearm and upper arm of the rigid body. The
angle calculated with the EGs was considered to be the reference value. Additionally, the
raw data from the accelerometer, gyroscope, and magnetometer were collected and used
as the input of the proposed algorithm (PA) after executing the calibration process. Three
sensors provide three orientations in quaternion form, and using Equations (15)–(21), the
more accurate joint angle between the forearm and upper arm was calculated.

In the first trial, at first the forearm was moved by about 30◦, and then the upper arm
was moved by about 30◦. Thus, the angle was approximately 150◦ between the forearm
and upper arm. The angles calculated from the EGs, PA, and WM are presented in Table 4,
and Figure 6 shows joint angle graphical representations obtained from the PA and WM
for the first trial. In the second trial, the forearm was moved by about 45◦, and then the
upper arm was moved by about 30◦. Thus, the angle was approximately 135◦ between the
forearm and upper arm. The angles calculated from the EGs, PA, and WM are presented in
Table 5, and Figure 7 shows joint angle graphical representations obtained from the PA and
WM for the second trial.

Table 4. RMSE (◦) of the joint angle (first trial).

EG PA WM
Error
(PA)

Error
(WM)

RMSE
(PA)

RMSE
(WM)

149.70 149.32 148.53 −0.38 −1.17

0.46 1.19

149.40 148.91 148.23 −0.49 −1.17

149.65 149.23 148.49 −0.42 −1.16

149.50 148.98 148.29 −0.52 −1.21

149.75 149.27 148.52 −0.48 −1.23

Figure 6. Measured angle using proposed algorithm (PA) and WitMotion (WM) (first trial).
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Table 5. RMSE (◦) of the joint angle (second trial).

EG PA WM
Error
(PA)

Error
(WM)

RMSE
(PA)

RMSE
(WM)

134.05 134.12 132.30 0.07 −1.75

0.10 1.97

134.65 134.76 132.67 0.11 −1.98

134.70 134.83 132.73 0.13 −1.97

134.80 134.93 132.74 0.13 −2.06

134.60 134.65 132.54 0.05 −2.06

Figure 7. Measured angle using proposed algorithm (PA) and WitMotion (WM) (second trial).

In the same way, the outcome of the third and fourth trials is given in Tables 6 and 7,
respectively, and graphically represented in Figures 8 and 9, respectively. In the third trial,
the forearm was moved by about 60◦, and then the upper arm was moved by about 30◦.
Additionally, in the fourth trial, the forearm was moved by about 90◦, and then the upper
arm was moved by about 30◦.

Table 6. RMSE (◦) of the joint angle (third trial).

EG PA WM
Error
(PA)

Error
(WM)

RMSE
(PA)

RMSE
(WM)

120.00 120.19 118.69 0.19 −1.31

0.18 1.40

119.85 120.00 118.48 0.15 −1.37

119.95 120.07 118.58 0.12 −1.37

119.85 119.94 118.35 0.09 −1.50

119.95 120.23 118.50 0.28 −1.45

In these four trials, the RMSEs for the PA and WM were calculated with respect to the
joint angle calculated using EGs, and all the results were compared. The calculated RMSEs
for the joint angle using the PA were 0.46◦, 0.10◦, 0.18◦, and 0.03◦, respectively, and for the
WM, the RMSEs were 1.19◦, 1.97◦, 1.40◦, and 0.29◦, respectively. The comparison of the
RMSE between the PA and WM showed that the proposed joint angle measurement system
using the Madgwick filter gave a more accurate estimation for all the trials. Moreover, the
RMSE resided within the clinically acceptable threshold of 5◦ in all cases. There are two
spikes during each motion of all the trials, which was only mentioned in Figure 6. This
problem was developed as different sensor units’ data alter differently while in motion.
The experiments were conducted under the same environmental conditions, and the same
posture was used for this experiment. Table 8 shows a performance comparison between
several existing studies and the proposed algorithm, and for this comparison table, articles
only with artificially developed structures were considered.
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Table 7. RMSE (◦) of the joint angle (fourth trial).

EG PA WM
Error
(PA)

Error
(WM)

RMSE
(PA)

RMSE
(WM)

89.20 89.27 88.89 0.07 −0.31

0.03 0.29

89.95 89.96 89.73 0.01 −0.22

89.90 89.88 89.62 −0.02 −0.28

89.85 89.85 89.59 0.00 −0.26

89.80 89.79 89.42 −0.01 −0.38

Figure 8. Measured angle using proposed algorithm (PA) and WitMotion (WM) (third trial).

Figure 9. Measured angle using proposed algorithm (PA) and WitMotion (WM) (fourth trial).

Table 8. Performance comparison.

Ref. Year Structure
Comparison Parameter

(RMSE/ Max. Deviation)

[43] 2022 UR3 Robot RMSE: 1.0029◦

[44] 2022 Two links joined by a
magnetic encoder

ADXL345 (RMSE)
Analytical (3.61◦ to 11.67◦), EKF (3.09◦ to 7.95◦), UKF (3.03◦ to 7.92◦)
ADXL357 (RMSE)
Analytical (4.7◦ to 11.39◦), EKF (4.8◦ to 11.42◦), UKF (4.8◦ to 11.37◦)
BNO055 (RMSE)
Analytical (2.99◦ to 17.72◦), EKF (3.47◦ to 10.52◦), UKF (3.45◦ to 10.51◦)

[45] 2022 ROMSS Max. Deviation: 0.87◦
[46] 2021 Artificial joint Max. Deviation: 0.60◦

Proposed
Algorithm 3D Rigid body RMSE: 0.03◦ to 0.46◦

Max. Deviation: 0.52◦

3.2. Joint Angle Measurement Considering External Acceleration

In the presence of an external acceleration, the proposed algorithm’s effectiveness was
verified by simulating zero-mean white Gaussian noise to the acceleration measurements of
all three IMUs. Zero-mean Gaussian noise was used to create external acceleration as IMU
noise is best fitted by a Gaussian distribution, and the noise in IMU is white Gaussian in
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nature [13,47]. Figure 10a shows the sample raw accelerometer data without external noise,
and Figure 10b displays the sample raw accelerometer data with external noise, which was
contaminated at 20 dB signal-to-noise ratio (SNR) for one wearable IMU.

 
(a) (b) 

Figure 10. Raw accelerometer data (a) without noise and (b) with external noise.

In Figure 11, the joint angle is shown, estimated using the proposed algorithm that
takes into account the noisy accelerometer data, and compared to the angle obtained using
the proposed algorithm with clean accelerometer data. Table 9 displays the root mean
square error associated with calculated joint angles when an external acceleration is present.
Figure 11 and Table 9 both demonstrate that the suggested algorithm was exceptionally
resistant to the effects of acceleration from the environment, as the RMSE was 0.996◦ after
the addition of external noise. Moreover, the RMSE value was below the threshold of 5◦,
which is considered clinically acceptable [13].

Figure 11. Measured angle using proposed algorithm (PA) with and without external noise.

Table 9. RMSE (◦) of the joint angle (external noise added).

EG PA Error (PA) RMSE (PA)

89.20 88.02 1.18

0.996
89.95 88.42 1.53
89.90 89.58 0.32
89.85 88.87 0.98
89.80 89.40 0.40
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3.3. Limitations

In this experiment, the attachment location of the sensors was not precisely regulated,
especially the shoulder sensor; nonetheless, while the measurements were being taken, they
were aligned approximately in the sagittal plane. The reference sensor may face unwanted
motion in real-world scenarios. Thus, this straightforward way of attaching sensors is
significant for real-world clinical applications, but to get a high level of measurement
accuracy in real-world clinical applications, the sensors themselves need to be precisely
positioned, or their positions need to be measured. On the other hand, determining the
placements of the sensors to achieve high measurement accuracy with patients may be
challenging. In this study, the joint angle measurement error was minimized. However,
the motion speed was not detected while the rigid body was in motion. Here, the sensor
movement caused by the muscles or tendons was not considered. Moreover, this study
only focused on the joint angles in the sagittal plane. However, it is desirable to measure
the abduction and adduction angles and internal and external rotation angles. In addition,
there is a possibility of challenges in dealing with stroke patients, especially those suffering
from upper limb tightening or contracture. Nevertheless, the developed system in this
study is thought to have attained a good level of accuracy when practical applications are
taken into consideration.

4. Conclusions

This study implemented the Madgwick filter-based joint angle measurement algorithm
to construct a wireless wearable sensor system for simplified joint angle measurement. The
design and development of a 3D rigid body included the attachment of three IMU sensors
to the body’s arms. The proposed algorithm was tested against a gold standard EG system
and also compared with the outcomes of WitMotion software (WM). The comparison
confirms that the proposed algorithm performed better for joint angle measurement, which
is necessary for clinical acceptance. The suggested approach successfully predicted the
elbow joint angle with a maximum root mean square error (RMSE) of 0.46◦. The joint
angles were also determined using external acceleration, and the RMSE was 0.996◦. All
the RMSE values were within the range of acceptable joint angles appropriate for medical
applications. Still, there are some critical issues and possibilities for future investigation.
In this analysis, a rigid body was used to assess how efficiently the proposed algorithm
performed. Therefore, in future work, the measurement in real-world scenarios (with the
human body upper limb joint angle) will be used to assess the efficacy. For quantitative risk
assessment of the human upper limb joints, we will incorporate a real-time feedback system
with this proposed system. A focus may be given to semi-permanent tissue implantation
with a remote sensor for accurate measurement, and in this way, researchers will have
round-the-clock total body measurements. Finally, a comprehensive wearable system based
on IMU will be developed to monitor all upper body joints at home.
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Abstract: Due to the growing number, diversity and spreading of magnetic field sources, an increasing
need to determine the field levels of human exposure has arisen. Some of the most encountered
sources are the overhead power lines (OPL) and the determination of spatial and temporal variation of
the magnetic fields produced by OPLs is a challenge. In this paper a hybrid method for the estimation
of the temporal and spatial distribution of the magnetic flux density B caused by OPLs, based on
experimental measurements and on numerical and analytical simulations, is presented. Thus, using
a small number of simultaneous spot measurements correlated with a long-term survey, maps of
the magnetic flux density distribution on extended areas are established, for several time instances.
The proposed method is verified using two sets of different measurements and the results obtained
through simulation. The difference between the estimated and simulated values of B is under 5.5%,
which is considered acceptable considering that B spans over a large set of values (724 nT ÷ 1375 nT)
in the location of the long-term survey procedure. The possibilities and limitations of the proposed
method are discussed.

Keywords: magnetic field survey; experimental determination of magnetic fields; modeling and
simulation of OPLs

MSC: 94C60

1. Introduction

Electrical energy transport and distribution is done through overhead power lines
(OPLs) as well as, where necessary, through underwater sea cables buried in the sea bed.
The development of industrial and household applications both in urban and in rural areas
lead to an expansion of the distribution networks so as to satisfy consumer demands. This
means a network of high voltage power lines, as well as medium and low voltage lines is
geared towards the end consumer. Overhead power lines, which host currents in the order
of hundreds of amps, produce magnetic fields whose levels must be monitored due to the
possible adverse effects on people and other living beings.

Overhead power lines work in the extra low frequency domain of the electromagnetic
spectrum (ELF), i.e., 30–300 Hz. The current view, resulting from numerous researches and
measurements, is to achieve a prudent avoidance of the exposure to electric and magnetic
fields, both in occasional and in occupational situations.

Even if the maximum admissible values recommended by several international regu-
lating authorities are rather large (of the order of 100 μT for the magnetic flux density), in
cases of exposure for long periods of time, the threshold for B must be significantly smaller,
especially for children, hence the necessity of a long-term survey and that of a complete
characterization of the magnetic field exposure for the general population [1–4].
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Numerous researches addressed the problem of determining, both analytically and
experimentally, the electric and magnetic field produced by OPLs, trying to include various
aspects such as ground proximity or the proximity of other conductors, the deformation of
line conductors due to gravity, etc. In the following, a brief overview of some recent papers
that address this subject is given.

In [5], the formulae for computing the electric and magnetic field produced by a
line current at high altitudes (110 km above the Earth’s surface) are developed. The
model considers a flat Earth surface and a multilayer soil structure, with different electric
properties, and uses a series expansion technique and the complex image method, as well

as exact integral expressions for
−
E and

−
B components based on Maxwell’s equations and

boundary conditions at the Earth’s surface.
In [6], the authors use double complex numbers to incorporate in one expression the

components of
−
B, Bx and By (and the fact that these are complex numbers). Closed form

expressions are derived for
−
B, based on the Biot Savart Laplace (BSL) formula.

In [7], the relations for the computation of the electric and magnetic fields produced
by finite length OPLs, using the classical expression for the magnetic vector potential,
are established.

Paper [8] considers a 3D model of OPLs, with deformation of the lines due to gravity.
The study combines the classical simulation current method (SCM) which replaces the
actual unknown distribution of currents with simulated currents (in order to determine
the magnetic fields) with two stochastic optimization methods, Particle Swarm (PS) and
Differential Evolution (DE), used to optimize (determine) the position and number of
simulated currents.

Another optimization method, Ant Lion Optimization (ALO), is used in [9] to deter-
mine the position of the overhead power line conductors that minimize both the electric
and magnetic fields at a height of 1 m above the ground. This method of field reduction
implies, however, additional costs, due to the necessity to re-design OPLs.

In [10], the authors propose a method for the analysis of multi-circuit overhead
transmission lines using artificial neural networks (ANN) trained to estimate the real and
imaginary parts of Bx and By at arbitrary points (x, y). The results are compared with BSL
simulations and experimental measurements.

The magnetic field produced by submarine power cables is studied in papers such
as [11], where closed form solutions for thin wires with a helical shape are established, as
well as in [12], where both modelled and measured results for B are presented and the
geomagnetic field is also taken into account.

The main objective of the present paper is to obtain a complete characterization of
the magnetic field generated by overhead power lines in cases of long-term exposure,
taking into account that B (rms) has large and unpredictable variations in time. The
originality and novelty of the paper resides in the proposed hybrid method for estimating
B using a correlation between spot measurements and long-term survey data. Both these
measurements are made simultaneously using two measuring devices realized by the
authors. Thus, maps with the spatial distribution of B in a large area near the OPL can be
obtained for any moment of time, without the need of using a large network of sensors for
measuring the magnetic flux density.

The results obtained using the proposed hybrid method and our instruments are in
good agreement with the results obtained in simulations.

The organization of the paper is as follows: Section 2 presents the materials and
methods used in the study, Section 3 presents the performed measurements, Section 4
presents the results of simulations, Section 5 discusses the obtained results and Section 6 is
reserved for the conclusions of the paper.
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2. Materials and Methods

Magnetic flux density can be expressed in a three-orthogonal system as:

B =
√

B2
1 + B2

2 + B2
3 (1)

where B1, B2 and B3 are the rms values of the components along the orthogonal directions.
If the orthogonal system is Oxyz, then the three components are Bx, By and Bz. This simple
observation ensures the fact that if the measurements are done with a sensor that determines
the rms value of B, then the result is the same, irrespective of the sensor orientation.

The usual approach in monitoring the magnetic field produced by OPL is to trace a
longitudinal and a transversal profile of B. If a mesh with a step size of 1 m is considered
and measurements are conducted using only one instrument, the map for B is correct, if
the current in the OPL is constant (rms) during the entire survey. Due to the fact that line
currents are unpredictable, the magnetic field may vary significantly in the observation
points, so a time variation for B (rms) must be also determined.

The method proposed in this paper takes into account both the spatial and the temporal
variation of B (rms). The results are based on experimental determinations onsite and also
on measurements and simulations (being thus a hybrid method). The experimental results
are compared with the results obtained through numerical simulations that use the OPL
configuration and the values of the line currents.

As a result of applying the proposed method, the spatial distribution (map) for B
is obtained in a rectangular region with the dimensions (in this case study) of 60 m in
transversal direction and 282 m in longitudinal direction, for any observation time during
the automatic monitoring interval.

The geometric configuration of the OPL (2D transversal view) is outlined in Figure 1a
and in Figure 1b. The real view of the line, with the measuring instruments, is presented.

  
(a) (b) 

Figure 1. (a) 2D cross section of the overhead power line, (b) real view of the OPL with the two measuring
instruments (MILTS and MISM).

2.1. Measurement Procedure

The measurements for B are carried out using two instruments for automatic survey
of the magnetic field, which were designed by the authors and are presented in Section 3.1
(Instrumentation). One of the instruments, MILTS, used for long-term survey, is placed
in a fixed point under the geometric center of the OPL, at the mid-distance between
two consecutive pillars. This instrument performs a survey for several hours, but this time
can be increased to days or even months if proper housing and power supply is available.
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The long-term survey performed by MILTS records the rms values of B for almost 6 h (5 h
and 31 min) with a time step of about 1 s.

The second measurement instrument, MISM (Figure 1b), realizes spot measurements
for B in the specified points of the longitudinal (LD) and transversal (TD) directions (with
respect to the OPL), at points 1 m apart for TD and 3 m apart for LD. Unlike the procedure
presented by the authors in [13], which used a simple commercial instrument for spot mea-
surements, the procedure used in this paper is based on two automatic monitoring systems.

In this way, besides a very good synchronization between the two instruments (MISM
and MILTS), i.e., the spot measurements data and the long-term survey data necessary for
the proposed hybrid method, supplementary information regarding B are obtained in all
the observation points.

The time for completing the spot measurements with MISM is approximately 20 min
for the transversal profile and 40 min for the longitudinal profile, in the case studied
experimentally in this paper. Two transversal profiles were traced, one at the pillar (z = 0)
and one at the mid-distance between consecutive pillars (z = d/2), where d is the distance
between the two pillars. The second transversal profile was traced in order to verify and
compare the results obtained with the proposed method, as will be later detailed.

The number of spot measurements in longitudinal direction can be reduced to one
half due to the symmetry of the magnetic field with respect to the transversal middle plane
z = d/2. A total of 61 spot measurements were taken in transversal direction at times tT1,
tT2,..., tT61 and 95 measurements in longitudinal direction at times tL1, tL2,..., tL95.

2.2. Proposed Hybrid Method

Due to the fact that the current rms values have a permanent variation, in this paper,
a method is proposed for the estimation of the magnetic field produced by the OPL both
in transversal and in longitudinal directions for a specified time, e.g., tT1, for the entire
transversal profile (EPT(tT1)) and similarly at tL1 for the entire longitudinal profile (EPL(tL1)).

The estimated magnetic flux density, Be, is determined using the measured values Bm
and, also, taking into account the time variation of B (rms) recorded in one single fixed
point (z = d/2) during the long-term survey, BLTS.

The transversal profile is traced sequentially, resulting in a set of data for Bm in
61 evenly spaced locations, namely Bm measured at point P1 at time tT1, and so on, Bm(P1,
tT1), Bm(P2, tT2),..., Bm(P61, tT61). In the transversal profile estimated at time tT1 (EPT(tT1)),
the estimated value coincides with the measured value only at the first point P1:

Be(P1, tT1) = Bm(P1, tT1) (2)

The next values will be estimated based on the values measured with MISM in sub-
sequent points P2, P3, . . . , P61, taking into account the time variation of B recorded with
MILTS at the fixed point. Thus, at point P2 the estimated value Be is the following:

Be(P2, tT1) = Bm(P2, tT2) ∗ BLTS(P, tT1)/BLTS(P, tT2) (3)

Relation (3) is based on system linearity and can be obviously rewritten in the form:

Be(P2, tT1)

Bm(P2, tT2)
=

BLTS(P, tT1)

BLTS(P, tT2)
(4)

A similar procedure is employed for estimating the longitudinal profile, EPL(t), at
a given time t, using the data measured with MISM for B along the line and the values
recorded by MILTS in a fixed observation point P.

According to this procedure, the estimated values should be the same as those mea-
sured simultaneously in all the 61 discretization points for the transversal profile and in
all the 95 points for the longitudinal profile (if such an experiment were realized), but this
would require a very large number of instruments (MISM), thus being impractical.
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Using the consecutive measurements for one transversal profile (PT) and one lon-
gitudinal profile (PL), measured with MISM, and the values for B obtained during the
long-term survey in a fixed point (measured with MILTS), the transversal profiles for any
z = k·d/N, k =0, N, where d/N is the step size in longitudinal direction, can be estimated
for any moment of time. At the same time, the longitudinal profiles for any time during the
observation procedure with MILTS can be also estimated.

Using this method, a matrix of 61 × 95 points (for the considered step size), containing
the estimated values of B in a rectangular region under the OPL covering an area of
60 m × 282 m, is obtained for any moment of time during the survey with MILTS. Maps
with the estimated values of B can be generated in MATLAB using these matrices.

2.3. OPL Modeling

The transversal view of the overhead power line is presented in Figure 1. In order to
determine the magnetic flux density, both an analytical and a numerical approach can be
used. In this paper the focus is on the magnetic field (the electric field is not monitored),
so that the ground proximity of the line conductors plays a less important role since the
Earth’s magnetic permeability is close to μ0. Moreover, as stated before, the OPL works at
50 Hz (extra low frequency domain) which further simplifies the analysis. At such a low
frequency, the wavelength is of the order of thousands of km, and the propagation of the
electromagnetic field, which occurs in direction Oz (along the line) is characterized by the
Poynting vector S.

−
S =

−
E × −

H =

(
Ex

−
i + Ey

−
j
)
×
(

Hx
−
i + Hy

−
j
)
=
(
ExHy − EyHx

)−
k (5)

where
−
i ,

−
j and

−
k are the unit vectors of the three axes Ox, Oy and Oz. In sinusoidal

steady state, the vectors are complex. Comparing the dimensions of the line, which may
be of the order of tens of kilometers, to the wavelength, we can assert that the line is in
quasi-stationary magnetic regime. This means that the time variation of the electric field is
negligible, and the equations for the determination of the magnetic field are the same as in
stationary regime:

∇ × −
H =

−
J ;

−
B = μ

−
H ; ∇·−B = 0 (6)

Thus, in an environment of constant permeability μ0, the magnetic flux density pro-
duced by a thin conductor can be determined using the Biot–Savart–Laplace formula (BSL):

−
B(P) =

μ0i
4π

∮
Γ

−
dl × −

R
R3 (7)

which, for the long line conductor, becomes (Figure 2b) the following:

−
Bk =

μ0 Ik

[
(y − yk)

−
i +(xk − x

)−
j
]

2π
[
(x − xk)

2 + (y − yk)
2
] (8)

In (8), Ik is the complex rms value of the current in conductor k. In the case of the OPL
line, there are six conductors which may or may not be current-carrying conductors (some
currents may be zero).

The total magnetic field is obtained by superposition:

−
B =

6

∑
k=1

−
Bk (9)
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(a) (b) 

Figure 2. Determination of the magnetic flux density with the BSL formula: (a) general case,
(b) line conductors.

3. Measurements

3.1. Instrumentation

The proposed hybrid method is based on the data obtained during the automatic long-
term survey performed using the two instruments MISM and MILTS. These new/original
instruments were designed, realized and calibrated by the authors [14–16] for the purpose
of measuring magnetic fields, being suitable in monitoring magnetic field exposure for the
general population.

Although there are small differences between MISM and MILTS, each of the two instru-
ments consists of an isotropic field sensor (three linear coils), an electronic signal processing
circuit (amplifier and integrator), a data acquisition module and a laptop that hosts several
virtual instruments realized in LabVIEW.

Both measurement systems record and process the waveforms for the three compo-
nents of B. The processing and LabVIEW module can perform a frequency analysis and
compute the rms and peak-to-peak values, as well as a statistical post-processing of the
recorded data. These two instruments can perform a long-term survey of the magnetic
field, recording samples of B every second for a frequency range of the B components up to
100 kHz, which is appropriate for observing the biological effects of the magnetic field.

The calibration of these instruments was conducted using a reference magnetic field
(standard-field method), with an uncertainty of less than 5%. This uncertainty of the
measurement instrument was also verified by comparison with commercial instruments.

The experimental recording performed with MILTS lasted for 5 h and 31 min, between
9:37 am and 3:08 p.m. At the same time interval, the transversal profiles near the pillar
(in z = 0) and at the mid-distance between two pillars (z = d/2), and also the longitudinal
profile B (0, y, z), z ∈ [0, d], were traced with MISM at a height y = 1 m above the ground.

The OPL considered in experiments (Figure 1b) is a double three-phase line 2 × 220 kV
with RST-RST phase disposition, situated in Iasi County, Romania. The geometrical con-
figuration of the line as well as the current rms values are known and are used in the
numerical simulations.

3.2. Measurement Results

During the experiments, two profiles for B were obtained: one in transversal direction
for z = 0, PT, and a longitudinal profile PL for z ∈ [0, d]. A supplementary verification and
validation of these results is performed using measurements taken for a transversal profile
at the mid-distance between two consecutive pillars, PTM.

Figure 3 depicts the transversal profile near the pillar using 61 consecutive measure-
ments in points 1 m apart, at different moments of time (since only one instrument MISM
was used). The maximum value for |B| is obtained at approximately 5 m from the central
symmetry plane of the OPL, due to the fact that the currents in the second line (conductors
(1′), (2′) and (3′) in Figure 1) were zero (line out of service).
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Figure 3. Transversal profile for |B| obtained in successive measurements near one pillar (z = 0).

The longitudinal profile between two pillars, PL, was traced using spot measurements
in points 3 m apart for the distance d = 282 m, Figure 4. In the considered case, the
experimental procedure for PL lasted 40 min.

 
Figure 4. Longitudinal profile for |B| obtained in successive measurements (PL).

The plots in Figures 3 and 4 show rather large variations of |B|, even for neighboring
points. This is due to the variation of |Ik| in time, allowing for the instrument MISM to be
moved to the next position.

However, most of these variations can be smoothed (leveled) using the proposed
method for estimating the magnetic field profile at a given time, this being equivalent to
the case when all the measurements are carried out simultaneously. Some irregularities in
|B| still persist even after applying this method due to errors produced by the fact that
the Earth’s surface is not flat (small differences in the distance between the line and the
instrument occur).

Although the profiles PT and PL give sufficient data in order to plot a map of |B| in
a rectangular region beneath the line, a second transversal profile PTM was recorded at
a distance z = d/2. This profile, represented in Figure 5, is used to verify the proposed
method for field estimation. The procedure is based on the comparison of the data in PTM
with the transversal profile estimated using the data in PT, taken in z = 0, the data in PL
and the time variation of B obtained with MILTS during the long-term survey.

Thus far, only the data from spot measurements with MISM were presented. In the
following, the data from the long-term survey performed with MILTS will be presented
and discussed. Figure 6 presents the recordings made for B rms with MILTS for the entire
observation interval of 5 h and 31 min. In this recording, a significant temporal variation of
the magnetic field can be observed, justified by the time variation of the rms current in the
line. These variations can be correlated with the variations of B identified in the measured
data for the longitudinal profile (plotted in Figure 4).
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Figure 5. Transversal profile measured experimentally at the mid-distance between two pillars.

Figure 6. Values recorded for B (rms) during the long-term survey at a fixed point.

Using the long-term survey instrument, MILTS, a time and frequency analysis of the
recorded signal can be performed. Figure 7 presents both the time variation and the spectral
analysis for the field components Bx, By and Bz.

 
Figure 7. Waveforms and spectral analysis for the B components.

A statistical post-processing of the recorded results over the observation time interval
can be also performed. Table 1 presents the results of post-processing, i.e., date and time
of observation, number of measurements, minimum, maximum and average values of B,
standard deviation, number of recorded data larger than the average value and percentage
of exceeding values.
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Table 1. Post-processing statistical results for the data recorded with MILTS.

Survey
Period

[hh:mm]

Number
of

Measurements
Min.

Brms [nT]
Average

Max.
Standard

Dev.
tover average

tsurvey
×100(%)

[05:31] 17,530 724 1223 1375 132.3 54.67

The currents in the line, further used in simulations, are known only for six moments
in time (10 a.m., 11 a.m.,..., 3 p.m.), but the number of values recorded for B during the
long time survey is 17,530, with a time step of about 1 s (17,530 measurements in 19,860 s).
Moreover, if the range for the current rms values is from 118 to 196 A, the range of values
for B recorded by MILTS is from 724 to 1375 nT.

4. Modeling and Simulation Results

4.1. Estimation Based on “In Situ” Field Measurements

Due to the time variation of the magnetic field rms value, tracing the transversal and
longitudinal values is difficult to achieve using only one instrument. The objective of this
paper is to obtain an estimation of the magnetic field at each point of a rectangular mesh
beneath the OPL at a particular moment of time. This estimation is realized using the values
of B obtained with the two instruments MILTS and MISM and then applying a correction to
the values obtained at successive moments in time. In this way, all the values for B in each
profile are estimated at the same moment of time as if simultaneous measurements were
made in 61 points for the transversal profile and 95 points for the longitudinal profile.

Figure 8 presents three estimations of B for the transversal profile near the pillar at
moments tTi, tTj and tTk (11 a.m., 12 a.m. and 1 p.m.), determined from the successive
measurements recorded in PT, performed with MISM and estimated according to relation
(3). In Figure 8, the data from PT (represented in Figure 3) are also included in order to
observe the possibilities of the proposed method.

 
Figure 8. Transversal profiles near the pillar estimated at times tTi, tTj and tTk, compared to the results
from spot measurements.

Using the same method, estimations for the longitudinal profile were also made at the
moments tLi, tLj and tLk (11 a.m., 12 a.m. and 1 p.m.). The estimated longitudinal profiles,
as well as the original profile, are presented in Figure 9. As may be seen, the original large
variations of B from Figure 4 are corrected, and the estimation results present a rather
smooth variation.

In order to verify the proposed estimation method, similar estimations were made for
the transversal profile PTM (corresponding to z = d/2) for the chosen moments tTMi, tTMj
and tTMk (11 a.m., 12 a.m. and 1 p.m.). The resulting plots, as well as the original profile
PTM, are presented in Figure 10.
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Figure 9. Estimated longitudinal profiles at times tLi, tLj and tLk compared to the results from
spot measurements.

Figure 10. Transversal profiles at the mid-distance between the pillars, estimated at the moments
tTMi, tTMj and tTMk, compared with the experimental profile.

As mentioned before, the transversal profile PTM was traced for z = d/2, but similar
transversal profiles can be determined experimentally and then estimated according to (3)
for any value z ∈ [0, d].

Figure 11 presents two plots that estimate the transversal profile for B in z = d/2 at the
same moment tk (in the considered case at 1 p.m.), using two separate sets of experimental
data, namely:

1. Data for the transversal profile at the pillar (z = 0) and for the longitudinal profile
(obtained with MISM), taking also into account the temporal variation of B obtained
in the long-term survey, thus resulting, firstly, in the estimated profiles EPT(tk) and
EPL(tk) and finally the estimated transversal profile at the distance z = d/2 at time tk;

2. Data from the experimental transversal profile PTM at z = d/2, considering also
the time variation recorded with MILTS at z = d/2, thus resulting in the estimated
transversal profile at time tk (as it was presented in Figure 10).

 
Figure 11. Estimated transversal profile at the mid-distance between two towers, based on two different
sets of data correlated with the continuous recording of BLTS.
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Comparing the two plots in Figure 11, a relative deviation of under 9% is observed
in the conditions in which the range of the recorded values for B is from 724 to 1375 nT,
and other factors, such as instrument error (under 5%), terrain oscillations, small errors in
positioning the instrument MISM, etc., affect the measured values of B.

In a similar manner, the transversal profiles for any value of z can be obtained using
one transversal profile (PT) measured at a fixed point z0, the longitudinal profile PL and
the time recordings for B conducted with MILTS.

Using this method for estimating the magnetic field in transversal direction for any
z∈ [0, d], maps of the magnetic field in a rectangular region beneath the OPL can be obtained
for any of the 17,530 moments of time for which recordings of B performed with MILTS
exist (Table 1).

Figures 12 and 13 represent a map of |B| in the region z∈ [0, d], x∈ [−xmax, xmax],
with d = 282 m, xmax = 30 m, in two cases: for a time tX when the estimated value of B
is equal to the maximum value obtained in the long-time survey, and for a time ty when
the estimated value of B is equal to the minimum recorded value of B. These maps can be
obtained using only one longitudinal and one transversal profile, resulting in a significant
reduction of the number of spot measurements.

 
Figure 12. Magnetic flux density map for the maximum recorded value of B.

 
Figure 13. Magnetic flux density map for the minimum recorded value of B.
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4.2. Results of Analytical and Numerical Simulations

The transversal profile for the norm of the magnetic flux density∣∣∣∣−B∣∣∣∣ =
√
|Bx|2 +

∣∣∣By

∣∣∣2 (10)

calculated with relations (8)–(10), is presented in Figure 14 for the cases in which the
experimental data obtained with MILTS were available and the values of the rms line
currents are known. Conductors (1)–(3) (Figure 1a) carry a symmetric three-phase current,
with values specified in Figure 14 (three cases), while the current in the conductors (1′), (2′)
and (3′) are zero (line not in service). The geometric coordinates considered in simulations,
corresponding to the position of the three conductors at the pillar, are x1 = 5 m, y1 = 35 m,
x2 = 8 m, y2 = 28.5 m, x3 = 5 m and y3 = 22 m.

Figure 14. Transversal profile of |B| at the pillar—simulations based on analytical results.

A numerical simulation of the line was also performed using COMSOL Multiphysics
6.1. In this case, the electrical constants for the soil, εr and σ can be also taken into account,
but these constants depend on the content of water in the soil [17]. In the numerical
simulations, the considered values were σsoil = 0.5 S/m and εr soil = 10.

The transversal profile for the magnetic flux density at the height of 1 m and 1.8 m,
respectively, above the ground, was computed using the same geometric coordinates for
the conductors as before (conductors near the pillar), and the results are presented in
Figure 15. Simulations for other numerical values of σsoil and εr soil were also carried out
since their value in the onsite experiment is uncertain, but it was found that they have a
small influence over B.

  
(a) (b) 

Figure 15. Transversal profile of |B| at the pillar—simulations in COMSOL: (a) at a height of 1 m
above the ground, (b) at a height of 1.8 m above the ground.
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In Figures 14 and 15 the geometric plane of symmetry of the OPL is the plane x = 100 m.
In the COMSOL simulations, the physics module magnetic and electric fields (mef) was
used, performing a frequency analysis [18]. The plots in Figure 15 correspond to 50 Hz.
This physics module takes into account the displacement currents, besides the conduction
currents, making the study more accurate. The dimensions of the entire analyzed domain
were 400 m in the direction of Ox and 300 m in the direction of Oy, with a 150 m region
under the ground.

The results obtained in the COMSOL simulations are in very good agreement with
the analytical results. For example, the largest value of B, obtained for I = 193.82 A, is
Bmax = 646 nT in COMSOL and 638 nT in MATLAB (analytical results), giving a maximum
relative difference between analytical and numerical simulations of 1.2%.

Comparing the results obtained in simulations with the estimated values of B obtained
using the hybrid method (Section 4.1), the similarity of the plots in Figures 8 and 14
(or Figure 15) can be observed with inherent irregularities in the curve based on the
experiment, due to the particular onsite conditions (as mentioned in 4.1). At the same time,
the maximum value of B is 638 nT in the analytical simulations (for I = 193.82 A) and from
the estimations based on the measurements Bmax = 605 nT, leading to a maximum relative
difference between the simulated and estimated B of 5.4%.

5. Discussions

In order to obtain a complete map of the magnetic flux density produced by an
overhead power line (OPL), a large number of simultaneous measurements taken over
a significant time interval would be necessary. This approach that takes into account
the spatial and temporal variation of B (rms) is not feasible due to the large number of
instruments necessary in the survey and the complexity of the entire operation.

That is why characterization of the magnetic fields produced by the OPL is usually
performed using a transversal and a longitudinal profile obtained in successive measure-
ments in a number of observation points. This approach is easier to implement and needs
only one measurement instrument, but it is not complete because it does not distinguish
between the spatial and temporal variations of B and becomes incorrect when the magnetic
field has large variations in time, which happens in most cases.

The transversal profile PT obtained through successive measurements and presented
in Figure 3 is able to characterize the magnetic field in the direction perpendicular to the
line, since B has small variations at the time these data were collected. The small deviations
from the real values can be caused by terrain oscillations of levels and small errors in
positioning the instrument.

In contrast, the longitudinal profile PL, obtained experimentally through successive
measurements and presented in Figure 4, cannot characterize correctly the spatial variation
of B along the line in direction Oz, due to the large variations of B during the experiment.

That is why, in this paper, a new method for estimating the longitudinal profile and the
transversal profiles for B at different positions along the line (z ∈ [0,d]) is proposed, thus
allowing for spatial maps of B to be represented at different moments of time. In the case
considered in this study, the map for B covers an area of 60 m × 282 m. In order to obtain the
estimated profiles for B, two instruments are used, one for spot measurements in different
points (MISM) and one for a long-term survey (MILTS), which record automatically and
continuously the values of B in a fixed point. Thus, using only two instruments, 156 values
for B are collected using MISM (61 for PT and 95 for PL) and, using MILTS, the values of B
can be estimated in 5795 points at any moment of time (17,530 instances of time, according
to Table 1). Some of the estimated results are presented in Figures 8–11. Two maps for the
magnetic flux density are also presented in Figures 12 and 13, at moments corresponding
to the maximum and minimum recorded values of B, respectively.

The first validation of the proposed method is conducted within the method by
obtaining two estimated transversal profiles at the mid-distance between two consecutive
pillars PTM (Figure 5). The plots in Figure 11 show that the two estimations for the same
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profile at the same moment of time, obtained using two separate sets of data, are almost
identical, with relative differences between the two profiles of under 9%.

In order to verify or validate the proposed method, calculations for B using analytical
and numerical methods were also used. The maximum relative difference between the
hybrid method and data from analytical simulations, using estimations of the transversal
profile at the pillar, was 5.4%.

The two instruments MISM and MILTS were designed, realized and calibrated by the
authors, with an uncertainty in the measured value of B of under 5%. Supplementary
measurement uncertainty may also occur due to errors in positioning the instrument
both in horizontal and in vertical directions and also due to possible errors in the time
synchronization of the two instruments.

The proposed hybrid method of estimation may be used to map other sources of
electromagnetic field, and, by using an automatic recording of the magnetic flux density
and of the electric field, maps for both B and E can be obtained [14,15].

6. Conclusions

This paper presents a new hybrid method to estimate and map the magnetic flux
density produced by overhead power lines in a large region beneath the OPL and for a long
period of time using a minimized number of spot measurements and a long-term survey
of B. The method is based on the correlation of data from a transversal profile and those
from a longitudinal profile of B, obtained by successive measurements made in a short time
interval, with the data from the long-term survey, both sets of data being obtained with
instruments developed by the authors.

In order to validate the results of the estimations, simulations are carried out based
on the analytical and numerical methods for magnetic field determination. The relative
difference between the estimation and simulation results is under 5.5%.

All the measured, estimated and calculated values in the analyzed case are below the
threshold imposed by international regulations for human exposure to magnetic fields.
It is to be mentioned, however, that there are reports suggesting that long time exposure
of children to magnetic fields in the ELF domain must be limited to much lower values
than those recommended by international regulating organizations, this being a subject of
ongoing research.

Thus, the need for estimating and mapping the magnetic field produced by OPL
(an important source of magnetic fields) and characterizing the human field exposure to
complex fields is a topic of major interest that relates to public health concerns.
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Nomenclature

OPL Overhead Power Line
B magnetic flux density
rms value root mean square value
MILTS Measurement Instrument for Long-Term Survey
MISM Measurement Instrument for Spot Measurements
PL Longitudinal profile (obtained from successive measurements)
PT Transversal profile (obtained from successive measurements)
PTM Transversal profile at the mid-distance between two consecutive pillars
tT1, tT2,......, tT61 times at which measurements were made in 61 points for the transversal profile
tL1, tL2,......, tL95 times at which measurements were made in 95 points for the longitudinal profile
EPT (tT1) estimated (whole or completed) transversal profile for time tT1
EPL (tL1) estimated (whole or completed) longitudinal profile for time tL1
d distance between consecutive pillars of the OPL
Be estimated magnetic flux density
Bm measured magnetic flux density in successive measurements with MISM
BLTS values of B measured with MILTS during the long-term survey

References

1. Directive 2013/35/EU of the European Parliament and of the Council. Off. J. Eur. Union 2013, 179, 12–18.
2. Tourab, W.; Babouri, A. Measurement and modeling of personal exposure to the electric and magnetic fields in the vicinity of

high voltage power lines. Saf. Health Work. 2016, 7, 102–110. [CrossRef] [PubMed]
3. Garrido, C.; Otero, A.; Cidras, J. Low frequency magnetic fields from electrical appliances and power lines. IEEE Trans. Power

Deliv. 2003, 18, 1310–1319. [CrossRef]
4. Bravo-Rodriguez, J.C.; del-Pino-Lopez, J.C.; Cruz-Romero, P. A survey on optimization techniques applied to magnetic field

mitigation in power systems. Energies 2019, 12, 1332. [CrossRef]
5. Pirjola, R.; Boteler, D. Calculation methods of the electric and magnetic fields at the Earth’s surface produced by a line current.

Radio Sci. 2002, 37, 1–9. [CrossRef]
6. Filippopoulos, G.; Tsanakas, D. Analytical calculation of the magnetic field produced by electric power lines. IEEE Trans. Power

Deliv. 2005, 20, 1474–1482. [CrossRef]
7. Vujevic, S.; Sarajcev, P.; Botica, A. Computation of overhead power line electromagnetic field. In Proceedings of the 16th Interna-

tional Conference on Software, Telecommunications and Computer Networks, Split-Dubrovnik, Croatia, 25–27 September 2008.
8. OuYang, W.; Zhang, J.; Hu, J.; Lv, W.; Wang, D. PSO/DE combined with simulation current method for the magnetic field under

transmission lines in 3D calculation model. Meas. Control. 2022, 55, 1097–1109. [CrossRef]
9. Al Salameh, M.; Alnemrawi, S. Ant Lion optimization to minimize emissions of power transmission lines. Progress Electromagn.

Res. 2022, 110, 171–184. [CrossRef]
10. Mujezinovic, A.; Turajlic, E.; Alihodzic, A.; Dautbasic, N.; Dedovic, M.M. Novel method for magnetic flux density estimation in

the vicinity of multi-circuit overhead transmission lines. IEEE Access 2022, 10, 18169–18181. [CrossRef]
11. Scott, G.; Pooley, M.; Cotts, B. Numerical and analytical modeling of electromagnetic fields from offshore power distribution

cables. IEEE Trans. Magn. 2023, 59, 1–5. [CrossRef]
12. Kavet, R.; Wyman, M.; Klimley, P. Modeling magnetic fields from a DC power cable buried beneath San Francisco bay, based on

empirical measurements. PLoS ONE 2016, 11, e0148543. [CrossRef] [PubMed]
13. David, V.; Pavel, I.; Lunca, E. A method for estimating the magnetic fields generated by the overhead power lines. In Proceedings

of the 11th International Conference and Exposition on Electrical and Power Engineering (EPE), Ias, i, Romania, 22–23 October 2020.
14. David, V.; Nica, I. A measurement system for an automatic survey of low frequency magnetic and electric fields. Rev. Sci. Instrum.

2012, 83, 105102. [CrossRef] [PubMed]
15. David, V.; Nica, I. System for Determination of Low Frequency Magnetic and Electric Fields. Patent 127139/30.09, 30 September 2014.
16. David, V.; Lunca, E.; Pavel, I. Automatic Monitoring for the Magnetic Fields with the Detection and Characterization of Transient

Fields. Patent RO-BOPI 8/2019, 30 August 2019. pp. 36–37.
17. Scott, J. Electric and Magnetic Properties of Rock and Soil; Open-File Report 83-915; United States Department of the Interior

Geological Survey: Reston, VA, USA, 1983. [CrossRef]
18. COMSOL Multiphysics v. 6.1 Documentation, AC/DC Module User’s Guide. Available online: www.comsol.com (accessed on 1

February 2023).

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

213





Citation: Ershov, S.; Voloboy, A.;

Galaktionov, V. Simulation of Light

Scattering in Automotive Paints: Role

of Particle Size. Mathematics 2023, 11,

2429. https://doi.org/10.3390/

math11112429

Academic Editors: Camelia Petrescu

and Valeriu David

Received: 29 April 2023

Revised: 18 May 2023

Accepted: 22 May 2023

Published: 24 May 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

mathematics

Article

Simulation of Light Scattering in Automotive Paints: Role of
Particle Size

Sergey Ershov, Alexey Voloboy * and Vladimir Galaktionov

Keldysh Institute of Applied Mathematics RAS, 125047 Moscow, Russia; ersh@gin.keldysh.ru (S.E.);
vlgal@gin.keldysh.ru (V.G.)
* Correspondence: voloboy@gin.keldysh.ru

Abstract: Nowadays, computer simulation is being used to develop new materials. Many of them are
dispersed media (e.g., paints, and 3D printer inks). Modern automotive paints are of great interest in
research works. They contain colorant particles and thin flat metallic or pearlescent flakes distributed
in a clear varnish. There are two main approaches to simulation of light scattering in a dispersed
media. The first one is based on the continuous medium model. This model is faster but less accurate.
The second approach is the simulation of light propagation through an ensemble of paint flakes
and particles represented as an explicit geometry. This model correctly calculates light scattering
but is rather time-consuming. In our study, we investigated the dependence of the painted surface
luminance on particle size and compared both the approaches. We prove that the effect of coarse
particles can emerge even in a model where positions of these particles are not correlated; this is
different from the mainstream studies which have only concentrated on the role of these correlations.
Then, we suggest a semi-analytical model of dependence on particle size. This model not only allows
to more accurately simulate visual appearance but also admits intuitive comprehension of how it is
affected by various medium parameters. In case of the divergence between the results of LTE and
accurate approaches, we propose a simple approximation that allows to improve the accuracy of the
LTE results for coarse particles.

Keywords: light scattering; dispersed medium; lighting simulation; paint realistic rendering; BRDF

MSC: 78-10; 78A55

1. Introduction

Nowadays, the use of computer simulation to develop new materials has become a
widespread practice. From the point of view of the visual perception of the material, it is
important to model the interaction of light with it. Many modern materials are dispersed
media, i.e., they consist of optically contrasting particles distributed in the volume of a
transparent substance. Such media are used in modern light sources (diffusers in flat
sources, luminous linear sources and devices in car interior), and they are also the basis of
modern paints, auto glass, plastics, and inks for 3D printers.

Visual appearance is the main characteristic of paint and it manifests itself through the
human perception of objective optical properties, such as color, brightness (reflection coeffi-
cient), glossiness, texture (spatial heterogeneity), etc. Hence, simulation and visualization
of optically complex materials, such as multilayer paints with a complex microstructure
(like pearlescent and metallic paints) in the automotive industry, have been developed in
recent years. Advanced software allows one to simulate light propagation through a paint
composed of clear varnish with pigment particles and flakes (metallic or interference ones)
dispersed in it. The color of these paints depends on the observation and illumination di-
rections. Therefore, its visual appearance should be described by a bidirectional reflectance
distribution function (BRDF). The primary task is to calculate how the paint with given
composition looks under given illumination and observation directions [1].
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We consider two main approaches of calculating light scattering in dispersed media.
The first one is based on the continuous medium model [2]. In this model, any infinitesimal
volume scatters light proportionally to that volume. This model leads to the differential
light transport equation (LTE) (or Radiative Transfer Equation in [2]). There are several
methods within this approach. For example, deterministic methods, the method of discrete
ordinates [3], finite difference, and matrix methods like doubling/adding [4]. Addition-
ally, it can be solved via stochastic (Monte Carlo) integration. The continuous medium
approximation (i.e., LTE) works pretty well for atmosphere for which it was originally
created. Presently, it is quite popular and widely applied to a wide class of turbid media.
However, this approach becomes inaccurate when the pigment particles are large or are
packed densely in the paint.

The second approach is the simulation of light propagation through an ensemble
of paint flakes and particles represented as an explicit geometry. Here, we can solve it
by using the Monte Carlo ray tracing (MCRT) [5]. It is possible to either create a huge
sample geometry that includes billions of randomly distributed particles or use many
random samples of a rather small piece of paint geometry (corresponding to small area of
paint layer) and average over them. This approach is straightforward but rather resource
and time consuming. However, it does provide accurate solution, and thus we call it the
“accurate approach”.

Comparing the measurements of real paint samples with simulation, we found that
for effect pigments (e.g., metallic flakes), the LTE solution cannot correctly predict the total
integral reflectance [6]. Moreover, the measured BRDFs, while generally running more or
less closely to the simulated ones, show a strong deviation for nearly normal incidence and
observation. The LTE seriously underestimates it, while ray tracing through an ensemble of
flakes gives a more accurate result. This is a major problem for the simulation of automotive
metallic and pearlescent paints that must look bright. Thus, investigating the reasons of
this problem and development of a possible numerical solution is the main motivation of
our research.

Our study shows that this effect is due to the correlations between close incident and
scattered rays and not the correlations between particles. The mathematical method was
borrowed from a thought experiment of perfectly aligned flakes. We consider a ray that
goes down to some depth where it is reflected upward by the flake and leaves the layer.
We calculate the probability of this event and thus obtain the attenuation (extinction) of the
light. It does not follow the usual exponential attenuation in a continuous medium, i.e.,
it is an anomalous extinction. It is not the one found in the studies of correlated particles.
Having the probability of such light path, we calculate the statistical properties of the
single scattered light. Then, we take the LTE results as the sum of the scattering orders and
replace the first of them with the one given above, leaving the higher orders unchanged.
It provides a very good approximation to the results of the accurate model. This allows
to obtain near-accurate results much faster than the Monte Carlo ray tracing and without
its noise. Additionally, the correction term is almost an analytic function that allows to
understand the role and effect of various paint parameters and predict some nontrivial
effects. It also predicted that the BRDF could deviate greatly (up to twofold) from the LTE
results, even for tiny particles, in the case of near-normal illumination and observation.
That is, there is no simple good convergence to the LTE results when the particle size
approaches 0.

Initially, these ideas had been applied to the simplified case when all flakes have equal
size and are opaque [7]. However, in reality, flakes vary in size and are not always opaque;
for example, mica flakes are semi-translucent. This paper aims to remove these limitations
and thus considers a general case.

Continuous medium approximation works with the product “area times concentration”
and thus do not use the flake size separately. It means that for this approximation, the
mean surface luminance is exactly the same for particles n-times larger area in n-times
lower concentration. In this paper, we investigated the dependence of the painted surface
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luminance (BRDF) on the flake size. We compared LTE with a more reliable and accurate
(yet expensive) simulation. This simulation is MCRT in the explicit paint geometry that
contains an ensemble of individual flakes, instead of replacing their scattering with the
phase function of the continuous medium.

The main contribution of this paper is that it proves that the effect of coarse particles
can emerge even in a model where positions of these particles are not correlated. This is
different from the mainstream studies which have only concentrated on the role of these
correlations to describe the effect of coarse particles. Moreover, we suggest a semi-analytical
model of dependence based on particle size which not only allows to calculate a more
accurate BRDF but also admits an intuitive comprehension of how various parameters of
medium affect the BRDF. In case of the divergence in results of LTE and accurate approaches,
we propose a simple approximation that allows to improve the accuracy of the LTE results
for coarse particles.

The remainder of the paper is organized as follows. Section 2 describes related studies.
The proposed method is introduced in Section 3. Section 4 presents the results calculated
using the proposed method and their comparison with other methods. In Section 5,
discussion and conclusions are stated.

2. Related Works

Many studies are devoted to the simulation of paints or 3D printer inks as disperse
media. Simulated BRDF of paint layer is then used for visualization of a virtual car. Some
works propose the paint models and try to realistically visualize the paint appearance based
on the paint composition. An approximate model for predicting the car paint appearance
by the paint composition is presented in the paper [8]. Therein, authors proposed to use
a modified version of the micro-flake model based on double-sided specularly reflecting
flakes. Their model provides visually satisfactory results in the appearance of multilayer
automotive paint, if one is to ignore sparkling. Accurate representation of the reflectivity of
metallic paint using a two-layer model with sample distribution functions of microfacets
was proposed in [9]. This model provides better accuracy due to the use of the nonparamet-
ric terms and allows the analysis of the characteristics of metal particles using the analytical
form built into the model.

Texture is proposed to model sparkling effect. The sparkling texture is usually calcu-
lated by modulating the BRDF with random field whose statistical characteristics are taken
from light interaction with an ensemble of individual particles [1,10]. This is inevitable
because continuous medium (i.e., LTE) cannot have a texture. Several approaches for
obtaining the spatial variation of the luminance are considered in [11]. The basic approach
based on a bidirectional texture function is compared with four variants of half-difference
parametrization. With the help of a psychophysical study, the authors concluded that
bivariate representations better preserve the visual accuracy of effect coatings.

Several works are devoted to paint rendering. Some of them operated with measured
data either combined with analytical solution [12] or postprocessed to archive effective and
realistic rendering of real car paint [13]. An interactive interpolation between measured
metal paints for cars was presented in [14]. It can be used to create new realistic-looking
metallic paint. The authors consider optimal transfer between types of metallic paints by
clustering the color information presented in the measured bidirectional texture function
responsible for the sparkling effect. The work in [15] describes the methodology of metallic
paint visualization based on the measured data. The authors matched the measured
spectral reflectivity of several paint samples to the BRDF analytical model to obtain its
parameters. To achieve the sparkling effects, several images of the surface were taken at
different light incidence.

There are many works that investigate propagation of light in a medium where
positions of particles are correlated [16–19]. The authors have proven that the extinction
of light beam is no longer exponential, as it would be for the classic case. Although there
are sophisticated mathematical models to handle this effect, its base idea is rather intuitive
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and is illustrated in Figure 1 of [17], which explained it so perfectly that it was re-used
in [18]. The basic LTE is then replaced by a sort of generalized equation of similar type,
termed “Generalized Boltzmann Equation” [18]. Indeed, there is some similarity with
the classic Boltzmann equation, at least in the integral (scattering) term. It still has the
same structure as the classic LTE: a sort of convolution of the local angular intensity with
the phase function. The latter is still treated as usual in the classic continuous medium
approximation, i.e., it is the phase function of an isolated particle scaled to the local density.
Investigation into ensembles of correlated particles is advanced in [19]. Its authors finalize
their work using the numerical method of calculation of light propagation (and scattering)
based on MCRT. A slightly different method of calculation of light propagation in correlated
medium and resulting “anomalous extinction” can be found in [20].

While the studies [16–20] operate ray optics, there are investigations proceeding from
the wave theory of light. The first thing which this is aimed at is the interference between
particles. Indeed, the LTE (and even its above generalizations) requires phase function of
medium, i.e., scattering by the elementary volume dV. It can contain many particles at
close distance and inevitably diffraction of light by this group is different from the sum
over isolated, not interacting with particles. While the phase function of medium is usually
assumed proportional to the scattering of an isolated particle, it would be more accurate to
compute it as a diffraction of light by the group of particles within dV. Here, it is silently
assumed that the result converges as we increase dV. Such an approach is pursued in [21],
wherein only the multiple body diffraction problem (scattering by many close particles)
is calculated.

In [22–24], the radiative transfer problem is considered for particle agglomeration and
dependent scattering. Calculations are performed for very close, particles with refraction
close to the bounding medium one. The Percus–Yevick approximation is used in these
works to obtain the local concentration and the rule of its change from the cluster center.
Then, in [22,23], the authors calculate scattering of the wave field by this group of particles,
which is effectively a piece of inhomogeneous medium with correlated variation of refrac-
tion index. This scattering gives the local phase function of the elementary volume of the
medium. However, this approach still remains a hybrid of wave optics (used to compute
phase function of small volume) and ray optics to handle the change of illumination by
large and meso scale.

An ultimate wave optics approach would use wave optics consistently at all space
scales. Additionally, an attempt of such a treatment is made in [25]. Roughly, the method of
calculation of [25] is the development and extension of the single-scattering method from
statistical electrodynamics [26] where we use the Born approximation of the wave equation,
i.e., a homogeneous medium with volumetric source being incident wave field times the
deviation of the squared local refraction from its mean value n2(x)− 〈

n2〉. Scattered wave
field is then naturally linear in that deviation. Intensity of light is squared field averaged
over the random distribution of refraction. It results in the local intensity of scattered light
proportional to the spatial correlation function of refraction. Whilst the above is the first
approximation, one can try to go further and improve the volumetric source by including
the scattered field in it. Continuing successive approximation, we obtain the scattered field
as the sum of an infinite series whose terms are local Green resolvents of homogeneous
medium. This procedure is somewhat similar to the operator series of solution of the global
illumination equation in ray optics [27].

The authors of [25] take the base wave equation in a stochastically inhomogeneous
medium and then write its solution through the propagators of wave field. The authors
investigate in detail the extreme cases of long and short wave limits. For long waves,
the role of short-scale spatial variations decreases (cf. Rayleigh law) and eventually light
propagates like in a homogeneous medium with effective refraction index derived from
formulae [25]. The effective medium is similar to the Bruggemann formula for a molecular-
level mixture of several substances. For short wave limit, they naturally approach the ray
optics. Their transport equation converges to a sort of generalized LTE.

218



Mathematics 2023, 11, 2429

A similar approach can be found in [28]. Higher orders of scattering (scattering of
scattered field) are calculated as iteration of the integral operator. The scattering operator
includes the spatial correlation of the squared refraction index (= dielectric permittivity), so
it also enters the higher order scattering terms.

3. Methods

There are two main approaches for calculation of scattering in paint layer. The first
is the continuous medium approach. Roughly speaking, this means that a ray never hits
the same flake even when it is reflected exactly backwards. In other words, scattering of
two adjacent rays is statistically independent: when a ray hits a flake, the ray shifted by
just a bit may miss it. The most famous method of practical calculations in this situation is
the light transport equation (LTE). It can be solved via MCRT in the continuous medium
when successive scattering or absorption events are independent. Such behavior takes
place in the case of infinitesimal flakes (gas mode) or to be precise, in case when the vertical
separation of flakes is much greater than their diameter.

When the flakes are large or are packed densely with large concentration, this assump-
tion is violated and calculations deviate from the real flake ensemble properties. Thus, we
need the second approach to calculate light interaction here. Nonetheless, MCRT still can
be used but now the ray goes in an empty space populated with some individual flakes that
do not overlap. If these flakes are large enough then a ray might hit the same flake several
times. Since this is the same flake, the corresponding scattering events are correlated.

Below we shall compare the LTE and the accurate approaches.

3.1. Full BRDF as a Sum of BRDF Orders

To calculate paint visual appearance expressed via BRDF, we can use ray tracing which
leads to the following expansion of the full BRDF:

f = f1 + f2 + f3 + · · · (1)

where fn corresponds to BRDF created by ray paths with n flake hits. It is called the n-th
order of BRDF. The order equals the number of ray scattering (the changes of ray direction),
so only reflections are counted but the specular transmissions that do not change ray
direction and only attenuate it are not counted (Figure 1). In a sense, our BRDF orders are
similar to the scattering orders in [28].

 
Figure 1. Side view of ray paths which form BRDF of the first (a), second (b), third (c) order. Light
rays are shown by red arrows, flakes are thick green dashes and the binder is shaded light gray. The
number of ray transmission events is irrelevant, so a random number of them are shown.

To be precise, any ray that contributes to the BRDF must penetrate the top Fresnel
boundary twice, entering the paint layer and then leaving it. Thus, formally the minimal
count of ray scattering events is 2, not 0, and BRDF components should be numbered as f2,
f3, . . . We, however, do not count these two constant events in the orders.

Every BRDF order is an average over all the ray paths of the corresponding type. For
f1, this means that the ray transmits Fresnel boundary and enters the paint layer, then
descends until it hits a flake. After that, it is reflected by that flake and ascends to the top
boundary but not intersecting any flake. Finally, it transmits through the Fresnel boundary
and leaves the paint layer (Figure 1a).
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Generally, different flakes can be slightly correlated. If the flakes are well aligned
and there are no forces between them, then we can neglect correlations between flakes at
different depths. As a result, the flake hit event is rather independent from the obscure
event (if another flake intersects the incident or reflected rays). Therefore

f1(v, u) = tF(v)tF(u)
∫ H

0
a
(
v′, u′, z

)
f1
(
v′, u′; z

)
dz (2)

where v′, u′ are direction of the refracted incident and observation rays v and u, respectively,
tF is Fresnel transmittance of the binder-air boundary, a(v′, u′, z) is the product attenuation
along both ray segments and f1(v′, u′; z)dz is the first-order BRDF of the sublayer of thick-
ness dz at depth z. It is independent from z in case of a homogeneous paint. We do not use
its explicit form which is the same for both LTE and accurate approach (derivation is in [1]).

By definition, attenuation a is the average probability that the given fixed full path
(along v′ down to z then upwards along u′) over all possible geometries of the flake
ensemble which we can write as

a
(
v′, u′, z

)
=
〈
a
(
v′, z

)
a
(
u′, z

)〉
where a is the probability that the given one ray goes from the surface to the depth z (or
vice versa). The first term is for the incident ray, and the second is for the reflected one.

In the continuous medium approximation, it is assumed that the fates of these two
rays are statistically independent, and therefore

a
(
v′, u′, z

)
=
〈
a
(
v′, z

)〉〈
a
(
u′, z

)〉
Meanwhile calculation of the mean probability of ray transmitting the paint layer is

simple and leads to
〈a〉 = e−(1−t)DSz (3)

(regardless of direction), and therefore

a
(
v′, u′, z

)
= e−2(1−t)DSz (4)

where t is the flake transmittance, S is the mean flake’s area and D is the total concentration
of flakes as their number in unit paint volume:

D =
PVC
Sh

(5)

where PVC is the pigment volume concentration and h is flake thickness. This value
determines BRDF of paint with thin planar flakes.

The formula (3) of attenuation for a single ray is very general and correct. It is true
for both continuous medium approximation and ray tracing individual flakes of finite size.
However, (4) is not accurate because it assumes statistical independence of the fates of the
incident and reflected rays. Meanwhile, in reality they are correlated, and below we shall
calculate how this affects attenuation and demonstrate large deviation from (4).

3.2. Combined Attenuation along Both Rays

Let the flakes be opaque thin disks of radius R aligned horizontally or with small
inclination the horizontal plane. Figure 2 shows the cross-section of paint layer by a
horizontal plane. As it is seen there, a horizontal disk of radius R at depth z′ intersects a
ray if its center is closer than R from the ray point at this depth, i.e., the center is within the
circle of radius R and center in the ray point.
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Figure 2. Cross-section of paint layer by a horizontal plane at depth z′. The top half is top view, the
bottom half being side view. Flakes are represented as nearly horizontal thin disks of radius R (green).
We show the three cases when the flake at depth z′ intersects (shadows) only the incident ray (a),
when it intersects both rays (b) and when it intersects only the reflected ray (c).

Figure 3 shows the domain where the flake center intersects with the incident or
reflected ray. If the flake center is in the red domain, the flake intersects the incident ray
(red arrow). If the flake center is within in the blue domain, the flake intersects the reflected
ray (blue arrow). If the center is in the intersection of the domains, the flake shadows both.
The area of the horizontal section of the intersected domains at depth z′ is denoted by S(z′).
As it is seen from the top panel of Figure 3, the area S(z′) is twice circle’s area S = πR2

minus area of intersection of these circles. The intersection is twice the area of the sector s:

S = 2πR2 − 2s (6)

Figure 3. The center of a horizontal flake of radius R must belong to the blue domain if flake intersects
the reflected ray (blue arrow) and red domain if flake intersects the incident ray (red arrow). The
domain to intersect both rays is mixture (violet). The centers of the circles are the points of intersection
with the reflected ray (left blue dot) and the incident ray (right red dot) at depth z′.
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The area of each of this sector spanning the angle α = 2arccos l/2
R is

s =

⎧⎪⎨⎪⎩R2

(
arccos l/2

R − l/2
R

√
1 −

(
l/2
R

)2
)

, l ≤ 2R

0, l > 2R
(7)

where l(z′) is the distance between the points of the incident and reflected rays at depth z′
and equals to

l
(
z′
)
= c

(
z − z′

)
where z is the depth of the reflection point where both ray segments join; and c depends
only on the directions of the incident and reflected rays [7].

To calculate transmission for the whole path (whose deepest point, i.e., the point of
reflection is at depth z), we slice the paint’s layer [0, z] into horizontal thin sub-layers of
thickness dz′.

Notice that if the flake has a non-zero transmittance t then if a ray intersects that
flake, it still can pass with probability t. Thus, if both (incident and reflected) rays intersect
a flake, the whole path still transmits with probability t2. Then, from simple geometric
considerations we can infer the following:

• The area where the center of a flake must be in order to intersect one of the rays is
S(z′) − 2s. Thus, the probability that one of the rays intersects a flake is
Pr1 = D(S(z′)− 2s)dz′; if it happens, the whole path is blocked with a probability
(1 − t). Thus, the total probability that the whole path is blocked is (1 − t)Pr1;

• The area where the center of a flake must be in order to intersect both the rays is
2s. Thus, the probability that both of the rays intersect a flake is Pr2 = 2Dsdz′; if
it happens, the whole path is blocked with a probability

(
1 − t2). Thus, the total

probability that the whole path is blocked is
(
1 − t2)Pr2.

Since S = 2S − 2s, see (6), the total probability that the whole path is blocked by
sublayer [z′, z′ + dz′] is then

Pr
(
z, z′

)
= (1 − t)Pr1 +

(
1 − t2

)
Pr2 = 2(1 − t)D(S − (1 − t)s)dz′

In the case of horizontal flakes, the flakes at different depths are independent and
so the shadowing events at different depths are independent. The probability that the
path transmits the whole layer [0, z] is then the product of probabilities of transmission of
each sublayer:

a(v′, u′, z) =
z

∏
z′=0

(1 − Pr(z, z′)) =
z

∏
z′=0

(1 − 2(1 − t)D(S − (1 − t)s)dz′)

= e−2(1−t)
∫ z

0 D(S−(1−t)s)dz′

In case there is a mixture of flakes of different area S (in different concentrations D(S)),
the path can be blocked by either of them, so the total probability of blocking is a sum over
flake species, i.e.,

Pr(z, z′) = 2(1 − t) ∑
species

D(S)(S − (1 − t)s)dz′

= 2(1 − t)(
∫

D(S)SdS − (1 − t)
∫

D(S)s(l, S)dS)dz′
≡ 2(1 − t)

(
DS − (1 − t)Ds(l)dS

)
dz′

where s is given by (7) for R =
√

S/π and

DS ≡ ∫
D(S)SdS

Ds(l) ≡ ∫
D(S)s(l, S)dS
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So, attenuation becomes

a(v′, u′, z) = e−2(1−t)DSz+2(1−t2)
∫ z

0 Ds(c(z−z′))dz′

= e−2(1−t)DSz+2c−1(1−t)2∫ cz
0 Ds(l)dl

= e−4c−1(1−t)DSZ+2c−1(1−t)2α(Z)

(8)

where
α(Z) ≡ ∫ 2Z

0 Ds(l)dl =
∫ 2Z

0 (
∫

D(S)s(l, S)dS)dl
Z ≡ cz

2
(9)

Let us calculate the above α, which in view of (7) and recalling that R =
√

S/π can be
written as

α(Z) ≡
∫ 2Z

0
Ds(l)dl =

∫ 2Z

0

⎛⎝∫ ∞

π(l/2)2
D(S)

S
π

g

⎛⎝ l

2
√

S
π

⎞⎠dS

⎞⎠dl

where
g(t) ≡ arccost − t

√
1 − t2 (10)

Changing the order of integration

∫ 2Z

0

(∫ ∞

π(l/2)2
(· · · )dS

)
dl =

∫ πZ2

0

⎛⎝∫ 2
√

S
π

0
(· · · )dl

⎞⎠dS +
∫ ∞

πZ2

(∫ 2Z

0
(· · · )dl

)
dS

this becomes

α(Z) =
∫ πZ2

0

(∫ 2
√

S
π

0 D(S) S
π g

(
l

2
√

S
π

)
dl

)
dS +

∫ ∞
πZ2

(∫ 2Z
0 D(S) S

π g

(
l

2
√

S
π

)
dl

)
dS

= 2

π
3
2

(∫ 1
0 g(x)dx

)∫ πZ2

0 D(S)S
3
2 dS + 2

π
3
2

∫ ∞
πZ2 D(S)S

3
2

⎛⎝∫ Z√
S
π

0 g(x)dx

⎞⎠dS

= 2

π
3
2

(
2
3

∫ πZ2

0 D(S)S
3
2 dS +

∫ ∞
πZ2 D(S)S

3
2 G
(√

πZ2

S

)
dS
)

(11)
where

G(x) ≡
∫ x

0
g(y)dy =

2
3
+

π

2
x − x · arcsinx − 2 + x2

3

√
1 − x2 (12)

Additionally, s ≡ πZ2.
Complexity of (12) prevents us from obtaining the analytic dependence of the integral∫ ∞

πZ2 D(S)S3/2G
(√

πZ2

S

)
dS on its parameter Z even for a simple distribution D(S). This

can be overcome if we find a good polynomial approximation to G, then Z could be moved
out of the integral of each its term. It is reasonable to require that this approximation
preserves the following properties of the exact function G(x): it is 0 for x = 0, it is 2

3 for
x = 1, and it has zero derivative at x = 1. Then, the lowest degree polynomial is

1
3

(
(1 − ε)

(
1 − (1 − x)3

)
+ (1 + ε)

(
1 − (1 − x)2

))
The value of ε can be found from the least square fit that gives ε = 0.091649 and thus

G(x) ≈ (5 − ε)x − (4 − 2ε)x2 + (1 − ε)x3

3
= 1.6361x − 1.2722x2 + 0.30278x3

Substituting it in (11) we arrive at
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α(Z) ≈ 2

π
3
2

(
2
3

∫ πZ2

0 D(S)S
3
2 dS +

∫ ∞
πZ2 D(S)S

3
2

(
1.6361

√
πZ2

S − 1.2722 πZ2

S + 0.30278
(

πZ2

S

) 3
2
)

dS
)

= 4

3π
3
2

∫ ∞
0 D(S)S

3
2 dS − 4

3π
3
2

∫ ∞
πZ2 D(S)S

3
2 dS

+ 2

π
3
2

(
1.6361

√
πZ

∫ ∞
πZ2 D(S)SdS − 1.2722πZ2

∫ ∞
πZ2 D(S)

√
SdS + 0.30278π

3
2 Z3

∫ ∞
πZ2 D(S)dS

)
= 4

3π
3
2
(γ0(0)− γ0(Z)) + 2·1.6361

π Zγ1(Z)− 2·1.2722√
π

Z2γ2(Z) + 2 · 0.30278Z3γ3(Z)

(13)

where
γm(Z) ≡

∫ ∞

πZ2
S

3−m
2 D(S)dS

Remark 1. In case the distribution of flake area is Gaussian Ce
− (S−S)2

2δ2
SS2

then

γm(Z) = CS
5−m

2
∫ ∞

πZ2
S

t
3−m

2 e
− (t−1)2

2δ2
S dt

3.3. BRDF for Specular Flakes

The expansion in scattering order (1) works in the accurate approach and in the LTE. In
most cases, the first-order term is the principal one and the latter ones are secondary correc-
tions to it. Therefore, if we take the first-order calculated using the accurate approach and
the second and other orders calculated using the LTE, we shall give a decent approximation

f = f1 + f (LTE)
2 + f (LTE)

3 + · · ·
= f1 +

(
f (LTE) − f (LTE)

1

)
For vertically homogeneous paint, the equation for the first-order BRDF (2) becomes

f1(v, u) = tF(v)tF(u)f1
(
v′, u′)∫ H

0
a
(
v′, u′, z

)
dz

It is valid for both the LTE and the accurate approach. The pre-integral factor is the
same for both approaches. The attenuation is different: (4) for the LTE and (8) for the
accurate approach. So

f1(v, u) = f (LTE)
1 (v, u)

A|accurate
A|LTE

(14)

where

A ≡
∫ H

0
a
(
v′, u′, z

)
dz

Therefore, the final approximation to the full (all orders) BRDF becomes

f ≈ f (LTE) +

(
A|accurate

A|LTE
− 1

)
f (LTE)
1 (v, u) (15)

For the LTE method, the integral of attenuation (4) is

ALTE =
1 − e−2DSH

2DS
(16)
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While for the accurate model, according to (8),

A ≡ ∫ H
0 a(v′, u′, z)dz

≈ 2
c
∫ cH

2
0 e−2c−1(1−t)(2DSZ−(1−t)α(Z))dZ

= 2ρH
∫ 1

2ρ

0 e−4(1−t)ρF(ζ− (1−t)
π

∼
α(ζ))dζ

(17)

where ∼
α(ζ) ≡ π

2cρF α(Z)
ζ ≡ Z

cHρ = Z
R

ρ ≡ c−1r
r ≡ R

H
R ≡

√
S/π

F ≡ DSH

The F is a sort of a concentration parameter like PVC. It can be named PAC (pigment
area concentration) because by definition F is the total area of flakes in the paint layer of
the unit area. R is the effective mean radius, and r ≡ R/H is the relative effective radius. A
is determined just by the three parameters ρ, F and H and depends on the directions v′ and
u′ only through ρ which is inversely proportional to c = c(v′, u′).

The integral (17) can be calculated only numerically.
The functions γm and α are determined solely by the distribution of flake area. Thus,

they can be pre-calculated in advance and re-used for all color channels and all BRDF
points (i.e., for all combinations of the directions of incidence and illumination) because it
is only c that depends on these directions and t which depends on the color channel.

3.4. Opaque Flakes of Fixed Size as a Limiting Case

Obviously, BRDF scaling for opaque flakes of fixed size that was initially investigated
in [7] can be calculated now as the limiting case when the distribution of area is a delta-
function and t = 0.

In case this distribution is sharp, γm(Z) quickly change at Z = R and

γm(Z) = Dπ
3−m

2 R3−m
{

0, Z > R
1, Z < R

Thus,

α(Z) = 2
π DSR

(
1.6361min(ζ, 1)− 1.2722(min(ζ, 1))2 + 0.30278(min(ζ, 1))3

)
ζ ≡ Z

R

As a result, the integral of attenuation is

∫ H

0
a
(
v′, u′, z

)
dz ≈ 2b

DS

∫ cH
2R

0
e−4(1−t)b(x−(1−t) 1

π (1.6361x−1.2722x2+0.30278x3))dx

where b ≡ DSR
c = F

c
R
H in case cH

2 < R, and∫ H
0 a(v′, u′, z)dz ≈ 2b

DS

∫ 1
0 e−4(1−t)b(x−(1−t) 1

π (1.6361x−1.2722x2+0.30278x3))dx

+e4b(1−t)2 2
3π e−4b(1−t)−e−2F(1−t)

2DS(1−t)

in case cH
2 > R.

For opaque flakes this gives
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∫ H

0
a
(
v′, u′, z

)
dz =

⎧⎨⎩ 2b
DS

∫ F
2b

0 e−4b(x− 1
π (1.6361x−1.2722x2+0.30278x3))dx, cH

2 < R
2b
DS

∫ 1
0 e−4b(x− 1

π (1.6361x−1.2722x2+0.30278x3))dx + e
8b
3π e−4b−e−2F

2DS
, cH

2 > R

The difference from [7] is very small because 2
(

x − 1
π

(
1.6361x − 1.2722x2 + 0.30278x3)) ≈

x + 0.58x2.

3.5. The Effect of Variation of Size

As we can see, BRDF depends on the flake size (and its distribution) through the ratio
A|accurate

A|LTE
, see (15). Strange as it may seem, the correction scale is nearly insensitive to the

distribution of flake area being determined by the average area. To understand this effect,
let us consider the exponential distribution of area

D(S) = DS−1e−
S
S

where S is the mean area and D is the “total density”. This form of distribution allows to
calculate α analytically.

We see that while the difference between fixed size flakes and LTE can be even twofold,
the difference between fixed size flakes and variable size flakes can only reach about 3.5%
for very special parameters.

According to (14), the main first-order component of BRDF is proportional to the
integral of attenuation

A(t, ρ, F) ≡
∫ 1

2ρ

0
e−4(1−t)ρF(ζ− (1−t)

π

∼
α(ζ))dζ

Therefore, the quantitative measure of the effect of the distribution of size on BRDF is

the relative difference of that factor, i.e.,
Avar−A f ix

Avar
. According to (13)

α(Z) = 2DS−1

π3/2

(
2
3

∫ s
0 e−

S
S̄ S3/2dS + 1.6361

√
s
∫ ∞

s e−
S
S̄ SdS − 1.2722s

∫ ∞
s e−

S
S̄
√

SdS + 0.30278s3/2
∫ ∞

s e−
S
S̄ dS

)
= 2DS3/2

π3/2

(
2
3

∫ σ
0 x3/2e−xdx + 1.6361

√
σ
∫ ∞

σ xe−xdx − 1.2722σ
∫ ∞

σ

√
xe−xdx + 0.30278σ3/2e−σ

)
= 2DS3/2

π3/2

((
1.3333 × 10−5σ + 0.6361

)√
σe−σ − 1.1275σ + (0.88623 + 1.1275σ)erf

(√
σ
))

= 2 DS3/2

π3/2

∼
α(ζ) = 2

π3/2
DSH

√
S

H
∼
α(ζ) = 2crF

π

∼
α(ζ)

∼
α(ζ) ≡ (

1.3333 × 10−5ζ2 + 0.6361
)
ζe−ζ2 − 1.1275ζ2 +

(
0.88623 + 1.1275ζ2)erf(ζ)

where s ≡ πZ2, σ ≡ s/S and ζ ≡
√

π
S

Z =
√

σ.

The case of fixed size flakes relates to the delta-function distribution

D(S) = Dδ
(
S − S

)
for which

α(Z) = 2DS3/2

π3/2

⎧⎨⎩1.6361
√

s
S
− 1.2722 s

S
+ 0.30278

(
s
S

)3/2
, s ≤ S

2
3 , s > S

= 2DS3/2

π3/2

(
1.6361

√
min(σ, 1)− 1.2722min(σ, 1) + 0.30278(min(σ, 1))3/2

)
∼
α(ζ) ≡ 1.6361min(ζ, 1)− 1.2722(min(ζ, 1))2 + 0.30278(min(ζ, 1))3

The plots of
∼
α(ζ) as a function of ζ for both cases are shown in Figure 4.
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Figure 4.
∼
α(ζ) as a function of ζ for flakes with exponentially distributed area (red) and for the

fixed-size flakes with the same mean area (green).

For ζ → 0
∼
αvar(ζ) ≈ 1.6361ζ − 1.1275ζ2 + O

(
ζ3)

∼
α f ixed(Z) ≈ 1.6361ζ − 1.2722ζ2 + O

(
ζ3)

So, the two functions converge.
For ζ → ∞ both functions saturate

∼
αvar(Z) ≈ DS3/2

π∼
α f ixed(Z) ≈ 4DS3/2

3π3/2

3.6. Back Scattering Approximation

Back scattering means that the incident ray is reflected in the exactly opposite direction,
i.e., both rays go the same path. In case of the first-order BRDF, the incident and reflected
rays have a common point. In this case, obviously, c = 0 or ρ → ∞ . As the reflected ray
approaches the incident path, c approaches 0 and ρ diverges. For very large ρ, integration
effectively ends at ζ < (∼ 2.5) 1

2(1−t)ρrF � 1, where
∼
α(ζ) ≈ 1.6361ζ, and so

A(t, ρ, F) =
∫ 1

2ρ

0 e−4(1−t)ρF(ζ− (1−t)
π

∼
α(ζ))dζ

≈ ∫ 1
2ρ

0 e−4(1−t)(1−0.52(1−t))ρFζdζ

= 1−e−2(1−t)(1−0.52(1−t))F

4(1−t)(1−0.52(1−t))ρF

While LTE (which corresponds to α = 0) gives

A(t, ρ, F) =
∫ 1

2ρ

0
e−4(1−t)ρFζdζ =

1 − e−2(1−t)F

4(1 − t)ρF

And thus, the ratio of the first-order BRDFs (14) is

s =
Aaccurate(t, ρ, F)

ALTE(t, ρ, F)
≈ 1

1 − 0.52(1 − t)
1 − e−2(1−t)(1−0.52(1−t))F

1 − e−2(1−t)F

which for opaque flakes is

s ≈ 2.08
1 − e−0.96F

1 − e−2F (18)

This asymptotic highlights a remarkable fact: the difference between continuous
medium (the LTE approach) and individual particles (the accurate approach) persists even
for the tiniest flakes for illumination and observation close to normal.
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4. Results

The following paint structure was used in our simulation experiments: the binder
refraction index is 1.5, and the paint layer thickness is H = 100 μm. Flakes are thin platelets
with thickness of 0.5 μm and specular reflectance of 50%. Their specular transmittance is
0% (calculations for opaque flakes) or 50% (calculations for semi-transparent flakes). The
angle between the paint surface normal and normal of flakes has a Gaussian distribution
with a variance of 2 degrees. The concentration and size of the flakes are described by
two dimensionless parameters: relative radius r = R/H and pigment area concentration
F = DSH, which equals to the total area of flakes in paint layer with unit area. In our
calculations, r varies from 1 for large flakes to 0.01 for small flakes and F varies from
2 (high concentration) to 0.2 (low concentration). Flake area has a Gaussian distribution
with center at 0 and two different widths: 4000 μm2 and 40,000 μm2. Effective flake radius
R (such a value that π

(
R
)2 equals the mean flake area) was 1 μm, 10 μm and 100 μm.

BRDF is a function of incident and outgoing directions. The azimuth of incidence is
irrelevant because of the isotropy of our paint layer. The outgoing direction is taken in the
coordinate system with the polar axis along the mirror reflection of the incident ray. This
allows to choose high angular resolution for the sharp near-specular peak which is close
to the pole regardless of σ. Hence, in our coordinate system, BRDF is a function of three
angles: the angle between illumination and paint normal σ and two angles of observation,
ϕ and ϑ, where ϑ is the angle between observation and direction of the mirror reflection
and ϕ is the rotation of the observation direction about the mirror direction.

BRDF of the paint layer was calculated using three methods: Monte Carlo ray tracing
in continuous medium (the LTE approach), ray tracing within paint layer with explic-
itly specified individual particles (the accurate approach) and the LTE approach with
correction (15). For the accurate approach, we created a sample of paint geometry with
randomly distributed and not overlapping flakes. Additionally, for comparison, we calcu-
lated the BRDF for fixed flake area (with the same mean area S). However, the plots for
fixed area and for the Gaussian distribution of area are indistinguishable within the line
thickness; the LTE results are completely independent from flake area while the accurate
ray tracing results change but very slightly, see Section 3.5.

Figure 5 shows the results of calculations using these three models for the case F = 2
(high concentration) and r = 1 (large flakes) when the difference is maximal. To fit them all
in one image, we show BRDF only in the plane of incidence (ϕ = 0◦) and for three angles
of incidence σ = 0

◦
, 30

◦
, and 60◦, because the other BRDF plots demonstrate nearly the

same relation.

 

Figure 5. BRDF calculated using the accurate method (solid green), LTE (solid black) and the corrected
LTE model (dashed dark green). Left column is for opaque flakes (t = 0), and right column is for
semi-transparent flakes (t = 0.5). Effective mean flake radius R is 100 μm, F = 2.
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In Figure 5, we can see that the correction (15) significantly improves the accuracy.
Results of the accurate approach and the LTE with correction are close. Additionally, we
can see that the role of size is weaker for semi-transparent flakes than for the opaque ones.
This is because BRDF depends on flake size through the term α, see (17), and this term is
scaled by (1 − t), so for t → 1 it vanishes.

The difference between the LTE and the accurate approaches increases with the in-
crease in F or r parameters. Figure 6 shows the results of the increasing (from left to right
and from top to bottom) parameters for opaque flakes. Figure 7 demonstrates the same
tendency for semi-transparent flakes. It is seen that the difference from LTE increases with
F and r and that the correction significantly improves the accuracy.

Figure 6. Dependence of BRDF on the size and concentration for opaque flakes. BRDF calculated
using the accurate method (solid green), LTE (solid black) and the corrected LTE model (dashed dark
green). We only show the section in the plane of incidence when the angle of incidence σ = 30◦.

Figure 7. Dependence of BRDF on the size and concentration for semi-transparent flakes (t = 0.5).
BRDF calculated using the accurate method (solid green), LTE (solid black) and the corrected LTE
model (dashed dark green). We only show the section in the plane of incidence when the angle of
incidence σ = 30◦.
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One can see that our method that calculates BRDF from scaling of the LTE results
provides good accuracy in the wide range of flake size and concentration. Naturally, as the
flake size decreases, the accurate model for individual flakes and the LTE for continuous
medium converge (Figure 6, left column).

As expected from the derived formulae, the case of normal incidence is special. Indeed,
for normal incidence and observation close to normal, we have nearly the back scattering
when correlation effects do not vanish even for tiny flakes, see Section 3.6. Therefore, now
the difference between the accurate approach (individual flakes) and the LTE (continuous
medium) must persist even for tiny particles. Figures 8 and 9 demonstrate that this is
really so. The effect is more pronounced for opaque flakes (Figure 8, top row) than for
semi-transparent flakes (Figure 9, top row). The effect is, however, gone for σ = 10◦ (bottom
rows of Figures 8 and 9).

 

Figure 8. Singularity of the case of normal incidence for opaque flakes (t = 0). BRDF for the smallest
flakes (R = 1 μm) calculated using the accurate method (solid green), LTE (solid black) and the
corrected LTE model (dashed dark green).

Figure 9. Singularity of the case of normal incidence for semi-transparent flakes (t = 0.5). BRDF for
the smallest flakes (R = 1 μm) calculated using the accurate method (solid green), LTE (solid black)
and the corrected LTE model (dashed dark green).
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Again, the effect of size is much weaker for semi-transparent flakes than for the
opaque ones.

It should be noted that the back scattering occurs for any σ. It corresponds to
ϕ = 0, and ϑ = 2σ. Therefore, the first order BRDF for ϑ → 2σ must deviate seriously
from the LTE results according to (18), for example, the difference can be up to twofold for
F = 2. However, this applies to the first-order BRDF, which for this angle is less than 10%
of the full one. Meanwhile, for higher scattering orders, the reflected ray does not have a
common point with the incident ray. Hence, it is spatially separated even if its direction is
exactly opposite to the direction of incidence. Therefore, this effect does not apply to higher
scattering orders while they dominate for, for example, σ = 10◦, and ϑ = 20◦. This is why
we do not see significant divergence of the two curves at this point (Figure 9, bottom row).

5. Discussion and Conclusions

While the mainstream studies on the deviation of light scattering in dispersed me-
dia from the continuous medium approximation concentrate on the role of correlations
between particles (such as their agglutination), we demonstrate that another mechanism
exists in automotive paints with “effect pigments” (metallic and pearlescent paints). Here,
the light scattering deviates significantly from the continuous medium approximation
even in the absence of such correlations, i.e., when the particles of an “effect pigment”
are homogeneously, evenly and stochastically distributed. The deviation is caused by
correlations between subsequent light scattering events. We prove that this effect is very
rough and exists whenever the flakes of “effect pigment” are aligned parallel to the paint
surface. This effect is very widespread because such paints are always applied to achieve
exactly this alignment.

Meanwhile, correlations between particles are a more subtle effect of chemical physics,
usually caused by positive or negative mutual affinity of particles. This may or may not
happen depending on many factors including surfactants. It is not always known if this
will happen, and it is even a more rare case if we know it quantitatively (i.e., know the
potential of interaction). In this case, predictions of its effect on the optical appearance can
only be qualitative.

On the contrary, the effect investigated by us is rather rough and it is not related to
the subtle interaction potential. It depends on the flake size (and the law of dependence
is simple and close to analytical) and on alignment. If alignment is good, we can use the
asymptotic. Thus, quantitative prediction is possible and we have provided nearly analyt-
ical laws that allow very accurate calculation. Moreover, being mostly simple analytical
formulae, they allow you to “intuitively feel” the effect so that you can figure out what
is going to happen, even without massive computations. It is noteworthy that at normal
incidence and observation, the deviation from LTE is almost twofold even for tiny flakes,
i.e., there is no simple convergence as the particle size goes to 0.

We have derived a correction term which makes the paint appearance calculated
using LTE very close to that of the accurate model. If we apply this correction to the first
scattering-order BRDF of the LTE approach leaving the higher orders unchanged, the sum
will already be very close to the full accurate BRDF. The value of the derived analytical
corrections is that they are more easy to obtain numerically and even admit some analytical
approximation, while the accurate approach calculations (for individual flakes) are more
difficult and time consuming.

Simulation and realistic visualization of pearlescent and metallic paints have direct and
inverse problems. The direct problem is calculating how the paint with given composition
looks under given illumination and observation directions. The inverse problem emerges
when we are looking for the paint composition whose appearance is the closest to the target
one. The latter problem is more interesting for the automotive industry. It always occurs
when repairing a car body. For modern paint formulations, optical characteristics have
many degrees of freedom, and the dimension of the paint matching problem increases
to dozens of parameters, and it is almost impossible to adjust them by mixing several
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basic options. This problem is solved by minimizing the discrepancy between the target
appearance and the one calculated by the simulation of the direct problem.

There have been attempts to solve the inverse problem basing on LTE, for example, the
radiative transfer equation is used in optical tomography [29]. For the paint visualization
task, we have demonstrated that BRDF (visual appearance of paint) depends on the flake
size. At the same time, LTE does not operate the flake size, and therefore cannot be used
for the inverse problem of the automotive paint simulation. However, after application
of our correction term, we have a “modified LTE” and can vary all parameters to find the
composition for which the calculated BRDF best fits the measured one. Thus, we can solve
not only the direct but also the inverse problem. This is a possible direction for future work.

This work continues [7] where the first steps of this research were taken. Herein,
the method is generalized and allows the flakes to vary in size and have a transmittance.
However, there are still some limitations and assumptions. First of all, we considered only
the case of perfectly aligned flakes. It is assumed that for non-aligned flakes, our method
should work with less accuracy. Investigation of the influence of flake alignment on the
method accuracy is one of the directions of future work. Another possible study is related
to the influence of the flakes with a matte/diffuse surface. In our study, they are specular
and do not have a diffuse component while in reality there exists partially diffuse flakes.
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Abstract: Active air spring suspensions can improve the vehicle ride comfort and meanwhile realize
the vehicle height regulation, and therefore, they have been widely used and studied. However,
to achieve better ride comfort and a satisfactory vehicle body height adjustment, the active air
suspension controller becomes an indispensable and significant part of the system. Since the nonlinear
suspension system possesses uncertainties, it is difficult to take into account both ride comfort and
height regulation. This study innovatively proposes an adaptive control algorithm to specifically
address the problem of vehicle height regulation and ride comfort for nonlinear active air suspension
systems with uncertainties. The accurate tracking to reference vehicle body height curves is realized,
and the ride comfort is also improved. Through simulations with two scenarios, it is illustrated
that the active air suspension controller owns better control effectiveness than the PID controller.
Compared with the PID controller, the designed controller can track the reference vehicle body height
curves faster and more accurately. The result also verifies the priority of the designed controller.

Keywords: active air suspension; nonlinear systems; uncertainties; adaptive control; Lyapunov stability

MSC: 93-10

1. Introduction

Automotive active suspension has been developed over the last few decades, and can
be controlled via a computer. An excellent automotive active suspension possesses lots of
advantages. Instead of driven suspension, the height of the car body above the ground is
kept at a reasonable value by adjusting its own parameters [1]. In this way, the handling
stability and the ride of the car can be highly improved through the appliance of automotive
active suspensions. However, the high cost and the high hardware requirements limit the
popularization and application of the automotive active suspension in automobiles.

Up to now, active suspension is gradually being widely used, and many papers
have proposed control methods of active suspension, such as H-infinity control [2–5].
The literature [6] proposes a synergetic law of discontinuous control of the active suspension
system of the car in order to reduce the influence of hysteresis and the dead zone. In the
literature [7], the paper has designed event-trigger control for the fuzzy T-S systems with
parameter uncertainties and disturbances. Simulations are given for the vehicle suspension
systems. Control methods such as adaptive harmonic control [8], double time-delay
feedback control [9] and nonlinear robust control [10] are adopted in active suspension
research. The literature [11] applies the voice coil motor (VCM) to the active suspension
in order to improve robustness of active suspension. Furthermore, the active suspension
is not only applied in automotive, but is also adopted in other fields. The literature [12]
outlines the potential for active suspensions in railway applications, and the literature [13]
investigates the lateral stability of this mobile robot when it reconfigures itself to adjust its
roll angle with the active suspension.

With the development of automobile suspension technology, people’s requirements
for vehicle riding comfort are also increasing. The appearance of automotive air suspension
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meets people’s needs [14,15]. The control link of the active suspension is equipped with a
device that is capable of producing a jerk, which can inhibit the impact force of the road
surface on the body and adjust the car body height [16]. The air suspension keeps the
constant driving height of the vehicle on different road surfaces by adjusting the charging
and discharging of the air suspension bag. The air suspension can also automatically
adjust the height of the body according to the speed and set different vehicle damping.
The research model of this paper is automotive air suspension. At the same time, many
studies have performed research on air suspension. The literature [17] presents a new
nonlinear adaptive sliding-mode control method for electronically controlled air suspension.
The literature [18] focuses on the evaluation of the dynamic load reduction at all axles of a
semi-trailer with an air suspension system. The literature [19] describes the structure and
design principle of the air suspension system, and makes an analysis and a discussion on
the key use effect, i.e., the damping effect. Different control methods are proposed, such as
the semi-active control strategy of the vehicle [20] and interconnected state control [21].

In this paper,the backstepping method is used to design the controller. Its main idea
is to recursively construct the Lyapunov function of the closed-loop system to obtain the
feedback controller, and to select the control law to make the derivative of the Lyapunov
function along the trajectory of the closed-loop system have a certain type of performance
to ensure the boundedness and convergence of the trajectory of the closed-loop system
to the equilibrium point. The method of backstepping is used in much of the literature.
The literature [22] presents an adaptive backstepping sliding mode tracking control method
for an underactuated unmanned surface vehicle. Adaptive backstepping is also adopted
in nonlinear systems [23] and is designed for trajectory tracking and payload delivery
in a medical emergency. In the literature [24], closed loop system characteristics with an
incremental backstepping controller are investigated through theoretical analysis when
both measurement biases and model uncertainties exist.

Adaptive control is also adopted to design the controller of the nonlinear air spring
suspension. Adaptation is the ability of a system to change its behavior in order to adapt
to a new environment. Therefore, adaptive control can be viewed as a feedback control
system that can intelligently adjust its own characteristics in response to changes in the
environment so that the system can work optimally according to some set criteria. The liter-
ature [25] presents a novel adaptive feedforward controller design for reset control systems.
Furthermore, adaptive control has been applied in different fields and is used to study
different objects [26,27].

From the above literature analysis, many references have proposed great control algo-
rithms and have obtained excellent results. Although some reports have studied the air
suspension system and have designed adaptive control algorithms; however, the uncer-
tainties of nonlinear air suspension systems, which has become a difficult problem, are
neglected by many designed control methods. Thus, this paper innovatively proposes an
adaptive control algorithm to specifically address the problem of vehicle height regulation
and ride comfort for nonlinear active air suspension systems with uncertainties. Under this
control method, both ride comfort and vehicle height regulation can be taken into account
when the uncertainty of a nonlinear system is considered.

The remainder of the paper is structured as follows. Section 2 established the controller
based on adaptive backstepping. In Section 3, simulation is given to the controller. Two
different road inputs are used to verify the controller effectiveness. Finally, Section 4
presents the conclusion of this research.

2. Problem Formulation and Controller Design

A physical model of automobile air suspension can be built as in Figure 1. Here,
zs is the vertical displacement of the sprung mass, zw is the vertical displacement of the
unsprung mass, zr is the pavement vertical input, ms is the sprung mass, mw is the unsprung
mass, cs is the damping coefficient of the suspension shock absorber, cw is the tire vertical
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damping, kw is vertical stiffness of the wheel table, and Q is the air mass flow through the
solenoid valve.

Figure 1. Physical model of air spring suspension.

According to the physical model shown in Figure 1, the dynamic model of sprung
mass is established as

Pas Aas + cs(żw − żs) + Fs = msz̈s (1)

where Pas is air spring chamber pressure, Aas is the effective cross-sectional area of the air
spring, and Fs is the upper bound is known to be uncertain.

The dynamic model of the unsprung mass is

kw(zr − zw) + cw(żr − żw)− Pas Aas

− cs(żw − żs) + Fw = msz̈w
(2)

where Fw is the upper bound is known to be uncertain. The dynamic model of the air
pressure chamber of the air spring is

Ṗas Aas(za0 + zs − zw) = −KPas Aas(żs − żw) + KRTQ + Fp (3)

where za0 is the air spring at the beginning of high degree, K is the variable index, R is the
ideal gas constant, T is the gas temperature, Fp is the upper bound, a known uncertainty.

The above formula can be sorted out:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

Ṗas = KRT
Aas(za0+zs−zw)

Q − KPas
za0+zs−zw

(żs − żw)

+
Fp

Aas(za0+zs−zw)

z̈s = Aas
ms

Pas +
cs
ms
(żw − żs) +

Fs
ms

z̈w = kw
mw

(zr − zw) +
cw
mw

(żr − żw)− Aas
ms

Pas

− cs
mw

(żw − żs)− Fw
mw

(4)

Let x1 = zs, x2 = żs, x3 = zw, x4 = żw, x5 = Pas, x6 = Aas
ms

ẋ5 +
cs
ms
(x4 − x2), Q = u,

Fs
ms

= F1, Fs
mw

= F3, Fp
ms(za0+zs−zw)

= F2.
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⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

ẋ1 = x2
ẋ2 = x6 + F1
ẋ3 = x4

ẋ4 = kw
mw

(zr − x3) +
cw
mw

(żr − x4)− ẍ1r + F3

ẋ6 = kRT
ms(za0+x1−x3)

u + cs
ms
(ẋ4 − ẋ2) + F2

− k
za0+x1−x3

(x6 − cs
ms
(x4 − x2))(x2 − x4)

(5)

The control objective is to design controller u, which can make x1 → x1r and stabilize
the system. Let z1 = x1 − x1r, z2 = x2 − x2r; x2r is a virtual control input. Design
x2r = −F̃1 − k1z1 + ẋ1r, where F̂1 is the estimated value of F1, and F̃1 is the error between
the true value and the estimated value, which can easily have F̃1 = F1 − F̂1

ż1 = ẋ1 − ẋ1r

= z2 + x2r − ẋ1r

= z2 − F̃1 − k1z1

(6)

Design the Lyapunov function V1 = 1
2 z1

2 + 1
2 γ−1

1 F̃2
1

V̇1 = z1ż1 + γ−1
1 F̃1

˙̃F1

= z1z2 − k1z2
1 − F̃1(z1 + γ−1

1
˙̂F1)

(7)

The dynamic equation of z2

ż2 = ẋ2 − ẋ2r

= x6 + F1 − ˙̂F1 + k1ż1 − ẍ1r
(8)

Let z3 = x6 − x6r; x6r is also the virtual control input.
Design

x6r = −k2z2 − z1 − k1ż1 + ẍ1r − F̂1 − F̃2 + φ1 (9)

where φ1 is a tuning function, which is undetermined, and F̃2 = F2 − F̂2. Design the
Lyapunov function V2 = 1

2 z2
2 + 1

2 γ−1
2 F̃2

2+V1

V̇2 =z2ż2 + γ−1
2 F̃2

˙̃F2 + V̇1

=z2z3 − k2z2
2 − k1z2

1 − F̃2(z2 + γ−1
2

˙̂F2) + z2γ1(φ2γ−1
1 − γ−1

1
˙̂F1)

+ F̃1(z2 − z1 − γ−1
1

˙̂F1)

(10)

Let
φ1 = γ1(z2 − z1) (11)

Combining φ1 = γ1(z2 − z1) and Equation (10), we can have

V̇2 = z2z3 − k2z2
2 − k1z2

1 − F̃2(z2 − γ−1
2

˙̂F2) + (F̃1 + z2γ1)(z2 − z1 − γ−1
1

˙̂F1) (12)

The dynamic equation of z3

ż3 =ẋ6 − ẋ6r

=
kRT

ms(za0 + x1 − x3)
u +

cs

ms
(ẋ4 − ẋ2) + F2

− k
za0 + x1 − x3

(x6 − cs

ms
(x4 − x2))(x2 − x4)

− ẋ6r

(13)
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Design

u =− ms(za0 + x1 − x3)

kRT
(

cs

ms
(ẋ4 − ẋ2) + F̂2

− k
za0 + x1 − x3

(x6 − cs

ms
(x4 − x2))(x2 − x4) + k2ż2

+ ż1 + k1z̈1 − ...
x 1r − φ̇1 + k3z3 + z2 − φ2 − φ3),

(14)

where φ2 and φ3 are also undetermined tuning functions. Plugging u into (13) yields

ż3 = − ˙̂F2 +
˙̂F1 + F̃2 − k3z3 − z2 + φ2 + φ3 (15)

Design V3 = 1
2 z3

2+V2

V̇3 =z3ż3 + V̇2

=z3γ2(φ3γ−1
2 − γ−1

2
˙̂F2) + F̃2(z3 − z2 − γ−1

2
˙̂F2)

+ z3γ1(φ2γ−1
1 + γ−1

1
˙̂F1) + (F̃1 + z2γ1)(z2

− z1 − γ−1
1

˙̂F1)−
3

∑
i=1

kiz2
i

(16)

Let φ2 = γ1(z1 − z2),φ3 = γ2(z3 − z2)

V̇3 =(F̃2 + z3γ2)(z3 − z2 − γ−1
2

˙̂F2)

+ (F̃1 + z2γ1 − z3γ1)(z2 − z1 − γ−1
1

˙̂F1)−
3

∑
i=1

kiz2
i

(17)

Design ˙̂F1= (z2 − z1)γ1 and ˙̂F2= (z3−z2)γ2, which leads to V̇3 ≤ 0. According to
Barbalat’s lemma, we can have zi approaches 0 when t approaches infinity.

When z̈1 = ż2 = ż3 = 0, the system zero dynamics is{
ẋ3 = x4

ẋ4 = kw
mw

(zr − x3) +
cw
mw

(żr − x4)− ẍ1r + F3
(18)

it can be inferred

ẍ3 +
cw

mw
ẋ3 +

kw

mw
x3 + ẍ1r − cw

mw
żr +

kw

mw
zr − F3 = 0 (19)

The characteristic equation is

s2 +
cw

mw
s +

kw

mw
= 0 (20)

As cw > 0, kw > 0, mw > 0, cw
mw

> 0, kw
mw

> 0 can be inferred. The coefficients of the
characteristic equation of the second-order zero-dynamic system are all positive, so the
zero-dynamic system is stable. x3, x4 is bounded when the road inputs that the value of
zr, żr , the reference signal ẍ1r and uncertainty F3 are bounded.

3. Simulation Verification

In order to verify the effectiveness of the adaptive control method, simulation ver-
ification is carried out. There are two scenarios. The first case is the pavement vertical
input zr = 0.01 sin 2πt and x1r = 0.01 sin 2πt. The other case is x1r = 0, and the pavement
vertical input is random. The vehicle parameters in simulation are shown in Table 1 below.
The controller parameters are shown in Table 2 below [28].
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Table 1. Vehicle parameters.

Parament Value Parament Value

ms 1535 kg mw 400 kg
cw 10,000 Ns/m kw 650,000 Ns/m
cs 11,086 Ns/m K 1.4
T 293.15 k R 287.1

Table 2. Controller design parameters.

Parament Value Parament Value

k1 100 k2 100
γ1 100 γ2 100

3.1. Sinusoidal Road Input

In the sinusoidal road input simulation process, the parameters are set as follows.
The vehicle height was adjusted under a vertical input of zr = 0.01 sin 2πt, the initial
height of air sprung za0 = 0.03 m, the uncertain outer boundary perturbation input
F1(t) = F2(t) = 0.01, x1 is initialized as 0.2 m, and other states are initialized to 0. The sam-
pling time is 0.001 s and the simulation results are shown in Figures 2–7.

Figure 2 shows the tracing effect of the car body height on the reference trajectory in
the process of vehicle height adjustment. Under control of the controller, the tracing curve
of the car body height almost coincides with reference trajectory. As z1 = x1 − x1r , z1 = 0
can be inferred. Figure 3 is the curve of z1, which confirms z1 = 0. Compared with the PID
controller, the designed controller can not only track the reference curve more accurately,
but also make the error more inclined to 0.

Figure 2. Tracing curve of vertical displacement of sprung mass.

Figure 4 is the state curve of car body speed. Compared with the design controller,
the PID controller has greater fluctuation of the speed curve. The corresponding system
state error under the proposed control algorithm is shown in Figure 5. Combining Figure 4
and Figure 5, the car body completes the car body height adjustment with a smooth curve
under the proposed control algorithm. The value of the system state error z2 approaches 0
after a very short period of fluctuation.
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Figure 3. Tracing error curve of vertical displacement of sprung mass.

Figure 4. State curve of car body speed.

Figure 5. State curve of z2.

Figure 6 is the state curve of car body acceleration. As shown in the picture, the value
of x6 approaches 0 and the fluctuation is small. Figure 7 is the state curve of the controller.
However, in both figures, the PID controller takes longer to stabilize and has a larger
fluctuation range. The simulation confirms that the controller can keep stable.
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Figure 6. State curve of car body acceleration.

Figure 7. State curve of controller.

From Figures 2–7, the system remains stable under the control of the controller, which
shows that the control algorithm is effective. Compared with the PID controller, the de-
signed controller achieves better control effects.

3.2. Random Road Input

In the process of the random input of pavement simulation, the vertical input of the
pavement is filtered white noise (Figure 8)

żr(t) = −2πn1vzr(t) + 2πn0

√
Gq(n0)vw(t) (21)

The parameters are set as follows. n1 is the lower cutoff frequency, v is speed of the
car, n0 is the spatial reference frequency, and Gq(n0) is the coefficient of road roughness.
Class A uneven pavement is used in the simulation, where n0 = 0.1 m−1, Gq(n0) =
16 × 10−6 m3, n1 = 0.01 m−1, and v = 10 m/s.
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Figure 8. Vertical input for Class A uneven road surface.

The vehicle height was adjusted under a vertical input of zr = 0.01 sin 2πt and an
initial height of air sprung za0 = 0.03 m; the uncertain outer boundary perturbation input
F1(t) = F2(t) = 0.01, all states are initialized to 0, and the sampling time is 0.001 s.

The simulation results are shown in Figures 9–13. Figure 9 presents the difference be-
tween the state curves for the vehicle body height with and without the controller. Under the
control of the controller, the state curves for the vehicle body height still have a certain level
of fluctuation, but it is too small to be seen. Figure 10 shows the state curves for the vehicle
body height tracking error. Combining the two figures, it can be seen that the controller
can effectively reduce the variation range of the process of the car body height adjustment,
which means that the controller reduces the car body vibration created by the road input.

Figure 9. State curves for the vehicle body height.

Figure 11 shows the state curves for vehicle body velocity. During the process of car
body height adjustment, the value of the vehicle body velocity increases and changes greatly.
In contrast, the state curves for the vehicle body velocity keep stable under the control of the
controller. However, like x1, x2 has small fluctuations but they are too small to be seen.

Figure 12 shows the state curves for the vehicle body acceleration. With the designed
controller, the vertical acceleration of the body is reduced and thus, the comfort is improved.
Under the condition of no controller, the fluctuation of the vehicle body acceleration
state curve is large. The PID controller cannot reduce the fluctuation amplitude of the
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body acceleration curve. Compared with the PID controller, the designed controller is
more efficient.

Figure 10. State curves for the vehicle body height tracking error.

Figure 11. State curves for the vehicle body velocity.

Figure 12. State curves for the vehicle body acceleration.
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In the process of the vehicle body height adjustment, the state curves of the controller
are shown in Figure 13. Compared with the PID controller, the designed controller has a
shorter settling time and faster stabilization.

Figure 13. State curves of the controller.

4. Conclusions

In this paper, an adaptive control algorithm for the vehicle height adjustment of
nonlinear air suspensions is proposed to improve the vehicle ride comfort. The designed
algorithm can track the reference height curve, and the stability of the nonlinear air suspen-
sion systems with uncertainties is guaranteed by Lyapunov stability theory. Two different
simulations are carried out to verify the effectiveness of the proposed controller. In the case
of sinusoidal road input, the controller can track the reference value of body height well
and make the corresponding error tend to 0. In the case of random road input, the controller
reduces the fluctuation of the vertical parameters and improves the ride comfort. The fol-
lowing research will focus on the experimental verification of the proposed controller.
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