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Preface to ”Hydrodynamics and Heat Mass Transfer
in Two-Phase Dispersed Flows in Pipes or Ducts”

Two-phase gas–liquid and gas-dispersed flows are frequently encountered in the energy, nuclear,

chemical, geothermal, oil and gas and refrigeration industries. Two-phase gas–liquid flows can occur

in various forms, such as flows transitioning from pure liquid to vapor as a result of external heating,

separated flows behind a flow’s sudden expansion or constriction, dispersed two-phase flows where

the dispersed phase is present in the form of liquid droplets, or gas bubbles in a continuous carrier

fluid phase (i.e. gas or liquid). Typically, such flows are turbulent with a considerable interfacial

interaction between the carrier fluid and the dispersed phases. The interfacial heat and mass transfer

is very important in the modeling of such flows. The variety of flow regimes significantly complicates

the theoretical prediction of hydrodynamics of the two-phase flow. It requires the application of

numerous hypotheses, assumptions, and approximations. Often the complexity of flow structures

makes it impossible to theoretically describe its behavior, and so empirical data are applied instead.

The correct simulation of two-phase gas–liquid flows is of great importance for safety’s sake and the

prediction of energy equipment elements.

This Special issue discusses papers related to various aspects of the hydrodynamics and heat

mass transfer in two-phase gas–liquid and gas-dispersed flows in pipes or ducts. They can be used

as well as in basic sciences and vast applications. Authors from Russia, China, the U.S.A., the U.K.,

India, and Singapore published their recent contributions for this Special Issue. We are happy to see

that all papers present findings characterized as unconventional, innovative, and methodologically

new. We hope that the readers of the journal Water can enjoy and learn about experimental and

numerical study of two-phase flows using the published material and share the results with the other

researchers. In total, 11 papers were presented in this Special Issue (2 of them are reviews and 9

papers are the article) and 3 papers from this list are feature papers.

The main goals of this Special Issue are to present the recent advances in experimental

and numerical studies of hydrodynamics and heat mass transfer in two-phase gas–liquid and

gas-dispersed flows in pipes or ducts for engineering and natural systems that can be very useful

for researchers and engineers in heat transfer and heat exchangers communities.

Maksim Pakhomov and Pavel Lobanov

Editors
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Editorial

Hydrodynamics and Heat Mass Transfer in Two-Phase
Dispersed Flows in Pipes or Ducts
Maksim A. Pakhomov 1,* and Pavel D. Lobanov 2

1 Laboratory of Thermal and Gas Dynamics, Kutateladze Institute of Thermophysics, Siberian Branch of
Russian Academy of Sciences, Acad. Lavrent’ev Avenue, 1, 630090 Novosibirsk, Russia

2 Laboratory of Physical Hydrodynamics, Kutateladze Institute of Thermophysics, Siberian Branch of Russian
Academy of Sciences, Acad. Lavrent’ev Avenue, 1, 630090 Novosibirsk, Russia; lobanov@itp.nsc.ru

* Correspondence: pakhomov@ngs.ru or pakhomov@itp.nsc.ru

Two-phase gas-liquid and gas-dispersed flows are frequently encountered in energy,
nuclear, chemical, geothermal, oil and gas and refrigeration industries. Two-phase gas-
liquid flows can occur in various forms, such as flows transitioning from pure liquid to
vapor as a result of external heating; separated flows behind a flow sudden expansion or
constriction; and dispersed two-phase flows, where the dispersed phase is present in the
form of liquid droplets or gas bubbles in a continuous carrier fluid phase (i.e., gas or liquid).
Typically, such flows are turbulent with a considerable interfacial interaction between
the carrier fluid and the dispersed phases. The interfacial heat and mass transfer is very
important in the modeling of such flows. The variety of flow regimes significantly com-
plicates the theoretical prediction of the hydrodynamics of the two-phase flow. It requires
the application of numerous hypotheses, assumptions, and approximations. Often, the
complexity of the flow structure makes it impossible to theoretically describe its behavior,
and so empirical data are applied instead. The correct simulation of two-phase gas-liquid
flows is of great importance for safety and the prediction of energy equipment elements.

Therefore, understanding and controlling such flows demands study of the transport
phenomenon in different macro- and microscales. Currently, the fast development of
computer facilities allows numerical or experimental investigations of two-phase gas–
liquid and gas-dispersed flows to be carried out in complicated flows of geometry; this can
be considered an effective method to solve the abovementioned tasks.

This Special Issue presents papers related to various aspects of hydrodynamics and
heat mass transfer in two-phase gas–liquid and gas-dispersed flows in pipes or ducts. These
findings can also be used in basic sciences and in a vast range of applications. We consider
the main goals to have been successfully reached. Authors from Russia, China, the USA,
the UK, India and Singapore have published their recent contributions in this Special Issue.
Here, we present 11 papers (2 are reviews and 9 are articles). Three papers from this list are
feature papers in this Special Issue. We are happy to see that all papers present findings
characterized as unconventional, innovative, and methodologically new. We hope that
the readers of Water can enjoy and learn about the experimental and numerical study of
two-phase flows using the published material and share their results with other researchers.

The main goals of this Special Issue were to present recent advances in experimental
and numerical studies of hydrodynamics and heat mass transfer in two-phase gas–liquid
and gas-dispersed flows in pipes or ducts for engineering and natural systems. These
findings can be very useful for researchers and engineers in heat transfer and heat exchanger
communities. The following paragraphs provide a short overview of the published articles.

Review paper [1] presents a comparative analysis of the capabilities of various ex-
perimental techniques for studying droplet entrainment in annular gas–liquid flows. En-
trainment occurs due to the break-up of small-scale ripple waves propagating on top of
large-scale disturbance waves. This process must be studied in two planes simultaneously;
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the instantaneous film thickness must be measured over an area, together with the param-
eters of the entrained droplets. This goal cannot be achieved with conductance probes,
optical visualization, or Planar LIF. Re-emission or absorption techniques accompanied
with side-view visualization are suitable for this purpose. To reduce the errors caused by
optical distortions, usage of X-ray or near-infrared radiation is recommended.

A review of the experimental and numerical methods used for the investigation of
two-phase annular flow in vertical pipes, mainly in the last two decades, is provided by [2].
The variety of measured methods and numerical simulations are compared to highlight
their advantages and challenges. Experimental techniques were summarized and their
advantages and limitations were shown to readers. The advantages and deficiencies of
the numerical model are presented and discussed. Many previous theoretical or empirical
models considered the gas flow as one of the dominating mechanisms; they did not consider
the effect of gas superficial velocity in the formulas. These models did not predict the
annular flows well without the gas stream in the core zone of the pipe.

The authors of [3] proposed a method for modifying the inner surface of a mini-channel
by applying a laser pulse on the outer wall of the channel. The boiling of R-125 in the vertical
channel with a diameter of 1.1 mm and length of 50 mm was studied at varied pressures
and flow rates in channels with modified surfaces. A significant increase in the heat transfer
coefficient and critical heat flux was found. The increase in pressure leads to a reduction in
the effect of wall modification on the heat transfer coefficient. The results of this study can
be used for the development of advanced heat exchange devices based on mini-channels.

The influence of the discrete representation of the continuous bubble size distribution
on the flow structure inside the bubble column, as well as comparison between the poly-
disperse and monodisperse approaches, is shown in [4]. The authors use the Euler–Euler
approach to model the bubble flow dynamics. The turbulence of the carrier phase was
modeled by the k-ω SST model, considering the effect of additional turbulence produc-
tion due to the presence of bubbles. The population balance model was used to model
the bubble size distribution. The main aim of the paper was to propose and assess the
most compact discrete representation of the bubble size distribution capable of predicting
complex flow structure inside the bubble column reactor. The authors have shown that the
new hybrid discrete representation with only four classes of bubbles can capture the flow
behavior inside the column; additionally, with the increasing bubble size, the monodisperse
approach can be sufficient to predict important multiphase parameters, such as the volume
fraction of the dispersed phase or the specific interfacial area density.

An experimental study of the movement of bubbles after injection from a single
capillary in an inclined pipe was performed [5]. The high-speed shadowgraph method
and image analysis procedure are utilized. The dependencies of the velocity and average
size of gas bubbles on the angle of inclination of the pipe at various distances from the
place of gas injection are obtained. A map of regime parameters has been constructed,
according to which various flow regimes are classified. The regime parameters were
obtained, under which chains of bubbles were formed; no coalescence of the bubbles
occurred. This demonstrates that the increase in the gas flow rate leads to the coalescence
of bubbles and the destruction of bubble chains.

A Reynolds-averaged Navier–Stokes (RANS) Euler–Euler simulation of flow, turbu-
lence and heat transfer of droplet-laden flow in a ribbed duct was carried out in [6]. The
carrier phase turbulence was predicted using the elliptical blending second-moment closure
by observing the presence of droplets. The authors show that the mean and fluctuational
flow structures undergo significant modification in comparison with the straight duct. The
significant augmentation in the level of turbulent kinetic energy (up to 2 times) and heat
transfer (almost 2.5 times) in the ribbed duct two-phase mist flow, in comparison with the
single-phase rubbed flow, was predicted.

In the experimental and numerical studies of swirling flows in an aerial vortex reac-
tor [7], it was found that, similar to the case of two rotating liquids, a strongly swirling
jet is formed at the reactor axis and the entire flow takes on the structure of a miniature
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gas–liquid tornado. The aerating gas only interacts with the liquid through the free surface.
It was also revealed that the radial velocity component slips at the interface. Moreover,
despite the difference in density being more than three orders of magnitude, the spiral air
flow converging to the reactor axis forms a divergent vortex motion of the liquid medium.
This feature causes an intensification of the interphase mass transfer due to the high-speed
motion of the aerating gas.

The authors of [8] combine laser treatment and hot wire chemical vapor deposition
(HW CVD) for the change wettability of single-crystal silicon surface. The wetting proper-
ties varied from supehydrophilic to superhydrophobic. The influence of contact angle on
the spreading of falling water droplets for a Weber number of up to 40 was measured. A
new approach for the generalization of experimental data was suggested. The authors of [9]
investigated the effect of gravitational forces on the rate of evaporation of a water droplet
deposited on a structured surface. The comparisons were made between the dynamics
of evaporation of a sessile and suspended droplet. This was carried out by using a bifilar
surface with a seat and an experimental setup with a rotary mechanism. The authors
showed and hypothesized about the differences in the dynamics of evaporation for sessile
and suspended droplets.

The authors of [10] utilized the HW CVD method to the fabrication of highly efficient
hydrophobic separation membranes by depositing fluoropolymer coatings with different
wetting properties. The separation of emulsions of water and commercial crude oil was
studied. It was shown that membrane-wetting properties affect the rate and efficiency of
the separation. The incensement in water contact angle and decrement in the pore size
of membranes lead to higher separation efficiency. The optimal parameters for the use of
membranes for separating emulsions were found. The highest efficiency is achieved when
separating membranes with a superhydrophobic coating (water contact angle = 170◦) and
the minimum pore size (40 µm). It was shown that the proposed membranes can easily be
washed and reused with close-to-original properties.

The effect of wall proximity and surface tension on the single and rising bubble path
in still water close to the wall was numerically studied in [11] using OpenFOAM based
on the Volume of Fluid (VOF) method. The authors found that bubble motion and rising
close to the wall increases the drag and leads to an early transition from rectilinear to the
planar zigzagging regime. The bouncing motion of gas bubbles in pure water was studied.
The authors revealed the bubble motion in the spanwise direction is insignificant and the
bouncing motion is two-dimensional.

The advanced underpinning physics of the mechanism is summarized in several
groups, including wavy liquid film, droplet behavior, entrainment and local void fraction.
Unsteady annular two-phase flow has not been widely experimentally and numerically
studied and is not well understood. The current understanding of unstable annular flow
is generally derived from the steady-state case. Therefore, the investigation of unsteady
annular flow and the transient region of a stable flow is recommended with particular focus
on the wavy liquid film, gas core and entrained droplets.

All of the abovementioned reviews and research papers have demonstrated the impor-
tance and usefulness of two-phase gas-liquid and gas-dispersed flow studies, using both
measurements and numerical simulations for science and a range of applications.

Author Contributions: Conceptualization, M.A.P. and P.D.L.; writing—original draft preparation,
M.A.P. and P.D.L.; writing—review and editing. All authors have read and agreed to the published
version of the manuscript.

Funding: Authors are grateful to the state contract with IT SB RAS (Projects 121032200034-4 and
121031800217-8).
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Experimental Investigation of Mechanisms of Droplet
Entrainment in Annular Gas-Liquid Flows: A Review
Andrey V. Cherdantsev 1,2

1 Coherent and Nonlinear Acoustics Laboratory, Geophysical Acoustics Department, Geophysical Research
Division, Institute of Applied Physics, 46 Ulyanov Str., Nizhniy Novgorod 603950, Russia;
cherdantsev@itp.nsc.ru

2 Laboratory of Transfer Processes in Multiphase Systems, Kutateladze Institute of Thermophysics,
1 Lavrentiev Ave., Novosibirsk 630090, Russia

Abstract: Entrainment of liquid from the film surface by high-velocity gas stream strongly affects
mass, momentum and heat transfer in annular flow. The construction of basic assumptions for
simplified physical models of the flow, as well as validation of numerical models, requires detailed
experimental investigation of droplet entrainment process and the preceding stages of film surface
evolution. The present paper analyzes the achievements and perspectives of application of various
experimental approaches to qualitative and quantitative characterization of droplet entrainment.
Optical visualization in at least two planes simultaneously may provide enough information on
transitional liquid structures and detaching droplets, given that the side-view image is not obscured
by the wall film. A planar LIF technique is not suitable for this purpose, since real objects are hidden
by curved agitated interface and replaced by optical artifacts. To characterize the waves evolving into
the transitional liquid structures, film thickness measurements in the plane of the wall are necessary.
Such measurements can be achieved by intensity-based optical techniques, such as Brightness-Based
LIF, near-infrared or X-ray attenuation techniques, combined with the side-view observations.

Keywords: annular flow; disturbance waves; ripples; droplet entrainment; experimental methods

1. Introduction

At high gas content, gas-liquid flow follows an annular pattern: liquid film is formed
on the duct walls and sheared by high-velocity gas stream in the duct core. Interaction
of the liquid surface to strong gas shear produces waves of different types and scales. At
large gas and liquid flow rates, both the liquid and gas dispersed phase appears in such a
flow in the form of liquid droplets torn from the film surface and gas bubbles entrapped
by liquid film. Due to its high speed, intense mixing, and large interfacial area, annular
flow is widely used in heat exchangers, cooling systems, and chemical reactors. It occurs in
oil-and-gas production and transportation [1,2], gas purification, and propulsion engines.
It may also occur as a result of liquid boiling/evaporation or steam condensation in an
originally single-phase flow, as happens in nuclear industry [3] or solar energy plants [4].

Droplet entrainment is perhaps the most complex phenomenon among those taking
place in annular flow. The flow rate of liquid travelling as droplets may make up to 80%
of the total liquid flow rates even in the absence of heat flux [5]. As a result, the wall film
gets thinner, which affects the rate of heat removal from the heated duct walls. Liquid in
the entrained droplets is transported along the pipe with the speed close to that of the gas
stream (for comparison, the typical speed of the largest waves is an order of magnitude
smaller). The gas stream loses its energy on acceleration of entrained droplets; thus, the
pressure drop in the flow increases. Mass and heat exchange between the wall film and the
gas core is also intensified. Entrained droplets may hit the film surface creating either a
large number of small-size droplets (“secondary entrainment”), or a large number of small
bubbles entrapped in the liquid film. Entrapped bubbles, as well as the perturbation of the
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film surface created by impacting droplets may serve as nucleation sites for formation of
dry spots on heated walls. The presence of droplets and bubbles increases the interfacial
area thus enhancing heat transfer and chemical reactions between the phases. The droplets
also affect the turbulence in the gas phase: small droplets attenuate the turbulence and
large droplets augment it, see [6].

It is not surprising that understanding the entrainment physics is of high importance
for industrial applications. Numerous experimental studies were devoted to measuring the
properties of droplets in annular flow. The droplet flow rate was measured in an integral
manner, using sampling probes [7], a film extraction technique [8], and tracer additives [9].
The size and velocity distributions of entrained droplets were measured by the diffraction
technique [10], Doppler anemometry [11], and interferometry [12]. To study the droplets,
the film is usually extracted from the pipe walls to provide a clear view.

At present, the prediction of entrainment is mainly made in form of correlations,
providing an empirical generalization of droplet parameters [13,14]. There exist numer-
ical models of entrainment [15–18], but the dynamics of the modeled flow vary greatly
in different computational setups used by different authors. The construction of simpli-
fied physically-based models of entrainment is possible, but it critically depends on basic
assumptions employed in the models. Previous attempts to create such models [19–21] re-
quired strong empirical corrections, effectively reducing each model into another empirical
correlation (see [22]).

To construct the basic assumptions for the simplified physical models, and to validate
the numerical models of the process, it is necessary to study the very process of entrainment
(i.e., the physical events leading to detachment of droplets) on both qualitative and quanti-
tative levels. One needs to understand the whole process of deformation of the film surface
leading to the detachment of droplets; the parameters of the evolving film perturbations
and deformed liquid structures must be measured at each stage of their evolution, together
with the parameters of the droplets created in the process of the interface destruction. Such
studies are relatively rare in the field, and some observations and their interpretations in
different studies contradict each other.

In the present paper we analyze the available experimental results on the process of
droplet entrainment from film surface. It should be noted that secondary entrainment
due to droplet impact, bubble burst, or break-up of a liquid membrane in transitional
slug/churn flow are ignored here, though the main methodical conclusions of the present
paper are also applicable for these processes. The paper is structured in relation to the meth-
ods of investigation. However, the description of each technique also presents the method’s
contribution to the current understanding of entrainment physics and the method’s ca-
pability to further elucidate the entrainment process. Thus, the name of each chapter
consists of two parts, with the second part reflecting the method’s role in the development
of our understanding.

2. Non-Optical Techniques: From Wave Shape to First Entrainment Hypotheses

The main number of techniques suitable for studying the entrainment process can be
considered “optical”, even if they employ radiation with a wavelength out of the visible
spectrum. Nonetheless, a large number of studies were carried out based on non-optical
techniques, and some of these studies have exerted their influence on the present field
of knowledge.

Both conductance and capacitance methods are based on measuring the conductiv-
ity/capacity, respectively, between the electrodes contacting liquid. The electrodes may be
flush-mounted into the duct wall or introduced into the flow (“parallel-wire” or “twin-wire”
probes). In the former configuration [23–25], the dependence of the probe signal on film
thickness gets saturated at a certain thickness value, defined mainly by the probe size, i.e.,
the distance between the flush-mounted electrodes. The signal of the probe is averaged
over this distance, so the spatial resolution of the probe is limited by the probe size. Because
of that, the shape of the waves with a longitudinal size comparable to the probe size will be
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distorted in the probe record, not to mention the detection of any fine liquid structures on
top of large waves. Reducing the probe size might improve the spatial resolution, but it
will also reduce the range of measurable film thicknesses. The twin-wire probes [26–28]
have linear calibration dependence and generally better spatial resolution compared to
flush-mounted probes. On the other hand, they might perturb the flow; besides, a capillary
meniscus can be formed around the wires affecting the measurements.

Such probes were intensively used to obtain temporal records of film thickness and
study the wave structure. It was established that the appearance of entrained droplets
(detected based on visual observations or sampling probe studies) requires the presence
of large-amplitude liquid structures on the film surface. These structures are known
as “disturbance waves”. Due to the limitations of the technique described above, the
disturbance waves in such records have a smooth shape with a steep front slope and a single
well-pronounced crest (Figure 1). Based on this shape, two hypotheses were proposed
in [29]: shearing-off the disturbance wave crests and wave undercutting (Figure 2). Though
these hypotheses did not receive any direct experimental confirmation, they remain the
most popular in the literature; the former hypothesis is used as the basic assumption in
majority of the aforementioned simplified physical models.
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The non-optical techniques have wider capabilities than merely taking film thickness
records in one point. It is possible to create multi-component probes, obtaining the records
simultaneously in many points, obtaining the film thickness records resolved along one [30]
or two [31,32] spatial coordinates. E.g., in [30] it was found that the waves on the base film
are produced at the rear slope of the disturbance waves, and in [31] it was shown that the
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disturbance waves, even if they are closed around the pipe circumference, show strong
amplitude variation in circumferential direction and also large temporal variation as they
propagate downstream. Nonetheless, such approaches are limited by the wall film mea-
surements and are hardly suitable for studying the droplets simultaneously with the waves.
The measurements in the central part of the duct can be made with tomographic modifica-
tions of conductance/capacitance techniques, namely, wire-mesh sensor [33] and electric
capacitance tomography [34], respectively. Such approaches allow one to reconstruct instan-
taneous distributions of the liquid phase in one cross-section of the duct. However, these
measurements are not resolved in longitudinal coordinate; the results are also averaged
over the distance between the sensor layers; the accuracy of the reconstruction is also quite
limited by the large distance between neighboring wires or by the number and size of the
capacitance plates.

3. Shadow Visualization: From Simplicity to Complexity

Optical techniques are convenient for observing a large spatial domain. Thus, it is
easy to observe a complex object evolving in time and shifting in space; multiple objects
of a different nature (e.g., waves and droplets) can be studied simultaneously. In the
further analysis, we consider only the approaches employing domain-based measurements
and ignore the techniques limited to pointwise applications such as laser focus displace-
ment [35], total internal reflection [36], chromatic confocal imaging [37], etc. Moreover,
in this section we only discuss the direct optical visualization approach, which normally
consists in imaging the flow illuminated by white light.

Obviously, one camera can see one spatial plane. Three spatial coordinates would define
three main working planes. We denote the axis parallel to the flow direction—longitudinal
coordinate—as x. The transverse coordinate parallel to the wall over which the film flows is
denoted as y. The transverse coordinate orthogonal to the wall and the film surface is denoted
as z. In pipes, y-coordinate can be referred to as the circumferential or azimuthal coordinate
and can be also replaced by the azimuthal angle in polar coordinates with the origin at the
pipe axis. Respectively, the z-coordinate can be referred to as the radial coordinate, and x as
the axial coordinate.

The simplest way to visualize flow in pipes is to obtain backlit images in x-y planes.
The lamp is placed on one side of the pipe, and the camera “sees” this light passing through
the flow. In the very first studies it was observed that the disturbance waves have a “milky”
appearance due to strong agitation of their surface. This alone contradicts the “smooth”
profiles of disturbance waves obtained by low-resolution conductance probes as mentioned
above, and to the related hypotheses.

For annular flow inside pipes the whole pipe wall is covered by agitated liquid
film. Therefore, it is quite difficult to organize a clear view of the objects in the gas core
through this interface. On the other hand, it is generally agreed that the disturbance waves
are qualitatively the same in ducts of different size, shape and orientation, despite the
related quantitative difference in wave parameters. The first comprehensive study of the
interrelation between the roughness of disturbance wave surface and liquid entrainment
was made in [38] on a liquid film flowing along the bottom of a horizontal rectangular
duct by viewing the film from the top (i.e., in the x-y plane). It was found that there exist
smaller-scale horseshoe-shaped “ripples” on top of disturbance waves (Figure 3). Under
the action of gas shear, these ripples got stretched like soap bubbles and broken into a
number of droplets. This scenario is more complex than those proposed in [29]. Moreover,
it is more plausible: shorter structures are easier to deform and break by the gas stream
than the whole crest of a disturbance wave, which normally has a large longitudinal size of
the order of 1 cm. Some more recent visualization studies in pipes (e.g., [18,39]) generally
follow the pattern proposed in [38].
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Figure 3. Visualization of entrainment due to break-up of ripples on top of a disturbance wave in a
horizontal rectangular duct in the x-y plane [38].

The same process was observed later in [40] in the y-z plane. This camera was oriented
along the pipe axis through a specially organized viewing window. Although in this
configuration it is impossible to distinguish between the disturbance waves and ripples on
top of them, the deformed liquid structures being shattered into droplets can be clearly seen.
Using an analogy with secondary atomization of droplets in a gas stream, the entrainment
events were separated into two types: bag break-up and ligament break-up (Figure 4). The
former (Figure 4a) is very likely the same as the process observed in [38]: part of a wave is
blown into a liquid bag; at some point, this bag gets torn into many droplets. During the
latter (Figure 4b), an isolated liquid jet (“ligament”) is formed from the film surface; this
ligament is then broken into a small number of relatively large droplets. The break-up of a
ligament is reminiscent of Rayleigh–Plateau instability. Later, similar observations were
made in [41,42].
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The direct visualization of the entrainment process in the x-z plane was made in [43].
In this work, there was clear optical access to the breaking wave and droplets, since the film
was flowing on the outer surface of a cylinder (namely, part of a rectangular rod bundle
mimicking nuclear installations). Again, bag and ligament break-up can be observed
(Figure 5). It is also quite clear that only a small fraction of a disturbance wave—namely, a
short ripple on its surface—directly participates in the entrainment process.
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Figure 5. Visualization of entrainment due to bag break-up (a) and ligament break-up (b) on the
outer surface of a vertical cylinder in the x-z plane [43].

It is also educational to see the entrainment visualization presented in the works [44,45],
where laboratory-modeled sea waves were studied in a large (20 m by 2 m by 2 m) tank
sheared by strong wind. The visualization was carried out in both the x-z and x-y planes,
and the same events of bag and ligament break-up were observed (Figure 6). In this case it
is especially clear that the wind does not tear off the crests of the large-scale waves, which
are orders of magnitude higher and longer than the disturbance waves in annular flow.
On the opposite, the typical transverse size of the bags created on the surface of deep
gas-sheared liquid layer, is of the order of 1 cm. The transverse and longitudinal size of the
ripples broken into droplets in the annular flow is of the same order of magnitude [46].

For both the thin-film flow [43] and the deep-layer flow [45], it is reported that the
liquid bag consists of a thin central film and a thicker rim around it. The central film is
broken first into small droplets; afterwards, the rim is broken into larger droplets.

The entrainment events presented in Figures 3–6 are essentially three-dimensional.
The only expected kind of symmetry is the bilateral symmetry of a liquid bag, which is also
not necessarily true. Quantitative optical investigations require simultaneous imaging of
the entrainment events in at least two planes.
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Figure 6. Visualization of entrainment: (a) due to bag break-up in the x-z plane; (b) ligament break-up
in the x-y plane on surface of a 2 m deep gas-sheared liquid layer [44].

Such investigation can provide the dynamic characteristics of the transitional liquid
structure (i.e., bag or ligament), together with the characteristics of the entrained droplets.
However, the important characteristics of liquid film, including the parameters of the
disturbance wave and three-dimensional evolution of the ripples that serve as the basis for
formation of the transitional liquid structures, cannot be extracted merely from shadow
visualization. An additional technique applicable for film thickness measurements and
compatible with optical visualization is required.

4. Planar Laser-Induced Fluorescence (PLIF) Technique: Deceptive Clarity

The planar LIF method is based on direct imaging of one section of a liquid film
(doped with fluorescent dye) illuminated by a laser sheet. The sheet is usually oriented in
the x-z plane, and the camera views the fluorescing liquid along y-axis. For annular flow,
this method is mainly applied in circular pipes [47–51]. In some of these papers [49,51],
the authors claim that entrainment events can be observed directly using PLIF technique.
Sometimes, such images are interpreted based on seeming similarity to previously reported
entrainment mechanisms [49], and sometimes, the interpretation involves the construction
of new hypotheses [51].

Figure 7 shows a number of such events presented in [49]. In this work, a downward
air-water annular flow was studied in a 32.4 mm diameter pipe. The bright areas in the
images are presumably occupied by liquid. The pipe wall is on the right-hand side of
each sub-image, and the interface is on the left. The flow direction is from top to bottom.
The events presented in Figure 7a,b were interpreted as shearing-off disturbance wave
crests and disturbance wave undercutting, respectively, since they are reminiscent of the
images shown in Figure 2. Figure 7c shows a structure reminiscent of a liquid ligament (see
Figures 4b, 5b and 6b). Figure 7d-e and Figure 7f are interpreted, respectively, as bursting
of a large bubble and droplet impingement, discussed in [29] and before.

In [51], upward annular flow was studied in a 25 mm pipe. Figure 8b shows an
example sequence of PLIF-images. In this image, the pipe wall is on the left, and the
flow goes upwards. In total, five types of entrainment events were allegedly observed.
These events are not directly related to previously proposed hypotheses; instead, new
hypotheses are constructed. All the event types are alike; they are all related to the partial
disappearance of a disturbance wave image. The difference between the types is related to
which part of a wave disappears: the whole small-scale wave (type 1); the front part of a
large wave (type 2); the rear part of a large wave (type 3, see Figure 8); the top part of a
large wave (type 4); part of wave containing a bubble image (type 5).
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Figure 8. PLIF images in upward annular flow [51]. The event is interpreted as entrainment due to 
“shearing of the ending of the disturbance wave”. (a) A sketch illustrating the proposed interpreta-
tion; (b) A sequence of raw PLIF-images with part of a wave image disappearing. 

The images presented above may seem to be a direct visualization of the entrainment 
process, but this interpretation is doubtful from both hydrodynamics and optics points of 
view. Let us first list the issues related to hydrodynamics. The events shown in Figure 7(a-
b) exactly correspond to hypotheses based on speculation [29] and not observed with plain 
visualization. The ligament formation (Figure 7c) was observed indeed in visualization 
studies, but in all cases the ligaments are oriented along the flow (see Figures 5b, 6b, and 
13b), whilst in Figure 7c it is oriented against the flow. All the entrainment “types” sug-
gested in [51] assume that a very strong and narrow gas jet literally cuts through the 

Figure 7. PLIF-images of downward annular flow [49]. The presented events are interpreted as:
shearing-off disturbance wave crests (a); disturbance wave undercutting (b); liquid ligament (c);
bubble burst (d,e); droplet impingement (f).
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Figure 8. PLIF images in upward annular flow [51]. The event is interpreted as entrainment due to
“shearing of the ending of the disturbance wave”. (a) A sketch illustrating the proposed interpretation;
(b) A sequence of raw PLIF-images with part of a wave image disappearing.

The images presented above may seem to be a direct visualization of the entrainment
process, but this interpretation is doubtful from both hydrodynamics and optics points of view.
Let us first list the issues related to hydrodynamics. The events shown in Figure 7a,b exactly
correspond to hypotheses based on speculation [29] and not observed with plain visualization.
The ligament formation (Figure 7c) was observed indeed in visualization studies, but in all
cases the ligaments are oriented along the flow (see Figure 5b, Figure 6b, and Figure 13b),
whilst in Figure 7c it is oriented against the flow. All the entrainment “types” suggested in [51]
assume that a very strong and narrow gas jet literally cuts through the liquid, “slicing” it in
chunks. Such behavior does not look plausible, especially with a low gas speed of 6 m/s.
Besides, the probability of all entrainment events in [51] is reported to decrease quickly with
increasing gas speed, which also contradicts all measurements of entrainment intensity (see,
e.g., [13,14]).

From an optics point of view, it is not likely that the process of entrainment can be
directly observed in the PLIF-images without any distortion. Analysis of optical distortions
related to PLIF-imaging in pipes was carried out in [52,53], though these papers mainly
dealt with the error of film thickness measurements. At present, no analysis considering
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optical distortions for PLIF-visualization of the entrainment phenomena is presented in the
literature. For that reason, such analysis will be carried out in the present review.

Let us start with a simple case of annular film with nearly uniform thickness. An
example of a raw PLIF-image for such case (flow of liquid film falling under the action of
gravity along the inner walls of a vertical pipe) is shown in Figure 9. A typical PLIF-image
consists of a bright stripe near the pipe wall and a dark area above it. There also might
appear a thin bright line above the film image far in the dark area (so-called “ghost image”).
It should be noted that there appear to be some “barbs” on the film surface (at x = 6 mm and
x = 20 mm), even in absence of gas flow and entrainment. A straightforward interpretation
of PLIF-images is that the bright stripe shows the film profile and the dark area shows the
gas above this film in the illuminated pipe section.
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Figure 9. Raw PLIF-image of a falling film flow in a vertical 32.4 mm pipe; taken from the experi-
mental data set [52]. (1) PLIF-image of liquid film (both true and false image, see below); (2) “Ghost”
image of the film seen through the pipe wall.

To understand how correct this interpretation is, let us consider the application of
the PLIF method to a waveless liquid film with a uniform thickness of 5 mm in a 50 mm
diameter pipe (the numbers are arbitrary and do not quantitatively change the conclusions).
A portion of such a pipe section is sketched in Figure 10; the interface is shown by thick
blue line, and the pipe inner wall by thick black line. One longitudinal section of the film is
illuminated by a laser sheet (shown by the pale green rectangle). The camera is viewing
the pipe from the right. For simplicity, we assume that the angle between the camera axis
and the laser sheet plane is 90◦, and the rays going to camera are parallel. In addition, we
neglect the refraction on the pipe inner wall. This assumption implies the same refraction
coefficient for the liquid and pipe wall (e.g., if the pipe is made of FEP, see [49]), and a flat
vertical outer wall of a pipe on the right-hand side (i.e., if the pipe is placed into an optical
box, see [49]). The ray tracing is very simple here, based merely on Snell’s law, Fresnel
equations, equality of the angles of incidence and reflection, and the geometry of the film
and pipe. Namely, the ray path is defined by the angle α between the vector connecting the
origin to a particular point at the interface, and the z-axis. The angle of incidence is then
defined as π/2—α if this angle exceeds the angle of total internal reflection or TIR-angle
(48.6◦ for air-water system), the ray will not pass through the interface.

As illustrated by the rays drawn in Figure 10, the real picture is quite different from
the straightforward one. The rays passing through the illuminated section of the liquid film
(shown by red lines in Figure 10 between z = –20 mm and z = –25 mm) indeed collect the
fluorescence emitted by the laser-illuminated liquid film and show the real profile of film
thickness (zone A). The rays slightly above this section (shown by magenta lines, between
z = −20 mm and z = −18.5 mm) are totally internally reflected from the interface. After
reflection, these rays also pass through the illuminated section of the film, so they also
deliver fluorescence to the camera image, creating a false film image (see also [53]). The
false image width is about 30% of that of the real image for a film of constant thickness
(zone B). The false image is also deformed (namely, non-uniformly compressed along z)
and turned upside down. Thus, the border of the bright stripe in the PLIF image does not
correspond to the real interface, even if the 30% increase is taken into account. The real
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interface is inside the bright stripe. The brightness of real and false images is approximately
the same, so the position of the true interface cannot be detected based on brightness values.
Although sometimes a thin brighter or darker line can be seen where the true interface is
located, its presence is not guaranteed [52].
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The rays passing above the false image (shown by black lines, between z = −18.5 mm
and z = −15 mm) are also totally internally reflected at the interface but they do not pass
through the illuminated section of the film, so the pixels collecting fluorescence along
these rays remain dark (zone C). These rays do not enter into the gas phase, so the image
collected by them has no relation to the gas section above the film. Thus, any object above
the film surface in the illuminated section (like an entrained droplet drawn in Figure 10 or
a deformed liquid structure) cannot be seen by the camera in areas B and C.

Such objects can be observed in zone D by the rays passing even higher (the blue lines
in Figure 10, for z > −15 mm). These rays do penetrate into the gas phase, though the
reflection coefficient may be still high closely to zone C. The transmitted rays are refracted
and hit the interface at different points. Those rays which pass through the illuminated
section of the film (at z ~−13–14 mm for the circular interface) would create the ghost
image of the film (as the one shown in Figure 9). Additionally, the interpretation of such
an image as a reflection of the fluorescence from the farther wall of the pipe, proposed
in [52], is incorrect: it is just fluorescence seen by the rays refracted at the closer wall. If
some objects like droplets are in the laser sheet above the film, they absorb the light and
emit fluorescence, so they can be seen in zone D. However, these objects will be seen far
from the film image, separated by the false image zone B and the blind zone C; their images
will be distorted by the curved interface even in the case of a smooth film of constant
thickness. Moreover, in the flow conditions where droplets or complex liquid structures
may appear, the whole film surface would be agitated with short-length three-dimensional
waves. In this case, even the ghost image disappears from the PLIF-images due to strong
distortions. Each interface perturbation on the optical path would work as a lens massively
distorting the images of droplets, especially if the “focus distance” of such a “lens” is small
compared to the distance from a droplet to the “lens”. Even worse, the laser sheet itself
may be refracted at the agitated interface.

Given the above, none of the interpretations provided for Figure 7 is correct. The bright
spots near the apparent interface (Figure 7a,b,f) are not related to droplets which cannot be
seen in such a system. If the elongated structures connected to the interface, interpreted
as liquid ligaments (specified for Figure 7c, but also observable for Figure 7a,b,f), were
real, they would have not been visible in PLIF-images, being also hidden from view by an
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inclined interface. Only the bubble shown in Figure 7d,e is possibly a real large bubble.
Most likely, this bubble is located between the laser sheet and the camera, judging by the
bright longitudinal line in its center. A more detailed description of how to distinguish the
real y-position of a bubble relative to the laser sheet can be seen in Section 3.4 in [52]. It is
still unclear whether that bubble has actually burst or its upper border (i.e., thin liquid film
covering the bubble) has just disappeared from view.

To properly interpret the images shown in Figures 7 and 8, one needs to answer
two questions:

(1) How a bright isolated area may appear in PLIF-images?
(2) How a part of a bright area connected to the film image may disappear?

The simple modeling shows that both questions have the same answer and that this
answer is related to the presence of three-dimensional waves on the film surface between
the laser sheet and the camera, mainly in zones B and C shown in Figure 10. If all the
waves were perfectly two-dimensional, i.e., if the cross-section of the interface was always
circular (with only the radius varying due to passage of waves), the PLIF-image would
have consisted only of the true and false film images, with an approximately constant ratio
of their sizes. However, for three-dimensional waves, the position of the interface will
show oscillations along the azimuthal coordinate; the local azimuthal slope and, hence, the
incidence angle, will also undergo strong variations.

Figure 11a shows a fragment of uniform annular film with imposed small azimuthal
perturbation of the film surface. The perturbation is selected in the form of one period
of cosine function with amplitude of 0.5 mm (10% of film thickness) and azimuthal size
of 6 mm. The position of this perturbation is characterized by the y-coordinate of its
center, L. The perturbation does not affect the rays obtaining the true film image (see ray 1
passing at z = −20.5 mm), and the rays hitting the interface between the laser sheet and the
perturbation (ray 2 at z = −19.5 mm). However, the rays reflected from the perturbed area
may not reach the illuminated section of the film due local change of the interface slope
(ray 3 at z = −18.5 mm). The rays reflected near the outer edge or outside the perturbation
(ray 4 at z = −17.5 mm), may again hit the illuminated section and create a bright patch in
the false film image.

In general, a ray may create a bright spot in the false film image region if the conditions
below are satisfied:

(1) The reflection coefficient of a ray hitting the interface is close or equal to unity. This
means that the angle of incidence, taking into account the local change of interface
slope due to the perturbation, is close to the TIR-angle or exceeds it.

(2) The reflected ray crosses the laser-illuminated section of the film.
(3) There is no interface on the reflected ray’s optical path between the reflection point

and the illuminated section.

Technically, there could appear bright spots in more complicated cases. For example,
the reflected ray hitting the interface (condition 3 is broken) may get totally reflected again
into the illuminated section. Alternatively, the ray hitting a local steep slope may pass
through the interface (condition 1 is broken) and be refracted to penetrate again into the
illuminated film section. Such cases were neglected in the present analysis: if any of the
conditions (1–3) is not satisfied, the corresponding camera pixel level is set to zero; if all the
conditions are satisfied, it is set to unity.

Figure 11b shows how the raw PLIF brightness profile would look at different y-positions
of the perturbation. If L = 0, the upper edge of the false film image does not change; however,
its bottom part will be darkened by the right edge of the perturbation. It should be noted
that in this case the true film thickness in the illuminated section is 10% higher, but it is
not detected by PLIF. In the medium range of L (5–8 mm), part of the false image will be
darkened, reducing the apparent film thickness. There will also appear an additional bright
spot above the film image, creating an illusion of a droplet above the film surface or a liquid
ligament/overturning wave if this bright area is still connected to the true/false film image
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at neighboring x. This spot may be also shifted far from the area of the false film image,
strengthening the illusion of a droplet flying above the interface. If the perturbation is located
outside the false film area (L ≥ 10 mm), it does not affect the false image.
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the rays’ reflection at different heights. (b) Modeled PLIF-image for different y-positions of the
perturbation. The calculations are made within the present review, as a development of the analysis
first presented in [53].

Thus, the presence of even a small and smooth perturbation effectively “shatters” the
“mirror” surface creating the false film image. Parts of this surface stop acquiring fluores-
cence due to altering the path of reflected light, which leads to temporal disappearance of
the false film image and, in the case of severe perturbations, part of the true film image as
well. This effect can make an illusion of disappearance of part of a wave, which can be
further erroneously interpreted as liquid entrainment (as it was done in [51]). Furthermore,
some “shards” of the “shattered mirror” may still collect fluorescence, creating isolated
bright spots in PLIF image. These spots can be erroneously interpreted as liquid droplets
or structures connected to the film (liquid ligaments, overturning waves) and attributed to
entrainment events, as it was done in [49].

In real annular flow with entrainment, the film surface is strongly agitated by the gas
shear, being covered with three-dimensional ripples on top of disturbance waves and on
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the base film. These waves may have a variety of amplitude and transverse size values,
introducing more severe perturbations of the film surface compared to the one analyzed
above. The disturbance waves themselves are not uniform in amplitude across the pipe
circumference [31]. Their fronts (as well as those of ripples) may be curved or slanted in the
x-y plane [46]; as a result, additional azimuthal slopes may appear in the y-z cross-section
studied by PLIF.

To summarize, optical artifacts created by the “mirror” perturbations severely distort
the PLIF images, making the PLIF technique inappropriate for studying the entrainment
process. It should be also noted that the shadow visualization in the x-z plane inside circular
pipes [54–56] is inapplicable to studying entrainment for similar reasons: neither droplets
nor three-dimensional liquid structures in the investigated x-z plane will be seen due to
the total internal reflection of light at the interface between the investigated pipe section
and the camera. Besides, only the lowest film thickness value will be measurable in a given
cross-section of the pipe.

5. Brightness-Based Laser-Induced Fluorescence (BBLIF) Technique: Enhancing the
Visualization Studies

The BBLIF technique also employs the principle of laser-induced fluorescence, but the
film thickness is recovered in a different manner compared to the PLIF method. Namely,
both the camera and the laser are aimed at the same fragment of the x-y plane. Each pixel
of the camera collects the fluorescence along a ray approximately normal to the wall and
passing through the film. This value of fluorescence intensity is converted into local film
thickness [46]. A matrix of film thickness, h(x,y), can be obtained at each time instant.

Application of this technique allows one to clarify the spatiotemporal dynamics and
three-dimensional shape of the ripples on liquid film. Experiments in downward flow
in a vertical pipe have shown [57] that all the ripples are generated at the rear slopes of
disturbance waves. Depending on the relative x-coordinate of the point of inception, a
ripple may either lag behind the “parent” disturbance wave and travel with low speed over
the base film (“slow ripples”) or accelerate and travel with high speed over the disturbance
wave (“fast ripples”). The same spatiotemporal evolution of ripples was observed in a
horizontal rectangular duct [46]. At low liquid and high gas flow rates, where entrainment
is not observed, fast ripples do not exist: only the “primary” waves generating slow
“secondary” waves can be seen, and the crests of the primary waves remain smooth. This
observation confirms that ripples on top of disturbance waves are necessary for liquid
entrainment. The fast ripples often disappear from view when they reach the front of the
disturbance wave or even before that. This happens due to shattering of the fast ripple
into droplets as first described in [38]. Moreover, the entrained droplets are seen in the
BBLIF data since they also contain the fluorophore; the spatiotemporal trajectory of such
a droplet starts where the trajectory of the fast ripple disappears [58]. Figure 12 shows
examples of the spatiotemporal evolution of disturbance waves, fast and slow ripples, and
the entrained droplets.

Experiments [46] show that the fast ripples are three-dimensional and have horseshoe-
shaped fronts in the x-y plane. These ripples are placed in a staggered order in several rows
(the number of rows is mainly defined by the ratio of the longitudinal size of a disturbance
wave to that of a fast ripple). The transitional liquid structures are distinguishable in BBLIF
data since they also contain fluorophore. It was observed that the bag break-up occurs due
to the deformation and breaking of the whole front of a fast ripple (Figure 13a). At the
same time, ligament break-up occurs at the junctions of the side edges of neighboring fast
ripples, where a longitudinally-oriented liquid hump is formed. The gas shear strips the
liquid from this hump and forms a ligament oriented in the flow direction (Figure 13b).
Indeed, the ligaments are most frequently observed between fast ripples.

17



Water 2022, 14, 3892

Water 2022, 14, 3892 15 of 23 
 

 

may either lag behind the “parent” disturbance wave and travel with low speed over the 
base film (“slow ripples”) or accelerate and travel with high speed over the disturbance 
wave (“fast ripples”). The same spatiotemporal evolution of ripples was observed in a 
horizontal rectangular duct [46]. At low liquid and high gas flow rates, where entrainment 
is not observed, fast ripples do not exist: only the “primary” waves generating slow “sec-
ondary” waves can be seen, and the crests of the primary waves remain smooth. This 
observation confirms that ripples on top of disturbance waves are necessary for liquid 
entrainment. The fast ripples often disappear from view when they reach the front of the 
disturbance wave or even before that. This happens due to shattering of the fast ripple 
into droplets as first described in [38]. Moreover, the entrained droplets are seen in the 
BBLIF data since they also contain the fluorophore; the spatiotemporal trajectory of such 
a droplet starts where the trajectory of the fast ripple disappears [58]. Figure 12 shows 
examples of the spatiotemporal evolution of disturbance waves, fast and slow ripples, and 
the entrained droplets. 

 
Figure 12. Spatiotemporal evolution of disturbance waves and ripples on gas-sheared liquid film in 
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film thickness. A disturbance wave is seen as an inclined bright non-uniform stripe. The numbers 
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fragment showing the structure of a disturbance wave. 

Experiments [46] show that the fast ripples are three-dimensional and have horse-
shoe-shaped fronts in the x-y plane. These ripples are placed in a staggered order in sev-
eral rows (the number of rows is mainly defined by the ratio of the longitudinal size of a 

Figure 12. Spatiotemporal evolution of disturbance waves and ripples on gas-sheared liquid film in a
horizontal rectangular duct [46]. Local brightness of the image corresponds to local instantaneous
film thickness. A disturbance wave is seen as an inclined bright non-uniform stripe. The numbers
denote: slow ripples (1), fast ripples (2), entrained droplet (3), entrapped bubbles (4). (a) A large
fragment of h(x,t) matrix showing a disturbance wave and its surroundings; (b) A smaller magnified
fragment showing the structure of a disturbance wave.

Both the longitudinal and transverse size of fast ripples decreases as the gas speed
is increased [46]. Thus, the amount of entrainment events of both types per unit surface
area is expected to grow with gas speed. The relative contribution of the bag break-up
mechanism into total liquid entrainment is expected to get smaller compared to that of the
ligament break-up at high gas flow rates. The reason is that each broken ripple becomes
narrower; hence, less liquid is torn from film surface via bag break-up. At the same time,
the number of junctions where ligaments are formed increase with gas speed.

For a complete description of the entrainment events, the BBLIF can be combined with
simultaneous visual observations in the x-z plane. An additional camera looking from the
side can be employed and synchronized with the BBLIF camera. No additional light source
is required for the second camera since it may also use the same laser illumination. Within
this approach, all instantaneous coordinates of the entrained droplets may be obtained,
together with the shape of the transitional structures and overturning waves. A detailed
description of such a stereoscopic approach is given in [59]. Though that paper mainly
deals with impact of previously entrained droplets on the film surface, the same data can be
used to investigate the entrainment events. Figure 14 shows an example of an entrainment
event seen by two cameras simultaneously.
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20 mm × 10 mm (b). Time step is 0.5 ms.

The BBLIF technique has its own optical artifacts. At steep interface slopes, approach-
ing and exceeding the TIR-angle, defined approximately as dh/dx ≥ 1 and/or dh/dy ≥ 1,
the coefficient of the reflection of light from the interface is of order of unity, which is unac-
counted in the film thickness calculation process. This reflection leads to the appearance of
narrow but high-amplitude non-physical peaks of film thickness exactly on the steep slopes
(see, e.g., [52]). This phenomenon does not affect the film thickness measurements on the
base film, or rear slopes of disturbance waves, or even in the fast ripple area before the
intensive deformation into a liquid bag or ligament begins, so it is possible to quantitatively
investigate the initial stages of the entrainment process. After the deformation starts, all
kinds of interface slopes, including those over 900 with overturning, are possible.

The real height of the deformed fast ripples and more complex structures may be
extracted from the images obtained by the second camera in a stereoscopic approach as
described above. It must be noted that the optical distortions at steep slopes are inherent
not only to BBLIF, but to the majority of intensity-based optical techniques, including light-
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absorption techniques [60,61], pigment luminance technique [62], reflection-based [63], and
Schlieren-based methods [64–66].
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Figure 14. An example of simultaneous visualization of entrainment events in the x-z plane (top im-
age) and in the x-y plane by the BBLIF-technique (bottom image). Entrained droplet (1) and entrapped
bubbles (2) are shown for both images. Fast ripples (a–c) are shown in both images; ripple (a) is
being shattered into droplets, and ripples (b,c) are in the process of growth and overturning [59]. The
imaged area is 52 mm by 20 mm. The dashed trapezium shows the borders of the image viewed in
the x-y plane.

6. X-ray Technique: Towards Distortion-Free Experiments

The optical distortions described above appear due to the strong difference in refractive
indices of liquid and gas, which manifest themselves at steep local slopes of the interface.
The only way to safely avoid such issues is to eliminate this difference. To the best of our
knowledge, it cannot be solved by the selection of liquids and gas, since the difference
remains large enough for any combination of gas and liquid. However, it can be eliminated
by using non-optical radiation, namely, X-rays, as the main measurement tool. For X-rays,
the refractive index in both liquid and gas is very close to unity. At the same time, the
attenuation rate of the radiation intensity is different in gas and liquid media, so the spatial
distribution of the two phases can be distinguished by comparing the intensity of rays
passing through the media.

The pioneering X-ray visualization studies of annular flow [67,68] have shown the
ability of this technique to overcome the optical obscuring of the objects in the gas core
by agitated liquid film on pipe walls. In particular, complex liquid structures (“wisps”)
were observed in the gas core at large liquid flow rates. Most likely, such structures appear
due to the same bag and ligament break-up mechanisms. However, in this case bags and
ligaments are not entirely scattered into droplets; instead, large amorphous chunks of
liquid are detached from the film surface and carried by the gas stream.

A recent review of applications of the X-ray tomography technique to various multi-
phase flows can be found in [69]. A number of researchers [70–72] used X-ray radiography
to obtain cross-sectional void fraction distributions in stratified and annular gas-liquid
flow in pipes. Usually, two source-detector systems oriented along the y and z axes were
used simultaneously to reconstruct liquid phase distribution. In [73], the system rotated at
low speed to obtain time-averaged circumferential and longitudinal film thickness profiles
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before and after an orifice in the pipe. However, studies of high-speed transient processes
such as liquid entrainment are rare. In [74], a broad-band X-ray source was used for
observation of the dynamics of an annular liquid sheet, detached liquid droplets, and
entrapped air bubbles in an atomizer (Figure 15). In this work, outstanding spatial and
temporal resolution was achieved. Nonetheless, the attenuation rate depends strongly on
the wavelength, so the quantitative reconstruction of liquid phase distribution is impossible
using a broadband X-ray source; a monochromatic X-ray source is required instead.
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Figure 15. Deformation of annular liquid sheet with droplet entrainment in a two-fluid coaxial
atomizer studied with broadband X-ray radiography [74]. Subfigures (a,b) show consecutive frames
separated by 1 ms time interval.

An alternative way to avoid strong distortions is to use near-infrared radiation (NIR);
in this range, the liquid refractive index is also reduced, though it does not exactly reach
unity. This technique is also based on light attenuation by liquid and can be used to
reconstruct instantaneous liquid distribution in the flow (see, e.g., [75,76]).

Application of X-ray or NIR attenuation techniques to entrainment studies have the
same requirements as those for visible-light techniques, namely: obtaining instantaneous
images of the flow in at least two planes; at least the measurements in the x-y plane must
allow one to quantitatively reconstruct the local instantaneous film thickness; temporal and
spatial resolution of the method must be less than the smallest temporal and spatial scale
of the phenomenon under study. The advantages of these approaches are the possibility to
investigate entrainment for annular flow in pipes and less risk of distortions produced by
refraction and reflection.
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7. Discussion and Conclusions

The physical mechanism of liquid entrainment from disturbance waves in annular gas-
liquid flow is a long-discussed matter. A number of hypotheses concerning this mechanism
were proposed based on experimental observations. The hypotheses on shearing-off the
disturbance wave crests and undercutting of disturbance waves are based on the concept
of smooth disturbance waves, which, in turn, stems from film thickness records obtained
by low-resolution measurement techniques. Direct visualization studies of the entrainment
process carried out in three different planes and BBLIF studies of spatiotemporal evolution
of film thickness show that the surface of disturbance waves is unstable and covered with
ripples of much smaller length but comparable amplitude. These ripples are generated
at the rear slopes of disturbance waves and travel with high speed towards the fronts
of disturbance waves. The ripples are broken into droplets by two possible mechanisms
known as bag break-up and ligament break-up. The bag break-up occurs when a three-
dimensional ripple wave grows and its whole front is stretched and blown up by the gas
stream. The ligament break-up occurs at the junctions of fast ripples where liquid is stripped
by the gas shear and a forward-oriented jet is formed. Similar processes are found on the
surface of a deep layer of liquid when sea storm conditions are modeled experimentally.
The typical scale of the bags on deep water is quite close to that on thin films.

Comprehensive studies require reconstruction of instantaneous film thickness in the
plane of the wall to analyze the wave processes leading to entrainment, as well as detecting
the position and size of entrained droplets in the same plane. Simultaneously, side-view
visualization is needed to investigate the parameters of bags, ligaments, and entrained
droplets, to finally gain three-dimensional characterization of these objects. With visible-
light techniques, proper side-view visualization is possible only when there is no liquid film
between the studied object and the camera, e.g., when liquid film flows on a single flat plane
or on a convex surface. In annular pipe flows, a curved and agitated film surface on the
side walls creates strong optical distortions, especially affecting the PLIF-technique. Such
a challenge may be overcome by X-ray or near-infrared attenuation techniques, though
no studies of entrainment with an appropriate problem statement have been carried out
yet in annular flow. A brief summary of the applicability of experimental methods to the
investigation of fast ripples and transitional structures is given in Table 1.

Table 1. Summary of limitations and capabilities of experimental techniques related to investigation
of entrainment process.

Experimental Technique
Fast Ripples Bags, Ligaments, and Droplets

Domain Distortions x-y Plane x-z Plane

Non-optical techniques * x-y Smoothened out due to
coarse resolution No No

Shadow visualization x Underestimation due to
3D waves Yes Yes

Planar Laser-Induced
Fluorescence x or y

Overestimation due to
mirror effect;

underestimation due to
3D waves

No No

Brightness-Based
Laser-Induced Fluorescence x-y Local overestimation at

steep slopes Yes
Compatible with shadow

visualization or
broad-band X-ray

X-ray and NIR techniques x-y No Yes
Compatible with shadow

visualization or
broad-band X-ray

Note: * Conductance, capacitance, etc.

Finally, it must be noted that qualitatively the mechanisms of liquid entrainment are
more or less clear at present. On the other hand, the quantitative data on the entrainment
process are scarce: properties of fast ripples [46] and liquid bags [45] were measured only
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separately, and in very different conditions. The future studies of the entrainment process
should report a quantitative analysis of the whole process, starting from the formation of
fast ripples, formation and break-up of bags and ligaments, and creation of droplets.
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Abstract: Two-phase annular flow in vertical pipes is one of the most common and important flow
regimes in fluid mechanics, particularly in the field of building drainage systems where discharges
to the vertical pipe are random and the flow is unsteady. With the development of experimental
techniques and analytical methods, the understanding of the fundamental mechanism of the annular
two-phase flow has been significantly advanced, such as liquid film development, evolution of the
disturbance wave, and droplet entrainment mechanism. Despite the hundreds of papers published
so far, the mechanism of annular flow remains incompletely understood. Therefore, this paper sum-
marizes the research on two-phase annular flow in vertical pipes mainly in the last two decades. The
review is mainly divided into two parts, i.e., the investigation methodologies and the advancement of
knowledge. Different experimental techniques and numerical simulations are compared to highlight
their advantages and challenges. Advanced underpinning physics of the mechanism is summarized
in several groups including the wavy liquid film, droplet behaviour, entrainment and void fraction.
Challenges and recommendations are summarized based on the literature cited in this review.

Keywords: two-phase flow; annular flow; experimental techniques; annular pipe flow; building
drainage

1. Introduction

The building drainage system (BDS) provides a means to safely remove human waste
from a building. It consists of vertical ‘stack’ pipes and horizontal ‘branch’ pipes connecting
appliances to the vertical stack. The importance of this system in securing public health
for occupants has been highlighted recently in the COVID-19 pandemic. Recent work has
shown that cross-transmission of pathogens such as SARS and SARS-CoV-2 responsible
for the COVID-19 disease, and laboratory surrogate pathogens such as pseudomonas putida
(bacterium) and PMMoV (virus), have been shown to travel on airflows inside the BDS
which is naturally subject to pressure gradients in the system [1–5]. Understanding two-
phase flow in BDS is therefore a public health as well as a fluid mechanics issue.

The flow regime in a drainage system is generated by the unsteady transient flow of a
free-falling annular flow, which is a simplified version of a two-phase annular flow with
zero or natural airflow and can facilitate the transport of pathogens under certain conditions.
An incomplete understanding of the complex two-phase annular flow in vertical pipes
limits the extent of current design standards and hence the system quality. Indeed, the
vertical annular flow pattern can be found in many important industrial facilities, such as
nuclear reactors, refrigeration equipment, heat exchangers and condensers, transportation
of oil and natural gas, etc. As the most important two-phase flow regime, annular flow
has been widely investigated due to its large involvement in industrial processes and the
significant complexity of the flow mechanism.

Professor Hewitt and Professor Azzopardi contributed to the field of annular two-
phase flow through their series of studies and significant advancement of knowledge.
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Hewitt published the fundamental understanding of the annular flow and summarised the
literature in 1970, including theoretical models, interfacial waves, and entrained droplets [6].
Azzopardi published a comprehensive review of the literature up to 1997, focused on the
droplets in the flow, i.e., entrainment, size, motion, and re-deposition onto the wall film [7].
Berna et al. summarised the research on annular flow with a particular focus on droplet
entrainment [8,9]. Relevant review work focusing on the flow maps for two-phase flows in
vertical pipe and annuli was reported by Wu et al. in 2017 [10]. However, due to its nature of
complexity, it is always challenging to capture detailed and accurate information about the
flow at high temporal and spatial resolutions. The incompletely understood annular two-
phase flow requires further advancement in experimental techniques, numerical modelling
and a better understanding of the mechanism.

Therefore, this paper reviews the investigations on the annular two-phase flow in
vertical pipes with a particular focus on the investigation methodologies and advances in
understanding the mechanism. Experimental techniques used in previous investigations
and numerical modelling are reviewed in the first part of the paper. The challenges
of these electrical, optical or mechanical techniques are highlighted at the end of this
part. The advanced understanding of the flow characteristics including the wavy liquid
film, disturbance waves, droplet behaviours and droplet entrainment is summarized and
compared in the second part followed by a conclusion of current challenges and further
recommendations.

2. Investigation Methodologies

Due to the complexity of the annular flow mechanism, experimental techniques have
been widely used to obtain detailed information on the flow properties of the annular
two-phase flow. Pressure and temperature profiles can be collected using pressure sensors
and temperature sensors. However, it is always challenging to obtain accurate information
about the flow, such as fluid/gas velocity, film thickness, droplet entrainment, drop size,
drop velocity, void fraction, disturbance waves, etc. Some experimental techniques used
to measure the void fraction and flow regime [11], and film thickness [12,13] have been
summarized. The following section summarises and evaluates the experimental techniques
used in previous research, focusing on the flow regime, annular thin film and entrained
droplets, followed by a summary of the numerical investigations in the field.

2.1. Visualization and Photography

Due to the development of visual/optical techniques and digital image processing
technology, optical methods have shown great advantages in studying gas-liquid two-phase
flow, from which qualitative and quantitative results can be obtained. Flow visualization
is a useful intuitive method to study flow in transparent pipes, particularly in identifying
the flow regime map. Qiao et al. [14] conducted a detailed flow visualization study to
characterize the flow regimes in a vertical downward pipe. Flow regime maps for each
inlet, including bubbly, slug, churn-turbulent, and annular flow, were developed (as shown
in Figure 1). Nimwegen et al. [15–17] successfully recorded the visualized flow pattern in a
vertical pipe with surfactants, which caused the formation of foam. The videos clearly show
the significant impact of the surfactants on flow behaviour. To identify the flow regime,
similar visualization results have been observed by different groups of researchers [18–38].

Film properties, such as thickness and disturbance wave, can be also captured from
the visualization results. Pan et al. [39,40] conducted flow visualization experiments in an
air-water two-phase annular flow. High-speed videos of the vertical upward flow were
recorded to capture the liquid film properties and disturbance wave data using Matlab code,
based on which a prediction model of gas-liquid interfacial shear stress for vertical annular
flow was proposed. To minimise the issue of the different refractive indices, a transparent
square box was used with water filled inside. Schubring et al. [41], Lin et al. [42,43], Moreira
et al. [44] and Barbosa et al. [45] obtained the liquid-film thickness and disturbance-wave
characterization from high-speed imaging. Barbosa et al. conducted a series of experiments
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using a test section with a specially constructed transparent liquid inlet. High-speed video
recordings clearly showed the process of wave formation and the wave frequencies and
typical velocities were also obtained from the recorded videos.
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2.2. Laser-Induced Fluorescence (LIF)

To obtain detailed information on the annular film, Laser Induced Fluorescence (LIF)
technique has shown broad application prospects due to its high temporal and spatial
resolutions. The fluorescence of a certain wavelength can be excited by the laser, which
is then captured by a high-speed camera, and the film thickness can be obtained from
the recorded images. This enables a measurement of the film thickness and real-time
visualization of liquid film flow. A typical experimental setup for a planer laser-induced
fluorescence (PLIF) measurement of the liquid film thickness and the visualized liquid film
is shown in Figure 2. Häber et al. [46] successfully collected images of the illuminated film
and employed a ray-tracing technique to analyse the wavy annular film. They analyzed the
errors in the measurement and reported that the uniform film was widened by about 30%
due to the deflected fluorescence. Similarly, Eckeveld et al. [47] used a novel implementation
of PLIF to measure the film thickness, which had shadows on the laser sheet and appeared
as dark lines in the recorded images, preventing strong reflections in the measurements.
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Schubring et al. [49,50] also obtained visualization results of the liquid film using
PLIF in a vertical annular flow and proposed an improved visualization algorithm for
PLIF measurement [51]. Xue et al. [52,53] combined PLIF with high-speed photography to
study the liquid film thickness and droplet entrainment. They further [54,55] established
a distortion model and proposed a new distortion correction method for the PLIF mea-
surement of the film thickness with a virtual dual-view vision sensor. The method was
found capable of measuring circumferential film thickness and distribution characteristics.
Vasques et al. [56] used the Brightness Based Laser Induced Fluorescence technique (BBLIF)
to study the interfacial wave structure of the liquid film in both upward and downward
annular gas-liquid flows. Cherdantsev et al. [13] and Fan et al. [57] also used the BBLIF
in the investigation of the co-current downward annular gas-liquid flows as it can be
easily resolved in two spatial coordinates and to reconstruct the 3-D shape of the interface
wave. Other work using the LIF technique to successfully obtained the film properties in
gas-liquid annular flow is seen in [19,48,58–64].

2.3. Particle Image Velocimetry (PIV)

Particle image velocimetry (PIV) and Particle tracking velocimetry (PTV) have been
used to obtain the velocity profiles of the liquid film. Illuminated by the laser sheet, the
tracer particles can be detected to calculate the velocity vectors. Figure 3 is an example of the
liquid film velocity vectors obtained from PIV/PTV measurement by Zadrazil et al. [64,65].
Adomeit and Renz [19] and Ashwood et al. [66] also obtained averaged velocity distribution
in a thin annular film using PIV, but the quality of the velocity vector fields was not good.
Charogiannis et al. [67] successfully employed simultaneous PIV and LIF measurements in
an annular flow to capture the instantaneous velocity vector field and identify the annular
film thickness. The main challenges in the application of PIV to obtain the velocity profiles
of the liquid film are large velocity gradients in the thin film, strong fluctuation of the
free surface, the presence of droplets, and the disturbance waves that can be 10 times the
average base film thickness. We have recently conducted PIV measurements of the flow
velocity in a gas-liquid annular flow in a vertical pipe. Post-processing of the velocity data
and image intensity profile ensures the identification of the interface and hence can provide
a statistical understanding of the film thickness and velocity.
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2.4. Laser Focus Displacement Meter (LFD)

Annular film properties can be also detected by other techniques, such as laser focus
displacement meter, ultrasonic flow meter and near-infrared sensor. Hazuku et al. [68] used
a laser focus displacement meter (LFD) to measure the film thickness in an annular flow.
Okawa et al. [69] performed film thickness measurements using a laser focus displacement
meter, which focuses on a target adopted in automatic focusing. The LFD technique was
found capable of accurately measuring film thickness and improving the spatial resolution
up to 0.2 µm and time resolution up to 1 kHz. Other similar optical techniques tested in the
measurement of the film thickness are the total internal reflection (TIR) method [70,71], the
pigment luminance (PLM) method [72] and chromatic confocal imaging (CCI) [73].

2.5. Ultrasonic Flow Meter and Near-Infrared Sensor

Liang et al. [74] measured the film thickness and velocity using ultrasound Doppler
velocimetry. Important assumptions include a uniform circumferential liquid film with no
waves and no entrained gas. Hence, the measurement accuracy was not as good as other
techniques. Wang et al. [75] developed a new ultrasonic echo resonance main frequency
(UERMF) measuring system to measure the film thickness and reported an agreement
between the conductance probe and the UERMF with an error of less than ±10%. Al-Aufi
et al. [76] performed film thickness measurements using ultrasonic pulse-echo techniques
and demonstrated the potential of using different signal processing methods. Challenges
in the measurement were noticed when the gas-liquid interface experienced large waves.
Similarly, near-infrared light sensors have also been used to measure the film thickness
based on the different absorption characteristics of gas and liquid [77–81]. However, due to
the significant impact of the entrained liquid droplets on the absorption coefficient, light
guide pipes were designed and inserted into the annular flow, which ensured the light was
only absorbed by the liquid film.

2.6. Conductance Sensor

As one of the widely used sensors, the conductance sensor can measure the film
thickness and void fraction in the two-phase annular flow based on the relationship between
the fluid fraction and its conductivity. Coney [82] described the theoretical behaviour of
flat electrodes wetted by a liquid layer in 1973 and Hewitt [83] reviewed the application of
the conductance probe technique up to 1978. Damsohn and Prasser [84] designed a novel
flat high-speed liquid film sensor with a high spatial resolution based on the electrical
conductance method to measure the thickness of the dynamic liquid films in a two-phase
flow, which could be implemented into the annular flow. Some typical conductance probes
are shown in Figure 4. The inserted parallel wires probe can capture the local film thickness
at the measurement point with a high temporal resolution, while the embedded electrodes
are adopted to reduce the disturbance to the film and to measure the average local film
thickness.

Wang et al. [85] employed a conductance probe with adjustable insertion depth to
measure the film thickness in 2018, and the measurement error was less than 1%. Polansky
and Wang [86] applied POD (Proper Orthogonal Decomposition) on a large number of
tomograms for the identification of flow patterns in a gas-liquid annular flow. The images
were obtained using electrical impedance tomography via a series of electrodes mounted
non-intrusively (no induced disturbance to the flow) but invasively (direct contact with
the fluid) on the pipe. Measurement of the liquid film thickness by inserting electrodes or
parallel wire probes into the pipes is widely used in the field due to its simplicity and low
cost [23,24,87–109]. With no induced disturbance to the flow, the embedded electrodes can
be grouped as parallel strip electrodes, concentric circle electrodes, circular rod electrodes,
ring-shaped electrodes, and so on [12,36,39,40,110–128].
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The conductance probe is capable of measuring the void fraction of the annular flow.
Fossa [130] used ring-shaped electrodes and plate electrodes to measure the conductance
of the mixtures in pipes and hence to determine the liquid fraction of gas-liquid flow.
They further optimised the impedance probes for void fraction measurement in annular,
stratified, and dispersed flows [131]. Yang et al. [132] also used conductance probes (3 ring-
type impedance meters and 3 arc-type impedance meters) to measure the average void
fraction of the two-phase flow.

2.7. Capacitance Sensor

In two-phase flow, the permittivity of different fluids is generally different which
allows the measurement of the void fraction of the flow components using a capacitance
sensor. different types of these capacitance sensors, such as concave [133–135], parallel [136],
ring [74,137–139], and helical [140] sensors, were successfully used in the measurements of
the void fraction/gas holdup in the two-phase flows. The selection of this sensor is because
it is simple, easy to implement, and relatively low cost. A typical concave capacitance
sensor has two concave electrodes mounted on the tube circumference opposite to each
other between which the capacitance of the flow is correlated to the local void fraction as
shown in Figure 5. A parallel capacitance sensor has several pairs of plates mounted on the
outer surface of an insulating pipeline [136]. It can measure the capacitance between all
possible combination pairs of the electrodes and then estimate the void fraction based on
the image reconstruction algorithm. A ring-type capacitance sensor has two ring electrodes
separated in the axial direction of the tube [137] and a helical plate capacitance sensor has
two helical electrodes [140].
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Atkinson and Huang [141] developed mathematical models for the capacitance sensors
used in the measurement of the liquid annulus thickness. Ahmed [139] compared the
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concave and ring-type capacitance sensors in the void fraction measurement and flow
pattern identification in an air/oil two-phase flow experimentally and theoretically. It
was reported that the ring-type sensors were more sensitive to the void-fraction signal
and had better agreement with the theoretical predictions. Elkow and Rezkallah [140]
compared the concave and helical capacitance sensors together with quick-closing valves
and a gamma densitometer in the measurement of the void fraction in gas-liquid flows.
The fluid temperature was found to have a strong impact on the measured capacitance.
Kerpel et al. [142,143] used a concave capacitive void fraction sensor to determine the void
fraction and flow regime of a two-phase flow in a small tube. Annular flow, slug flow and
intermittent flow were set in the experiment and an alternative calibration technique based
on the statistical parameters of the measurement was proposed.

2.8. Wire-Mesh Sensor (WMS)

Phase fraction of two-phase flow (for instance, a droplet in the air core of annular flow
or bubbles in bubbly flow) can be also measured using a wire-mess sensor (WMS), as shown
in Figure 6, which has two sets of wire electrodes with a small axial displacement between
them and being perpendicular to each other. In this way, a matrix-like arrangement of
the measuring points (crossing points) is constructed. Based on the different electrical
properties of the flow phases, the instantaneous flow conditions at the measurement points
can be collected, from which the fractions of the flow phases can be distinguished.
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Figure 6. (a), An actual wire mesh sensor, adapted with permission from [144]. 2015, Elsevier, (b),
wire distribution of the 16 × 16 sensors, adapted with permission from [145]. 2015, Elsevier, (c), a
typical measurement frame showing the liquid phase (blue) and gas phase (white), adapted with
permission from [145]. 2015, Elsevier.

The wire-mesh sensor was first used by Johnson [146] to measure the fraction of
water in oil, based on the different conductivities. Prasser et al. [147] further developed an
electrode-mesh conductivity sensor, which was the basic form of current WMS, to measure
the void fraction distributions of a gas-liquid flow. The wire mesh sensor has been widely
used in the measurement of multi-phase flow properties, such as void fraction distribution,
flow velocity, bubble size, and film thickness [18,148–152]. Two review articles summarised
the application of different types of WMS for the measurement of flow properties in two-
phase flows and their associated uncertainties [153,154].

Lucas et al. [155] conducted a comprehensive investigation of the flow properties
of an air-water flow in a vertical pipe for a wide range of flow rates (including annular
flow). Using the wire-mesh sensor technology, they collected different flow properties,
including the gas volume fraction, bubble size, and gas velocity. Vieira et al. [144,145] used
a dual WMS with a sampling frequency of 10 kHz to detect the local instantaneous cross-
section distribution of the gas core in a vertical pipe. The dual sensor enables simultaneous
measurements of the local void fraction at two positions along the flow direction and the
flow velocity can be captured from the correlation of the two signals. Silva et al. [156]
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introduced a novel wire-mesh sensor based on fluid permittivity in a silicone oil bubbly
flow. Sensor and measuring electronics were evaluated showing good stability and accuracy
in the capacitance measurement.

2.9. Radiative Imaging

As a contactless measurement method, neutron imaging is an attractive option in two-
phase flow investigation for the high spatial resolution of the flow structure, such as void
fraction and film thickness [157–159]. In applications of gamma-densitometry [140,160–163],
the accurate correlation between the loss of radiation intensity and its void fraction provided
information on the prevailing flow regime. Banowski et al. [149], Zboray et al. [164] and
Misawa et al. [150] used X-ray CT (Computer Tomography) in annular flow and obtained
good time series of void fractions.

2.10. Film Extraction

The wavy liquid film is always a challenge in investigating the entrained droplets,
especially when optical techniques are employed. Therefore, film extraction is generally
needed to remove the unsteady optical distortion due to the liquid film and to accurately
measure the property of the entrained drops [165]. Figure 7 presents two examples of
the film removal configuration in the investigation of the entrained drops in annular flow.
The liquid film can be extracted through the porous wall with further purge gas injection
at the window or removed from the annular flow through a slightly smaller circular
slit. Measurement results of the droplet profiles showed a negligible impact on the film
extraction [166].

The extraction of the liquid film was not only required in the visualization study [165] but
also needed in laser Doppler anemometry (LDA) [26,167,168] and laser diffraction [99,166,169]
measurements. Film extraction can be also used to obtain the void fraction using the flow
rate of the separated liquid and gas flow. Bertodano et al. [170], Okawa et al. [171], and
Sawant et al. [172] used a film double extraction unit to separate the gas flow and the liquid
flow. With single-phase flow meters, the flow rate of the separated liquid/gas flow can
be determined which can be used to further calculate the void fraction. However, the
droplets entrained in the gas core have to be removed as well, which may otherwise result
in non-negligible errors.
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2.11. Shadow Photography and Laser Diffraction

With the fluctuating film removed, shadow photography and laser diffraction have
shown their capability to measure the droplet size in the gas core. Fore et al. [165] recorded
images of the entrain drops in a nitrogen/water annular flow, which had the liquid film
extracted through a porous wall (Figure 8). The size of the drops was measured directly
from images and statistics analysis provided information on the drop size distribution.
When a laser beam passes through a dispersed droplet, the angular variation in the in-
tensity of scattered light is determined by the drop size. In such a way, the distribution
of the entrained droplets can be obtained from laser diffraction results. Simmons and
Hanratty [166] measured the drop size in air-water annular flow at atmospheric pressure
using the laser diffraction technique (Malvern Spraytec R 5008 instrument, Malvern Pan-
alytical Ltd, Malvern, UK). This optical technique has been successfully used by many
researchers [47,99,100,169,173–179] in obtaining the droplet size distribution.
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2.12. Laser Doppler Anemometry (LDA)

Another optical technique for the droplet velocity measurement used is the laser
Doppler anemometry/phase Doppler anemometry (LDA/PDA) [18,176,179,180]. The
velocity can be obtained from the light scattered by the droplets and the Doppler shift,
which is related to the velocity component perpendicular to the bisector of the two laser
beams. Trabold et al. [161] conducted local measurements in a droplet-laden vapour core
in an annular flow, using a gamma densitometer, hot-film anemometer, and LDA. Van’t
Westende [167,168] and Zhang et al. [26] used phase Doppler anemometry to measure the
size and velocity of the droplets at 11 radial positions of an annular flow.

2.13. Other Mechanical Methods

Barbosa et al. [181] used an isokinetic probe, which was similar to a Pitot tube, to
collect the entrained drop and the gas flow of an annular flow, which were then separated
for the void fraction measurement. Oliveira et al. [182] achieved accurate measurement
of flow rate in gas-liquid flows using a venturi coupled to a void fraction sensor. A quick
closing valve (QCV) is another mechanical method to provide an exact void fraction
measurement by isolating a section of flow in the conduit and the void fraction can be
directly determined [140,183–194]. However, it is not a practical method to determine
the void fraction for continuous flow as it disrupts the flow. Hurlburt and Hanratty [195]
developed an immersion sampling system to measure the droplet diameter in an air-water
annular flow. A high-speed shutter apparatus was used to capture the drops in the small cavity
filled with high-viscosity oil. The droplet images were processed to obtain drop diameters.
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2.14. Numerical Simulation

With the development of computing power, numerical simulation (CFD) has shown
its capability to investigate the flow properties of annular two-phase flow. However, due to
its complexity, i.e., multi-phase, atomisation, deposition, droplets, bubbles, film, and waves,
an accurate and detailed simulation of the annular two-phase flow attracts great interest.
A common shortcoming of current CFD models is the treatment method used for the
dynamic gas-liquid interface configuration [196]. Because of the challenges in determining
the interface dynamics, a simple wave shape or even a smooth gas-liquid interface was
used in many of the solution models. Han and Gabriel [196–199] modelled the gas core
flow in a typical annular flow with the simplified flow in the liquid film region. Van der
Meulen [18] simulated the droplet behaviour and droplet trajectory in gas-liquid flows in
vertical pipes using Star-CD. They also quantified the deposition of the drops by diffusion
or direct impaction mechanisms. Xie et al. [200] numerically studied the three-dimensional
droplet impacts on a liquid film in a vertical annular flow (Figure 9).
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Alipchenkov et al. [201] used a population balance model (PNM) for droplet size
distribution, which was based on conservation equations. Liu and Li [202,203] used a CFD-
PBM (population balance model) model to investigate the droplet’s size distribution in an
annular flow system as well as liquid roll waves directly determined. Van’t Westende [167]
performed quasi-1D and 3D large eddy simulation (LES) simulations to compute the
pressure gradient and deposition of a dispersed phase in an upward airflow. The PDA
measurement results were used in the simulations, mimicking the atomisation process of
an actual annular dispersed flow as realistically as possible. Adineh et al. [163] compared
the experimental and numerical results of the void fraction inside a vertical pipe with
the numerical modelling done using the MCNP (Monte Carlo N-Particle Transport) code.
Saxena and Prasser [204] tested different turbulence models to predict the void fraction
and capture the liquid film flow properties.

Kishore and Jayanti [205] developed a finite volume method-based model to investi-
gate steady state, 2-D annular flow in a rough-walled duct. It was shown that the simplified
model gave reasonable predictions of the flow parameters under equilibrium and non-
equilibrium conditions. Kiran et al. [185] tested the VOF (volume of fluid) model and two
turbulence models (realizable k-ε and Shear Stress Transport (SST) k-ω models) in the
simulation of annular flows at high gas velocity and an average error of 20% was reported.
Hassani et al. [206] simulated the two-phase flow using the VOF method and piecewise
interface calculation (PLIC) algorithm to track the interface. Fan et al. [57] developed new
turbulence damping models to overcome the under-prediction of the turbulence level in
the numerical study using the volume of fluid (VOF) method.

It should be noted that some assumptions are generally used in the simulations, such
as fully developed and stable annular flow, isothermal flow, no mass exchange between the
two phases, uniform distribution of the liquid film, no entrapped gas bubble in the liquid
film and uniformly dispersed drops in the gas core. These assumptions can significantly
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simplify the numerical simulation process but may lead to some non-negligible errors and
hence have to be carefully validated.

2.15. Challenges of Current Experimental Techniques

Figure 10 simply summarises the research methodologies used in the investigation
of the annular two-phase flow in vertical pipes. The non-invasive and non-intrusive
optical measurements, i.e., flow visualization, planar laser-induced fluorescence (PLIF),
particle image velocimetry (PIV), particle tracking velocimetry (PTV), the laser Doppler
anemometry/phase Doppler anemometry (LDA/PDA), and laser diffraction are getting
more attractive due to the main advantage of no disturbance to the flow, high temporal
and spatial resolutions, and capability to capture the unsteady flow structure. However,
the optical transparency of the pipe or a window that enables the imaging of the flow is
essential in the application. Optical distortion of the transparent wall is another limitation
that needs to be minimised by a specially designed configuration or corrected in the
data post-processing. The main challenge in capturing the wavy film characteristics in
annular two-phase flow, particularly the statistical results (for example PIV), is the strong
fluctuation of the liquid film thickness. Some other measurement techniques, such as laser
focus displacement meter and ultrasonic flow meter, also have limited application due to
the complex unsteady flow characteristics in annular two-phase flow.
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Figure 10. A summary of the major research techniques used in the investigation of the annular
two-phase flow in the recent two decades.

The electrical sensors, i.e., the wire mesh sensor (WMS), conductance sensor, and
capacitance sensor, are still widely used due to their simplicity, reliability, and high tem-
poral resolution. The main limitations of these electrical sensoring technologies are the
invasive and intrusive nature of the wires, the requirement of the fluid electrical properties,
limited spatial resolution or single-point measurement, and relatively high measurement
uncertainty compared to other techniques. As a wire mess sensor needs to be positioned
within the pipe, it has a significant impact on the flow properties. It was reported that the
WMS caused velocity alteration due to the induced disturbance and a significant pressure
drop [147]. It is not applicable to use the WMS in pipe systems which may contain solid
components in the flow, such as the drainage system. The successful application of the
WMS is also determined by the different electrical properties of the fluids, i.e., conductivity
or permittivity, which are significantly different to distinguish the different phases from
the electronic signals [154]. The spatial resolution is determined by the number of wires
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used in each plane. A high resolution of more wires will increase the occupied area and
enhance its impact on the flow. Furthermore, the wires must bear the drag forces in the
flow, so the larger diameter of the wire, the greater drag force. Both of the two cases are
undesirable. Another issue associated with the spatial resolution is the interaction between
electrodes, this implies closer electrodes will cause a greater effect and hence lower the
measurement quality. The uncertainty of a WMS in void fraction measurement is generally
higher than 10% over a wide flow regime [153]. Therefore, in the two-phase annular flow,
the applicability of WMS is limited to cases where the film thickness and droplet size are
large enough compared to the mesh pitch. The bulk velocity of a WMS is calculated using
the assumption that the interfacial velocity is equal to the void velocity. However, this
incorrect assumption indicates the inapplicability of this type of measurement [207].

For a conductance probe, the electrical property of the fluid, particularly the temper-
ature, has a significant impact on the measurement result and accuracy. Therefore, it is
important to keep the fluid temperature constant during the experiment and to accurately
calibrate the probe at the same temperature. Another limitation of the conductance probe is
that it only can measure the local property (film thickness or void fraction) at the measure-
ment point. Additionally, the ring type or embedded probe can only measure the average
property at the cross-section. While the void fraction or film thickness is generally not
available directly from the conductance probe. The accuracy of the conductance probe is
generally about 10% [99,100,108].

3. The Wavy Liquid Film
3.1. Fundamental Understanding of the Liquid Film

For an annular two-phase flow in a vertical pipe, the peripheral liquid film generally
includes ripple and disturbance waves and acts as a thin wall for the gaseous core flow
with entrained drops, as shown in Figure 11. Annular flow gets stable when the fluid
has higher effective viscosity (molecular and turbulent viscosity) in the core region and
lower viscosity fluid in the annulus [208]. Several definitions are frequently used in the
field to describe the flow, such as instantaneous film thickness, the average thickness of
base film/substrate, average film thickness, and local maximum thickness. The liquid film
thickness is determined by the piping system configuration and the flow conditions such as
the liquid flow rate, fluid (gas/liquid) properties, and flow directions. The average liquid
film thickness has been well documented in previous research and new understandings
of the mechanism have been reported in the recent two decades due to the advanced
experimental methods and techniques.
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Film thickness distribution captured directly from LIF results [47,49,56,67] (Figure 12)
is found similar across a wide range of flow conditions, although the absolute film thickness
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changes significantly. The average film thickness and the fluctuation of film thickness
decreased with gas flow velocity and increased with the liquid flow velocity and the
relationship between the average film thickness and the roughness is determined by the
liquid and gas flows [50]. Zhao et al. [118] collected high-frequency film thickness data of
a gas-liquid annular flow and found the film variation along the axial direction was not
significant (within ±10% of average values). The development of the average thickness
was only near the inlet, i.e., up to L/D=20 (ReL = 211) and L/D=25 (ReL = 603). Prior to
becoming fully developed, the film decelerates first to a local maximum thickness and then
accelerates again to become thinner.
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Figure 12. Film thickness distribution conducted from BBLIF [56].

It is well understood that the film thickness generally decreases with the decr-
ease in the liquid superficial velocity and increases in the gas superficial veloc-
ity [18,39,48,99,101,111,112,129,148,209]. The liquid film was reported to have 3-D struc-
tures with a large height fluctuation in circumferential and axial directions, and a mean-
dering path between the maximum height around the circumference (Figure 13) [54,55].
This fluctuation is mainly caused by the non-uniform generation of the ripple wave and
disturbance waves. This difference in film thickness in circumferential directions was also
observed from LIF results [59,60] conductive probe measurements [118,123]. It was found
that the average length of the disturbance waves was similar to the pipe diameter and
independent of the gas/liquid superficial velocities [123].
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A good agreement between the Nusselt’s predictions and experimental velocity pro-
files was found at low liquid Reynolds number and significant differences between the mea-
sured and Nusselt’s predicted profiles were reported in wavy turbulent films (Figure 14),
i.e., high Reynolds number [63]. The measured average film thickness data (PLIF) agreed
well with previous experimental data and was compared with Nusselt’s theory [48]. The
visualization results also proved the existence of recirculation zones in front of disturbance
waves [64]. Like the velocity profiles within the wavy film, the film thickness was well-
described by the Nusselt flow predictions at low ReL, while with increasing ReL, the film
thickness was increasingly underpredicted by the theory, but with good agreement with
Mudawwar and El-Masri’s semi-empirical turbulence model [210].
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Vassallo [211] conducted a near-wall measurement of velocity in the liquid film using
a hot-film probe. A modified law of the wall was suggested for annular two-phase flows
near the transition regime when the film was thicker. Muñoz-Cobo et al. [125] focused
on the effect of the liquid surface tension in vertical annular flow by having different
amounts of 1-butanol in the fluid. Reducing the surface tension leads to a reduction in the
intermolecular cohesion forces, easier entrainment of the small droplets from the wave
peaks and a decrease in the wave amplitude.

3.2. Disturbance Wave Characteristics

Based on the experimental and numerical results, Fan et al. [57] reported the main
progress of wave evolution, i.e., generation and development of initial waves, coalescence
of initial disturbance waves into large-scale waves, and acceleration of waves with further
stable propagation. They also found that the waves generated slow and fast ripples on
their rear slopes and droplet entrainment started from the disruption of fast ripples. The
disturbance waves were observed only when the liquid film Reynolds numbers exceeded
the critical value [118]. Dao and Balakotaiah [105] investigated the occlusion of falling film
in a vertical pipe with glycerine. The experimental results reported a good correlation
between the liquid Reynolds number, the Kapitza number, and the Bond number. Han
et al. [102] studied the effects of gas flow on the disturbance wave in the annular flow.
With a constant liquid flow rate, an increase in the gas mass flow rate resulted in a series
of changes in the wave characteristics, i.e., decreased wave spacing and increased wave
frequency, slightly decreases in wave base height, peak height, and the mean film thickness.
They also reported a much more significant increase in the liquid velocity from the base
area to the wavy area with an approximate ratio of 1:14.

Alekseenko et al. [58–61] reported quantitative studies of the disturbance wave focus-
ing on its spatial and temporal evolution. Three different regions were defined in the liquid
film: the crests of disturbance waves, where the fast ripples existed; the back slopes of
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disturbance waves, where the slow ripples were generated and their properties gradually
changed with increasing distance from the crests; and the base film, where the properties
of slow ripples had stabilized values. Rapid changes in the film flow parameters, including
the thickness, disturbance wave velocity, and frequency, were found within the first 50 tube
diameters [111]. The disturbance waves were found to appear and to achieve the stable
circumferential distribution at 5–10 pipe diameters from the injection and this coherence
gradually strengthened downstream [118].

The identification of the flow pattern and the pressure gradient was determined by
the characteristics and behaviours of the interfacial wave [42,43], and its orientation has
significant impacts on the flow identification and pressure gradient. Pressure drop in a
downward co-current annular flow measured by Hajiloo et al. [212] suggested that at a
fixed gas Reynolds number, a large increase in interfacial friction accompanied a decrease
in tube diameter and existing correlations were unsuccessful for the present data.

3.3. Correlations of the Film Thickness

Klyuev and Solov’eva [213] developed a mathematical model for the annular flow,
which showed the increase in void fraction resulted in decreases in the average film
thickness and the average liquid velocity. Belt et al. [209] improved the Wallis correlation
by correcting the film roughness, which was assumed as four times the mean film thickness.
The new sand-grain roughness was found proportional to the wave height and can be
estimated using the roughness density. The transient behaviour model [214] and critical
friction factor model [215,216] were developed to estimate the averaged film thicknesses.
The calculated results were agreed to within 20% of the experimental measurements.
The liquid film at the top was found significantly different from those at the lower axial
positions [148], which had a distinctly different slope from the published correlations and
theoretical predictions, and hence suggested a potential change in the film structure in
large-scale pipes.

Different correlations of the liquid film thickness based on experimental results and
theoretical analysis have been proposed so far, which are summarised in Table 1.

Table 1. Correlations of the average liquid film thickness of annular two-phase flow.

Reference Correlations of the Liquid Film Thickness

Ishii and Grolmes [217] (1975) δ = 0.347Re2/3
L

√
ρL
τi

µL
ρL

Henstock and Hanratty [218] (1976)
δ = 6.59F

(1+1400F)0.5 D

F = 1√
2Re0.4

G

Re0.5
L

Re0.9
G

µLρ0.5
G

µGρ0.5
L

Tatterson et al. [219] (1977)

δ = 6.59F
(1+1400F)0.5 D

F =
γ(ReL)

Re0.9
G

µLρ0.5
G

µGρ0.5
L

γ =
[(

0.707Re0.5
L
)2.5

+
(
0.0379Re0.9

L
)2.5
]0.4

Hori et al. [220,221] (1978) δ = 0.905Re−1.45
G Re0.9

L Fr0.93
G Fr−0.68

L

(
µL

µL,re f

)1.06
D

Ambrosini et al. [222] (1991) ρLδu∗
µL

=

{
0.34Re0.6

L ReL ≤ 1000
0.0512Re0,875

L ReL > 1000
, u∗ =

√
τi
ρL

Fukano and Furukawa [94] (1998)
δ = 0.0594exp

(
−0.34Fr0.25

G Re0.19
L χ0.6)D

χ =
jGρG

jGρG+jLρL

Okawa et al. [223] (2002)

δ ≈ 1
4

√
fwρL
fiρG

(1−E)jL
jG

D

fi = 0.005
(

1 + 300 δ
D

)

fw = max
(

16
ReL

, 0.005
)
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Table 1. Cont.

Reference Correlations of the Liquid Film Thickness

MacGillivray [224] (2004) δ = 39 µL
ρL jL

Re0.2
L

1−a
a

(
ρG
ρL

)0.5

Hazuku et al. [68] (2008)

δbase
(
g/v2

L
)1/3

= 0.977Re0.143
L τ∗−0.117

i

τ∗i = τi
ρLg

(
g

v2
L

)1/3

τi =
D−2δ

4

(
dp
dz

)
f ric

τi = fiρG j2G/2
Berna et al. [9] (2014) δ = 7.156Re−1.07

G Re0.48
L

(
FrG
FrL

)0.24
D

Pan et al. [39] (2015) δ = 2.03Re0.15
L Re−0.6

G D

Almabrok et al. [148] (2016) δ = 1.4459Re0.3051
L

(
g

v2
L

)− 1
3

Rahman et al. [225] (2017) δ = 1.93× 10−3Re−0.246
G We−0.161

G Fr0.15
L

( .
mL.
mG

)0.546

Ju et al. [226,227] (2019)

δ = 0.071tanh
(

14.22We0.24
L We−0.47

G N0.21
µ f

)
D

δbase = 0.04tanh
(

4.31We0.22
L We−0.44

G

)
D
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µL√(

ρLσ
√

σ
g∆ρ

)

WeL =
ρL jL

2D
σ , WeG =

ρG jL
2D

σ

(
∆ρ
ρG

) 1
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Rivera et al. [125] (2021) δ = 2.35Re−1.415
G Re0.414

L Ka0.781D
Rivera et al. [127] (2022) δ = 0.19Re0.54

L
(
1− 1.29× 10−5Re0.93

G
)( v2

g

)1/3

Pan et al. [39] δDW
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(
uc
uL

)− 1
3
[
(ρL−ρc)gδ2

σ

] 5
8

Ju et al. [226] δDW = 0.24tanh
(

4.22We0.16
L We−0.46

G

)
D

Y. Rivera, et al. [125] δDW
D = 0.554× 10−3Re−0.57

G Re0.061
L Ka1.12

3.4. The Void Fraction of Annular Two-Phase Flow

The void fraction is the fraction of the gaseous phase to the total volume of the
channel, which is generally between 0.65 and 0.98. Godbole et al. [191] conducted a
comprehensive literature review of the void fraction correlations and experimental results
in the early years of upward two-phase flow. Most area-averaged void fraction had an
increasing trend along the axial direction and decreased after a maximum value of around
80–100 diameters downstream [144,145,148]. However, the decrease in void fraction in the
vertical downward annular flow was also observed in some conditions which was a result
of the kinematic shock phenomenon. Alves et al. [214] developed a three-field two-phase
flow model to simulate the transient annular flow in vertical pipes with a slight tendency
of underprediction. Smith et al. [103] proposed a one-dimensional interfacial area transport
equation (IATE) using measurements of local void fraction, interfacial area concentration,
and interface velocity of an upward annular flow in a large pipe. The dependence of
mixture density on the void fraction and correlations based on the slip ratio and drift flux
model were analysed [228]. Table 2 summarized the correlations for the void fraction (a)
annular two-phase flows.
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Table 2. Correlations for the void fraction (a) of annular two-phase flows.

Reference Correlations for the Void Fraction

Tandon et al. [229] (1985)

a =
{

1− 1.928Re−0.315
L [F(Xtt)]

−1 + 0.9293Re−0.63
L [F(Xtt)]

−2
}

50 < ReL < 1125
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1− 0.38Re−0.088
L [F(Xtt)]

−1 + 0.0361Re−0.176
L [F(Xtt)]

−2
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[

X−1
tt + 2.85X−0.476

tt

]

Xtt =
(

µL
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)0.1( 1−x
x

)0.9( ρG
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)0.5

Usui and Sato [93] (1989)
(1− a)23/7 − 2CwFr2

L

[
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· (1−a)16/7

a5/2 · ρG
ρL

(
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)2
]
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(
2CwFr2

L
)7/23

Cioncolini and Thome [230] (2012)

a = hxn

1+(h−1)xn

(0 < x < 1, 10−3 <
ρG
ρL

< 1, 0.7 < ε < 1)

h = −2.129 + 3.129
(

ρG
ρL

)−0.2186

n = 0.3487 + 0.6513
(

ρG
ρL

)0.515

Kumar et al. [194] (2017)
(1− a)23/7 − 2CwFr2

L

[
1± Ci

Cw
· (1−a)16/7

a5/2 · ρc
ρL

(
jG
jL

)2
]
= 0

Free falling film, a = 1−
(
2CwFr2

L
)1/3

4. The Entrained Droplets in the Central Gas Core
4.1. Droplet Behaviour

The surface instability is the reason for droplet formation and its entrainments. In an
annular two-phase flow, the top part of the disturbance wave is undercut and forms an
open-ended bubble with a filament rim. This bag breaks into many small droplets and
the rim’s break-up results in a smaller number of larger drops. Some of the droplets can
deposit onto the liquid film and hence leads to a decrease in the entrainment. The droplet
entrainment was well discussed and summarised by Prof. Azzopardi [7] and supported
by recent experimental results as shown in Figure 15 [48]. Kumar et al. [231] numerically
observed wave-like protrusion in an orifice, a bag-like break-up in undercutting, and
ligament fragmentation that results in dislodge of droplets from the film (Figure 15g). The
entrained droplet generally moves with the gas core, with its distribution of size varying
in time and space. Tube diameter has been found to have little influence on the sizes
of drops [169]. In contrast, the drop size was determined by the liquid flow rate and
viscosity, increasing with increases in both [180,232]. The models used to describe the
onset of entrained liquid fraction were reported invalid with high viscosity liquid [233] and
the droplets in the early stage could be larger than any stable droplet in convection pipe
flow [234].
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Figure 15. PLIF images showing the droplet entrainment process: (a) disturbance wave, (b) wave
undercut (c) ligament break-up, (d,e) different stages of a bubble burst, (f) liquid impingement,
adapted with permission from [48], 2014, Elsevier and (g) simulation of the droplet formation of
undercutting zone, adapted with permission from [231], 2016, Elsevier.
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Okawa et al. [171] conducted a series of measurements focusing on the droplet entrain-
ment and deposition of an annular two-phase flow in a small vertical tube. The entrainment
rate had a good correlation with the dimensionless number denoting the interfacial shear
force and surface tension, while the deposition rate was determined by the droplet concen-
tration in the gas core. It is also reported that at low drop concentrations, the deposition rate
varied linearly but was not sensitive at high concentrations [232]. In another work [177], the
droplet deposition rate was determined by the deposition constant and the drop velocity
fluctuations. Xie et al. [200] studied the three-dimensional droplet deposition process and
reported detailed complex interfacial structures during droplet impact.

Zhang et al. [32] measured the size and velocity of the droplets and reported that
the ligament break-up of waves produced a large number of drops with high velocity
and sphericity. The droplets had a continuous size distribution and the size increased
slightly during the accelerated migration in the gaseous core. The droplets experienced
axial acceleration and radial deceleration during the radial migration, but the overall
distribution of droplet size and velocity remained unchanged. Starting with a small
number, the proportion of relatively large drops gradually increased and their impacts on
the total momentum could not be neglected. Alamu and Azzopardi [99,100] reported that
both wave and droplet dominant frequency increased with an increase in the superficial
velocities of both gas and liquid and drops became more elastic as liquid superficial velocity
increased.

Trabold and Kumar [161,235] found the vapour turbulence was enhanced by the
droplets over the range of drop size and concentration. However, improvement of the
experimental technique and reduction in the measurement uncertainties were highly recom-
mended as the uncertainty could be up to 25%. To further reconcile the droplet diameters
obtained by various researchers, a definitive study is also highly recommended [7]. Liu
and Li [202] showed it was possible to numerically predict the drop size distribution in
annular two-phase flow using coalescence and breakup kernels. However, the only good
prediction of the large droplets implied that it was necessary to develop a more accurate
model. Based on Kataoka’s correlation [236], Fore et al. [165] proposed a prediction of the
drop size, which is given in Table 3 as well as other recently proposed correlations.

Table 3. Predictions of the drop size in an annular flow.

Reference Prediction of the Droplet Size

Kocamustafaogullari et al. [234] (1994)
d32
D = 0.64C−4/15

W We−3/5
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)4/15( µG
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Azzopardi [7] (1997) d32
D = 1.91Re0.1

G We−0.6
G

(
ρG
ρL

)0.6
+ 0.4 EjL

jG

Fore et al. [165] (2002) dv
D = 0.028We−1

G Re−1/6
L Re2/3

G

(
ρG
ρL

)−1/3( µG
µL

)2/3

Azzopardi [237] (2006) d32 =

[
0.069jG + 0.0187

(
ρL jL
ρG jG

)2
]

σ
ρG jG

Berna et al. [8] (2015) dv
D = 0.11We−0.68

G Re0.33
G Re0.11

L

(
ρG
ρL

)0.31

Wang et al. [180] (2020) d32
D = 0.022We−0.545

G We0.214
L Re−0.249

L Re0.439
G

(
ρG
ρL

)0.117

4.2. Correlation of Droplet Entrainment

Droplet entrainment fraction (E) is defined as the ratio of the entrained liquid drop
mass flow rate divided by the total liquid mass flow rate and the entrainment rate (ε) is
defined as the entrained drop mass rate per unit area of the gas-liquid interface. It has been
shown that most of the predictions developed were very restricted in a wide variety of flow
conditions. And there has not been a general correlation for the entrainment fraction so
far [238]. The correlations of the droplet entrainment rate and entrainment fraction of the
annular two-phase flow reported recently are summarised in Tables 4 and 5 in this section.
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In our recent work, the droplet entrainment of an annular two-phase flow in a vertical
pipe was obtained using the film extraction technique. The entrainment fraction is plotted
against various flow rates at different heights, which shows the developing process of the
entrained drops to a steady state. The impact of the ventilation on the flow behaviour of
the annular flow, i.e., with or without the central gas flow, is examined in form of entrained
droplets, which shows a negligible difference in entrainment fraction. These results will be
published soon with annular velocity and thickness profiles.

Table 4. Correlations for the droplet entrainment rate in annular flows.

Reference Correlations of the Droplet Entrainment Rate

Bertodano et al. [170] (1997)
εD
µL

= k
[

WeG

(
∆ρ
ρG

)1/2(
ReL f − ReL f c

)]0.925(
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µL

)0.26

ReL f = ReL(1− E)
Kataoka et al. [239] (2000) εD

µL
= 6.6× 10−7Re0.74

L Re0.185
L f We0.925

(
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µL

)0.26

Bertodano et al. [240] (2001) εD
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WeG
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∆ρ
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Okawa and Kataoka [241] (2005)
ε = ρLmin
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Ryu and Park [242] (2011) ε = ρLVe
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Wang et al. [244] (2020)

ε = εmax × tanh
(
3.56× 10−6Re0.47

la We1.15)
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√

σ/g∆ρ
µL

=

{
0.00515Re0.69

la (Rela ≤ 800)
0.521 (Rela > 800)

Rela =
ρL jL
√

σ/g∆ρ
µL

Table 5. Correlations for entrainment fraction in annular two-phase flows.

Reference Correlations for the Entrainment Fraction

Oliemans et al. [245] (1986) E
1−E = 10−0.25ρ1.08

L ρ0.18
G µ0.27

L µ0.28
G σ1.80D1.72 j0.7

L j1.44
G g0.46

Ishii and Mishima [246] (1989) E = tanh
(
7.25× 10−7We1.25

G Re0.25
L
)

Utsono and Kaminanga [247] (1998) E = tanh
(
0.16Re0.16

L We0.08
G − 1.2

)

Petalas and Aziz [248] (2000) E
1−E = 0.735

(
µ2

L j2
GρG

σ2ρL

)0.074( jL
jG

)0.2

Barbosa et al. [181] (2002) E = 0.95 + 342.55
√

ρL
.

mL

ρG
.

mG
D2

Pan and Hanratty [249] (2002)
E/EM

1−E/EM
= 6× 10−5(uG − uGc)

2√ρGρLD/σ

EM = 1−
.

ml f c
.

ml

Sawant et al. [250] (2008) E =
(

1− 250 ln ReL−1265
ReL

)
tanh

(
2.31× 10−4Re−0.35

L We1.25
G

)

Sawant et al. [172] (2009)
E =

[
1−

13N−0.5
µ f +0.3

(
ReL−13N−0.5

µ f

)0.95

ReL

]
tanh

(
2.31× 10−4Re−0.35

L We1.25
G

)

Nµ f =
µL√(

ρLσ
√

σ
g∆ρ

)

Cioncolini and Thome [251] (2010)
E =

(
1 + 13.18We−0.655

c
)−10.77

Wec =
ρcu2

c Dc
σ

Cioncolini and Thome [252] (2012)
E =

(
1 + 279.6We−0.8395

c
)−2.209

Wec =
ρc j2

G Dc
σ
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Table 5. Cont.

Reference Correlations for the Entrainment Fraction

Berna et al. [8] (2015)
E

1−E = 5.51× 10−7We2.68
G Re−2.62

G Re0.34
L

(
ρG
ρL

)−0.37( µG
µL

)−3.71
C4.24

w
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(
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Aliyu et al. [152] (2017)
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G σ

7
3 u

5
3
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(
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) 1
3

5. Conclusions and Recommendations

Annular two-phase flows in vertical pipes widely exist in many industrial applications,
which have been investigated since the early years of fluid mechanics. This is also the
case with annular flow in building drainage systems. Aiming to provide a general under-
standing of the current state of understanding on the topic, this work provides a review
of the research in the most recent two decays, with a particular focus on the experimental
techniques and advanced understanding of the mechanism underpinning annular flow.

Experimental techniques used in the field are summarised and their advantages
and limitations are discussed in Section 2.15. These challenges, such as distortion of
the transparent wall in optical measurements, strong fluctuation of the liquid film, and
disturbance induced by the inserted probes, further imply the need for new or improved
techniques to capture the detailed flow properties of annular two-phase flow, particular
with these characteristics, high accuracy, simplicity and suitability for wide industrial
applications. Lots of analytical expressions and empirical correlations of the liquid film
thickness, disturbance wave property, droplet entrainment, drop size and void fraction has
been proposed. on the other hand, this indicates the lack of a well-accepted model that can
accurately predict the flow parameters in a wide range of flow and pipe conditions.

With the development of experimental techniques and computing capacity in the last
two decays, the understanding of the complex two-phase annular flow in vertical pipes has
been significantly advanced, for instance, the clear capture of the liquid film fluctuation
and droplet generation. It is not surprising to note that all previous investigations are
focused on steady flow conditions, including the transient flow region near the inlet of
a stable annular flow, which is more frequently used, easier to measure and simpler to
model. However, unsteady annular two-phase flow, which can be also seen in some cases
and is always found in a building drainage system, has not been widely investigated and
is not well understood. The current understanding of unstable annular flow is generally
derived from the steady-state annular flow. Therefore, investigation of unsteady annular
flow and transient region of a stable flow is recommended with particular focus on the
wavy liquid film, gas core and entrained drops. It would therefore be reasonable to suggest
that building drainage codes (particularly for tall buildings) should incorporate elements
of this new understanding.

It should be also emphasized that the gas flow in the central core region is not an
essential requirement for annular two-phase flow in vertical pipes. When gas velocity in
the central region is set to zero, or the ventilation pipe is closed in a free-falling flow, similar
flow features should be observed in a vertical pipe, such as film development, disturbance
wave, and droplet entrainment. But many previous theoretical or empirical models have
gas flow as one of the dominating mechanisms and non-negligible gas superficial velocity
in the formulas. These models have obvious limitations in predicting annular flow with
no gas flow in the central region. Both facts mentioned here indicate the need to further
advance the understanding of the flow mechanism and to develop new theoretical or
empirical models.
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Abbreviations

Nomenclature List
Symbols Greek Characters
a Void fraction δ Film thickness
C Friction factor δ Time-averaged film thickness
d Diameter of the drop ε Entrainment rate
D Diameter of the pipe λ Wavelength
E Entrainment fraction µ Dynamic viscosity
f Friction factor ν Kinematic viscosity
Fr Froude number ρ Density
g acceleration of gravity σ Surface tension coefficient
h Disturbance wave height τ Shear stress
j Superficial velocity Subscripts
k Wave number * Friction
Ka Kapitza number 32 Sauter diameter
L Length base The base of the disturbance wave
.

m Mass flow rate c Gas core
Nu Viscosity number DW Disturbance wave
Nuf Non-dimensional viscosity number e Entrained
∆p Pressure difference m Modified
Re Reynolds number max Maximum condition
St Strouhal number G Gas
u Velocity Gc Critical gas state
V Volume L Liquid
We Weber number La Laplace length
x Vaper quality lf Liquid film
Xtt Lockhart-Martinelli parameter lfc Critical film flow(

dp
dz

)
f ric

Pressure gradient due to friction loss L, ref Liquid at reference condition (at 20 ◦C)

i Interfacial
v Volume mean
w Wall
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Abstract: This work aimed to study the intensification of flow boiling heat transfer and critical heat
flux (CHF) under conditions of highly reduced pressures due to a modification of the inner wall
surface of a mini-channel. Such research is relevant to the growing need of high-tech industries in
the development of compact and energy-efficient heat exchange devices. We present experimental
results of the surface modification effect on hydrodynamics and flow boiling heat transfer, including
data on the CHF. A description of the experimental stand and method for modifying the test mini-
channel is also presented. The studies were carried out with freon R-125 in a vertical mini-channel
with a diameter of 1.1 mm and a length of 50 mm, in the range of mass flow rates from G = 200 to
1400 kg/(m2s) and reduced pressures between pr = p/pcr = 0.43 and 0.56. The maximum surface
modification effect was achieved at a reduced pressure of pr = 0.43, the heat transfer coefficient
increased up to 110%, and the CHF increased up to 22%.

Keywords: flow boiling; critical heat flux; heat transfer enhancement; high reduced pressure; mini-channel

1. Introduction

One way to increase the heat flux density during flow boiling is surface modification.
The increased interest in studying the methods that intensify heat transfer (primarily due
to boiling) is associated with the increasing requirements for overall efficiency and reduced
environmental impact in modern energy-efficient and energy-intensive installations. The
requirements for heat removal in microelectronics elements increase the heat flux density,
which reaches 2–5 MW/m2. To provide the necessary heat removal in such devices, highly
efficient mini-channel heat exchangers are being developed and implemented [1,2], where
various dielectric liquids and freons can be used as coolants. It is also possible to use boiling
as an efficient mechanism for heat removal and additional intensification by modifying the
boiling surface.

Surface Modification Methods

Technological growth in areas associated with high heat flux density requires the
creation of appropriate heat exchangers. To date, there are many articles that describe
various methods for modifying the boiling surface [3]. The main part of the intensification
methods was laid down in the twentieth century. However, the development of surface
treatment technologies and methods for measuring the characteristics of non-stationary
processes, as well as simulation techniques, allows modern research to be carried out at a
fundamentally new level. Improved methods of mechanical surface treatment can achieve a
significant increase in heat flux. One of the long-standing and well-known ways to increase
the heat flux during fluid flow in a channel is by changing the relief using the method of
deforming cutting (MDC) [4–6]. This method of obtaining modified surfaces is patented
and is actively used in the commercial sphere and in experimental studies. For example, in
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the article [7], experiments were carried out on low-finned pipes and pipes of the Turbo-B
and Thermoexcel-E types, with a length of 152 mm and an outer diameter of 18–19 mm,
under conditions of free convection at a saturation temperature of 7 ◦C for the refrigerants
HCFC22, HFC134a, HFC125 and HFC32. Heat fluxes varied in the range of 10–80 kW/m2.
The ranges of increase in the heat transfer coefficient during boiling on a low-finned pipe,
the Turbo-B type, and the Thermoexcel-E type were 1.09–1.68; 1.77–5.41 and 1.64–8.77 times,
respectively. A combined modification (simultaneous use of MDC and nanocoating) was
performed in [8]. The heat exchange surface was made in the form of channels, onto which
a nanocoating was applied. The channel depth and rib width for all surfaces were kept
constant at 400 µm and 200 µm, respectively. In comparison with a smooth surface, the
increase in CHF was 228%.

Experimental investigations of surface modifications are carried out in pool boiling.
There are many works devoted to various methods of intensification [9]. Modern methods
of plasma and ion sputtering, chemical processing technologies, as well as various meth-
ods for creating nanoscale coatings and their combination with microstructures, make it
possible to create fundamentally new types of multiscale structured surfaces. There are
many different methods for surface modification: meshed surfaces [10,11], silicon oxide
nanoparticle coated copper [12], cutting with a micro milling machine [13], and the use of
micro-nanostructured surfaces [14–17] (which make it possible to achieve an increase in
the heat transfer coefficient (HTC) of up to 200% and in the CHF of up to 120%), the use
of capillary-porous structured surfaces [18] (HTC increases from 1.5 to 4 times). There are
methods of cold deposition by McNamara [19], including the creation of carbon [20–22]
and silicon nanotubes [23], which increase the HTC up to 3 times and the CHF up to 65%.
The methods of modification using a laser, for example, laser T-shaped groove [24] and
laser surface texturing [25], can increase the CHF up to 240%. Due to a very high HTC,
these laser technologies have found application in many industrial fields [26]. Another
common method of surface modification is the use of mesh coatings. Pool boiling on a
modified surface was studied in [27] using multilayer copper gradient grid coatings. The
results indicated an increase in the CHF of 3 times and an increase in the HTC of 6.6 times.

All the above methods of surface modification have been studied for pool boiling.
However, it is difficult, or impossible, to implement these methods in channels. Therefore,
there are currently significantly fewer methods for surface modification in channels. Groov-
ing technology can be used to modify the inner wall of a circular channel. This technology
was studied in [28], where pipes with a diameter of 9.52 mm were used with different
surface structures: a smooth copper pipe and two copper pipes with internal grooves of
different cut widths. The modification technology creates grooves along the inner wall of
the channel, which, as a result, increases the heat exchange surface area. This method is
simple to implement and does not cause considerable technical difficulties. However, the
modifications have a strong influence on the channel hydrodynamics, where the pressure
drop is more than twice as high as in a smooth pipe. According to [28], the best results can
be obtained in pipes with the smallest groove width, which showed an increase in the HTC
of more than twice compared to smooth pipes. The maximum increase in the HTC was
observed at the vapor quality x = 0.8.

The flow boiling heat transfer intensification in a rectangular channel measuring
65 mm long, 6 mm wide, and 1 mm high was studied in [29]. One of the walls (through
which the flow was heated) was made of silicon, on which a C4F8 polymer layer was
deposited using a mask. The result was a bifilar surface. FC-72 was used as the working
fluid. The experiments were carried out at two values of the mass flow rate: G = 90 and
130 kg/m2s. An increase in the HTC of 26% was obtained at heat flux density q = 9 W/sm2.

There are many methods of modification for pool boiling which make it possible to
create effective intensifying surfaces that significantly increase heat transfer during boiling
and evaporation. Currently, there are a small number of methods for surface modification in
channels, especially in mini- and micro-channels. The aim of this work is to use a relatively
simple method for modifying the inner wall of a mini-channel to intensify flow boiling.
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2. Experimental Methods and Setup Description
2.1. Experimental Setup

An experimental setup was used to study the processes of hydrodynamics and heat
transfer in the mini-channel at highly reduced pressures. A detailed description is presented
in earlier works on the experimental study of the hydrodynamics, heat transfer, and CHF
for a wide range of mass flow rates, vapor qualities, and reduced pressures [30,31], as
well as at the most demanded flow parameters in technology [32]. The experiments were
carried out using R-125, the properties of which are presented in Table 1. The saturation
temperature for the operating parameters of the performed experiments was in the range
of 30–45 ◦C, which made it possible to reduce heat losses to the environment during boiling
in the channel. Also, the heat of vaporization and the critical pressure was much lower
than in water, which made it possible to achieve the required parameters with less energy.

Table 1. Physical properties of R-125.

Saturation temperature (1 atm), ◦C −48.1
Critical point pressure, MPa 3.618
Liquid density (25 ◦C), kg/m3 1190
Vapor density (boiling temperature), kg/m3 6.7
Surface tension (25 ◦C), N/m 0.014
Liquid specific heat, kJ/(kg·K) 1.399
Latent heat of vaporization (25 ◦C), kJ/kg 164
Liquid thermal conductivity (25 ◦C), W/(m·K) 0.062
Liquid viscosity (25 ◦C), mPa·s 0.141

The working tube was placed vertically and made of 12 × 18H10T stainless steel
with a heated length of 50 mm, an inner diameter of 1.1 mm, and an outer diameter of
1.6 mm. The tube was heated by alternating the current. The inlet and outlet pressures and
pressure drops were measured using pressure sensors and a differential manometer. The
inlet and outlet temperatures were measured using Chromel-Copel thermocouples with a
cable diameter of 0.7 mm. The wall temperatures were measured using Chromel-Copel
thermocouples (diameter 0.2 mm) on five cross-sections of the tube (T1–T5, see Table 2).
The inner wall temperatures were calculated using a correction for the wall conductivity.
Heat losses were taken into account when calculating the heat balance of regimes with
convective heat transfer. An estimate of the measurement uncertainty is presented in
Table 3.

Table 2. Coordinates of the cross-sections (mm).

T1 T2 T3 T4 T5

2.5 15.5 28.5 40 48

Table 3. Uncertainty parameters in the analysis.

Parameter Uncertainty

Current ±0.9%
Voltage ±0.5 mV
Mass flow rate ±0.2%
Inlet and outlet temperatures ±0.1 ◦C
Wall temperature ±0.8%
Inlet and outlet pressure sensors ±1%
Pressure drop sensor ±0.2%
Tube diameter ±0.05 µm
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2.2. Surface Modification

Modification of the inner wall was carried out using the action of a laser pulse on the
outer surface of the tube. As a result, exposure formations of different heights and diame-
ters, depending on the pulse power (p1–p14), were formed on the inner wall (Figure 1a). At
some values of the pulse power, the outer surface of the tube was not damaged (Figure 1b).
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Figure 1. (a) View of the inner surface of the wall after exposure to laser pulses of different powers.
(b) External surface after exposure with the technological current value I = 130 A.

Figure 2 shows a photograph and a formation profile of the inner wall of the mini-
channel after the outer wall was exposed to a laser pulse with a technological current value
of I = 130 A. The diameter of the formation was d = 390 µm. The formations have the shape
of a rounded cone with a dip in the center, located at the point of the laser pulse impact.
At such a power, pores and craters with different diameters, ranging from 5 to 60 microns,
form on the upper part of the cone. The size distribution of the pores is most uniform in
the center of the dip where their diameter is about 15 µm.
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At the pulse current I = 110 A, the formation diameter decreased to 240 µm, and the
pattern of the crater location changed. Figure 3 shows that large pores with a diameter
from 15 to 30 µm are located both in the peripheral and the central regions. The pores with
the smallest diameter from 2 to 10 µm are formed in the annular region between the center
and periphery. At current I = 110 A, the average pore diameter is smaller than at current
I = 130 A.
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Figure 3. Photograph and view of the formation profile along the tube resulting from exposure to a
laser pulse of I = 110 A, d = 240 µm.

The parameters of the laser pulse were selected based on the results of the analysis
of the obtained formations. In this work, the channel modification was performed using
a laser pulse with the technological current I = 130 A. Along the inner wall surface of
the mini-channel, the laser pulse made formations with a high density of arrangement in
the amount of 300 pieces (6 rows of 50 formations in each, in a checkerboard pattern, see
Figure 1b).

3. Experimental Results

The experiments were carried out with R-125 in a vertical channel with a diameter
of 1.1 and length of 50 mm at two values of reduced pressure: 0.43 (Ts = 30 ◦C) and
0.56 (Ts = 40 ◦C). Regimes of convective and flow boiling heat transfer were obtained in
each experiment. The mass flow rate varied in the range of G = 200–1400 kg/m2s. The inlet
flow temperature was close to room temperature (Tin ≈ 25 ◦C). The values of inlet and
outlet temperatures, the wall temperature at five sections along the tube, the inlet and outlet
pressures, the pressure drop, and the mass flow rate were measured. The measurements
were obtained using an automated data acquisition system after a stationary regime was
established. The maximum heat flux was limited by the critical heat flux. The CHF was
observed and recorded as a sharp increase in the wall temperature according to the readings
of the thermocouple located near the outlet of the tube.

3.1. Effect of the Modification on the Hydrodynamics

The effects of the modification on the channel hydrodynamics were studied without
heating the test tube. The total pressure drop, including the inlet and outlet pressure drops,
was measured at a constant inlet temperature with an increasing mass flow rate. The
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prediction of the total pressure drop was carried out as follows. The pressure drop in the
heated part of the mini-channel was calculated using Formula (1):

∆ptube = ξ
ρw2

2
L
d

, ξ = (1.82lg(Re)− 1.64)−2. (1)

The test tube had unheated parts at the inlet and outlet, which passed into supply
tubes with a diameter of 4 mm, forming a diffuser and confuser. Formula (1) was used to
calculate the pressure drop on the unheated parts. The calculation methods of [33] were
used to calculate the pressure drop in the confuser and diffuser. The resulting pressure
drops at the inlet and outlet were calculated using Formulas (2) and (3):

∆pinlet = 0.5
(

1 − d2

D2

) 3
4 ρw2

2
ξ

ρw2

2
Lin
d

, (2)

∆poutlet =

(
1 − d2

D2

)2
ρw2

2
+ ξ

ρw2

2
Lout

d
, (3)

where Lin and Lout are the lengths of the inlet and outlet unheated parts, respectively; d is
the diameter of the mini-channel; and D is the diameter of the supply tubes.

In Figure 4, the filled triangles show the experimental data of the total pressure drop
without modification. The line shows the sum of the calculated pressure drops in all three
parts according to Formula (4):

∆pcalc = ∆pinlet + ∆poutlet + ∆ptube. (4)
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Figure 4. Pressure drop versus mass flow rate.

It is clear that the difference between the experimental data and the calculated data is
insignificant, which suggests that the calculation of pressure drop at the inlet and outlet of
the tube was carried out correctly. Thus, from the experimental data on the total pressure
drop obtained before and after the modification, the experimental pressure drops in the
heated part of the mini-channel were determined using Formula (5):

∆ptube.exp. = ∆pexp − ∆pinlet − ∆poutlet (5)

In Figure 4, the unfilled dots show the pressure drop in the tube without modification,
whereas the black dots show the pressure drop after the modification. The greatest increases
in the pressure drop of 50% to 90% were observed at mass flow rates of G > 2000 kg/m2s.
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The maximum pressure drop did not exceed 40% within the range of mass flow rates that
was investigated in the current work (200–1400 kg/m2s).

3.2. Heat Transfer Enhancement

Primary data on the temperature at the inlet and outlet of the tube, the wall tempera-
ture at five cross sections, and the heat flux density at various mass flow rates and pressures
were obtained during the experiments. In each regime, at fixed values of the mass flow rate
and the inlet temperature and pressure, the tube was gradually heated until it reached the
CHF. Figure 5 shows an example of the wall temperature versus the heat flux density in
section T4 before and after modification at pr = 0.56 and G = 1260 kg/(m2s). The regimes of
convective and boiling heat transfer are clearly visible.

Water 2022, 14, 4054 7 of 13 
 

 

 
Figure 4. Pressure drop versus mass flow rate. 

3.2. Heat Transfer Enhancement 
Primary data on the temperature at the inlet and outlet of the tube, the wall temper-

ature at five cross sections, and the heat flux density at various mass flow rates and pres-
sures were obtained during the experiments. In each regime, at fixed values of the mass 
flow rate and the inlet temperature and pressure, the tube was gradually heated until it 
reached the CHF. Figure 5 shows an example of the wall temperature versus the heat flux 
density in section T4 before and after modification at pr = 0.56 and G = 1260 kg/(m2s). The 
regimes of convective and boiling heat transfer are clearly visible. 

 
Figure 5. Wall temperature in the T4 thermocouple section versus heat flux density. 

Based on the obtained data, the heat transfer coefficients for the regimes of convective 
and boiling heat transfer were calculated using hboil = q/(Tw − Tl) and hcon = q/(Tw − Ts), where 
Tw, Tl, and Ts are the wall, liquid, and saturation temperatures, respectively. The HTC 
obtained before the tube modification was then compared to the HTC after modification. 

Figures 6–8 show the results of the effect of the modification on the HTC in nucleate 
boiling regimes for the mass flow rates G = 420, 800, 1260 kg/(m2s) obtained at reduced 
pressures of pr = 0.43 and pr = 0.56. The HTC with increasing heat flux density and mass 
flow rate increased as usual. A decrease in the HTC was observed upon reaching the pre-
crisis values of the heat flux. As a result of the modification to the mini-channel, the nu-
cleate boiling HTC increased. The greatest effect of the modification was observed at pr = 
0.43 for the mass flow rate G = 1260 kg/(m2s) where the average increase in the HTC was 
110% (Figure 8a). The average increase in the HTC for mass flow rates G = 420 kg/(m2s) 
(Figure 6a) and G = 800 kg/(m2s) (Figure 7a) were 65% and 100%, respectively. 

25

30

35

40

45

50

0 100 200 300 400

Т,
 °С

q, kW/m2

без модификации Т4
с модификацией Т4

no modification
after modification

Figure 5. Wall temperature in the T4 thermocouple section versus heat flux density.

Based on the obtained data, the heat transfer coefficients for the regimes of convective
and boiling heat transfer were calculated using hboil = q/(Tw − Tl) and hcon = q/(Tw − Ts),
where Tw, Tl, and Ts are the wall, liquid, and saturation temperatures, respectively. The
HTC obtained before the tube modification was then compared to the HTC after modification.

Figures 6–8 show the results of the effect of the modification on the HTC in nucleate
boiling regimes for the mass flow rates G = 420, 800, 1260 kg/(m2s) obtained at reduced
pressures of pr = 0.43 and pr = 0.56. The HTC with increasing heat flux density and mass
flow rate increased as usual. A decrease in the HTC was observed upon reaching the
pre-crisis values of the heat flux. As a result of the modification to the mini-channel, the
nucleate boiling HTC increased. The greatest effect of the modification was observed at
pr = 0.43 for the mass flow rate G = 1260 kg/(m2s) where the average increase in the HTC
was 110% (Figure 8a). The average increase in the HTC for mass flow rates G = 420 kg/(m2s)
(Figure 6a) and G = 800 kg/(m2s) (Figure 7a) were 65% and 100%, respectively.

The results obtained at the reduced pressure pr = 0.56 are similar, but with a lower
degree of intensification. The greatest effect of the modification at a highly reduced pres-
sure was observed at G = 800 kg/(m2s) where the average increase in the HTC was 23%
(Figure 7b). For mass flow rates G = 420 and 1260 kg/(m2s), the average increase in the HTC
was 11% and 14%, respectively. With increasing pressure, the critical diameter of vapor
bubbles decreases, which leads to an increase in the density of vaporization centers due
to natural roughness. This method of surface modification at the highly reduced pressure
pr = 0.56 probably becomes less effective because the size of some pores is too large in
relation to the critical bubble diameter to be the centers of vaporization.
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The heat transfer data were obtained at different pressures. It is clearly seen from the
data analysis that an increase in the reduced pressure from pr = 0.43 to pr = 0.56 caused the
HTC to increase significantly, on average from 25% to 100%, depending on the mass flow
rate (the higher the mass flow rate, the greater the increase in the HTC). The greatest effect
of the modification of the inner wall of the mini-channel on the intensity of flow boiling
heat transfer was observed in the range of the mass flow rate G = 1260 kg/(m2s) at the
reduced pressure pr = 0.43. The HTC data obtained on the modified tube at the reduced
pressure pr =0.43 are comparable with the data obtained before the modification at the
pressure pr =0.56. Increasing the pressure from pr = 0.43 to pr = 0.56 led to an increased
HTC in the tube without modification, which, on average, was comparable to the increase
in the HTC due to surface modification at pr = 0.43.

To evaluate the effect of the modification on convective heat transfer, the values of the
experimental convective HTC obtained before and after the modification at the same flow
parameters were compared.

64



Water 2022, 14, 4054

Water 2022, 14, 4054 8 of 13 
 

 

      (a)           (b) 
 

 
Figure 6. Effect of the modification on HTC at G = 420 kg/(m2s) in the T4 thermocouple section, (a) 
pr = 0.43, (b) pr = 0.56. 

      (a)           (b) 
 

 
Figure 7. Effect of the modification on HTC at G = 800 kg/(m2s) in the T4 thermocouple section, (a) 
pr = 0.43, (b) pr = 0.56. 

      (a)           (b) 

 
Figure 8. Effect of the modification on HTC at G = 1260 kg/(m2s) in the T4 thermocouple section, (a) 
pr = 0.43, (b) pr = 0.56. 

Figure 8. Effect of the modification on HTC at G = 1260 kg/(m2s) in the T4 thermocouple section,
(a) pr = 0.43, (b) pr = 0.56.

Figure 9 shows a comparison of the dependences of the convective HTC on the heat
flux density for the non-modified and modified tubes for a maximum mass flow rate, at
which the effect of convection is maximum. The data are in good agreement, indicating
that there is no significant effect of the surface modification on the convective heat transfer
compared to the non-modified tube. It can be concluded that the increased HTC in the
nucleate boiling regimes, resulting from the modification, occurred due to the vaporization
process. This conclusion is supported by the obtained boiling curves. Figure 10 shows an
example of the boiling curves obtained before and after modification with the same inlet
flow parameters. Comparing the values of ∆Ts = (Tw − Ts) at the constant value of the
heat flux density q ≈ 250 kW/m2, it is clear that ∆Ts for the modified surface decreased by
about 1.5 degrees, which indicated the intensification of boiling.
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Figure 9. Convective HTC in the T4 thermocouple section versus the heat flux density at pr = 0.56
and G = 1260 kg/(m2s).
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Figure 10. Boiling curves for T4 thermocouple section at pr = 0.43 and G = 800 kg/(m2s).

3.3. Effect of Intensification on the CHF

In each regime, the tube heat flux was gradually increased at a fixed mass flow rate
and inlet temperature.

Depending on the flow parameters, the heat flux increase stopped either when depar-
ture nucleate boiling (DNB) or dryout occurred. The critical heat flux values were recorded
when there was a sharp increase in the wall temperature at the outlet tube part in the T5
thermocouple section.

A comparative analysis of the CHF data obtained before and after the channel modi-
fication was performed. Figure 11 shows a comparison of the results for the CHF values
dependent on the mass flow rate at different reduced pressures. The analysis showed that
the modification to the inner wall caused an increase in the CHF for the range of mass flow
rate G > 800 kg/(m2s): the average increase was 22% at pr = 0.43 (Figure 11a) and 7 % at
pr =0.56 (Figure 11b).
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Figure 11. CHF data versus mass flow rate, (a) pr = 0.43, (b) pr = 0.56.

In the range G < 800 kg/(m2s), no significant increases in the CHF were observed. As
can be seen from the same CHF data versus vapor quality shown in Figure 12, no increases
were observed because the heat transfer crisis occurs in the range of vapor quality x > 0.7
when the mass flow rate is decreasing. Dryout conditions also occur at this point.
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Therefore, the greatest effect of the modification on the CHF was observed at the
moderately reduced pressure pr = 0.43 in the range of the mass flow rate G > 800 kg/(m2s)
where the average increase was 22%.

4. Conclusions

A method for modifying the inner surface of a mini-channel by treatment of the outer
wall with a laser pulse has been developed.

We completed experimental studies on the effect of the modification to heat transfer
during flow boiling of R-125 in the vertical channel with a diameter of 1.1 mm and length
of 50 mm at two values of the reduced pressure: pr = 0.43 and pr = 0.56. The mass flow rate
was varied in the range of G = 200–1200 kg/m2s. The maximum heat flux was limited by
the CHF.

As a result of the modification, the heat transfer coefficient and the CHF increased.
The greatest effect of the surface modification on heat transfer was observed at the reduced
pressure pr = 0.43, where the increase in the HTC was up to 110% in the range of the mass
flow rate G = 1260 kg/(m2s). The maximum increase in the CHF was 22% at the reduced
pressure pr = 0.43. It should be noted that the pressure increase led to a significant increase
in the HTC by up to 100%. At the highly reduced pressure pr = 0.56, the effect of the
surface modification on heat transfer decreased, where the HTC increased from 11% to 23%
depending on the mass flow rate.

These research results showed that such modifications can be used to increase the
intensity of heat transfer in various heat exchange devices, where low and moderate
reduced pressures can also be used. Our experiments have shown that at moderately
reduced pressures of pr ≈ 0.4, the values of the HTC can be significantly increased to those
observed at high reduced pressures of pr ≈ 0.6 when using the presented method of inner
surface modification in circular mini-channel.
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Nomenclature

d diameter, m
G mass flow rate, kg/(m2s)
p pressure, Pa
T temperature, K
x vapor quality
w velocity, m/c2

Greek symbols
α heat transfer coefficient, W/m2·K
ξ hydraulic friction factor
ρ density, kg/m3

Subscripts
l liquid
g gas
boil boiling
con convective
calc calculated
exp experimental
cr critical
in inlet
s saturated
r reduced
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Abstract: The paper reports the results of experimental and numerical studies of vortex motion in an
industrial-scale glass bioreactor (volume, 8.5 L; reactor vessel diameter D, 190 mm) filled 50–80%. The
model culture medium was a 65% aqueous glycerol solution with the density ρg = 1150 kg/m3 and
kinematic viscosity νg = 15 mm2/s. The methods of particle image velocimetry and adaptive track
visualization allow one to observe and measure the vortex motion of the culture medium. In this
work, the vortex flow investigation was performed in a practical bioreactor at the operation regimes.
Our research determines not only the optimal flow structure, but also the optimal activator rotation
speed, which is especially important in the opaque biological culture. The main result is that, similar
to the case of two rotating immiscible liquids, a strongly swirling jet is formed near the axis, and the
entire flow acquires the pattern of a miniature gas–liquid tornado. The aerating gas interacts with
the liquid only through the free surface, without any mixing. This intensifies the interphase mass
transfer due to the high-speed motion of the aerating gas.

Keywords: vortex reactor; complex vortex; vortex flow modeling; phase boundary; immiscible
liquids; free surface

1. Introduction

The evolution of fluid mechanics has been driven by the connection between science
and the practical needs throughout history, from the hydromechanics of “the ancients”
through the Newtonian era and up to the present day. It is safe to say that vortex motion is
one of the fundamental states of a liquid medium [1,2]. According to the vivid expression
provided in the Saffman’s book [3], vortices are “sinews and muscles of fluid motion”.

Although the existence of vortices of various types has been known for a long time [3],
diverse metamorphoses of vortex formation and vortex transfer of mass and energy require
deeper analysis and understanding [4–6]. An important and interesting fact that needs
additional interpretation is the formation of vortex motion during the interaction between
various liquid and gaseous media (e.g., a gas vortex in an aqueous medium [7,8] and
slippage in flows containing nanoparticles [9]) or immiscible liquid media differing both in
density and viscosity [10].

In technical applications, vortex mixing is a widespread method of mass transfer
enhancement. In vortex combustion chambers, vortex cells stabilize the flame and reduce
harmful emissions. In chemical gas and biological two-liquid reactors, the organization
of vortex motion contributes to mixing of ingredients, thus increasing the yield of the net
product [4]. A convenient model of a vortex reactor is a vertical cylindrical container, where
movement of the filling liquid is generated through an intermediate liquid or a gaseous
medium by rotating one of the end disks [4–6]. Notably, in the case of a single-component
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liquid, it is not that important which of the end disks is rotating; for the case of using
two media or a free boundary, it is possible to compensate for the influence of gravity on
the shape of the interface between the immiscible components by choosing the size of the
inductor generating a vortex structure [11]. Naumov et al. [12] reported a similarity in the
patterns of formation and evolution of the recirculation zones in the center and on the free
end of an intensely swirled flow generated in a non-uniformly filled cylinder due to the
opposite end rotation. The flow topology appears to be independent of properties of the
medium (liquid or gas) at the free boundary, thus limiting fluid circulation and location of
the disk generating the vortex structure [13,14].

Many vortex devices allow for interaction between a rotating working fluid and
a layer of another liquid or air (e.g., when the reactor is partially filled with the working
fluid). Recently, researchers have focused on two-fluid rotating flows in the context of
developing vortex-aerated bioreactors. In searching for an optimal flow shape for culture
growth in vortex bioreactors, an interesting and impressive structure has been discovered:
it simulates strong vortices observed in the atmosphere and ocean and can be called
“a two-story tornado” [15]. It has been revealed that the tornado-like flow develops in
bioreactors as well.

The bioreactor is the main component in industrial-scale microbiological synthesis [16].
Microbial cells can withstand vigorous stirring and aeration. Animal and plant cells are
more fragile and sensitive to mechanical action regardless of the cultivation method (in
suspension or in an immobilized state). The aim of using the bioreactor is to provide
optimal conditions for the growth of cultivated biological objects and biosynthesis of the
target product while maintaining the sterility and cost-effectiveness of the process. During
deep aerobic biosynthesis, the bioreactor contains a system of components, which are
a suspension of cells (or other aforementioned cultures) in a nutrient medium enriched
with dissolved oxygen. The system requires the maintenance of certain conditions—heat
and mass transfer—as well as aeration of the medium.

The technological complexity of ensuring the parameters of the mixing process for
different types of cells and microorganisms explains the wide variety of designs of industrial
bioreactors. On the basis of the principle of operation, traditional bioreactors are included
in one of the following four groups: (a) bubbling and airlift bioreactors, where mixing is
realized due to the air flow supplied through the medium; (b) bioreactors with a mechanical
“stirrer” in the mixed medium; (c) combinations of the first two types; and (d) highly
specialized and unique ones, created for one process.

Leaving behind the conventional devices, we explain the characteristics of the gas
vortex bioreactor using a fundamentally new mixing method employing a concentrated
air vortex generated by an activator installed under the bioreactor lid above the sur-
face of the culture medium. Mixing of the culture medium is carried out by creating
a three-dimensional motion of the “rotating vortex ring” type: a quasi-stationary flow with
an axial counterflow generated by an aerating gas vortex due to the pressure drop above
the surface and the friction force of the air flow on the liquid surface.

The absence of a mechanical stirring element in the liquid ensures energy saving
(0.06–0.1 W/L, compared to 1–4 W/L for bioreactors with a mechanical stirring device and
airlift bioreactors), soft and efficient mixing of liquids—including viscous ones—without foam
formation, cavitation (surface aeration without using a bubbler—for cell cultures), hydraulic
shocks, highly turbulent or stagnant zones, and micro zones with high temperature [16].

In contrast to previous studies, here we explore the vortex flow in a real-world biore-
actor. The aim of this work is to identify the regularities of vortex flow in an aerial vortex
bioreactor at various activator rotation parameters. Knowing the rotation parameters, it is
possible to determine the flow mode in any opaque culture medium. The culture is placed
in a liquid that is activated by an upper medium (air) driven by the rotation of the activator.
Therefore, it is responsible not only the optimal flow structure, but also for the optimal
rotation speed, thus ensuring soft and thorough mixing of ingredients and preventing them
from directly contacting the activator. The biological culture is not destroyed because it
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does not contact the rotating solid parts of the reactor. Meanwhile, the effective mixing and
saturation of the working medium with nutrients and oxygen is ensured.

2. Materials and Methods
2.1. Experimental Setup

The patterns of vortex motion were studied in an industrial-scale GV FBR 10-I glass
cylindrical bioreactor manufactured by the Center for Vortex Technologies (volume, 8.5 L;
diameter of the reactor vessel D = 190 mm; and height H = 300 mm) (Figure 1a). A 65%
aqueous glycerol solution was used as a model liquid (density ρg = 1150 kg/m3; kinematic
viscosity νg = 15 mm2/s). In the reactor, mixing of the cell suspension was carried out
by creating a quasi-stationary rotational motion generated by a swirling gas flow. The
tornado-like swirling gas flow was generated by an impeller (activator) above the surface of
the culture medium (Figure 1b). The aerating gas interacted with the cell suspension only
through the free surface of the latter, without mixing with it. As a result, the interfacial mass
transfer was intensified due to the high velocity of the aeration gas, and the suspension
was mixed evenly, without stagnant zones.
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Figure 1. (a) A gas–liquid bioreactor: a photo of the test bench; (b) an impeller (activator) generating
vortex motion in the bioreactor.

Due to the interface friction and pressure difference between the periphery and the
center of the gas vortex, such a swirl of the aerating gas ensures the movement of the model
liquid in the form of a vortex ring, rotating with respect to the tank axis with simultaneous
downward liquid motion at the periphery of the tank and ascending motion in the axial
zone [14,15].

Figure 2 shows the organization of vortex motion in a bioreactor and the diagram of the
test bench. The gas–vortex reactor was placed in a glass container sized 300 × 300 × 400 mm
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to reduce optical aberrations and ensure thermal stabilization. The vortex motion of air
was generated by an activator at a rotation speed Ω of up to 1000 rpm at the minimal filling
of 50% (hg = 150 mm) and, by continuously adding the working model medium, to the
maximal filling of 80% (hg = 240 mm).
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The velocity fields were measured by Particle Image Velocimetry (PIV). The PIV
method provided an instantaneous velocity distribution in the investigated cross-section
and an instantaneous flow pattern within the two-dimensional plane of the light sheet. The
PIV and adaptive track visualization methods were used to observe the vortex motion pat-
tern [13,14,17]. Polyamide beads (density, 1030 kg/m3; diameter, ~10 µm) were employed
as seeding light-scattering particles for both flow visualization and PIV measurements. The
air flow was seeded by a fog generator. Measurements were performed in a horizontal
section in the vicinity of the interface, at a distance of 2 mm in air and liquid and near
the bottom of the reactor vessel, as well as in a vertical section passing through the axis
of the cylinder. The light cross-section was formed by a laser sheet of the PIV measuring
system [14], and the image was recorded by a camera through the transparent glass bottom
and sidewall of the bioreactor.

The PIV system consisted of a double-pulsed Nd:YAG Beamtech Vlite-200 laser (wave-
length, 532 nm; repetition rate, 15 Hz; pulse duration, 10 ns; pulse energy, 200 mJ), an IM-
PERX IGV-B2020 CCD camera (8 bits per pixel; matrix resolution 2056 × 2060 pixels, 1.3′ ′

optical format) equipped with a Nikon SIGMA 50 mm f/2.8D lens, and a synchronizing pro-
cessor. We calculated the two-dimensional velocity fields using the commercial ActualFlow
software, Version 1.18.8.0. The thickness of the laser light sheet formed by a cylindrical
lens to illuminate tracer particles was ~0.8 mm in the measurement plane. The distance
between the camera and the laser sheet was 800 mm and 720 mm for the horizontal and
vertical planes, respectively.

For every set of experimental conditions, we accumulated 500 images and averaged
them to increase the signal-to-noise ratio. Time delay between the two images varied from
5 to 120 ms depending on the fluid type. The velocity fields were calculated using the
iterative cross-correlation algorithm with a continuous window shift and deformation and
75% overlap of the interrogation windows in order to have a relatively large dynamic
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range (the span between the maximal and minimal velocity values). The threshold value
for concentration of seeding particles was 5–8 tracers per 64 × 64-pixel area. The sub-
pixel interpolation of a cross-correlation peak was performed over three points using
one-dimensional approximation by the Gaussian function. The inaccuracy of position
determination did not exceed 0.1 pixel. Thus, the velocity measurement–error estimates
were 1% and 4% for tracer sizes of 8 and 2 pixels, respectively. The resulting spatial
resolution of the velocity fields was approximately one vector per 1.4 mm. A more detailed
description of the applied methods of experimental diagnostics and the composition of
measuring systems can be found in [13,14,17].

The paper considers the structure of the circulation motion of the working fluid in the
mode implying the formation of a laminar soft circulating movement of the working fluid
for growing cultures that are not resistant to unfavorable hydrodynamic conditions and
require soft mixing. This mode of bubble-free aeration is implemented using an activator:
a high-speed gas vortex is formed above the surface and swirls the culture medium, thus
creating a weak circulation movement and simultaneously saturating it with oxygen. The
optimal operating range of the activator rotation with neither interface fluctuations nor
foaming is 180–900 rpm.

2.2. The CFD Approach

Numerical calculations were carried out in order to complete the flow structure in
the upper medium (air) where PIV measurements are difficult to perform, especially in
the vertical section. The main focus of the calculations was placed on the vortex motion
of the air medium generated by the rotating impeller. The numerical simulations were
performed using the OpenFOAM software [18,19]. The finite volume method (FVM) was
used to solve the incompressible Navier–Stokes equations, and the volume of fluid (VOF)
method was adopted for capturing the liquid–gas interface [18–20]. The Multiple Reference
Frame (MRF) method was used to calculate the rotating domain. The MRF approach was
employed to control volume with multiple zones at different rotational speeds. The fluids
(gas and water) were treated as incompressible and immiscible Newtonian fluids where
the heat and mass transfer are neglected. The equations of continuity and momentum
were solved:

∂ρ

∂t
+∇ · (ρU) = 0 (1)

∂(ρU)

∂t
+∇ · (ρUU) = −∇p +∇ · s + ρg + F (2)

where ρ = αρl + (1 − α)ρa; subscripts ‘l’ and ‘a’ represent the liquid and gas phases, respec-
tively. F is the source term due to surface tension, which is modeled using the Continuum
Surface Force (CSF) method. s = µ(∇U + ∇UT − 2/3(∇·U))I is the viscous stress tensor; I
is the identity tensor; and µ = αµl + (1 − α)µa is the dynamic viscosity.

The incompressible Navier–Stokes equation in the relative frame with absolute velocity
could be written as [21–23]

∂UR
∂t + dΩ

dt × r +∇ · (UR ⊗US) + Ω×US = −∇( p
ρ ) + ν∇ · ∇(US)

∇ ·US = 0
(3)

where U is the absolute velocity; the subscripts R and S indicate the rotary and stationary
components, respectively. Ω is the rotational speed of the reference frame for a stationary
observer, which is equal to the rotational speed of the rotor. p and ρ denote the pressure
and density, respectively. The density is ρg = 1150 kg/m3 for glycerol and ρa = 1.2 kg/m3

for air. The kinematic viscosities are νg = 15 mm2/s for glycerol and νa = 18 mm2/s for air;
the surface tension is σ = 0.05 N/m.

The NS equations were solved using the Direct Numerical Simulations (DNS). The
time ranged from 0 to 10 s. The Courant number was set at 0.1, and the time increment was
adjustable. In order to eliminate the prime error, we averaged the results during the last 5 s.
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The computational domain and mesh are shown in Figure 3. For simplicity, the rotor
shaft was neglected in simulations. The domain diameter was 180 mm, and the height was
250 mm. It contained 364,421 hexahedral grids. The refinement mesh was adopted in the
gas domain, as shown in Figure 3. Furthermore, the boundary condition of the enclosed
vessel and rotor walls was no-slip. The initial condition for the pressure over the free
surface was set at p0 = 101,325 Pa. The gravity was considered here, where g = 9.8 m/s2.
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Figure 3. The computational domain and the mesh system.

3. Results
3.1. Experimental

An experimental study of the flow structure was carried out for several stationary
modes at Ω = 90, 180, 360, 540, 720, and 900 rpm using the PIV method and the developed
hardware and software of the adaptive track visualization complex. The adaptive visualiza-
tion method made it possible to qualitatively investigate the flow structure. For the motion
formation, there is an analogy with the case of a two-liquid system [10,13], where the lower
heavy fraction has a divergent flow under the interface and a converging flow near the
bottom. The study was carried out in a horizontal section in the vicinity of the interface
and bottom in the liquid at a distance of 2 mm.

Table 1 shows the maximum values of the measured tangential velocity components
(Vtgm) depending on the velocity of the activator (Ω) at h = 0.5 and 0.8. These values serve
to determine the characteristic Reg. In this case, the Reynolds number for the liquid is
defined as Reg = VtgmR/νg, where Vtgm is the maximum value of the tangential component
of the velocity, R is the radius of the reactor vessel, and ν is the kinematic viscosity of the
working fluid. The use of a 2.3 MP sensor Sony IMX174 with 10 Hz framing and a delay
of up to 100 ms allowed us to significantly improve quality of the recorded images, and
the preliminary subtraction of the background image reduced the noise level. Figure 4
shows examples of converging and diverging helical motion of the working fluid under
the interface (Figure 4a) and in the vicinity of the bottom (Figure 4b), which illustrates the
circulating meridional movement of the working fluid generated by an intense air vortex
in the bioreactor.
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Table 1. The maximum values of the tangential velocity under the interface and the Reynolds number
in the liquid, depending on the rotation of the activator.

Ω, rpm Vtgm, mm/s Re

h = 0.5

180 7.7 48.8
360 18.1 114.6
540 29.2 184.9
720 36 228
900 46.8 296.5

h = 0.8

180 9.7 61.3
360 18.5 117.4
540 32.4 205.5
720 52.5 332.7
900 77.1 488.6
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Figure 4. Visualization of the motion of the model fluid: (a) the flow diverging from the axis below
the interface and (b) the flow converging to the axis near the bottom at Ω = 900 rpm, hg = 0.5h.

The PIV method was used to obtain and analyze the velocity fields and profiles of the
azimuthal and radial velocity components in air and in liquid at distances of 2 mm from
the interface. Figure 5 shows the streamlines reconstructed from the vector fields obtained
in a horizontal section near the interface when the reactor vessel was filled by 50%.

At low Ω, there is a strongly converging flow in the air above the interface, where the
centrifugal force acts on the medium adjacent to the swirler and meridional air circulation
is observed, like in the case of the two-liquid system. As Ω increases, a turbulent flow is
formed in the air near the reactor axis; it appears as a diverging flow near the interface
(Figure 4, left column). In the liquid, the processes occur according to the classical sce-
nario of vortex interactions in two-fluid systems [6,24,25]. At low Ω, a centrifugal cell of
meridional circulation arises near the axis, thus increasing its intensity with rising Ω. This
scenario of vortex development and circulating fluid motion is observed both at 50% and
80% filling of the bioreactor with a model medium.

Figures 6–8 show the profiles of the tangential Vtg and radial Vr velocity components
in the horizontal section in the vicinity of the interface in air and the model liquid at low
and high rotation speeds of the activator Ω = 90, 180, 360, 540, and 720 rpm. Further, for
convenience, the heights of reactor filling with the working fluid hg = 210 mm and 340 mm
are presented in dimensionless quantities h = H/hg = 0.5 and h = H/hg = 0.8, respectively.

77



Water 2023, 15, 94

Water 2023, 15, x FOR PEER REVIEW 7 of 15 
 

 

 

  
(a) (b) 

Figure 4. Visualization of the motion of the model fluid: (a) the flow diverging from the axis below 
the interface and (b) the flow converging to the axis near the bottom at Ω = 900 rpm, hg = 0.5h. 

The PIV method was used to obtain and analyze the velocity fields and profiles of 
the azimuthal and radial velocity components in air and in liquid at distances of 2 mm 
from the interface. Figure 5 shows the streamlines reconstructed from the vector fields 
obtained in a horizontal section near the interface when the reactor vessel was filled by 
50%. 

 
Figure 5. The streamlines reconstructed from the vector fields obtained in a horizontal section near 
the interface (left—in air; right—in the working model fluid). 

At low Ω, there is a strongly converging flow in the air above the interface, where the 
centrifugal force acts on the medium adjacent to the swirler and meridional air circulation 
is observed, like in the case of the two-liquid system. As Ω increases, a turbulent flow is 
formed in the air near the reactor axis; it appears as a diverging flow near the interface 
(Figure 4, left column). In the liquid, the processes occur according to the classical scenario 
of vortex interactions in two-fluid systems [6,24,25]. At low Ω, a centrifugal cell of merid-
ional circulation arises near the axis, thus increasing its intensity with rising Ω. This 

Figure 5. The streamlines reconstructed from the vector fields obtained in a horizontal section near
the interface ((left)—in air; (right)—in the working model fluid).

Water 2023, 15, x FOR PEER REVIEW  8  of  15 
 

 

scenario of vortex development and circulating fluid motion is observed both at 50% and 

80% filling of the bioreactor with a model medium. 

Figures 6–8 show the profiles of the tangential Vtg and radial Vr velocity components 

in the horizontal section in the vicinity of the interface in air and the model liquid at low 

and high rotation speeds of the activator Ω = 90, 180, 360, 540, and 720 rpm. Further, for 

convenience, the heights of reactor filling with the working fluid hg = 210 mm and 340 mm 

are presented in dimensionless quantities h = H/hg = 0.5 and h = H/hg = 0.8, respectively. 

   
(a)  (b) 

   
(c)  (d) 

Figure 6. The tangential velocity profiles at Ω = 90 rpm: (a) h = 0.5; (b) h = 0.8; and (c,d) the radial 

and tangential velocities at Ω = 720 rpm and h = 0.5, respectively. 

Figure 6 compares the profiles of the tangential and radial velocity components in air 

and liquid at Ω = 90 and 720 rpm. It shows only the tangential velocity profiles for Ω = 90 

rpm, since the radial velocity of the fluid in this mode is too low to be measured using the 

PIV method. Since the maximum tangential velocity in a liquid is two orders of magnitude 

lower than that in air, for convenience, Figure 6 shows the values of the tangential velocity 

of the liquid multiplied by 100; Figure 6c presents the values of the radial velocity of the 

liquid multiplied by 10. 

Figure 6 shows  that  the maximum values of  the profiles at Ω = 90  rpm are much 

smaller than those at Ω = 720 rpm; due to the considerable difference in densities of liquid 

and air, the velocity profiles differ by one or two orders of magnitude. In order to avoid 

big differences in the velocity values in the same diagram, the data were grouped by types 

of the medium, so Figures 7 and 8 show the profiles only for Ω = 180, 360, and 540 rpm. 

 

0

0.03

0.06

0.09

0.12

0.15

0 0.2 0.4 0.6 0.8 1

Vtg,m/s

r/R

Vtg×100 in glycerin
Vtg in air

0

0.05

0.1

0.15

0.2

0 0.2 0.4 0.6 0.8 1

Vtg,m/s

r/R

Vtg×100 in glycerin
Vtg in air

‐0.1

‐0.05

0

0.05

0.1

0.15

0 0.2 0.4 0.6 0.8 1

Vr,m/s

r/R

Vr×10 in glycerin
Vr in air

0

1

2

3

4

0 0.2 0.4 0.6 0.8 1

Vtg,m/s

r/R

Vtg×100 in glycerin
Vtg in air

Figure 6. The tangential velocity profiles at Ω = 90 rpm: (a) h = 0.5; (b) h = 0.8; and (c,d) the radial
and tangential velocities at Ω = 720 rpm and h = 0.5, respectively.
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Figure 7. Tangential velocity profiles in air (a) at h = 0.5, (b) at h = 0.8, and in glycerin (c) at h = 0.5
and (d) at h = 0.8.
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Figure 8. The radial velocity profiles in air (a) at h = 0.5, (b) at h = 0.8, and in glycerol (c) at h = 0.5
and (d) at h = 0.8.
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Figure 6 compares the profiles of the tangential and radial velocity components in
air and liquid at Ω = 90 and 720 rpm. It shows only the tangential velocity profiles for
Ω = 90 rpm, since the radial velocity of the fluid in this mode is too low to be measured
using the PIV method. Since the maximum tangential velocity in a liquid is two orders
of magnitude lower than that in air, for convenience, Figure 6 shows the values of the
tangential velocity of the liquid multiplied by 100; Figure 6c presents the values of the
radial velocity of the liquid multiplied by 10.

Figure 6 shows that the maximum values of the profiles at Ω = 90 rpm are much
smaller than those at Ω = 720 rpm; due to the considerable difference in densities of liquid
and air, the velocity profiles differ by one or two orders of magnitude. In order to avoid big
differences in the velocity values in the same diagram, the data were grouped by types of
the medium, so Figures 7 and 8 show the profiles only for Ω = 180, 360, and 540 rpm.

Figure 7 shows the tangential component of velocity. Although the maximum ve-
locities in air and in the liquid differ by two orders of magnitude, even with small flow
swirls, at Ω = 180 rpm, the vortex motion is generated in the model liquid. As Ω increases
to 540 rpm, this trend persists and becomes more pronounced despite the fact that the
maximum values still differ by two orders of magnitude. Meanwhile, as it can be seen from
Figure 5a, the knee of the tangential velocity component profile increases at h = 0.5. Visual
observations in the vertical section indicate that a non-stationary vortex appears in the air
as Ω on the axis increases, while centrifugal circulation is observed at the periphery: the air
flow sinks along the wall to the bottom and rises up about half the radius before reaching
the axis. A double vortex is presumably formed in the air: an internal non-stationary vortex
and an external toroidal one with centrifugal circulation. This assumption is confirmed
by the values of the radial velocity component (Figure 7a,b) at points where the velocity
values reverse their sign from positive to negative. Hence, a flow directed towards the
periphery appears in the axis region with increasing Ω.

Having compared the values of the tangential velocity component in air and the model
liquid, one may note that the trend of angular momentum transfer at small and large flow
swirl values, as well as different volumes of the model liquid, is fully maintained. Thus, the
results obtained are consistent with the earlier data for liquid vortex systems, where a less
dense liquid swirled a denser liquid [24,25]. The characteristic non-stationary processes
in air, which manifest themselves, among other things, in the formation of nested vortex
cells characterized by changes in circulation and velocity values at which the air–liquid
interface does not undergo fluctuations, are not specific for the model liquid.

Figure 8 shows that, at Ω = 180 rpm, the air flow is directed towards the axis (neg-
ative velocity values), while divergent motion from the axis to the periphery is already
beginning to form in the model fluid, and the values of the radial velocity component are
becoming positive. Therefore, the converging vortex air flow forms a divergent motion in
the model fluid.

The diagrams in Figure 8c,d demonstrate how the central circulation appears and
grows in the model fluid. At Ω = 180 rpm, the radial velocity component in the model
fluid is small, while at Ω = 540 rpm, the maximum value of the radial velocity component
increases by an order of magnitude to reach values of several millimeters per second. In
the meantime, the profiles of both tangential and radial velocity do not have abrupt bends,
which indicates that both vortex and meridional motions of the model fluid are formed in
the entire volume of the bioreactor.

As it has been shown in an experimental study focusing on the structure of a closed
vortex flow of two immiscible liquids [25], there is a similarity in the development of the
cellular structure in the cases of the one- and two-liquid systems, and the Reynolds number
of the lower liquid is close to that for the one-liquid system. This analogy is also true for
the case when the vortex motion in the working medium is formed by a gas vortex.

In order to detect an increase in the circulation cell in the model fluid, the flow structure
in a vertical section passing through the cylinder axis was studied at Ω = 180, 360, 540,
720, and 900 rpm. The velocity fields were obtained and analyzed using the PIV method.
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Figure 9 shows the profiles of the axial component of velocity Vax in the liquid on the reactor
axis, demonstrating the enlargement of the circulation cell and formation of an upward
flow along the cylinder axis at Ω = 360, 540, 720, and 900 rpm and h = 0.5 and 0.8.
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Figure 9. The profiles of the axial velocity component at (a) h = 0.5 and (b) 0.8.

The results presented in Figure 9 show that the development of vortex motion in
a gas–vortex bioreactor and propagation of the vortex structure deep into the volume of the
working fluid occur concordantly, like in the case of two immiscible liquids [25]. The vortex
cell reaches the bottom only at the maximum values of the activator rotation Ω = 900 rpm,
which must be taken into account when cultivating viscous media, at νg > 10 cCt. When
working with low-viscosity media (e.g., when cultivating microalgae in which the solution
viscosity is close to that of water), full meridional circulation, according to Table 1 and
the results of work [25], will already be achieved at the value of the activator rotation
Ω > 180 rpm.

3.2. Numerical Data

The data on the structure of the vortex air flow were obtained using numerical simula-
tions. The numerical calculations were verified by individual velocity profiles and showed
acceptable compliance when comparing the velocity profiles over the interface (Figure 10).
At high activator rotational speeds, the differences were somewhat greater; nevertheless,
the numerical calculations reproduced the main features of the flow, such as the shape of
the tangential velocity profile and the change in direction of the radial velocity component.
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Figure 10. Comparison between the numerical and experimental (a) radial and (b) tangential profiles
above the air–water interface at Ω = 180, 360, 720, and 900 rpm.

Figure 11 shows the numerical simulation data for three different impeller speeds
Ω = 180, 540, and 900 rpm for h = 0.8 in the vertical cross-section. The color shows the
absolute velocity value, the arrows show the direction of the flow in a vertical cross-section,
the white region represent vane. The fields were obtained by time averaging during 5 s.
The velocity maximum corresponds to the area near the impeller, and its value depends
almost linearly on the rotational speed. The structure of the flow in the upper part of
the bioreactor is turbulent and unsteady; the Reynolds numbers in the experiments and
calculations lie in the range of 5000–25,000.
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In Figure 12, one can see the different slope angle of the streamlines. The arrows show
the direction of the flow in a horizontal cross-section. For the Ω = 900 rpm flow regime,
the radial velocity component is degenerated, and the central vortex area is formed; in
turn, spiral motion towards the center is observed for Ω = 180 rpm, which agrees well with
the current lines in Figure 5. The good agreement between the numerical data and the
experimental findings allows for the numerical calculations to be used to find the optimal
bioreactor filling as well as to investigate important upscaling issues.
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Both the experimental and numerical results indicate an interesting and paradoxical
fact that a spiral flow of a lighter upper media (air) converging above the interface generates
a diverging spiral motion of a denser lower fluid (water) under the interface like it occurs
in the two-fluid systems [26].

4. Conclusions

This paper reveals and explains the flow structure in a gas–vortex reactor at different
flow swirl parameters. We show that there are common features of the vortex motion of the
working medium depending on its volume, viscosity, and activator rotation intensity. The
main finding is that, similar to the case of two rotating liquids [12,13], a strongly swirled
jet is formed at the reactor axis, and the entire flow acquires a structure of a miniature
gas–liquid tornado. When the activator rotates, a meridional and circulating flow occurs in
the working liquid. Centrifugal circulation cells appear under the interface and increase
into the depth of the reactor with increasing speed of the activator rotation. The centrifugal
circulation of the working fluid appears similar to that in a closed vortex flow for the
one-liquid system, and in the lower liquid, to that in a system of two swirling immiscible
liquids [23]. A striking feature is that the radial velocity component slips at the interface,
while the air flow descending to the reactor axis forms a divergent vortex motion of the
model liquid medium despite the difference in densities being more than three orders
of magnitude.

In this study, the vortex flow investigation was performed in a real-world bioreactor
at the operation regimes. Our research determined not only the optimal flow structure,
but also the optimal activator rotation speed, which is especially important for opaque
biological cultures.

Author Contributions: Conceptualization, I.V.N. and V.N.S.; methodology, S.G.S., Z.Z. and B.R.S.;
validation, I.V.N., Z.Z. and V.N.S.; formal analysis, I.V.N., V.N.S. and B.R.S.; investigation, B.R.S., Z.Z.,
B.L. and S.G.S.; writing—original draft preparation, I.V.N., V.N.S. and Z.Z.; writing—review and
editing, I.V.N. and Z.Z.; visualization, B.R.S., B.L. and S.G.S.; supervision and project administration,
I.V.N.; funding acquisition, I.V.N. All authors have read and agreed to the published version of
the manuscript.
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Nomenclature

D diameter of the reactor vessel
F source term due to surface tension
g gravitational acceleration
H height of the reactor vessel
hg height of model fluid
h= hg/H dimensionless height of model fluid
I identity tensor
p pressure
p0 initial pressure above the free surface
R radius of the reactor vessel
Re = VtgmR/νg the Reynolds number
s = µ(∇U + ∇UT − 2/3(∇·U))I viscous stress tensor
U absolute velocity
Vax axial component of velocity
Vr radial component of velocity
Vtg tangential component of velocity
Vtgm the maximum value of the tangential component of velocity
Subscripts
a air
g aqueous glycerol solution
l liquid
r radial component
R rotary
S stationary
tg tangential component
m maximum value
Greek
µ = αµL + (1 − α)µa dynamic viscosity
ρ = αρl + (1 − α)ρa density
ρa density of air
ρg density of aqueous glycerol solution
νa kinematic viscosity of air
νg kinematic viscosity of aqueous glycerol solution
Ω rotation speed of activator
σ surface tension
Acronym
CFD Computational Fluid Dynamics modeling
CSF Continuum Surface Force method
DNS Direct Numerical Simulations
FVM Finite Volume Method
MRF Multiple Reference Frame method
NS Navier–Stokes
PIV Particle Image Velocimetry
VOF Volume of Fluid method
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Abstract: In this work, membranes were synthesized by depositing fluoropolymer coatings onto
metal meshes using the hot wire chemical vapor deposition (HW CVD) method. By changing the
deposition parameters, membranes with different wetting angles were obtained, with water contact
angles for different membranes over a range from 130◦ ± 5◦ to 170◦ ± 2◦ and a constant oil contact
angle of about 80◦ ± 2◦. These membranes were used for the separation of an oil–water emulsion
in a simple filtration test. The main parameters affecting the separation efficiency and the optimal
separation mode were determined. The results reveal the effectiveness of the use of the membranes
for the separation of emulsions of water and commercial crude oil, with separation efficiency values
that can reach over 99%. The membranes are most efficient when separating emulsions with a water
concentration of less than 5%. The pore size of the membrane significantly affects the rate and
efficiency of separation. Pore sizes in the range from 40 to 200 µm are investigated. The smaller the
pore size of the membranes, the higher the separation efficiency. The work is of great economic and
practical importance for improving the efficiency of the membrane separation of oil–water emulsions.
It lays the foundation for future research on the use of hydrophobic membranes for the separation of
various emulsions of water and oil products (diesel fuel, gasoline, kerosene, etc.).

Keywords: hydrophobic; fluoropolymer; oil–water separation; stainless steel mesh; superhydrophobic

1. Introduction

The separation of oil and water is an important task for oil production, ecology,
wastewater treatment, and other applications [1–3]. Existing separation techniques have
limitations due to high energy consumption, the formation of secondary pollutants, low
separation efficiency, etc. [4]. The use of membranes for the separation of oil–water emul-
sions was proposed as early as the meddle of the 20th century [5]. Furthermore, attempts
were made to modify the membrane surface by imparting hydrophobic or hydrophilic
properties [6]. Due to this, the separation efficiency of membranes increased significantly,
and the method has begun to compete with others [7]. The rapid development of methods
for the manufacture of separating membranes with different wettability started. Three types
of materials are usually used as the basis of the membrane: metal meshes [8–11],
textiles [12,13], and polymer meshes [14,15]. The modifier is applied to the base in various
ways. The membrane surface modifiers are materials: polymers (fluoropolymer [16,17],
polystyrene [18], polydimethylsiloxane [19,20], polybenzoxazine [21], etc.); minerals (di-
atomite coating [22]; silicon dioxide [23]; graphene oxide [24,25]); and metal oxides [26–28],
metal hydroxides [29], etc. Modifiers are usually applied to the substrate by using the following
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methods: dip coating [30], spray coating [31], spin-coating [32], electrodeposition [33], acid–
alkaline treatment [34], heat treatment [35], plasma deposition [36], ion beam irradiation [37],
chemical etching [38], chemical vapor deposition (CVD) [39], and others [40].

Many materials with different wetting properties are used in the manufacture of
membranes, yet there are no strong theories concerning how wetting affects separation
efficiency and what wetting range is necessary for effective separation. One parameter
of wettability is the water contact angle (WCA). The data presented in various works on
the effect of WCA on the separation process are ambiguous and have a wide range of
results. For example, Hou and Cao [41] obtained a separation efficiency of 98–99% on
fluoropolymer-coated membranes with a WCA of 150◦ ± 2◦, while Dong et al. [42] obtained
a stable separation efficiency of 95% on a membrane with a laser-structured copper surface
with a WCA of 151◦ ± 1◦. Yin [29] obtained a separation efficiency of over 99% and excellent
stability even after 10 uses on a superhydrophobic-copper-hydroxide-coated membrane
with a WCA of 154◦ ± 2◦. Undoubtedly, in addition to the WCA, it is also necessary to
compare other parameters of the membrane (modifier material, pore size, etc. [4]).

The present work considers the possibility of creating separation membranes by de-
positing hydrophobic and superhydrophobic fluoropolymer coatings onto the surface of
metal meshes by applying the hot wire CVD method. A feature of this method is the possi-
bility of obtaining fluoropolymer coatings with different wetting properties. Depending on
the deposition parameters, it is possible to obtain coatings with a contact angle from 120◦

to 170◦ [43]. Thus, this approach makes it possible to study the effect of wettability on
the efficiency and separation rate within the same material. Fluoropolymers were chosen
due to a combination of their unique properties: high hydrophobicity, chemical inertness,
heat resistance, etc. The main purpose of the work is to study the influence of the wetting
properties of hydrophobic fluoropolymer coatings on metal meshes during the membrane
separation process of water–oil emulsions. In addition to the effect of membrane wettability,
this work examines the influence of the membrane pore size on the separation process and the
stability of the properties of the resulting coatings. Studies make it possible to determine the
main parameters of the membrane (WCA, mesh weaving) that affect the rate and efficiency of
separation in order to establish the optimal characteristics of separation membranes. The ad-
vantage of this work is that commercial crude oil was used in the studies, while many works
describe the use of oil simulators. This approach makes it possible to accurately simulate the
use of developed membranes in oil and oil refinery industries.

2. Experimental Methods
2.1. Materials and Reagents

AISI 304 stainless steel meshes (Mesh 100, Mesh 180, Mesh 300, and Mesh 400) were
purchased from Sunshinelantian Store (Anping, China). The precursor gas was a mixture
consisting of hexafluoropropylene oxide (C3F6O) and 1.3% argon produced by LLC “Poly-
mer Kirov-Chepetsk Chemical Plant” (TU standard 95-783-80) (Kirov-Chepetsk, Russia).
The used nichrome filament (diameter 0.5 mm) consisted of 77%—Ni; 20%—Cr; and 1.5%—Fe,
and the remaining 1.5% included Ti, Al, Si, C, Mn, P, and S (GOST 12766.1-90) produced by
ZAO “Sverdlovsk Metallurgical Plant” (Ekaterinburg, Russia). The commercial crude oil
(GOST R 51858-2002) was purchased from Rikom LLC (Novosibirsk, Russia).

2.2. Membrane Fabrication

Separation membranes were made by depositing a hydrophobic fluoropolymer coating
on variously woven stainless steel meshes with a diameter of 40 mm. The meshes (Mesh 100,
Mesh 180, Mesh 300, and Mesh 400) had a flow area of 40, 65, 90, and 200 µm, respectively.
The surface of the samples was subjected to preliminary cleaning and processing to remove
persistent organic (grease, oil, etc.) and non-organic (metal dust) compounds. Grease, oil,
and dust were removed by the preliminary cleaning of meshes in an Ultrasonic Cleaner
JP-010S (Skymen Cleaning Equipment Shenzhen Co., Shenzhen, China) with surfactants
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(sodium lauryl sulfate, 0.1 mol/L) at 90 ◦C for 30 min. After that, the samples were rinsed
with distilled water and then alcohol and dried with a stream of dry argon.

Coatings were deposited using the hot wire chemical vapor deposition (HW CVD)
method [43–48]. The main idea of the method is to activate the precursor gas flow with
a resistively heated catalytic metal filament, that is, an activator. The experimental setup
is described in detail in study [43]. This work used a nichrome filament (Ni80/Cr20) as
an activator and hexafluoropropylene oxide (C3F6O) as a precursor gas. As a result of
activation, radicals formed. These radicals then reach the surface, where they form a coating
via polymerization. The structure of the resulting coating depends on the temperature of
the activator filament Tf, the precursor gas pressure P, the distance between the activator
and the substrate R, the deposition time t, and the temperature of the substrate holder Ts.
The influence of these parameters on the structure of the deposited coating is described in
detail in [43]. The wettability of membranes depends on the structure of the fluoropolymer
coating. According to the Wenzel and Cassie–Baxter law, roughness is important for this [49,50].
During the formation of a fluoropolymer coating, depending on the deposition parameters,
nano- and microroughnesses can form. It is their size and shape that determine the wetting
properties of the surface in this case.

Three types of fluoropolymer coatings were chosen, which were previously obtained
by the authors for other applications [43–45]. Depending on morphology, the coatings have
different stable wetting properties when WCA = 130◦, 150◦, and 170◦. Thus, each coating
is hydrophobic but differs significantly in WCA value from others. The coatings had the
same thickness of about 1 µm. The deposition parameters are presented in Table 1.

Table 1. Parameters of the coating deposition process in the manufacture of separation membranes.

WCA, ◦ Tf, ◦C P, Pa R, mm Ts, ◦C t, min

Type 1 130 640 67 50 30 180

Type 2 150 580 67 50 30 90

Type 3 170 680 133 50 100 60

2.3. Membrane Characterization

The morphology of the resulting fluoropolymer coatings on the surface of a metal
mesh was studied using a JEOL JSM6700F scanning electron microscope (Tokyo, Japan).
The morphology of the obtained samples was studied at a magnification of ×140 (general
view of the membrane network), ×20,000, and ×50,000 (morphology of the fluoropolymer
coating). Imaging parameters were selected individually depending on the electrical
properties of the sample, namely, the accelerating voltage was 5–15 keV, and the operating
focal length was 3.0–15.1 mm.

Figure 1 shows micrographs of a metal mesh after the deposition of hydrophobic
fluoropolymer coatings and their water- and oil-wetting properties. The morphology of the
fluoropolymer coating is different for each type of coating. However, the morphology is
homogeneous over the entire mesh surface for each type of coating.

The wetting properties of the resulting membranes were determined by measuring
the water contact angle (WCA) or oil contact angle (OCA) using a DSA-E100 drop-shape
analyzer (KRUSS, Hamburg, Germany). A drop of a characteristic volume of 3 µL was
placed on the membrane surface. The image of the drop was captured using the shadow
technique. The program recognizes the contour, and then the geometric model of the
contour is selected. The baseline (contact line) was set in the program to more accurately
determine the contact angle. The measured angle between the tangent to the drop contour
and the baseline is the contact angle. Two methods were used to analyze the drop’s
contour: the Young–Laplace method and the conic section method. Both methods evaluate
the full contour of a lying drop. To accurately determine the wettability of the membranes,
measurements were carried out in five different places, three times for each. The OCA of the
obtained coatings was found to be similar at ~80◦ ± 2◦, while the WCA was found to depend
strongly on the morphology of the coating, varying in the range from ~130◦ ± 5◦ to 170◦ ± 2◦.
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Figure 1. Micrograph of the surface of membranes with various fluoropolymer coatings: (a,b) Type 1,
(c,d) Type 2, and (e,f) Type 3. Insets include WCA values and photographs of water and oil droplets
on the membrane surface.

2.4. Emulsion Preparation

The emulsion for experiments was prepared by mixing commercial crude oil and
distilled water in various proportions. The use of commercial crude oil made it possible to
accurately simulate the use of membranes in real conditions because oil contains a large
number of various low- and high-molecular fractions, salts, and other impurities. All these
components can interact with the membrane surface in different ways. For experiments,
emulsions were prepared with different volume concentrations of water and oil. The mix-
ture was stirred with a Braun MQ-5237 BK kitchen blender (Bucharest, Romania) for two
minutes. The initial water content in commercial oil is less than 0.5% (GOST R 51858-2002),
and it is neglected. The concentration was determined from:

ϕw =
Vw

ΣVe
× 100%, (1)

where ϕw is the concentration of water in the emulsion, Vw is the volume of water mixed
into the oil, and ΣVe is the total volume of the prepared emulsion. In the experiments,
the values of concentration ϕw were as follows: 5%, 10%, 25%, 50%, and 90%. For each
separation cycle, an emulsion was prepared in a volume of ΣVe = 50 mL.

2.5. Emulsion Separation Arrangement and Mechanism

The experimental arrangement used for the separation tests is shown in Figure 2a.
A membrane filter is fixed on a laboratory stand. This filter consists of two tightly connected
glass tubes, between which the obtained membranes were installed. The membrane’s
diameter was 33 mm.
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Figure 2b shows a scheme of the separation mechanism. It is assumed that the
separation on the membrane is caused by the fact that the capillary pressure of oil and
water in the pores is different.
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The pressure can be calculated by using the Young–Laplace Equation (2) [51]:

∆P =
2 σ

R
=

4 σ sin (θA − 90◦)
D

= − l σ cosθA
A

, (2)

where σ is the surface tension of the liquid–air interface, R is the meniscus radius, D is the
center of the cross-section of adjacent, parallel stainless-steel wires, l is the mesh thickness,
A is the cross-sectional area of the pore, and θA is the wetting angle of the liquid at the
surface. It follows from this equation that in the absence of external pressure on the
emulsion, WCA θA > 90◦, water will not be able to spontaneously penetrate the pores
because there is a pressure drop when ∆P > 0, which prevents it. However, for oil, the value
is θA < 90◦, so the pressure drop becomes ∆P < 0, and the oil will spontaneously penetrate
the pores; that is, it will pass through the membrane. The process of the separation of
water–oil emulsion will take place.

For the obtained membranes with various fluoropolymer coatings, OCA remains almost
unchanged, while the WCA changes significantly. According to the equation, with an increase
in hydrophobic properties, the pressure drop and separation efficiency should increase. That is,
the higher the WCA value, the better and faster the separation of water and oil.

Figure 2c schematically shows the principle of the operation of the membrane filter;
namely, the prepared emulsion is poured into the receiving container of the membrane
filter, and the stopwatch is simultaneously started. Since the coating is hydrophobic, during
the separation process, water remains above the surface of the membrane, while oil flows into
the container under the filter. After separation, the volume of water is measured, recorded, and
removed from the filter. The separation cycles continue as long as the water is released during
the separation process. A new membrane was used each time to separate the new emulsion.

3. Results and Discussion
3.1. Effect of Wettability on Separation Efficiency and Rate

The separation efficiency was determined from:

η =
Vs

Vw
× 100%, (3)
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where η is the separation efficiency, Vs is the volume of separated water from the emulsion,
and Vw is the volume of water mixed into the emulsion. On average, the experiments were
carried out 3–5 times. Considering the statistics, the error bars are indicated in the figures.
The points on the figures and the results in the tables correspond to the average value of
the results obtained.

Figure 3 shows the results of the separation of emulsions with different water concen-
trations on membranes with different wettability. The separation of crude oil showed an
efficiency close to 100%. The separation of distilled water showed an efficiency equal
to η = 0%; that is, the entire volume of water remained on the membrane’s surface.
Next, the separation of emulsions with different concentrations from 5% to 90% was
carried out. The separation process is carried out in several cycles n, on average, 5–6.
The graphs show the results of all separation cycles. The maximum separation effi-
ciency of emulsions is achieved for membranes with a WCA = 170◦ and is about 99%.
For superhydrophobic membranes, these values remain in a wide range of water concen-
trations in the emulsion. For membranes with hydrophobic coatings (WCA = 130◦–150◦)
at low water concentrations (ϕw = 5%), the separation efficiency is also high and is about
98–99%. As the water concentration ϕw increases from 5 to 90% in the emulsion, the value
of the separation efficiency decreases monotonically from η = 98% to 93% for membranes
with a WCA = 150◦. Similarly, for membranes with a WCA = 130◦, the efficiency decreases
to 75%. Thus, the wetting properties of the membrane significantly affect the separation
efficiency. That is, superhydrophobic membranes can be used to separate emulsions with
high water concentrations, while hydrophobic membranes are effective with emulsions
with low water concentrations (ϕw = 5–25%).
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coatings with different wetting contact angles.

Figure 4 shows data on the volumes of water released in each cycle during the separa-
tion of an emulsion with a water concentration ϕw = 25%. It can be noted that the main
volume of water is released during separation in the first 5–6 cycles. For membranes with
WCAs between 150◦ and 170◦, the maximum volume of water is released in the first two
separation cycles, and for membranes with a WCA of 130◦, the maximum volume of water
is in the second, third, and fourth cycles. There is a clear dependence of the separation
efficiency on the WCA of the membrane. The higher the WCA of the membrane, the faster
the release of water from the emulsion.

In this case, the separation time increases with increasing water concentrations
(Figure 5). Firstly, when a mixture of oil and water flows through the membrane fil-
ter, oil freely penetrates through the membrane with a hydrophobic coating, while water is
repelled from the mesh due to a large negative capillary effect and remains on the surface,
blocking the pores and thereby increasing the separation time. Secondly, the higher the
concentration of water in the emulsion, the higher its viscosity, which prevents the flow of
“fresh” portions of the emulsion to the membrane’s pores.
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Figure 5. Dependence of the separation time on the concentration of water in the emulsion for
coatings with different wetting contact angles.

The total separation time on meshes with a WCA of 170◦ is higher than on meshes
with a WCA between 150◦ and 130◦. This is due to the fact that capillary pressure increases
with an increasing contact angle; therefore, water is more efficiently and quickly separated
from oil and remains on the surface, slowing down the flow of oil.

3.2. Influence of Mesh Pore Size on Separation Efficiency

To study the dependence of the separation efficiency of an oil–water emulsion on the
pore size of hydrophobic membranes, stainless steel metal meshes with various weaves
were used. Pore sizes were 40, 65, 90, and 200 microns. Fluoropolymer coatings with a
wetting contact angle of 130◦ (Type 1) were deposited on the surfaces of the meshes. In the
experiments, an emulsion with a water concentration of ϕw = 25% was used.

Figure 6a shows the dependence of the separation efficiency of the oil–water emulsion
on the pore size of the membranes D. It can be noted that with a decrease in the pore size,
the separation efficiency increases. Specifically, a membrane with a pore size of 200 µm
separates with an efficiency of 87% and when using a pore size of 40 µm an efficiency
increases to 99%. This is due to the fact that a membrane with small pores can retain
water drops (micelles) with a smaller diameter on the surface, while water drops can
penetrate through larger pores of the membrane, thereby reducing the separation efficiency.
However, as the membrane’s pore size decreases, the separation time increases (Figure 6b).
The time increases from 11 to 16 min for membranes with a pore size of 200 µm and 40 µm,
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respectively. This can be easily explained by an increase in hydrodynamic resistance caused
by a decrease in the flow area of the membrane pores.

Apparently, the reason for the discrepancy between WCA and separation efficiency
with respect to different authors is precisely the different pore sizes in the membranes.
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3.3. Evaluation of Separation Efficiency on Membranes

The conducted studies have shown that it is necessary to introduce a parameter
that would take into account all the above measurements and would make it possible to
determine the overall efficiency of the separation process. This parameter is the coefficient
of separation efficiency (CSE), which is determined by the following formula:

CSE =
η

ts·n
, (4)

where η is the separation efficiency, ts is the separation time, and n is the number of
separation cycles. The higher the CSE value, the higher the overall separation efficiency.

Using this formula, the coefficients for each membrane were determined. The results
are presented in Table 2. Analyzing the data obtained, it can be noted that it is most effective
to use membranes with a superhydrophobic coating for small concentrations of water in an
oil emulsion.

Separation coefficients for membranes with different pore sizes were determined in a
similar way (Table 3). In this case, superhydrophobic membranes with a pore size of 40 µm
are more effective. However, the influence of the membrane pore size on efficiency is not as
significant as the influence of the wetting properties of the membrane.

Table 2. Efficiency coefficient for the separation of emulsions with different water concentrations for
different contact angles of a hydrophobic membrane.

ϕw, % WCA, ◦ ts, min n, Times η, % CSE

5

130 ± 5 6.0 ± 0.5 5 100 3.3

150 ± 3 3.3 ± 0.4 6 100 5.1

170 ± 2 1.1 ± 0.2 4 100 23.1

10

130 ± 5 9.2 ± 1.1 4 92.0 ± 0.6 2.5

150 ± 3 4.6 ± 0.5 6 100 3.6

170 ± 2 2.3 ± 0.4 5 100 8.8
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Table 2. Cont.

ϕw, % WCA, ◦ ts, min n, Times η, % CSE

25

130 ± 5 14.0 ± 1.2 7 87.0 ± 1.8 0.9

150 ± 3 11.0 ± 1.1 6 97.0 ± 0.2 1.5

170 ± 2 5.3 ± 1.0 4 100 4.7

50

130 ± 5 17.2 ± 1.2 6 80.0 ± 1.9 0.8

150 ± 3 12.1 ± 1.0 5 96.0 ± 0.3 1.6

170 ± 2 6.2 ± 1.0 5 99.0 ± 0.2 3.2

90

130 ± 5 21.0 ± 1.2 5 72.0 ± 2.1 0.7

150 ± 3 14.2 ± 1.2 4 93.0 ± 0.5 0.9

170 ± 2 6.2 ± 1.0 4 98.0 ± 0.4 4.1

Table 3. Efficiency coefficient for the separation of emulsions with a water concentration of 25% for
different pore sizes of a hydrophobic membrane.

WCA, ◦ ϕw, % D, µm ts, min n, Times η, % CSE

130 ± 5 25

40 16.1 ± 0.2 3 100 2.1

65 14.2 ± 0.3 4 99.0 ± 0.2 1.8

130 13.5 ± 1.0 4 94.0 ± 1.3 1.7

200 14.0 ± 1.2 7 87.0 ± 1.8 0.9

The results show that the highest efficiency is achieved when separating membranes
with a superhydrophobic coating (WCA = 170◦) and a minimum pore size (40 µm).

3.4. Resource Tests

Resource tests were performed using the membranes obtained as described earlier in
this paper. The fluoropolymer coating with a WCA = 130◦ had the highest wear resistance
of the coatings in the study [46]. Therefore, these coatings were selected for resource
testing. On a membrane with a pore size of 200 µm and a WCA = 130◦, 30 successive
cycles of separation of the emulsion with a water concentration ϕw = 25% were carried
out. After each cycle, the efficiency and separation time were recorded. The results are
shown in Figure 7. The results showed a decrease in separation efficiency after about six
cycles. At the same time, for 18–20 cycles, the membrane separates the emulsion with a
slight decrease in efficiency, and then, by the 30th cycle, there is a significant decrease in
separation efficiency up to 70%. A similar pattern is observed with separation time. Namely,
the separation time is almost unchanged up to the 6th cycle and is about 11 min, but by
the 30th cycle, it increases to 40 min. The examination of the membrane with an optical
microscope showed that with each new cycle, a “deposit” is formed on the membrane
surface (Figure 7b). This “deposit” blocks the flow area of the pores, reducing the flow
rate of the emulsion and the wetting properties of the membrane. Therefore, the efficiency
decreases, and the separation time increases. It is likely that this “deposit” comprises high
molecular weight hydrocarbons (paraffin, resin, etc.) contained in crude oil since it can
be removed from the membrane surface by washing it for 5 min in diesel fuel. Using a
microscope, small remnants of the “deposit” can be observed on the walls of the membrane
pores (Figure 7b). However, this simple method of cleaning the membrane surface proved
to be effective. After washing, the separation efficiency once again increased to ~92%, and
the separation time decreased to 15 min.

The obtained results showed comparable or better separation efficiency in comparison
with the results presented in [25,27,28].
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4. Conclusions

(1) The HW CVD method can be applied to the fabrication of highly efficient hydrophobic
separation membranes by depositing fluoropolymer coatings onto the surfaces of
metal meshes. Depending on the deposition parameters, it is possible to obtain
membranes with different surface-wetting properties; specifically, in this work, the
WCA ranges from 130 to 170◦, while the OCA remains constant and is about 80◦ ± 2◦.

(2) Studies have shown the effectiveness of the use of the obtained membranes for the
separation of emulsions of water and commercial crude oil, with separation efficiency
values that can reach over 99%. The membrane-wetting properties affect the rate and
efficiency of separation. The higher the WCA value of the membrane surface, the
more efficient the separation. It has been established that emulsions with a lower
water concentration (5%) are most effectively separated.

(3) The pore size of the membrane significantly affects the rate and efficiency of separation.
The smaller the pore size of the membranes, the higher the separation efficiency, but
the lower its rate.

(4) The use of the proposed coefficient of separation efficiency made it possible to de-
termine the optimal parameters for the use of membranes for separating emulsions.
The highest efficiency is achieved when separating membranes with a superhydropho-
bic coating (WCA = 170◦) and a minimum pore size (40 µm).

(5) The experiments were performed to explore whether hydrophobic coated membranes
produced by the HW CVD method can be used for several separation cycles. The used
membranes can be easily washed and reused without significant reduction in separa-
tion efficiency.

(6) The work is of great economic and practical importance for improving the efficiency
of the membrane separation of oil–water emulsions. It lays the foundation for future
research on the use of hydrophobic membranes for the separation of various emulsions
of water and oil products (diesel fuel, gasoline, kerosene, etc.).
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Abstract: Path instability of a rising bubble is a complex phenomenon. In many industrial appli-
cations, bubbles encounter walls, and the interactions between the bubbles and the wall have a
significant impact on flow physics. A single bubble rising near a vertical wall was experimentally
observed to follow a bouncing trajectory. To investigate the near-wall dynamics of rising bubbles, 3D
numerical simulations were performed based on the volume of fluid (VOF) method using the open
source solver OpenFOAM. The effect of wall proximity and surface tension on the bubble trajectory
was investigated. Previous studies have focused on the near-wall rising dynamics of bubbles for
higher Eotvos numbers (Eo) and varied the Galilei number (Ga). The physical properties of the flow
were chosen such that the free-rising bubble lies in the rectilinear regime. The Ga number was fixed
and the Eo number was varied to analyze its effect on the bubble’s rising trajectory. It was found that
the presence of the wall increases the drag experienced by the bubble and induces an early transition
from rectilinear to a planar zigzagging regime. We identify the maximum wall distance and the
critical Eo number for the bubble to follow a bouncing trajectory. The amplitude, frequency and
wavelength of the bouncing motion are independent of the initial wall distance, but they decrease
with decreasing surface tension.

Keywords: rising bubbles; path instability; wall effect; bouncing bubbles

1. Introduction

Rising bubbles have been a topic of active research due to their rich physics and
various applications in different domains of science and engineering. Bubble behavior has
a significant impact on the flow properties and heat and mass transfer effects in gas–liquid
two-phase flows encountered in industry and many natural phenomena. The application
domain of bubbles is very wide, ranging from heat exchangers and bubble column reactors
to targeted drug delivery and laser histotripsy.

The non-linearity and the number of parameters involved make the dynamics of
rising bubbles quite complex. The dynamics of a single bubble rising due to buoyancy
in an infinite liquid pool has been the focus of many experimental [1–6] and numerical
studies [7–14] in the past. A bubble can show different shapes and rising trajectories
depending on the interplay between surface tension, viscosity and inertia forces. The
contamination of the bubble surface can alter its dynamics in a significant manner [4].

In clean water, small bubbles follow a straight vertical path maintaining a spherical
shape. There are no vortices behind the bubble making the flow axisymmetric. As the
bubble size increases, it rises following a plane zigzag or a three-dimensional helical path.
The fascinating phenomenon of path instability of a rising bubble has been the focus of
many experimental, numerical [8] and analytical studies [15]. The transition from the
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rectilinear to the oscillatory regime takes place when the streamwise vorticity accumulated
on the bubble surface exceeds a critical value [5,16], resulting in an asymmetry in the
vortical structures in the wake. The wake structures and vortical activity for the different
path regimes have been extensively researched and documented [3,8,17]. Moreover, the
bubbles also show significant shape deformations resulting in ellipsoidal, oblate ellipsoidal
or cap shapes [4]. The shape deformations and wake instability have been considered
responsible for the bubble path instability [12,18].

Gumulya et al. [19] and Senapati et al. [20] performed numerical simulations to
investigate the effect of the bubble wake on a trailing bubble. They found that the leading
bubble is unaffected by the proximity of the trailing bubble. The trailing bubble interacts
with the wake of the leading bubble and accelerates. The path of the trailing bubble is also
affected by the vorticity in the wake and the path deviation depends on the Reynolds and
Eotvos numbers. Ghosh et al. [11] numerically modeled the shape distortion of one bubble
due to the influence of the other and their merging.

In many industrial applications, bubbles encounter walls, and the interactions between
the bubbles and the wall have a significant impact on flow physics. A single bubble rising
near a vertical wall has been experimentally observed to follow a “bouncing” trajectory.
Tsao and Koch [21] made observations for a single bubble rising very close to a wall at
different inclination angles. They were the first to report that the bubble shows a steady
bouncing behavior as it rises along the wall. After a certain critical angle, the bubble just
slides along the wall. They linked this behavior to the bubble deformation dynamics. De
Vries et al. [3] conducted experiments for a bubble rising very close to a vertical wall in
still water. They observed that the bubble showed different behaviors such as sliding away,
bouncing with constant amplitude or bouncing with increasing amplitude as the bubble size
increases. Other researchers have explained this phenomenon based on the wall-induced
lift force [22,23]. Podvin et al. [24] attempted to mathematically model the phenomenon
using lubrication theory to model the wall-induced force. However, their model could
not capture the bouncing process. Jeong and Park [25] carried out experimental studies
for a high Re bubble rising at different distances from a vertical wall made of different
materials. Lee and Park [26] suggested that the presence of the wall surface induces vortex
shedding. Barbosa et al. [27] conducted experiments for a wide range of Reynolds and
Weber numbers for bubbles rising near inclined walls. Using a force balance approach
correlated with their experimental data, they formulated a condition for the critical angle
for the transition from bouncing to sliding behavior.

The physics of this phenomenon is quite complex, and the mechanism of bouncing
depends on several parameters. The problem of a rising bubble depends on four non-
dimensional parameters:

Eotvos number-ratio of gravitational force to surface tension force Eo = (ρl gd2)/σ
Galilei number-ratio of inertial force to viscous force Ga = (ρl g1/2d3/2)/µl
Density ratio = ρl/ρg
Viscosity ratio = µl/µg
Here, ρ, µ, σ, d and g represent the density, dynamic viscosity, surface tension coeffi-

cient, bubble diameter and gravitational acceleration, respectively. The subscripts l and g
denote the liquid and gas properties, respectively.

In an experimental setting, it is tough to independently vary the different parameters
governing the phenomenon. Numerical simulations come in handy to explore physics
incorporating a wider parameter space. Sugioka and Tsukada [28] investigated the drag and
lift forces acting on an inviscid bubble moving near a plane wall using 3D direct numerical
simulations. They found that, due to the presence of the wall, the drag force increases,
and the direction of the lift force depends on the Reynolds number and the bubble–wall
distance. Zhang et al. [29] simulated bubbles in the presence of a vertical wall and found
that the amplitude and frequency of oscillatory bubble motion decrease with decreasing
Galilei number. They also noted that the wall-normal dimensionless force, amplitude and
frequency are almost independent of the wall-bubble initial distance. They predicted a
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critical Galilei number for the transition from a steady to an oscillating regime, and it is
found to be less than that for the unbounded condition. However, due to high Eo (=16), the
bubble does not experience any attractive motion, and thus, bouncing motion and collision
are not observed. Zhang et al. [30] performed 2D simulations for large deformable bubbles
rising at different distances from the wall. They found that the bubble rises in a Z-shape
and as the distance from the wall increases, the swing amplitude of the bubble gradually
decreases, while the swing frequency of the bubble increases. Yan et al. [31] carried out
VOF-based 3D simulations to investigate the bubble rising behavior near a vertical wall and
observed the bubble bouncing motion. They found that as the Galileo number increases,
the asymmetrical shedding of vortex structures is exacerbated by the presence of the wall.
They predicted a critical Galilei number for the transition from rectilinear to spiral motion.
The closer the bubble is to the wall, the earlier the transition occurs. Moreover, at low
Galileo numbers, the bubble terminal velocity decreases due to the presence of the wall.
Hasan and Hasan [32] studied the migration dynamics of an initially spherical bubble near
a corner formed by two vertical walls and identified five regimes based on the bubble’s
migrating trajectory. Recently, Khodadadi et al. [33] performed numerical simulations over
a wide range of Bond and Morton numbers for a single bubble rising near inclined walls.
They identified three different bubble–wall interaction regimes—sliding, intermittent and
non-contact—and plotted the regime map over the range of parameters considered.

The goal of this research is to explore the physics of bubble–wall interactions and
gain insight into the bubble bouncing behavior as well as the parameters governing this
phenomenon. The presence of a wall acts as a perturbation in the flow domain which can
strongly affect the trajectory of the rising bubble and trigger the path instability of the
bubble. For gas–liquid two-phase systems, a precise knowledge of the bubble trajectory
is essential to estimate the gas-phase residence time through which the contact time for
interfacial transport can be calculated. The bubble trajectory can be indirectly linked to the
efficient design of gas–liquid two-phase systems. Moreover, knowledge of the parameters
controlling the bubble trajectory can help us control the flow physics and heat transfer
characteristics of many types of industrial equipment. Thus, a detailed investigation of
the wall effect on the bubble dynamics is very much needed. This work focuses on the
canonical case of a single bubble rising near a vertical wall which serves as the first step
towards understanding multi-bubble systems encountered in industry.

Except for a few recent computational studies [28,30,31], the phenomenon of bouncing
bubbles due to wall proximity has been studied in the past only through experiments.
Experimental studies have their own constraints, and to delve deeper into the physics
of any natural phenomenon, we need to look from the perspective of a wider parameter
space. There is a need for a robust and well-established numerical model to capture this
phenomenon. Moreover, there are still a lot of unanswered questions on bouncing bubbles,
such as (1) which force plays the dominant role in governing the dynamics of bouncing;
(2) how far into the liquid domain can the wall affect the bubble; (3) what is the role
of the transport properties of both the fluids; (4) what are the kinematic and dynamic
characteristics of the bouncing motion of the bubble, when observed in a wider parameter
space; (5) a force balance model which can predict such dynamics.

To answer some of these questions, we use numerical simulations to analyze the effect
of wall proximity and surface tension on the motion of a single bubble rising close to a
vertical wall. In Section 2.2 we compare the parameter ranges covered in this work with
the recent literature. Previous studies [25,29–31] have explored the effect of wall proximity
on the dynamics of large bubbles with a higher Eotvos number. In this work, we study the
effect of the initial bubble–wall distance on the dynamics of smaller bubbles with Eo and
Ga corresponding to the air–water system. The bubble size is chosen such that the bubble
lies in the rectilinear regime.

Tagawa et al. [34] explored the effect of surfactant concentration on the path instability
of a bubble rising in a helical trajectory. For the case of bubbles rising near a vertical
wall, previous works [29,31] have studied the effect of the Galilei number keeping the
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Eotvos number fixed at values greater than 1. They predicted the critical Ga number for
the transition from one regime to another. However, the authors have not come across any
previous work studying the effect of the Eotvos number on bubbles rising near a vertical
wall. Most of the previous research has focused on only discrete values of the Eo. In this
work, by varying the surface tension, we systematically vary the Eotvos number over a
large range (0.1–10) and find its critical value for the bubbles to start bouncing on the wall.

2. Computational Model

To study the wall effect on the rising motion of an initially spherical bubble, we
initialize an air bubble of diameter d in a water tank of dimensions (10d × 60d × 8d) (see
Figure 1). The dimensions of the computational domain have been chosen as the bubble
bouncing phenomenon while keeping the computational costs and time as low as possible.
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Figure 1. Schematic of the problem.

The height of the domain was taken as 60d so as to capture at least three bubble bounce
events. Previous numerical studies [35] have shown that if the walls are at least 6d away
from the bubble, then the computational domain can be treated as an unbounded fluid
medium. The length and breadth have been taken as 10d and 8d, respectively, so that there
is no effect of the right wall, the front and back walls on the bubble motion. Since, the
parameter range is chosen such that the bubble falls either in the rectilinear regime or the
planar zigzagging regime and the bubble is going to bounce on the left wall (i.e., along the
length of the domain) with negligible motion along the breadth of the domain, the length is
kept greater than the breadth.

To avoid the influence of the right, bottom, back and front walls the initial co-ordinates
of the bubble are set to (s, 4d, 4d), where s is the normalized initial distance of the bubble
centroid from the left wall. Thus, only the left wall would affect the dynamics of the
bubble [35,36]. The initial bubble–wall distance has been normalized with respect to the
bubble diameter.

The 3D computational simulation is performed with the interFoam solver in CFD code
OpenFOAM, where the VOF model, is used to reconstruct the gas–liquid interface. Open-
FOAM is a very robust open source CFD library and has been validated and used for the
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study of bubble dynamics by many researchers [37–39]. The VOF method has been proven
to be quite accurate to capture the physics of bubble–wall interactions [40,41].

2.1. Governing Equations and Numerical Model

The VOF model uses the phase fraction α to locate the phase interface. The grid cell is
filled with the liquid phase when α = 1, and when α = 0, it is filled with the gas phase. The
interface can be located as the region where α lies between 0 and 1.

The conventional VOF method involves the simultaneous solution of the continu-
ity and momentum equations along with the solution of the transport equation for the
phase fraction.

The incompressible continuity equation can be written as:

∇ · u = 0 (1)

The two phases share a common set of momentum equations, which can be repre-
sented as:

∂ρu
∂t

+∇ · (ρuu) = −∇p +∇ ·
[
µ
(
∇u +∇uT

)]
+ Fσ + ρg (2)

where u represents the velocity vector shared by the two fluids throughout the flow domain.
t and p denote the time and static pressure, respectively. Fσ represents the surface tension
force. In a single pressure system, the normal component of the pressure gradient at a
stationary non-vertical solid wall with a no-slip condition must be different for each phase
due to the hydrostatic component ρg when the phases are separated at the wall. In order to
simplify the definition of boundary conditions, a modified pressure is defined as:

pd = p− ρg.x (3)

where x represents the position vector of the fluid element.
Using Equation (3) in (2) yields the modified momentum equation as follows:

∂ρu
∂t

+∇ · (ρuu) = −∇pd − g.x∇ρ +∇ ·
[
µ
(
∇u +∇uT

)]
+ Fσ (4)

Body forces due to pressure gradient and gravity are implicitly accounted for by the
first two terms on the right-hand side of Equation (4).

In addition, the density ρ and viscosity µ are weighted by the phase fraction parameter
as follows:

ρ = αρl + (1− α)ρg (5)

µ = αµl + (1− α)µg (6)

where α indicates the liquid phase fraction parameter. Subscripts l and g denote the liquid
and gas phases, respectively.

The continuum surface force (CSF) model is used for surface tension. The surface
tension force is calculated as follows:

Fσ = σκ∇α (7)

where σ represents the surface tension coefficient and κ represents the local curvature at
the interface which can be approximated as follows:

κ = −∇
( ∇α

|∇α|

)
(8)
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In order to know where the interface between the two fluids is, an additional equation
for α has to be solved:

∂α

∂t
+∇ · (αu) = 0 (9)

In the interFoam solver, a two-fluid Eulerian formulation is used in which the phase
fraction equation is solved separately for each individual phase [37].

∂α

∂t
+∇ · (αul) = 0 (10)

∂(1− α)

∂t
+∇ ·

(
(1− α)ug

)
= 0 (11)

The velocity is modeled in terms of the weighted average of the corresponding liquid
and gas velocities as shown below:

u = αul + (1− α)ug (12)

Equations (10)–(12) can be combined [37] to obtain:

∂α

∂t
+∇ · (αu) +∇ · [α(1− α)uC] = 0 (13)

With this formulation, a sharper interface resolution is achieved. The phase fraction
transport Equation (13) contains an extra convective term that is referred to as the compres-
sion term, which is used to keep the sharpness of the phase interface. In Equation (13), uc is
called the compression velocity, which is, in essence, the relative velocity between the two
phases. Since only a single velocity for both fluids is considered in the whole domain, the
compression velocity needs to be modeled [37,38] as:

uC = c|u|
( ∇α

|∇α|

)
(14)

where c is the compression factor with the value of 1. Equation (14) closes the system of
governing equations.

OpenFOAM solves the coupled system of Equations (1), (4) and (13) based on the
finite volume method. The details of the used discretization schemes are given in Table 1. A
predicted velocity field is constructed and then corrected repeatedly by using the pressure
implicit with splitting of operators (PISO) iteration procedure. Details of the solution
procedure followed by the solver can be found in this paper [38].

Table 1. Discretization schemes used for the different terms of the governing equations.

Term Discretization Scheme OpenFOAM Terminology
∂
∂t (ρu) Euler implicit time scheme Euler

∇·(ρuu) Total Variation Diminishing Limited linearV 1

∇·(αu) Total Variation Diminishing Gauss vanLeer

∇·[α(1− α)uC] Bounded limited scheme InterfaceCompression

∇·u Central Differencing Scheme Linear

∇α Central Differencing Scheme Linear

∇ ·
[
µ
(
∇u +∇uT)] Central Differencing Scheme Linear Corrected

All the walls were assigned a no-slip boundary condition for velocity and a zero
gradient boundary condition for pressure. A static contact angle boundary [40] condition
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was imposed on the left wall. Both the velocity and pressure fields were initialized as a
uniform field with a value of zero.

The convergence tolerance was set to 1 × 10−6 for all the governing equations. The
adjustable time step setting was turned on to ensure time step convergence.

The computations were performed on a supercomputing cluster using at least 128
cores in Intel Xeon SKL G-6148 processors running in parallel. Each solution needed at
least 5 days of runtime.

2.2. Parameter Space

The density and viscosity ratios have been chosen to represent an air–water gas–liquid
system. For the air–water system, taking ρ = 1000 kg m−3, µ = 0.001 Pa s, g = 9.81 m s−2

and d = 0.001 m, we obtain Ga = 99. The case of Ga = 99 and Eo = 0.14 represent a 1 mm air
bubble rising near a wall in pure water. Fixing the Ga and bubble diameter and varying
the Eo from 0.1 to 10 allows us to study the effect of surface tension on the near-wall
bubble behavior. In practical situations, we can control the surface tension of the air–water
interface by using surfactants. These Eo values range can be considered as the value of
Eo for a 1 mm air bubble rising in water having different surfactant concentrations. The
knowledge of the effect of surface tension on the bubble behavior in water can be leveraged
in practical situations to control the flow properties by using surfactants.

Table 2 shows a comparison between the parameters considered in previous research
and this work. It is quite clear that we are exploring a parameter space that has been
unexplored as of yet.

Table 2. Comparison of the range of physical parameters.

Researchers Eo Ga s

Zhang et al. [29] 16 0.57, 63.36, 90.51 0.75, 1, 2
Yan et al. [31] 2 8.8, 51, 95, 133 0.75, 1, 2

Our work 0.1, 0.14, 1, 2, 10 99 0.75, 1, 1.2, 1.5

3. Results

To investigate the effect of a nearby vertical wall on the hydrodynamic behavior of
a bubble, we divide this work into three parts. First, we compare the dynamics of a wall-
bounded bubble with a free-rising bubble, then, we investigate the bubble dynamics at
different initial wall distances. Finally, we study the effect of surface tension on the
bubble behavior.

3.1. Grid Independence and Validation

We performed our simulations on a uniform mesh so as to obtain the same level of
accuracy throughout the domain. To validate our model, we first chose a very coarse mesh
with only 10 cells (see Figure 2a) across the bubble diameter. We then refined the mesh to
obtain different meshes with 15 cells (see Figure 2b), 20 cells (see Figure 2c) and 25 cells
across the bubble diameter. Simulations for an air bubble (d = 1 mm) rising in pure water
were performed using these meshes and the trend of rising velocity achieved by each mesh
has been plotted in Figure 3. The results for terminal velocity for each mesh have been
tabulated in Table 3. Figure 2d shows the mesh in the region between the bubble and
the wall.
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Figure 3. Bubble rise velocity for different meshes.

Table 3. Mesh refinement study.

Refinement Level Number of Cells per Bubble Diameter Terminal Velocity
(m/s)

1 10 0.3
2 15 0.357
3 20 0.34

For simulating the phenomenon, a good resolution of the bubble surface is essential.
It is quite clear from Figure 2a that Mesh 1 cannot resolve the bubble surface.
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From Figure 3, we can see that the bubble velocity converges to a stable terminal
velocity only for Mesh 3.

Mesh 4 (25 cells per bubble diameter) was also tested and there was not much dif-
ference in the results from Mesh 3. However, there was a considerable increase in the
simulation time. Mesh 3 was thus the optimum choice for carrying out the simulations and
the results from Mesh 3 can be considered to be grid independent.

The bubble terminal velocity for the same bubble size and fluid properties was calcu-
lated using the correlation of Jamialahmadi [42]. As can be seen from Table 4, the numerical
results are in excellent agreement with the experimental correlation. The drag coefficient
of the bubble is evaluated by balancing the buoyancy force and drag force at terminal
conditions. The experimental drag coefficient for the same conditions has been obtained
using Moore’s correlation [4]. Both the numerical and experimental drag coefficients are
shown in Table 4 below. The error between the experimental correlation and the numerical
result is around 8%.

Table 4. Validation with experimental results.

Numerical
(Mesh 3) Experimental % Error

Terminal Velocity 0.34 0.344 1.16
Drag Coefficient 0.113 0.123 8.13

Thus, we can say that results from Mesh 3 are in agreement with experimental findings
validating our model.

3.2. Near-Wall Rising Behaviour

For bubbles rising due to buoyancy, the near-wall bubble motion is very distinct from
the motion of an unbounded bubble. Figure 4 shows the trajectory of a bubble (d = 1 mm,
Eo = 0.14, Ga = 99) released at a distance of s = 1, 4 from the left wall. The bubble released at
s = 4 shows a straight rising trajectory (Figure 4b) while the one released at s = 1 shows an
almost two-dimensional zigzagging trajectory (Figure 4a). Since at s = 4 the rising trajectory
is not affected by the wall, it can be considered an unbounded bubble.
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Figure 4. Comparison of the rising trajectory of a bubble released near a wall with that of an
unbounded bubble: (a) 3D trajectory of the bubble released close to the wall; (b) 3D trajectory of the
bubble released away from the wall. d = 1 mm, Eo = 0.14, Ga = 99.
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It can be observed from Figure 5a that the unbounded bubble has no motion along
the x-direction. However, the wall-bounded bubble shows a sinusoidal variation of its
x-position with time, referred to as bouncing motion in the literature [3,21,25]. Figure 5b
shows the variation of the wall-normal velocity for the wall-bounded and unbounded
bubbles. After an initial transition state, the wall-normal velocity for the unbounded bubble
converges to a steady value of zero, whereas the wall-normal velocity for the near-wall
bubble shows a sinusoidal variation.
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Figure 5. Comparison of x-motion of the bounded and unbounded bubble: (a) Time variation of x
position of bubble centroid; (b) Time variation of x velocity of bubble centroid d = 1 mm, Eo = 0.14,
Ga = 99.

The effect of the wall on the rising motion of the bubble is shown in Figure 6. The
y-position of the bubble is monotonically increasing for both cases, but the slope for the
bounded bubble is lesser than that for the unbounded bubble. The rise velocity of the
wall-bounded bubble is fluctuating, and its terminal velocity is lower than that of the
unbounded bubble.
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Figure 6. Comparison of y-motion of the bounded and unbounded bubble: (a) Time variation of
y-position of bubble cen troid; (b) Time variation of y-velocity of bubble cen troid. d = 1 mm, Eo = 0.14,
Ga = 99.

Now, if we look at the motion of the bubble in the spanwise direction (shown in
Figure 7a,b) it is quite clear that the variations are of negligible magnitude compared to
the variations in the other directions. For the unbounded bubble, after an initial transition
state, the motion in the z-direction ceases and the z-position of the bubble gets fixed at
z = 4.05 mm and z-velocity becomes zero. For the bounded bubble, random fluctuations in
both the position and velocity in the z-direction are observed. However, the magnitude of
these changes is very small.
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Figure 7. Comparison of z-motion of the bounded and unbounded bubble: (a) Time variation of
z-position of bubble centroid; (b) Time variation of z-velocity of bubble centroid. d = 1 mm, Eo = 0.14,
Ga = 99.

Figures 8 and 9 show the X and Y velocity contours, respectively, during a bounce
event. It can be observed that just after the bubble–wall collision, both the x-velocity and
the y-velocity in the region surrounding the bubble drop to significantly low values, thus
breaking the continuity of the liquid flow around the bubble. This can be considered as the
separation of the flow behind the bubble. It appears that the flow separation occurs after
the bubble has bounced. This might have an effect on the wake region behind the bubble.

Figures 10 and 11 show the velocity vector plots around the wall-bounded and free
bubble, respectively. It is clear that the wall provides a symmetry-breaking perturbation
to the vortices in the flow field. As per Kelvin’s circulation theorem, vortices in the flow
domain can generate lateral forces. From Figure 10, we can see that in the YZ plane, there
are two symmetrical vortices in the wake of the bubble. The lateral force generated due to
the two vortices on the bubble cancels out, and thus, the resultant force on the bubble is
zero, resulting in no motion in the spanwise direction.
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However, due to the presence of the wall, the flow structures in the XY plane become
unsymmetrical. The vortex structures in the wake of the bubble are asymmetrical resulting
in a net lateral force that attracts the bubble towards the wall. Thus, the asymmetry in the
flow structures provides a qualitative explanation for the attractive lift force experienced by
the bubble due to the presence of the wall. The bouncing phenomenon is just a consequence
of this lift force. As the bubble rises near the wall, it is attracted towards the wall due to the
lift force. When it becomes sufficiently close to the wall, the pressure in the thin liquid film
between the bubble and the wall exerts a force that repels the bubble away from the wall.
The bubble now moves away from the wall as it rises upwards. The lift force again attracts
the bubble towards the wall while the pressure in the liquid film repels it. The amplitude of
the bouncing motion, i.e., the maximum wall-normal distance reached by the bubble thus
depends on the balance of these two forces. Moreover, the wavelength of the bouncing
motion depends on the bubble rise velocity and the response time required for these two
forces to balance out.

Now, for the case of a bubble rising away from the wall, the wake structures are
symmetrical in both planes (Figure 11) and thus there is no net lateral force acting on the
bubble and the bubble rises straight upwards following a rectilinear trajectory.
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3.3. Effect of Initial Wall Distance

To study the effect of the bubble–wall distance on the bubble rising behavior, we
release the bubble at different distances from the wall. Keeping all other parameters fixed,
we vary s as s = 0.75, 1, 1.2, 1.5. It is quite intuitive to expect the effect of the wall to decrease
as the initial distance increases. This study will help us to analyze how far into the flow
field the effect of the wall creeps in.

From Figure 12, we can see that as the bubble–wall initial distance increases, the
bubble trajectory changes from bouncing to straight rising. The bubble shows a bouncing
trajectory for s of less than 1.5.
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Figure 12. Comparison of the bubble trajectory when released at different distances from the wall
(Eo = 0.14, Ga = 99).

Figure 13a,b shows the effect of the wall distance on the wall-normal motion of the
bubble. The characteristics of the bouncing motion for different s are listed in Table 5. It is
noted that for the s values for which the bubble shows a bouncing motion, the bouncing
trajectory has almost similar characteristics. This implies that the initial wall distance
does not impact the bouncing motion; however, there is just a phase difference of the
bouncing trajectories (Figure 13a) for different s. In other words, as the distance from
the wall increases, the time of onset of these instabilities also increases as we can observe
for the cases of s = 0.75, 1, 1.2. After s = 1.2, the bubble does not show bouncing in the
considered domain.
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Figure 13. Comparison of x-motion of the bubble released at different distances from the wall:
(a) Time variation of x-position of bubble centroid; (b) Time variation of x-velocity of bubble centroid.
d = 1 mm, Eo = 0.14, Ga = 99.

Table 5. Characteristics of bouncing motion at different s (Eo = 0.14).

s Amplitude (A)
(mm)

Wavelength (λ)
(mm)

Time Period (T)
(s)

0.75 0.56 18.5 0.06
1 0.6 18 0.06

Figure 14a,b show the effect of the wall distance on the rising motion of the bubble.
The rising velocity shows a fluctuating trend for s less than 1.5 and the terminal rise velocity
decreases as s decreases.
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Figure 14. Comparison of y-motion of the bubble released at different distances from the wall:
(a) Time variation of y-position of bubble centroid; (b) Time variation of y-velocity of bubble centroid.
d = 1 mm, Eo = 0.14, Ga = 99.

Figure 15 below shows the variation of the average rise velocity of the bubble with the
initial bubble–wall distance. As the wall proximity increases, the drag force on the bubble
increases, and thus, the average rise velocity decreases. In terms of the drag force, s = 1.5
can be considered as the critical distance beyond which the wall has a negligible effect on
the bubble motion.
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Figure 15. The variation of the average rise velocity of the bubble with initial wall distance.

As can be seen from Figure 16, the spanwise motion of the bubble is quite randomized.
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that the wall effect on the bubble dynamics is dependent on the surface tension value. A  

detailed discussion of these results is performed in the following section. 

Figure 16. Comparison of z-motion of the bubble released at different distances from the wall:
(a) Time variation of z-position of bubble centroid; (b) Time variation of z-velocity of bubble centroid.
d = 1 mm, Eo = 0.14, Ga = 99.

However, the fluctuations in the z-component of velocity decrease as the distance from
the wall increases. Moreover, the magnitude of the position variation and the velocity in
spanwise direction is very small compared to the other two directions.

3.4. Effect of Surface Tension

Keeping the bubble size (d = 1 mm) and distance from the wall (s = 1) constant, we
now vary the surface tension of the liquid–air interface. The different values of σ and the
corresponding Eo are shown below (see Table 6):

Table 6. The Eotvos numbers vs. various surface tension coefficients.

σ 0.1 0.07 0.01 0.005 0.001

Eo 0.0981 0.14 0.981 1.96 9.81

Figure 17 shows how the bubble rising trajectory changes at different values of surface
tension. After Eo = 1, the bubble shows a zigzagging trajectory while moving away from
the wall.
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Figure 17. Comparison of the bubble trajectory at different Eo (s = 1, Ga = 99).

The effect of surface tension on the wall-normal motion, rising motion and spanwise
motion is shown in Figures 18–21, respectively. It is evident from these figures that the
wall effect on the bubble dynamics is dependent on the surface tension value. A detailed
discussion of these results is performed in the following section.
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Figure 18. Comparison of x-motion of the bubble for different Eo: (a) Time variation of x-position 

of bubble centroid; (b) Time variation of x-velocity of bubble centroid. d = 1 mm, Ga = 99, s = 1. 
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Figure 18. Comparison of x-motion of the bubble for different Eo: (a) Time variation of x-position of
bubble centroid; (b) Time variation of x-velocity of bubble centroid. d = 1 mm, Ga = 99, s = 1.
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with the Eotvos number plotted on the log scale. It is evident from the plot that with in-

creasing Eo, the rise velocity decreases. This implies that the decrease in surface tension 

indirectly increases the drag force. 

Figure 19. Comparison of y-motion of the bubble for different Eo: (a) Time variation of y-position of
bubble centroid; (b) Time variation of y-velocity of bubble centroid. d = 1 mm, Ga = 99, s = 1.
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Figure 21. Comparison of z-motion of the bubble for different Eo: (a) Time variation of z-position of
bubble centroid; (b) Time variation of z-velocity of bubble centroid. d = 1 mm, Ga = 99, s = 1.

From Table 7, we can see that for the values of surface tension for which the bubble
shows a bouncing trajectory (Figure 18a), as the Eotvos number increases, the amplitude,
time period and wavelength of the bouncing motion decreases.

Table 7. Characteristics of bouncing motion at different Eo (s = 1).

Eo Amplitude (A)
(mm)

Wavelength (λ)
(mm)

Time Period (T)
(s)

0.1 0.73 25.1 0.07
0.14 0.6 18 0.06

Figure 20 given below shows the variation of the average rise velocity of the bubble
with the Eotvos number plotted on the log scale. It is evident from the plot that with
increasing Eo, the rise velocity decreases. This implies that the decrease in surface tension
indirectly increases the drag force.

From the above figure, we can observe that at lower surface tension values the bubble
assumes a flat shape. Figure 22a,b shows the deformation in the bubble shape at the time
of bouncing.
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of surface tension.

4. Discussion

According to phase diagram of Cano-Lozano et al. [13], a rising bubble with Ga = 99
and Eo = 0.14 lies in the rectilinear regime. From Figure 4b, it is seen that the trajectory of the
bubble far from the wall is straight rising. The wall proximity induces an early transition
from the rectilinear to the planar zigzagging regime as shown in Figure 4a. This zigzagging
motion on the wall is referred to as bouncing motion in the literature [21,25] as the bubble
keeps on colliding with the wall, and thus, seems to bounce off the wall repeatedly.

From Figure 5, we can observe that the amplitude of this bouncing motion is constant.
The bubble collides with the wall at t1, t2 and t3. The time between two collisions is
highlighted in the figure and is almost constant, i.e., the bouncing frequency is constant.
The rising motion of the bounded and unbounded bubbles have the same nature (Figure 6).
Figure 6 shows the vertical distance traveled by the wall-bounded bubble between two
collisions (t1, t2) and (t2, t3) and it is almost constant. Thus, the bouncing motion is very
uniform with constant amplitude, frequency and rise distance in every bouncing cycle.

On analyzing the x-component of the bubble velocity (Figure 5b), it is seen that the
x- motion of the unbounded bubble has an initial transition state in which the x-velocity
oscillates about the mean value of zero. After reaching the steady state, the x-motion ceases,
i.e., x-velocity becomes zero. For the bounded bubble, the x-velocity shows a fluctuating
trend. As expected, the velocity starts to rise at the time of the bubble–wall collision. From
Figure 6a, it is evident that due to the presence of the wall, the drag force increases, and thus,
the average rise velocity of the bounded bubble is lesser than that for the unbounded case.

As expected, the unbounded bubble reaches a terminal state with vy = 0.34 m/s.
However, the y-motion of the bounded bubble cannot achieve a steady state terminal
velocity. After the buoyancy and drag forces are balanced, the bubble reaches a maximum
vy = 0.32 m/s. From Figures 5b and 6b, we can observe that at the time of the collision, the
x-velocity starts increasing, and consequently, the y-velocity drops from its maximum value.
As the bubble completes its bouncing cycle, the x-velocity decreases and the y-velocity
starts rising and it again reaches its maximum value and stays there for some time after
which the bubble is again attracted to the wall and the rising velocity drops again.

The spanwise motion (Figure 7a,b) is very negligible compared to those in the wall-
normal and wall-parallel directions. However, compared to the unbounded bubble, there
is some randomized motion in the spanwise direction for the bubble rising near the wall.

4.1. Effect of Wall Proximity

From Figures 12–15, it is evident that as s increases, the effect of the wall on the bubble
decreases. For s = 0.75 and 1, the frequency and amplitude of bouncing are almost equal and
constant (Table 5). However, there is a phase lag between them. For s = 0.75, the bubble is
attracted towards the wall quite early as expected. As the distance from the wall increases,
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it takes more time for the bubble to be attracted towards the wall. For s = 1.2, initially, the
bubble rises straight upwards with negligible motion in the wall-normal direction. After
t = 0.15, the bubble is attracted to the wall, and then after colliding with the wall, it shows a
bouncing trajectory with almost the same amplitude and frequency as the previous cases.
For s = 1.5, the bubble experiences negligible attraction towards the wall and its x-position
decreases very slowly with time. At this distance, we can say that there is no effect of the
wall, and hence, there is no bouncing motion. The wall-normal velocity shows a sinusoidal
variation of constant amplitude and frequency, as expected for the bouncing motion. For
s = 1.2 and 1.5, the velocity shows small variations about zero, this is quite obvious as the
bubble has no considerable motion in the x-direction.

The y-position of the bubble increases monotonically with an almost constant slope
for all s. The slope of the line increases as s increases as observed in Figure 14a. As we
can see from Figure 14b, the maximum y-velocity reached by the bubble increases as s
increases. As the distance from the wall (s) increases, the drag force decreases, and thus,
the average rise velocity increases. As explained in the previous section, the y-velocity
magnitude shows a fluctuating pattern due to the bouncing motion. With increasing s,
the bouncing motion dies out and so do the fluctuations in the y-velocity. As s increases,
the maximum y-velocity achieved by the bubble increases. This is expected because, with
increasing distance from the wall, the effect of the wall decreases, and thus, the effect of the
wall on the rising velocity decreases. For s = 1.5, there are no fluctuations, and the rising
velocity reaches a terminal state with vy ≈ 1. This implies that the terminal velocity is
slightly lesser compared to the terminal velocity of the free-rising bubble. At s = 1.5, the
wall effect is not strong enough to bring an effect in the wall-normal direction and induce a
bouncing motion but it increases the drag, thus decreasing the y-velocity of the bubble.

4.2. Effect of Eotvos Number

Let us now analyze the effect of the variation of Eo on the bubble behavior. As the
surface tension decreases and the Eo increases, the drag experienced by the bubble increases.
This can be deduced from Figure 19. The y-position and the maximum rising velocity
achieved decrease with increasing Eo number. This increase in drag can be attributed to the
flattening of the bubble surface with decreasing surface tension.

At Ga = 99, the transition from rectilinear rising regime to planar zigzagging regime
occurs at Eo v 1.5 [13]. In the presence of the wall, the bubble shows zigzagging motion
(18a) for the entire range of Eo considered in this study, i.e., from Eo = 0.098–9.8, except for
Eo = 1. It is observed that for Eo < 1, the bubble bounces on the wall. Meanwhile, for Eo > 1,
the bubble slowly moves away from the wall following a zigzagging trajectory. At Eo = 1,
after an initial transition state, the bubble gradually slides away from the wall. Thus, at
Ga = 99, Eo = 1 represents the critical value of Eo for which the wall force transitions from
attractive to repulsive, thus changing the bubble motion from bouncing to sliding away.

For Eo < 1, with increasing surface tension and decreasing Eo, both the amplitude and
the frequency of the bouncing motion increase (Figure 18a). The maximum wall-normal
velocity achieved after the bubble–wall collision is also higher for lower Eo (Figure 18b).
With regards to the motion in the spanwise direction, for the bouncing regime (Eo < 1) the
oscillations of velocity in the z-direction increase with decreasing Eo, whereas for the sliding
away regime (Eo > 1), the z-velocity magnitude is highest for the highest Eo. However,
no particular trend can be fitted for the z-motion for any value of Eo and the order of
magnitude of the velocity and displacement is negligible compared to those in the other
two spatial directions.

5. Conclusions

In this work, VOF-based numerical simulations were performed to assess the impact
of wall proximity and surface tension on the motion of a single air bubble rising in still
water. For the parameters considered in this work, the bubble lies in the rectilinear regime.
The following conclusions can be drawn from the obtained results:
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• The presence of the wall near the bubble provides a significant perturbation to the
flow structures in the fluid domain, which induces an early transition of the bubble
trajectory from the rectilinear to the planar zigzagging regime. At Ga = 99, the critical
Eo for this transition decreases from 1.5 to 0.14.

• A 1 mm diameter air bubble rising near a vertical wall in pure water (Ga = 99, Eo = 0.14)
follows a bouncing trajectory as observed in previous experimental works. The
bouncing motion is characterized by constant wavelength, amplitude and frequency.
There is no significant motion of the bubble along the spanwise direction. The bouncing
motion is thus two-dimensional.

• Due to the presence of the wall, the drag experienced by the bubble increases. The
average rise velocity of the bubble rising near the wall is less compared to the
unbounded bubble.

• As the bubble–wall initial distance increases, the bubble rising trajectory changes from
bouncing (planar zigzagging) to straight rising. Moreover, as the distance from the
wall increases, the maximum velocity and the average rise velocity also increases, i.e.,
the drag decreases.

• The bubble shows bouncing motion for s < 1.5. For the bouncing regime (i.e., s < 1.5),
the change in wall proximity only changes the time of onset of bouncing. It does not
impact the characteristics of the bouncing trajectory. The closer the bubble is to the
wall, the earlier it triggers these path instabilities.

• For Ga = 99, s = 1, the bubble shows a bouncing motion for Eo < 1.

To have a complete picture of the effect of surface tension on the bubble bounc-
ing behavior, the effect of wall proximity at different values of surface tension needs to
be explored through more simulations in the future. Moreover, to further explore this
phenomenon, the effect of bubble size on the bouncing motion should also be studied. Fur-
thermore, well-planned experimental investigations should be conducted to supplement
the computational study.
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The following abbreviations are used in this manuscript:

d Bubble Diameter
Eo Eotvos Number
g Acceleration due to gravity
Ga Galilei Number
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s Normalized bubble-wall initial distance
t Time
vx x-velocity of bubble centroid
vy y-velocity of bubble centroid
vz z-velocity of bubble centroid
VOF Volume of fluid
x x-position of bubble centroid
y y-position of bubble centroid
z z-position of bubble centroid
α Phase fraction
ρ Density
σ Surface Tension Coefficient
µ Dynamic Viscosity
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Abstract: The purpose of the present study is to analyze the effect of different discrete representations
of the continuous bubble size distribution function on the flow structure in a bubble column reactor.
Poly- and monodisperse media were considered, such that the mathematical expectation of the bubble
size in the polydisperse case was equal to the bubble size in the monodisperse case at the same
volumetric bubble contents. For these computations the normalized variances of the velocity profiles
of the carrier and the disperse phases, the volume fraction of the disperse phase, and the specific area
of the interfacial surface were determined. The normalized variances were calculated from a reference
scenario with a detailed resolution of the bubble size distribution function with ten bubble classes.
It was shown that with increase of the average bubble sizes mono- and polydisperse approaches
provide converging solutions. A modified hybrid discretization of the bubble size distribution
function with four classes of bubbles was shown to predict the flow structure with normalized
variance less than 5% over the entire computational domain for all monitored parameters.

Keywords: bubble column reactor; bubbly flow; polydisperse media; numerical simulation;
Euler–Euler approach; discrete bubble size distribution function

1. Introduction

Ascending bubble flows with the gravity force as the main driver are a common
feature of many natural and technological processes. Typical industrial applications of
such flows are bubble column reactors (BCRs). These apparatus are used in many areas of
human activity, such as water treatment and purification [1], greenhouse gas elimination [2],
hydrogen and biofuel synthesis [3,4], or production of biochemical substances [5]. All of the
above shows that studies of the processes occurring in the BCRs are of great importance.

As a rule, the flows in the BCR are polydisperse; this circumstance plays an important
role in the formation of both the global structure of the flows [6,7] and the local properties
of the working media of reactors [4,8].

The description of the bubble size distribution (BSD) in the framework of the poly-
disperse Euler–Euler approach can be implemented in various ways. The simplest one is
similar to the monodisperse description, but the bubbles have the same size only locally;
herewith they can vary in space. The local size of the bubbles is taken to be equal to the
Sauter mean diameter [9], which ensures that the total bubble surface is preserved, and is
important in problems with intensive interphase mass transfer. At low relative velocities
this approach is sufficient. However, at phase velocity nonequilibrium, averaging the
bubble diameter results in errors in the calculation of interphase forces, which in turn
affects the overall flow pattern.

A detailed description of polydispersity within the Euler–Euler approach can be
provided by the Population Balance Model (PBM) [4,10] with a population balance equation.
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This model makes it possible to describe the change in the spectrum of bubble sizes at
each spatial point but the computational algorithm becomes noticeably more complicated
because of the integral–differential nature of the equation.

Another approach which is a subclass of the PBM is based on the introduction of
a set of classes of monodisperse bubbles that differ in size (the MUltiple SIze Group or
MUSIG model) [11]. The original model has the same velocity for each bubble class and
is called homogeneous MUSIG, while its variant with separate velocity for each class is
called the inhomogeneous or heterogeneous MUSIG model [12]. A fixed number of classes
and ranges of bubble sizes in the classes are chosen to include all possible bubbles. Sets
of the conservation equations are written for each class. Such an approach provides a
unified description of the working medium. However, this approach is also quite resource-
demanding due to the need to solve additional sets of nonlinear equations.

Due to the significant increase in computational resources required, it seems reasonable
to assess the influence of the parameters of the discrete representation of the (BSD) function
on the flow structure for the regimes where polydispersity is the determining factor.

There are a number of papers dealing with the discretization parameters of the BSD.
An unsteady simulation of the BCR was performed in [13] with only two classes for the
13 mm/s surface velocity case, while a monodisperse approach was sufficient for the
3 mm/s surface velocity. The two classes for the 13 mm/s case were chosen to resolve a
change in the sign of the lateral lift force at 6 mm bubble diameter. There are other investi-
gations [14,15] which show that for gas surface velocities below 5 mm/s the monodisperse
approach is sufficient.

Numerical simulations of the BSD have been performed in [7,16]. With 17 classes of
bubbles it was shown [7] that good prediction can be obtained for most of the bubble size
range [0.5 mm, 16.5 mm], while the probability of small bubbles was underestimated by
the model. Reducing the number of classes [16] from 17 to 14 provides better correlation
with experimental data.

A detailed investigation of the effect of the number of bubble classes was carried
out in [17]. It was shown that seven classes of bubbles were sufficient for the detailed
description of the flow in the BCR in terms of liquid velocity, bubble velocity and bubble
volume fraction. However, for the prediction of the interfacial area, 15 classes were selected
in the computations. In the subsequent study [18] it was shown that the heterogeneous
MUSIG outperformed the original homogeneous version. The same results were obtained
in [19] for the simplified heterogeneous MUSIG model with algebraic equations for bubble
slip velocities with 13 classes of bubbles for the bubble size range [1 mm, 25 mm].

It should be noted that all of these studies deal with the uniform BSD and it is not clear
how the bubble swarm behaves with bubble sizes ranging from fractions of a millimeter to
a few millimeters.

The paper presents the results of a numerical study of the dynamics of poly- and
monodisperse flows in a column-type bubble reactor. The mathematical expectation of the
bubble size for a polydisperse medium was assumed to be equal to the bubble size in a
monodisperse medium. Bubbles with characteristic sizes in the range db = 0.25–1.0 mm
are considered; the volume content of the dispersed phase at the inlet boundary was the
same in all cases and was equal to 0.0037. Different discretization parameters of the BSD
function were chosen to estimate their influence on the flow structure in the BCR.

According to the results of the numerical simulation, the fields of phase velocities,
bubble volume fraction and the interfacial area, which influence the intensity of interphase
processes, were analyzed. On the basis of the obtained data, an optimal number of classes,
as well as the discretization parameters of the BSD function, were chosen in order to obtain
a consistent solution in the whole range of the input parameters considered.
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2. Mathematical Model
2.1. Basic Assumptions of the Model

A mathematical model of the flow of a polydisperse bubble medium in a bubble
column reactor is presented. The model is based on the Euler–Euler approach to the
description of multiphase flows (see, for example, [20]). Within the framework of this
approach, each phase is considered as a continuum occupying the entire volume, at each
point of which the volume fraction of the phase α is specified. In this case, the densities
of each of the phases are calculated as α · ρ0, where ρ0 is the density of the substance of
the corresponding phase. In addition to the description of the polydispersity and the
interaction of the bubbles (subscript b) and the carrier phase (subscript l), attention is paid
to the analysis of the effect of turbulence on the two-phase flow.

In this study, flows are characterized by values of the dispersed phase volume fraction
less than 0.01, which allows bubble–bubble interactions to be to neglected.

2.2. Description of Polydispersity of Bubbly Medium

The description of the polydispersity of the working medium is carried out in the
framework of the multiclass heterogeneous model of the BSD, which takes into account the
different speeds of each bubble class (the heterogeneous MUSIG model, [12]). The BSD is
approximated by a piecewise constant function describing N bubble classes. Each of the
classes is characterized by the constant bubble diameter dib, the volume fraction αib and
the bubble number density nib, where i is the class number. These quantities are related
to each other as dib = ((6αib)/(πnib))

1/3. Then the volume fraction of the liquid can be
represented as follows:

αl = 1−
N

∑
i=1

αib. (1)

The initial BSD corresponds to the experimental data and can be expressed by the
log-normal distribution for the bubble number density [21]:

F(nb) =
1

dbσ
√

2π
· exp

(−[ln(db)− µ]2

2σ2

)
, (2)

where db is the bubble diameter, and µ and σ are the mathematical expectation and stan-
dard deviation with respect to ln(db). The mathematical expectation M and the standard
deviation D with respect to db are determined by the formulas:

M = exp(µ + 0.5 · σ2), D = M ·
√
[exp(σ2)− 1]. (3)

In Equation (3), the value M corresponds to the most probable bubble for a given
distribution and will be referred to below as the characteristic bubble size. The monodisperse
case is obtained by integrating over the entire interval of bubble sizes, producing a single class
of bubbles with a size equal to the most probable bubble size. In this sense, the monodisperse
approach can be treated as a polydisperse approach with only one class of bubbles.

The equations of conservation of mass, momentum and number density of the bubbles
are formulated for each class.

2.3. Governing Equations

In the framework of the Euler–Euler approach the Navier–Stokes equations, account-
ing for the N bubble classes, can be written as follows:
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∂αibρ0
ib

∂t
+ div

(
αibρ0

ibVib

)
= Diα,

∂αibρ0
ibVib

∂t
+ div

(
αibρ0

ibVibVib + pE
)
= Sib,

∂αlρ
0
l

∂t
+ div

(
αlρ

0
l Vl

)
= 0,

∂αlρ
0
l Vl

∂t
+ div

(
αlρ

0
l VlVl + pE− τ

)
= Sl .

(4)

The following notation is used: V is the velocity vector, p is the pressure, E is the unity
tensor, S is the source term responsible for the interphase momentum transport, D is the
source term responsible for the bubble dispersion due to turbulence and τ is the strain rate
tensor with its components expressed as:

τmn = 2 · µe f f · Smn, Smn =
1
2

(
∂vm

∂xn
+

∂vn

∂xm

)
, µe f f = µlam + µturb + µBIT , (5)

where µe f f is the effective dynamic viscosity, equal to sum of the dynamic viscosity of
the medium µlam, the turbulent viscosity µturb and an additional member, responsible for
turbulence modification due to presence of bubbles µBIT .

The density of the gas inside the bubbles ρ0
ib depends on both the external pressure

of the carrier medium and on the pressure created by the surface tension, and can be
expressed as follows:

ρ0
ib =

p + 2Σ/Rib
<bT0

, (6)

where Σ is the surface tension (assumed to be equal to 0.072 H/m), Rib is the bubble radius
for the ith class, T0 is the ambient temperature and <b is the specific gas constant.

The set of Equation (4) is supplemented by the conservation equation for the bubble
number density for each class i:

∂nib
∂t

+ div(nibVib) = Din. (7)

2.4. Interphase Momentum Exchange

The details of the interphase momentum exchange processes are discussed below. Cor-
responding source terms in the governing equations include: the buoyancy force, the drag
(Stokes) force, the lift (Saffman) force, the virtual mass force and the wall lubrication force:

Sib = FiB + FiD + FiL + FiWL + FiVM, Sl = −
N

∑
i=1

(FiD + FiL + FiWL + FiVM). (8)

2.4.1. Buoyancy Force

The buoyancy force is the main driver of flow development in the column and is
expressed as the difference between the Archimedean and gravitational forces:

FiB = αib · (ρib − ρl) · g. (9)

2.4.2. Drag Force

The expression for the Stokes drag force acting on bubbles of class i can be written in
the following form:
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FiD =
3
8
· ρl

Rib
αibCiDVirel |Virel |, Virel = Vl −Vib. (10)

In the general case, when the Reynolds number of the relative motion of the phases
Reip = (ρlVireldib)/µlam cannot be considered small, it is necessary to introduce a correction
function fip for the Stokes drag coefficient, which takes into account the inertia of the flow
around the bubbles, their possible asymmetry, flows in the bubbles, etc. Thus, the drag
coefficient can be written as CiD = 24 · fip/Reip. During the calculations, several options
were considered to determine the function fip. In Ref. [22], the following expression for the
correction function is proposed, based on experimental data:

fip =





2/3, Reip < 1.5

0.6208 Re0.22
ip , 1.5 < Reip < 80

2− 4.41 Re−0.5
ip + 7.75 · 10−17 Re5.756

ip , 80 < Reip < 1500

0.10875 Reip, Reip > 1500

(11)

This expression describes the dynamics of small bubbles, but does not take into account
the possible deformation of the interfaces and the loss of sphericity.

The shape of the bubble may be different from spherical if the pressure changes
significantly on scales of bubble size. Assuming that the main reason for the pressure
variation is gravity, then the effect of the pressure gradient is determined by the Eötvös
number Eoi = g(ρl − ρib)d2

ib/Σ, which is the ratio of the hydrostatic pressure of a liquid
column whose height is equal to the size of the bubble to the pressure produced by the
surface tension force. At Eo < 1 the bubble remains spherical, at Eo > 1 the bubble loses its
sphericity, acquiring at the initial stage the shape of an ellipsoid. In Ref. [23], a correlation
was proposed for the drag coefficient CiD based on the Reynolds numbers Reip and Eoi:

CiD =
√

CD(Reip)2 + CD(Eoi)2

CD(Reip) =
16

Reip

(
1 +

2
1 + 16/Reip + 3.315/

√
Reip

)

CD(Eoi) = 4 · Eoi/(Eoi + 9.5), Eoi < 5

(12)

In this study, expression (12) for the drag force was used.

2.4.3. Lift Force

The Saffman force occurs when particles move in a stream with significant velocity
gradients. The resulting force is normal to the particle relative velocity vector. Although the
value of this force is usually much smaller than the Stokes force, it can have a noticeable
effect on the structure of the flow and the distribution of bubbles.

The expression for the Saffman force was initially obtained under a number of assump-
tions, in particular, for the case of low Reynolds numbers of relative motion (Stokes flow),
which are not applicable to the problems considered.

For the range of flow parameters of practical interest, the formula proposed in [24]
was chosen. Here the expression for the Saffman force can be written as:

FiL = CiLαibρlVirel × rotVl . (13)

The coefficient CiL is often taken to be constant, ranged in 0.1–0.5, depending on the
type of problem.

Based on a large set of experimental data on the ascent of a single bubble in a liquid
layer with a transverse linear velocity gradient, the following expression for the coefficient
CiL was proposed in [25]:
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CiL = min
[
0.288 tanh(0.121 Reip), f (Eoi)

]
, Eoi < 4,

f (Eoi) = 0.00105 Eo3
i − 0.0159 Eo2

i − 0.0204 Eoi + 0.474.
(14)

When calculating the Saffman transverse force, expression (14) was used in this study.

2.4.4. Virtual Mass Force

It is well known that the effect of added masses in bubble flows plays an important
role. This effect is associated with an increase of the bubble inertia due to the inclusion
of the ambient liquid in relative motion. The expression for the added mass force can be
written as:

FiVM = 0.5αibρl

(
DbVib

Dt
− DlVl

Dt

)
. (15)

2.4.5. Wall Lubrication Force

Near the channel walls, the flow is characterized by a significant gradient of the
velocity and asymmetry in the flow around a separate bubble, resulting in repulsion of
the bubble from the wall. This effect can be important in the formation of the bubble flow
structure and can lead to flow stratification. The expression for the wall force can be written
as follows [12]:

FiWL = −CiWLαibρl [Virel − (Vib · nW) · nW ]2 · nW . (16)

Here nW is the normal to the nearest wall.
Coefficient CiWL is calculated using the following formula:

− CiWL = 0.47 ·max

{
0,

1
6.3
· [1− yW/(10 dib)]

yW · [yW/(10 dib)]
0.7

}
. (17)

Here yW is the distance to the nearest wall.

2.5. Turbulence

Typical flows in the BCR are turbulent. The presence of a dispersed phase can lead
to both the generation and dissipation of turbulence, depending on the flow parameters.
An analysis of the influence of these processes on the flow structure in the BCR is of a
great interest. In this paper, the k − ω SST turbulence model [26] is implemented with
additional source terms describing the generation of turbulence due to the relative motion
of the bubbles and the carrier phase:

∂ρlk
∂t

+ div(ρlVlk) = P̃− β∗ρlωk + div[(µlam + σkµturb)grad(k)] + Sbk,

∂ρlω

∂t
+ div(ρlVlω) = αkω

ρl
µturb

P̃− βρlω
2 + div[(µlam + σωµturb)grad(ω)]+

2(1− F1)ρlσω2 ·
1
ω

∂k
∂xj

∂ω

∂xj
+ Sbω,

µturb =
ρla1k

max(a1ω, ΩF2)
.

(18)

Here k is the turbulence kinetic energy and ω is the specific dissipation rate. All
constants and closing relations are taken from [26].

2.5.1. Turbulence Generation and Dissipation by Bubbles

The modified model of Troshko and Hassan [27], originally developed for the k− ε
turbulence model, is used here to account for the effect of the generation of turbulence by
the bubbles. Corresponding source terms in the equations for k and ω can be written as:
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Sbk =
3
8

CiD
Rib

αibρl |Virel |3, Sbω = 0.8
k

µturb
Sbk, (19)

An additional term responsible for the effect of turbulence generation in the expression
for the effective viscosity (5) is calculated based on Sato model [28]:

µBIT = 1.2 · αibρl Rib|Virel |. (20)

2.5.2. Bubble Path Dispersion

The dispersion of bubbles due to turbulent velocity fluctuations in the carrier phase is
accounted for by introducing an additional diffusion term in the equations for the volume
fraction of bubbles and the bubble number density [29]:

Diα =
1
Sc

div
(

µe f f

ρl
grad(αib)

)
, Din =

1
Sc

div
(

µe f f

ρl
grad(nib)

)
. (21)

Here Sc is the Schmidt number with Sc = 0.83; the value is based on the comparison
with experimental data of other authors [29,30].

Thus, the set of the conservation equations and closing relations for flows in the BCR
are formulated.

2.6. Numerical Method

An algorithm and a computer code are developed for the numerical implementation
of the model described above.

The algorithm is based on a common approach using the finite volume method and
unstructured grids. Special attention is paid to the discretization of the convection and
diffusion terms, both of which are discretized with second-order accuracy. The convection
term is discretized using a second-order upwind discretization that satisfies the total
variation diminishing (TVD) criterion. Three types of TVD limiters were tested: minmod,
vanLeer and superbee. The minmod limiter was used in the computations due to the high
stability of the resulting computational scheme.

The source terms resulting from the interphase interactions usually have nonlin-
ear components which can affect the stability of the solution. To overcome this effect,
a linearization of implicitly calculated source terms was introduced, especially for the
drag force.

The coupling of the pressure and velocity fields was performed by the modified
SIMPLE (Phase Coupled-SIMPLE) algorithm, taking into account the effects of multiphase.
The PC-SIMPLE includes not only the major liquid phase fluxes in the calculation of
pressure corrections but also the minor fluxes of the bubble phase. Rhie–Chow interpolation
is used to avoid non-physical oscillations when updating the pressure and velocity fields.

The resulting discretized equations are solved by iterative methods such as
Gauss–Zeidel with successive over-relaxations. The pressure correction equation is solved
by the preconditioned conjugate gradient method with incomplete zero-filling Cholesky
decomposition as preconditioner.

A detailed description of the basis of the numerical method can be found in [31].
The developed mathematical model, numerical methods and computer code have

been extensively tested on the flows under study [20,32,33].

3. Problem Statement
3.1. Simulation Domain and Conditions

Since the main goal of this study is to analyze the effects of the description of the poly-
dispersity of the working medium of the BCR, a series of calculations were carried out using
various parameters of the piecewise constant representation of the BSD. Different numbers of
classes N and different characteristic sizes of bubbles M were considered at their constant flow
rate. Flows in axisymmetric BCRs due to Archimedes’ force are considered using a simplified
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axisymmetric formulation. In Refs. [34,35] it was shown that such an approach allows the
main features of the flows under study to be captured.

The analysis is performed for flows in a vertical cylindrical BCR with a coaxial aerator
at the bottom and the top open.

Figure 1 shows a schematic diagram of an axisymmetric BCR; reactor diameter is
D = 0.07 m and reactor height is H = 0.65 m. The carrier phase is water. The disperse phase,
in the form of polydisperse gas bubbles, enters the column through a coaxial axisymmetric
bottom mounted aerator (d = 0.05 m).

Figure 1. Schematics of a bubble column reactor.

A cross-section at a height of h = 0.48 m, depicted in the scheme, is used as a reference
cross-section for the presentation of flow parameters.

Normal conditions for ambient gas at the free surface are assumed.
Simulations were carried out on a mesh of 50 cells along the radial coordinate and

90 cells along the axial coordinate, with the mesh denser toward the solid boundaries
to provide detailed boundary layer resolution to meet both multiphase and turbulence
requirements. Independent mesh sensitivity studies were performed and the presented
mesh was selected as adequate. The time step ∆t was chosen equal to 10−2 s with a
normalized convergence criterion of 10−6 for each independent variable.

3.2. A Discrete Approximation of the BSD Function

The initial BSD can be described by the lognormal function (2). To determine the most
efficient variant of the piecewise constant approximation of this function, three sets of approx-
imations are used, denoted by R1, R2 and R3. The entire interval of bubble size variation
is replaced by the range [dmin, dmax], where dmin = exp(µ − 3σ), dmax = exp(µ + 3σ),
which corresponds to 99.7% of all bubbles. The R1 distribution approximation is uniform with
respect to the variable db in the range [dmin, dmax]; the entire range is divided into N classes,
each class having the same width with respect to db. The R2 distribution approximation is
uniform with respect to the variable ln(db); the range [ln(dmin), ln(dmax)] is divided into N
classes, the width of each class with respect to ln(db) is the same. The R3 approximation is
a hybrid R2–R1: the first N/2 classes are uniformly distributed with respect to the variable
ln(db) in the range [ln(dmin), µ]; the subsequent N/2 classes are uniformly distributed with
respect to the variable db in the range [exp(µ), dmax].

The distribution approximation of type R1 is used for validation purposes. A set of
different numbers of classes is used with N = [1. . . 10], covering a range from a monodisperse
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approach to a detailed polydisperse one. The validation is performed for the characteristic
bubble size M = 0.5 mm.

The lognormal distributions under consideration correspond to four characteristic
bubble sizes M: 0.25 mm, 0.375 mm, 0.5 mm and 1.0 mm. Five combinations of the
number of classes and distribution approximation options are introduced: (N = 1, R1),
which corresponds to monodisperse bubbles, (N = 4, R3), which corresponds to a compact
economic distribution, (N = 7, R1) and (N = 7, R2), which allow a qualitative description
of the polydisperse medium, and (N = 10, R3), which provides a detailed description of the
polydisperse bubble flow.

The discretized BSDs for the characteristic bubble size db = 0.25 mm are shown in
Figure 2, with the exception of the monodisperse one, since it is elementary. It is worth
noting some features of these distributions.

Figure 2. BSD function and piecewise approximations. The characteristic bubble size is db = 0.25 mm.
(a) N = 7, R1; (b) N = 7, R2; (c) N = 4, R3; (d) N = 10, R3.

It can be seen that the distribution (N = 7, R1) does not describe the features of the
distribution of small bubbles, providing for this domain only one class for bubbles from 0
to 0.25 mm. The distribution (N = 7, R2) resolves small bubbles at the expense of details for
large bubbles. The distribution (N = 4, R3), despite some roughness, singles out a class for
small and medium bubbles. The distribution (N = 10, R3) is the most detailed, describing
both small and large bubbles well over the entire range.

4. Results and Discussion
4.1. Algorithm Verification

To assess the convergence of the algorithm by the number of classes N, the following
parameters are used: the interfacial area Sint, the bubble volume fraction αb, the bubble velocity
Vb and the liquid velocity Vl. The bubble volume fraction, interfacial area and bubble velocity are
calculated as follows:
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αb =
N

∑
i=1

αib,

Sint =
N

∑
i=1

nib · πd2
ib,

Vb =
N

∑
i=1

(αibVib)/αb.

(22)

The overall averaged values are used to monitor the convergence to a stable solution
as N increases, as well as the deviation of solutions with number of classes N and N-1.

Figure 3 shows the averaged values of the variables mentioned above and the nor-
malized deviation of the variable values compared to the solution obtained for N-1 bubble
classes as a function of the number of classes. Due to the averaging procedure, these values
represent the entire flow behavior. Figure 3 shows the averaged values of the above vari-
ables as a function of the number of classes and the normalized deviation of the variable
values compared to the solution obtained for N-1 bubble classes. Due to the averaging
procedure, the values represent the entire flow behavior.

Figure 3. Distributions of flow parameters as a function of the number of bubble classes. The characteristic
bubble size db = 0.25 mm; (a) the bubble volume fraction; (b) the interfacial area density; (c) the bubble
velocity; (d) the liquid velocity.

It can be seen that the monodisperse approach overpredicts the total gas holdup within a
column as well as the interfacial density. With increasing N the solution tends to converge
to the polydisperse solution, with normalized deviation tending to the vicinity of zero at
N ≥ 5 for the bubble volume fraction, the interfacial area density and the bubble velocity.
The differences between the variants are less than 1% at N = 4, indicating that sufficient detail is
captured to estimate the integral flow parameters. However, the fluid velocity, despite having
the lowest normalized deviation, also has the lowest rate of deviation decay, approaching 0 at
N > 6. Thus, a converged solution in terms of N can be obtained at N = 7.
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4.2. An Impact of Characteristic Bubble Size and Parameters of Approximation of the BSD
Function on the Flow Structure

Some results of the BCR flow simulation are presented below. The radial profiles of the
bubble volume fraction αb (Figure 4), the interfacial surface area Sint (Figure 5), the bubble
velocity Vb (Figure 6) and the carrier phase velocity Vl (Figure 7) are shown.

The data correspond to the reference cross-section (see Figure 1) for three characteristic
bubble sizes (0.25 mm, 0.5 mm and 1 mm) and four variants of approximations: (N = 1, R1),
(N = 4, R3), (N = 7, R1) and (N = 10, R3).

Figure 4. Radial profiles of the bubble volume fraction in the reference cross-section (see Figure 1)
per different characteristic bubble sizes: (a) M = 0.25 mm; (b) M = 0.5 mm; (c) M = 1.0 mm.

Figure 5. Radial profiles of the interfacial area density in the reference cross-section (see Figure 1)
for different characteristic bubble sizes: (a) M = 0.25 mm; (b) M = 0.5 mm; (c) M = 1.0 mm.
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Figure 6. Radial profiles of bubble velocity in the reference cross-section (see Figure 1) for different
characteristic bubble sizes: (a) M = 0.25 mm; (b) M = 0.5 mm; (c) M = 1.0 mm.

Figure 7. Radial profiles of liquid velocity in the reference cross-section (see Figure 1) for different
characteristic bubble sizes: (a) M = 0.25 mm; (b) M = 0.5 mm; (c) M = 1.0 mm.
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It can be seen that for small bubbles (db = 0.25 mm) there is a significant differ-
ence between the monodisperse and polydisperse approaches in all studied parameters.
As the bubble size increases (db = 1.00 mm), the profiles of the volume fraction and the
velocity of the carrier phase coincide for the two approaches. It should also be noted
that, although the variant (N = 4, R3) has fewer bubble classes than (N = 7, R1), it gives a
solution close to (N = 10, R3) for the volume fraction and the interfacial area, in contrast to
(N = 7, R1). A comparison with the experimental data [22] for db = 0.5 mm shows that the
option (N = 4, R3) is preferable.

The main emphasis is placed on the comparison of the obtained solutions with the
“reference” solution for the case (N = 10, R3) as the most detailed representation of the BSD
function. The comparison was carried out using the normalized variance of the obtained
solution and the “reference” solution in the entire domain for a set of characteristic values
of the polydisperse flow, such as the velocities of the carrier and dispersed phases, the
volume fraction of the bubbles, and the interfacial area. The normalized variance was
estimated according to the formula:

σnorm(φ) =

√√√√
[

Ncells

∑
i=1

(φi − φ∗i )
2/Ncells

]
/max(|φ∗|), (23)

where φ is the comparable variable for the solution under study and φ∗ is the same variable
in the same cell for the “reference” solution.

Below are plots of the weighted variances, σnorm, as a function of case number and
bubble diameter, db. For the case numbers, 1 stands for (N = 1, R1), 2 stands for (N = 4, R3),
3 stands for (N = 7, R1) and 4 stands for (N = 7, R2) (Figures 8–11).

Figure 8. Distribution of a weighted variance σnorm for the bubble volume fraction, αb.

Figure 9. Distribution of a weighted variance σnorm for the interfacial area density, Sint.
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Figure 10. Distribution of a weighted variance σnorm for the bubble velocity, Vb.

Figure 11. Distribution of a weighted variance σnorm for the liquid velocity, Vl .

Based on the analysis of all four distributions, a general conclusion can be drawn: as
the characteristic size of the bubbles increases, the difference between all approaches is
leveled and, even for the monodisperse approach, the difference with the reference one
turns out to be small: it is 5% for the interfacial area and about 1% for other quantities
for a bubble diameter of 1 mm. However, for a bubble diameter of 0.5 mm, the difference
between the monodisperse and polydisperse approaches becomes significant (up to 20%).
The difference increases with decreasing bubble diameter.

For 0.5 mm bubbles the normalized variance decreases monotonically and the solution
approaches the reference one with increase of N (variation of the parameters of the BSD
function approximation): from monodisperse (N = 1, R1), then through distributions
(N = 4, R3), (N = 7, R1) and ending with (N = 7, R2).

However, for the smallest bubble considered, with a diameter of 0.25 mm, this behavior
changes. Using the distribution (N = 4, R3), a solution can be obtained that is close to the
variant (N = 7, R2) and has a smaller difference from the “reference” one than (N = 7, R1).
This can be explained by the fact that, in the case of the distribution (N = 7, R1), small
bubbles corresponding to the left side of the BSD function are not resolved at all in the
simulation. However, their influence is important since they have the ability to accumulate
in stagnation or recirculation zones, significantly influencing the flow parameters and
changing the flow structure. Although the distribution (N = 4, R3) is coarser than (N = 7, R1),
it still describes the behavior of small bubbles.

5. Conclusions

The numerical simulation of the dynamics of polydisperse and monodisperse flows
in the BCR was performed to clarify the effect of the parameters of the piecewise constant
approximation of the BSD function.
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It was found that with increasing of bubble size the normalized variances of the
bubble volume fraction, the liquid velocity, and the specific density of the interfacial surface
calculated for the polydisperse and monodisperse descriptions of the BCR working medium
decrease. In particular, for bubbles with a characteristic size of M = 1.0 mm, the normalized
variance is about 1% for the velocity and 5% for the density of the interfacial surface.

The discrete approximation of the BSD function with the uniform distribution of bins
with respect to ln(db) (R2) provides a better solution, in terms of normalized variances,
than that with the uniform bins with respect to db (R1), due to the correct resolution of the
domain of small bubbles (with db < M).

A hybrid approximation of the BSD function R3 has been proposed which is uniform
with respect to ln(db) for bubbles with sizes smaller than M and uniform with respect to db
for sizes larger than M. Such an approximation is potentially preferable with substantially
large bubble sizes up to (db > 6 mm).

The hybrid approximation of the BSD (R3) with four classes of bubbles provides better
results than the original R1 approximation with seven classes and is comparable to the
R2 approximation with seven classes of bubbles. The obtained results were compared
with the results for the R3 approximation with 10 classes of bubbles as well as with
the experimental data, and demonstrated qualitative and quantitative agreement. This
makes the proposed approach promising for flow pattern prediction and robust due to low
computational resource requirements.
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Abstract: The spreading of the water droplets falling on surfaces with a contact angle from 0 to 160◦

was investigated in this work. Superhydrophilicity of the surface is achieved by laser treatment, and
hydrophobization is then achieved by applying a fluoropolymer coating of different thicknesses. The
chosen approach makes it possible to obtain surfaces with different wettability, but with the same
morphology. The parameter t* corresponding to the time when the capillary wave reaches the droplet
apex is established. It is shown that for earlier time moments, the droplet height change does not
depend on the type of used substrate. A comparison with the data of other authors is made and it
is shown that the motion of the contact line on the surface weakly depends on the type of the used
structure if its characteristic size is less than 10 µm.

Keywords: droplet impact; spreading; superhydrophobicity; superhydrophilicity; wettability; water
droplet; laser ablation; HW CVD

1. Introduction

The development of surface treatment methods at the micro- and nanoscale opens the
way to the evolution of biomechanical technologies. Particular attention is paid to the issue
of reproducing the hierarchical topologies observed in nature, possessing the principle of
self-cleaning (lotus effect), retention of liquid droplets (rose petal effect), and reduction in
hydrodynamic resistance (shark skin) [1–3]. The experience accumulated by researchers
formed the basis of several approaches to the creation of materials called superhydrophobic,
superhydrophilic, and biphilic [4–8].

The actual changes in the wettability properties are caused by two factors—the chemi-
cal composition of the surface and its topology. Depending on their combination, according
to the classical studies of Wenzel [9] and Cassie-Baxter [10], surface wettability can be
described in two modes. The first one (Wenzel mode) implies that the liquid is in full
contact with the surface. In this case, the topology development entails increasing hy-
drophobicity for hydrophobic materials and hydrophilicity for hydrophilic ones by the
expression cos θr = r·cos θ, where r is the roughness value, θ is the contact angle (CA) of
the smooth surface, and θr is the contact angle of the rough surface. Thus, the initially
hydrophilic silicon surface acquires superhydrophilic properties after texture creation [11].
In the second mode (Cassie–Baxter), an air layer, called a plastron, is trapped in the cavities
formed by the microtexture. It is the presence of air pockets that ensures the enhancement of
hydrophobic properties up to reaching the superhydrophobic state. The static contact angle
can be estimated by the following expression: cosθr = ∑n fncosθn, where fn is the total
area of each interface under the droplet per unit projected area. These simple models are
very illustrative and have good applicability; however, they have some limitations [12–14],
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for example, in describing the rose petal effect when a superhydrophobic state with high
adhesive strength is realized on a hierarchical micro/nanostructure [15].

Materials with both superhydrophilic [16,17], superhydrophobic [18,19], and biphilic [20]
properties are very promising in terms of passive (energy-free) control of the liquid droplets’
interaction with a solid wall. This affects important applications such as spray cooling [21],
fuel combustion [22], additive technology [23], coating [24], deicing [25], biofouling, and
surface contamination [26]. One of the actual challenges is the study of multiphase phe-
nomena [27,28], in particular, the behavior of liquid droplets [29] including interphase
phenomena. However, there is currently no unequivocal understanding of the material
wettability effect on the dynamics of the falling droplet spreading on the surface. Thus,
the data available in the literature on the dynamics of the falling droplets spreading on
superhydrophobic surfaces with similar contact angles under close conditions can differ
appreciably [30–32]. According to the results of Pachchigar et al. [33], maximum droplet
spreading on a structured fluoropolymer with contact angles of 105–154◦ is independent of

surface morphology for Weber numbers We = ρD0v2

σ < 40, where ρ is the density, D0 is the
droplet diameter, v is the droplet velocity, and σ is the surface tension. On the other hand,
Pan et al. [34] observed a significant difference in the dispersion of the falling droplets,
although they used materials with a contact angle range (77–145◦) close to the work of
Pachchigar et al. [33]. Moreover, a difference in the spreading dynamics was found in
the investigation of Lv et al. [35], where the influence of nanostructure on the droplet
bounce dynamics from surfaces with close roughness at the microlevel was clearly shown.
This agrees with the results of other authors [36,37], which show that for the same static
contact angles, a droplet on the surface can be in both the lotus (without pinning) and
rose petal (with pinning) states, which affect the liquid spreading on the surface. These
results are in agreement with the MDPD calculations carried out by Du et al. [38], where it
is shown that sufficiently high contact angles (~145◦) can be achieved in both the Wenzel
and Cassie–Baxter modes.

Despite the apparent simplicity, the fall of droplets on a solid wall is a complex two-
phase process. Upon primary contact with the wall at the liquid–gas interface, capillary-
surface waves are generated, which leads to the formation of pyramidal structures [39]
with a characteristic wavelength σ/ρV, where ρ is density, σ is surface tension, and V is
velocity. Further movement of the liquid leads to the formation of a dish-like or torus-
shaped topology. According to Renardy et al. [39], surface dry-out is determined by
the ratio We = 1590/Re1.49 + 3.62. The formation of a dry cavity leads to the capture
of an air bubble during the retraction stage. The higher the falling velocity, the higher
the side lamella velocity. To describe the maximum spreading βmax, various analytical
models are used, which, as a rule, do not take into account the surface characteristics of
the wall [40]. However, many authors have noticed the incorrectness of this approach
for low We numbers in conditions before splashing. Thus, it was shown by Ukiwe and
Kwok [41] that the experimental results are much better described by taking into account
the contact angle. For modes involving the development of instability and subsequent
splashing, as a rule, the boundary between deposition and splashing is determined by the
parameter K = We0.5Re0.25. However, according to Roisman et al. [42], even in this case,
it is necessary to take into account the morphology of the analytical surface, and it was
proposed to redefine the Reynolds number, taking into account the surface roughness. After
reaching the maximum spreading, a reverse flow occurs, which cannot be independent
of the receding contact angle. Much attention was paid to this issue in the work of Wang
and Fang [32], and quite complex analytical approaches were proposed for constructing
retraction curves. However, the authors took into account only the contact angles, but not
the topology of the surface.

The influence of surface topological characteristics on the falling droplet process
continues to be intensively studied as there are now reliable ways to control surface rough-
ness [2,43] or to create periodic structures with different spatial distributions [30,44–47].
A noticeably lower amount of work is devoted to the study of the dynamics of liquid
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spreading over surfaces with different wettability but the same morphology, except the
results obtained using different liquids [43,48–51]. Zhang et al. [52] considered the effect
of surface wettability on the water droplet spreading in a wide range of Weber numbers
We = 0–3000 (although the data in the work start from We = 80). Hydrophilic, hydropho-
bic, and superhydrophobic surfaces were investigated with CA = 30–150◦. Samples were
obtained by plasma treatment and functionalization methods with hydrophobic agents.
According to the proposed mechanism, the wettability property mainly affects the rise
in the lamella edge and the subsequent air leakage, which has a significant influence on
droplet spreading and splashing characteristics. Sun et al. [53] examined falling droplets
on surfaces with CA = 5 and 134◦. Different wettability was achieved by UV exposure
to titanium oxide, suggesting that the surface morphology remains unchanged. It was
shown that for superhydrophilic surfaces, the spreading dynamics also depend on the
material texture, which determines the spreading velocity; in particular, the detachment of
secondary droplets is possible only in the case when the spreading velocity is above the
falling droplet velocity.

Further analysis of the effect of transitions between Cassie–Baxter and Wenzel modes
is required as several authors have shown a very pronounced effect on the velocity of
liquid movement along the wall [45,54], even though more and more attention has recently
been paid in the literature to the issue of a water droplet falling on surfaces with the rose
petal effect [2,55,56]. Most papers consider the effect of simultaneous changes in surface
structure and wettability, while these parameters have significantly different effects on
the falling liquid droplet spreading. However, there is still no complete understanding of
the influence of the surface topology and wettability on the dynamics of falling droplet
spreading, and the data available in the literature are quite scattered. There are no data on
the flow dynamics for materials with structures similar to rose petals but different contact
angles. Thus, the purpose of this work is to fill the research gap and investigate the surface
wettability effect on the liquid droplet spreading on surfaces with the same morphology.
For the first time, we studied water droplets falling on surfaces with a contact angle from
<5◦ (superhydrophilic) to 155◦ (superhydrophobic) with a fixed surface topology close in
structure to a rose petal. Experiments were performed in a wide range of Weber numbers
We = 0.3–33 for different droplet sizes in the range of D0 = 2–3 mm. For a detailed study of
the spreading dynamics, simulations were performed using the lattice Boltzmann method,
which allows us to analyze the velocity field in time.

2. Experimental Setup

In this work, the change in the surface wettability was achieved in a two-stage process.
During the first stage, the surface was irradiated in the air by pulses of the basic harmonic
Nd:YAG laser (home-made) with a wavelength of 1064 nm and a pulse duration of 11 ns.
The average energy density in the beam was 3.6 J/cm2; thus, conditions favorable for the
formation of a special hierarchical structure of the laser spot were created on the surface [11].
The material was irradiated in the mode of beam scanning along the surface with an area
of 12 × 18 mm. The laser spot was 0.4 mm2, the number of laser pulses per spot was
about 60, and the total number of surface preparations was 30,000. The overlapping of
laser spots was 60% and controlled by laser pulse frequency and scanning velocity. The
initial surface of monocrystalline silicon with natural oxidation had a contact angle of ~55◦.
Laser processing of the silicon surface led to the formation of a self-organized periodic
structure consisting of alternating hillocks and hollows with a characteristic spatial size of
about 10 µm. In addition to the micron-sized periodic structure, there was a second level
of nanometer roughness or porosity formed by ablation products returning to the surface.
The contact angle on the laser-processed surface was less than 5◦, i.e., the substrate became
superhydrophilic. The texture can retain its properties for a very long time under various
external influences, particularly during pool boiling [57].

In the second stage, the laser-treated samples were hydrophobized by applying a
fluoropolymer coating of different thicknesses by the Hot Wire Chemical Vapor Deposition
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(HW CVD) method [58]. In the HWCVD method, a hot catalytic metal wire mesh is used to
activate the precursor gas. The experimental setup for depositing coatings was described in
detail by Safonov et al. [58]. Hexafluoropropylene oxide C3F6O was used as the precursor
gas of the fluoropolymer film. Silicon substrates were placed in a cooled substrate holder
in a vacuum chamber. At a distance of 30 mm above the substrates, there was a catalytic
activator in the form of a mesh made of a 0.5 mm diameter helically coiled nichrome wire
with a spacing of 20 mm. The mesh temperature was fixed at 580 ◦C and monitored by
volt-ampere measurements (Mastech MS8050, Huayi Mastach Co., Shenzhen, China). The
precursor gas pressure in the deposition chamber was 0.5 Torr and the gas flow rate was
20 sccm. The substrate temperature was about 30 ◦C during deposition. The thickness of
the fluoropolymer coating was controlled by varying the deposition time within the range
from 30 s to 750 s. The fluoropolymer coating does not affect the material topology at both
micro- and nanolevels [59]. The thickness of the fluoropolymer coating did not exceed
50 nm and was controlled by the deposition duration. This technique already allows us
to achieve stable superhydrophobic properties with a contact angle greater than 160◦ [59].
The microstructures of the obtained samples and the rose petal were very similar to each
other (Figure 1).
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Figure 1. Comparison of the surface topology of the rose petal (a) (adapted from [15]) and samples
synthesized in the present work (b).

Both advancing contact angle (ACA) and receding contact angle (RCA) were measured
using the sessile drop method on a KRUSS DSA 100 (KRUSS GmbH, Hamburg, Germany).
The liquid droplet is placed on the substrate using an automatic dosing system. In the first
stage, the advancing contact angle is measured when liquid is pumped into the droplet.
At the initial moment, the contact angle increases as the contact line is pinned. Then, the
depinning of the contact line takes place, the contact angle becomes constant, and the
measurements are taken at this moment. In the second stage, the receding contact angle
is measured in a similar way as the liquid droplet is reduced in volume. The results are
presented in Table 1. The obtained contact angles make it possible to fully characterize the
surface wetting hysteresis.

Table 1. Wettability of samples as a function of fluoropolymer layer thickness (PTFE).

Sample ACA, ◦ RCA, ◦ PTFE Thickness, nm

Surface 1 <5 <5 0
Surface 2 22 5 2
Surface 3 50 17 5
Surface 4 90 20 12
Surface 5 145 22 25
Surface 6 160 159 50
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A scheme of the experimental setup to study the dynamics of the spreading of Milli-Q
water droplets falling on the synthesized surfaces is shown in Figure 2a. Visualization was
performed with a Phantom VEO710 high-speed camera (Vision Research, Inc. Wayne, NJ,
USA). Typical images of the process are shown in Figure 2b. The main analyzed parameters
were droplet height H and contact line diameter D (Figure 2b). Occasionally, during the
spreading of the droplet, the central part was hidden behind the droplet side parts, in
which case H was measured as the maximum height of the lamella. The experiments were
performed for distilled water droplets 2–3 mm in size falling from a height of 1–60 mm
(Weber numbers We = 0–33 and Reynolds numbers Re = 250–3000), which corresponds
to deposition, spreading, partial rebound, and rebound dependent on wettability surface
regimes [31,50]. In other words, we worked under no splash conditions. The Bond num-
ber Bo ~ 1, i.e., the dynamics of droplet spreading was predominantly determined by
surface tension.
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Figure 2. (a) Experimental setup for measuring the droplet impact and spreading characteristics on
the substrate surface: 1—injection pump, 2—droplet break-away sensor, 3—high-speed video camera
Phantom VEO710, 4—3-axis positioning table, 5—computer, 6—microcontroller unit, 7—droplet,
8—substrate. (b) Typical snapshots of droplet spreading on superhydrophilic and superhydrophobic
materials.

3. LBM Simulation

In this work, the simulation was performed using the multiple-relaxation-time lattice
Boltzmann method (MRT-LBM) [60]. LBM is currently an effective method for studying
fluid flows; its advantages are most clearly seen in modeling multiphase flows and surface
phenomena. There are several approaches to describe the interphase interactions in the
LBM; in this work, we chose the pseudopotential model [61,62], in which the interparticle
interactions are represented as a force based on the potential, which depends on the density
of the medium. When modeling in the present work, the medium was represented as a
one-component medium with separation into liquid and vapor phases. The conditions
under which the equilibrium properties of vapor and liquid are close to the properties of
air and water in the experiment were determined by the given temperature.

It is important to note that in this work, we used a two-dimensional model, simplifying
the problem significantly. However, there is a successful experience of the 2D approach
to solving the problem of droplet surface interaction dynamics [63–66]. In addition, the
goal of modeling is to obtain qualitative data on the velocity distribution, which was
difficult to obtain in the experiment. Thus, we expect to provide important information for
understanding the physical mechanism of the interaction of a drop with a surface despite
the accepted 2D simplification.

For a simple description of the physical phenomena considered in this work, we
used a two-dimensional formulation, which, despite the obvious limitations, allows us to

145



Water 2023, 15, 719

qualitatively describe the process of droplet spreading [63]. The basic LBM equation, which
uses a multiple-relaxation-time collision operator, is as follows:

fα(x + eα, t + ∆t) = fα(x, t)− Lαβ

(
fβ − f eq

β

)]
(x,t)

+ ∆t
(

Sα −
1
2

LαβSβ

)]

(x,t)
(1)

where fα(x, t) is the density distribution function; index eq is its equilibrium value; t is
time, x is a coordinate, eα is a discrete set of velocity vectors in the α direction; Sα is
the term describing the action of various forces, L = M−1LM is the collision matrix, in
which M is the orthogonal transformation matrix and L is the diagonal matrix. Using the
above transformation matrix, the distribution function is transformed to the moment space
m = M f and meq = M f eq.

For the D2Q9 lattice used in this paper, the matrices M and L and vectors eα and f eq

are given by Bouzidi et al. [67]. The solution of Equation (1) is carried out in two stages.
The first stage is the transition to the space of moments and carrying out the process of
collisions.

m∗ = m − L(m − meq) + ∆t
(

I − L
2

)
S (2)

The second stage is to return to the distribution function f ∗ = M−1m∗ and conduct
the distribution process:

fα(x + eα, t + ∆t) = f ∗α (x, t). (3)

After that, the macroscopic quantities are defined as ρ = ∑α fα and ρV = ∑α eα fα.
Phase separation was modeled according to the pseudopotential approach. According to
this model, a force acts in a gas or liquid [62]:

F = −Gψ(x)∑
α

wαψ(x + eα)eα, (4)

where G is the interaction force, ψ(x) is the potential, and wα is the weighting factor in the
α direction. The interaction potential was determined according to [62]

ψ(ρ) =

√
2(pEOS − ρc2

s )

Gc2 , (5)

where the pressure is determined from the state equation, in our case, Carnahan–Starling:

pEOS = $RT
1 + bρ

4 +
(

bρ
4

)2
−
(

bρ
4

)3

(
1 − bρ

4

)3 − aρ2, (6)

where parameters a and b are functions of critical temperature and pressure, respectively.
Following the approach of Li et al. [64], we chose R = 1, b = 4, and a = 0.25. The introduction
of force (4) into Equation (2) was carried out according to the exact difference method [68],
and gravity was included in the same way. Such an approach to the integration of interfacial
interaction significantly suppresses non-physical currents arising in the case of the original
method [61,62] due to the non-isotropy of discrete operators. It allows us to achieve liquid-
to-gas density ratios of ~1000, i.e., to simulate a water/air system at normal conditions.

Aspects of the construction of boundary conditions in the LBM for multiphase appli-
cations using the pseudopotential approach were studied in detail by Khajepor [69]. The
top and bottom boundaries of the domain were considered to be solid surfaces, while the
periodic boundary condition was applied to the side boundaries.

The interaction of a fluid with a solid surface was modeled by a similar approach:

F = −Gψ(x)∑
α

wαψ($w)H(x + eα)eα, (7)
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where H is a function taking the value H = 1 at the points of the solid surface and H = 0
at any other points. $w is a parameter characterizing the wetting degree and determining
the value of the contact angle. Note that, unlike most works using such an approach, in
the present work, the parameter characterizing the wetting degree $w was not a constant
value both in space and time. As shown below, the surfaces considered in the work have a
significant contact angle hysteresis, so the value of the contact angle changes significantly
when the liquid flows over the surface and during the reverse process. Thus, the initial
state $w was taken from the considerations of reproducing the advancing contact angle
according to the experiment and then, depending on some “critical” pressure on the wall,
“switched” to the receding contact angle.

In all calculations, the distribution corresponding to a circular droplet of a given
diameter located near the surface and having a given velocity was set as the initial condition.
The boundary conditions on the upper and bottom surfaces were assumed to be solid
surfaces with a given $w, and the side faces were assumed to be periodic. Preliminary
calculations were performed to determine the dependence of the contact angle value on $w,
the dependences of vapor/liquid density and surface tension on temperature, and to verify
mesh convergence. For most cases, a grid of 768 × 768 cells was used, while, in lattice units,
the drop diameter was 164 cells, the relaxation time was 0.515, and the initial drop velocity
was 0.021. Especially for the superhydrophilic surface, the horizontal resolution of the grid
was increased up to 2048 unity.

4. Results and Discussion

Figure 3a shows images of a 2.3 mm diameter water droplet falling on surfaces
with different wettability at a velocity of 0.3 m/s at the moment of the collision, which
corresponds to the dimensionless criteria of We = 3, Re = 775, and Bo = 0.73. Based on the
sweep of the droplet falling dynamics, several stages can be distinguished. The first one
is the inertial stage with a duration of less than 3 ms. Thus, a capillary wave is formed
upon droplet contact with the surface, which propagates across the droplet surface and
deforms the droplet into a pyramidal structure [39]. At this stage, the shape of the droplet
is determined only by the Weber number (falling velocity) and weakly depends on the type
of surface used. The only exception is a superhydrophilic surface for which, at small Weber
numbers (We < 3), the contact line velocity may exceed the lateral spreading velocity of the
droplet. However, this has an insignificant effect on the dynamics of the droplet height H.

The inertial stage is followed by the viscous spreading stage until the maximum lateral
droplet size is reached. For all the samples studied except for the superhydrophilic one,
the droplet behavior is qualitatively almost identical. For superhydrophilicity, we see
the gradual spreading of liquid. For other cases, we observe the formation of a toroidal
structure, i.e., the central part of the droplet is lower relative to its sides. The influence
of surface wettability can be seen in the dynamic contact angle (Figure 3, t = 4.6 ms). For
the superhydrophilic case at the beginning of the viscous flow stage, the achievement of
a local maximum on the dependence H(t) is observed. This process is based on the same
mechanism as the droplet emission induced by ultrafast spreading on a superhydrophilic
surface [53]. Like Sun et al. [53], we observe droplet emission from the surface of a
superhydrophilic material at small Weber numbers (We < 0.1). The viscous stage ends
when the droplet on the substrate reaches its maximum lateral size, which is determined
by the size of the region where the droplet is pinned to the surface. Next, the retraction
stage is realized. For hydrophilic surfaces, the dynamics of liquid motion at this stage
are qualitatively similar, although the difference in the dynamic contact angle is already
more pronounced (Figure 3, t = 7.2 ms). For the hydrophobic surface, the return flow
coincides for some time with the flow for superhydrophobic material. However, while,
for the superhydrophobic surface, a decrease in the contact line up to the detachment is
observed, for the hydrophobic one, there is a pinning of the droplet to the surface. After
the contact line pinning on hydrophilic surfaces, the contact line diameter changes weakly,
and complete relaxation occurs significantly later, after at least 500 ms. At this stage,
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gradually decaying oscillations can be seen for the droplet height value. The frequency
of oscillations is determined by the contact angle, although the general behavior of the
droplets is almost identical. Attenuation is slowest on a hydrophobic surface with high
adhesive properties. After attenuation, the contact angle becomes close to 145◦, as was
recorded in the measurements on the KRUSS DSA 100. The observed nonmonotonicity in
the frequency of oscillations depending on the contact angle is one of the directions for
further research.
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We do not observe any fundamental difference in droplet behavior depending on the
size, as can be seen from Figure 4, which compares the change in droplet height dynamics
with time for three sizes. Time t*, at which inertial flow is realized, is found—for this
stage t < t*, the behavior of the change in droplet height with time for superhydrophilic
and superhydrophobic materials is the same (as well as for intermediate contact angles).
Moreover, values of t* do not depend on droplet falling velocity and are determined only
by droplet size at least for We < 30 (Figure 4b). This point allows the comparison of data
with other authors’ data and calculated result verification for different droplet sizes. It
is expected that for the dependence of t* on D0, the power is 3/2 as the inertial-capillary

number tc =

√
ρR3

0
σ (Figure 5a) [31]. This expression is obtained in the Hertz problem on

the deformation of the ball against the surface [70]. This moment corresponds to reaching
the maximum droplet spreading or the minimum droplet height. We cannot register exactly
the moment of achieving the minimum droplet height center in the experiment, because it
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is closed by the lamella (see Figure 3, t = 4.6 ms), which is why in Figure 4a, we observe
a plateau in the area of transition from viscous spreading to return flow at the stage of
t = 4–5 ms (for D0 = 2.3 mm). The dependence of the time moment of droplet rebound from
the superhydrophobic surface tb on D0 also has the same power of 3/2 [70] (Figure 5).
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Further, we use the value of t* to generalize the obtained data and compare it with the
other authors. A similar approach was used for time tc [71]. For superhydrophilic surfaces,
a local minimum (for We < 10) or a transition to the plateau (We > 10) is fixed at this time,
while time tc and tb are weakly applicable. In particular, as it has been noted above, for
small Weber numbers (We < 3) at sufficiently high spreading velocities (exceeding the
droplet velocity) in the region t < tc, a local increase in droplet height is observed [72]
and may lead to detachment of secondary droplets, which we have recorded as with
Sun et al. [53] at We ~ 0.1.

Figure 6 shows a direct comparison of the water droplet dynamics calculation for
a diameter of 2.9 mm on the superhydrophilic and superhydrophobic surfaces with the
experimental results. A qualitative and quantitative agreement is observed (Figure 5b).
In the calculation, as well as in the experiment, there is a local maximum associated with
the limited lateral velocity of the droplet spreading, both on the superhydrophobic and
superhydrophilic surfaces. The experimental and calculated times of the liquid droplet
rebound from the superhydrophobic surface are also in good agreement. We associate
some discrepancies that we observe at the viscous spreading and retraction stages with the
limited simulation capabilities for the case of 2D simulation. Figure 5b successfully shows
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the idea of introducing the time t*. This is the time, observed for the droplet height, during
which the wave reaches the surface. Based on the time value thus determined, it is possible
to generalize the data without additional information about the properties of the liquid
used or the initial size of the droplets.
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Figure 6. Comparison of the calculated and experimental dynamics of the water droplet interaction
(D0 = 2.9 mm) with superhydrophobic and superhydrophilic surfaces. The colors shows qualitatively
different densities to recognize the interface.

From Figures 5b and 6, one can also trace all the characteristic stages of the process of
interaction of a droplet with a surface both in the superhydrophilic and superhydrophobic
cases, as well as compare them with each other. The first stage is inertial, limited by the
propagation time of the surface wave to the droplet apex. It can be seen that the upper
part of the droplet on fundamentally different surfaces remains similar, while the droplet
height is the same for superhydrophobic and superhydrophilic surfaces (Figures 6 and 7).
In the second stage, the viscous one, a rapid (especially in the hydrophilic case) spreading
of the droplet along the surface is observed. Finally, the final stage for superhydrophobic
and superhydrophilic surfaces is fundamentally different. In the first case, the spreading is
replaced by runoff and droplet rebound from the surface; in the second case, the droplet
completely spreads over the surface.
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superhydrophilic surfaces at We = 3.

The good agreement between calculation and experiment for the inertial spreading
stage allows us to analyze in detail the dynamics of liquid flow (see also Figure 3b for
surfaces 4 and 5). Thus, Figure 7 shows the velocity field in a droplet in contact with surfaces
with different wettability. It can be seen that wave motion on the interface appears at the
moment when the droplet touches the surface and reaches the droplet apex at t*, which is
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the physical meaning of this parameter. It is seen that for t = 3.4 ms > t* = 3.2 ms, there is a
divergence in droplet height associated with wave deformation of the interface. Further
spreading over the superhydrophobic and superhydrophilic surface becomes perfectly
different throughout the volume of the droplet. By the time tc, the velocity of the droplet on
the superhydrophobic surface converges to zero at all points except the interface. However,
for superhydrophilic surfaces, tc has no physical meaning.

Using the t* parameter, we compare the dynamics of falling droplets spreading on
different surfaces with the data available in the literature (Figure 8). The list of references
and experimental conditions are given in Table 2.
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Figure 8. Comparison of experimental data on the dynamics of water droplets spreading on the
(a) Superhydrophilic surfaces at We = 15–19, (b) surfaces with CA = 20◦–40◦ at We = 1.5–4, (c) surfaces
with CA = 84◦–110◦, We = 1.5–4, (d) superhydrophobic surfaces CA = 140◦–160◦, We = 2–4.

We were unable to find data on the water droplets spreading dynamics on super-
hydrophilic surfaces at We = 3 in the literature; however, comparison with the data of
Farshchian et al. [73] shows good agreement at We ~ 17 (Figure 8a). Figure 8b shows a
comparison of contact line dynamics for droplets falling at We = 1.5–3 on our textured
surface (Surface 2) with a contact angle of 20◦, a surface with a carbon nanotube forest with
a contact angle of 29◦ [74] and smooth silicon and glass surfaces from other works [31,32].
The droplet spreading on the textured surfaces is identical; the difference in the maximum
droplet spreading can be explained by a small difference in the contact angles and the We
number. At the same time, there is a significant difference in the contact line motion on
smooth and textured surfaces at the stage of viscous spreading (t/t* > 1): first, there are
no oscillations of the contact line, due to liquid flowing into the texture; second, reaching
the equilibrium state requires considerable time, which may be related to the limited rate
of water penetration into the material structure. For high contact angles (i.e., for thick
fluoropolymer coating), lateral droplet movement over textured surfaces is limited to
the pinning region reached by the end of the inertial spreading stage (Figure 8c), while
oscillations occur on the smooth surface. However, the contact line diameters are close to
each other for all surfaces considered at t/t* > 6. The data for falling droplets on superhy-
drophobic surfaces are qualitatively similar (Figure 8d). The maximum droplet spreading
and detachment distances from the surface at approximately the same time are reached
under the condition that it is wetted in the Cassie–Baxter state. It was shown by Wang and
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Fang [32] that the transition between Cassie–Baxter and Wenzel wetting states changes the
dynamics of liquid motion at the retraction stage (STeflon Figure 8d), which can lead to
later droplet detachment and partial adhesion of liquid to the surface.

Table 2. References for comparing the dynamics of water droplet spreading on surfaces with different
wettability.

Reference We D0, mm Surface ACA, ◦ RCA, ◦ SCA, ◦

S. Dash, et al. 2011, [30] 2.8 2.2 Single-roughness surface (SR3) 155 122 144
S. Dash, et al. 2011, [30] 2.8 2.2 Double-roughness surface (SR3) 165 155 166

S. Lin, et al. 2018, [31] 2 2.3
Fractal-like network of

hydrophobized silica shells on
clean glass slides (surface 5)

163 159 161

F. Wang, et al. 2020, [32] 4 2.5 Sanding Teflon
(STeflon) 146 137 -

F. Wang, et al. 2020, [32] 4 2.5
Superhydrophobic solution

NeverWet on a piece of clean
glass (SGlass)

158 153 -

S. Lin, et al. 2018, [31] 2 2.3 Silanized silicon wafers
(surface 4) 111 100 106

F. Wang, et al. 2020, [32] 4
17 2.5 Silicon 92 74 -

F. Wang, et al. 2020, [32] 4 2.5 Glass 46 21 -
S. Lin, et al. 2018, [31] 4 2.5 Silicon 31 - 27

B. Farshchian, et al. 2018, [73] * 19 2.3 Plasma-treated nanoparticles on
PMMA - - 9

W. Ding, et al. 2022, [47] ** 10.5 2 Salinized smooth microcones on
silicon surface (SP8H20) - - 93

W. Ding, et al. 2022, [47] ** 10.5 2 Salinized smooth microcones on
silicon surface (SP8H20) - - 134

W. Ding, et al. 2022, [47] ** 10.5 2 Salinized rough microcones on
silicon surface (RP8H27) - - 159

M. Zhou, et al. 2021, [74] 1.5
17.7 2 Carbon nanotube forest treated

by plasma (Substrate 1) - - 29

M. Zhou, et al. 2021, [74] 1.5
17.7 2 Carbon nanotube forest treated

by plasma (Substrate 2) - - 84

M. Zhou, et al. 2021, [74] 1.5
17.7 2 Carbon nanotube forest treated

by plasma (Substrate 3) - - 147

Notes: * We were unable to find data to compare superhydrophilic surfaces for a droplet falling from We = 3, so
we give an example for We = 19. ** In Ding et al. [47], a change in wettability was achieved either by changing the
texture or the liquid. Contact angles 134◦ and 159◦ were obtained for a water–ethanol mixture of 35%, and the
contact angle of 93◦ was obtained for a mixture of 67%.

Of particular interest is the droplet behavior the Surface 5, which, on the one hand,
has high adhesion characteristics and, on the other hand, has a large value of the contact
angle of ~145◦. The droplet behaves on a superhydrophobic surface for a considerable
time up to t/t* ~ 3.5 until the contact line pinning occurs. As a result, the droplet fails
to detach from the surface. It is difficult to determine exactly at what point the droplet
pinning to the surface occurs; however, unlike CA ~ 90◦, the adhesion area is slightly
smaller than the droplet diameter, i.e., it can be realized both at the inertial stage and
later, as it was described by Lee et al. [45]. The authors of the paper report two types of
transitions depending on the We number between the Cassie–Wenzel wetting states at
different times. In the first case, liquid pinning is realized at the inertial stage. In the second
case (at lower Weber numbers), wetting is observed at a stage much later in time during
recoil and before the rebound. In addition, the rebounding droplet appears pinned to the
surface through a small and central wetted area. We still suggest that fixation (i.e., the
Cassie–Wenzel transition) occurs at the first stage of contact of the droplet with the surface.
This is supported by the absence of dependence on the fixation moment on the We. The
fixing moment for Surface 5 for the droplet diameter of 2.3 mm is reached at t ~ 8 ms (see
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Supplementary information). In addition, the spreading data for Surfaces 4, 5, and 6 for
We = 11 are presented in Figure 9. It should be noted that, in contrast to Figure 8, data on
the ordinate axis result in the maximum droplet spreading Dm, and on the abscissa axis,
the moment of the droplet rebound from superhydrophobic surface is tb = 10.2 ms. This is
carried out for a direct comparison with the results of Ding et al. [47], who investigated the
liquid droplet spreading that falls on a silicon surface with a nanostructured microcone.
The authors note that the fluid flowing into the structure leads to a fundamental difference
in the behavior of the droplet on the retraction stage in comparison with a smooth surface,
which is observed in our experiments. In the work of Ding et al. [47], the change in the
contact angles was achieved either by changing the surface texture (a nanoporous structure
on a microcone was created) or by mixing water with ethanol. The authors argue that
the higher the static contact angle, the earlier the rebound from the superhydrophobic
surface will occur, which is consistent with the results shown in Figure 8d. In addition,
despite differences in liquid and structure types (Figure 9), the dynamics of water droplets
spreading on our surfaces with different surface energies (but the same morphology) are
identical to the results of Ding et al. [47] for similar contact angles. Our results in the range
of We = 1.5–33 also agree very well with the work of M. Zhou [74], where the droplet
(D0 = 2 mm) falling on a carbon nanotube forest was considered, and the contact angle of
the surfaces was varied by the plasma treatment intensity (Figure 8b,c and Figure 9b). Note
that the data from this work generalize well using the dependence in Figure 5a, which
gives a value of t* = 1.9 ms. Figure 9b shows that after t/t* = 1, the contact line dynamics on
hydrophilic and superhydrophobic surfaces begin to differ. For comparison, Figure 8b also
shows the water droplet spreading data on a smooth silicon surface with natural oxidation
and it shows that the contact line dynamics is performed differently from the case of a
droplet falling on a textured surface. A similar result is obtained for We ~ 33. Thus, it may
be concluded that such a factor as the type of hierarchical structure has an insignificant
effect on the falling droplets spreading on surfaces with high adhesion characteristics in
the investigated range of We = 0.3–33, at least if the characteristic size of non-uniformities
is less than 10 µm. However, on the other hand, according to Tang et al. [75], the change in
texture roughness retained the character dynamics as spreading on a smooth surface, i.e.,
contact line fluctuations were observed (Wang 2020, Silicon in Figure 9).
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Figure 9. (a) Comparison with data of Ding et al. [47] for We = 11; the abscissa axis is normalized to
the rebound moment tb, the ordinate axis is normalized to the maximum spreading distance; (b) Com-
parison of our results for We = 15 with those of Zhou et al. [74] for We = 17.7 and Wang et al. [32] for
We = 17. The insets show the microstructure of our surface and the surfaces from [32] and [74].

5. Conclusions

1. For the first time, we systematically studied the dynamics of falling water droplets on
surfaces with identical hierarchical structures but different wettability in a wide range
of contact angles 5–161◦ for We = 0.3–33.

2. We proposed a generalizing parameter—the time value t* = 0.66 D0
3/2—corresponding

to the transition between inertial and viscous flow regimes. We compared the dynam-
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ics of water droplets falling at different velocities and onto different surfaces. It was
shown that the parameter t* does not depend on the We number in all investigated
conditions.

3. Analyzing the velocity fields obtained by the LBM, it was found that the inertial
spreading regime <t* corresponds to the moment of capillary-surface waves reaching
the droplet apex for all surfaces in the considered conditions. The inertial-capillary
number tc corresponds to the zeroing of velocity for the superhydrophobic surface.
However, for superhydrophilic surfaces, tc has no physical meaning.

4. It was shown that surfaces with absolutely different hierarchical structures can provide
the identity of the contact line dynamics for falling droplets, regardless of the liquid
used, where the contact angles equality is the necessary condition.

5. It was found that the droplet spreading over surfaces with high adhesion force (or
exhibiting the rose petal effect or, in other words, having very large contact angle
hysteresis) is fundamentally different from droplets spreading over a smooth surface
despite the equality of contact angles. For the first time, it was shown that the surface
structure does not affect the dynamics of the falling droplet spreading if we deal with
the rose petal effect, i.e., the key factor is the liquid to the surface adhesion force.

Supplementary Materials: The following supporting information can be downloaded at https://
www.mdpi.com/article/10.3390/w15040719/s1, Figure S1: Snapshots of droplet D0 = 2.3 mm falling
on surface with different contact angle for We = 0.3, Figure S2: Snapshots of droplet D0 = 2.3 mm
falling on surface with different contact angle for We = 11, Figure S3: Snapshots of droplet D0 = 2.3 mm
falling on surface with different contact angle for We = 15, Figure S4: Snapshots of droplet D0 = 2.3 mm
falling on surface with different contact angle for We = 22, Figure S5: Snapshots of droplet D0 = 2.3 mm
falling on surface with different contact angle for We = 33.
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Abstract: This work is devoted to an experimental study of the effect of coalescence on the average
diameter and velocity of gas bubbles in an inclined pipe. The measurements were carried out for
agas flow rate of 3.3 and 5 mL/min at pipe inclination angles of 30–60◦. The study of gas bubble
diameters was performed using a shadow photography method. The values of the average diameter
and velocity of the bubbles were obtained depending on the angle of inclination of the pipe. A map of
regime parameters was constructed at which gas bubbles form a stable structure—a chain of bubbles
with an equal diameter.

Keywords: inclined pipe; bubbles; coalescence; bubble velocity; chain of bubbles

1. Introduction

Gas bubbles floating in a stationary or moving liquid can have a significant effect on
heat exchange due to the mixing of the wall layers of the liquid. The paper [1] shows that,
in a downward bubbly flow, a change in the size of the dispersed phase can lead to both
intensification and deterioration of the heat transfer as compared to a single-phase flow at
constant rates of liquid and gas flow at the channel inlet. Adding small gas bubbles to the
flow leads to “laminarization” in the wall region and deterioration in the heat transfer by
about 25% as compared to a single-phase flow. Large bubbles lead to a higher turbulence
level in the near-wall region, an increase in the average friction, and an intensification of
the heat transfer up to 50%. In the paper [2], the addition of air bubbles led to a significant
increase in the heat transfer rate (up to 300%) in a downstream bubbly flow in a sudden
pipe expansion.

The dynamics of bubbles can be nonlinear and complex [3]. The movement of bubbles
is influenced by the geometry of the channel, the internal diameter of the capillary on which
the bubble is formed [4], and the characteristics of the liquid [5].

The paper [6] presented an experimental investigation of highly deformed bubbles.
The dynamics of bubble formation were investigated via experiments with ultrapure water
and silicone fluids, with gas flow rates of 5–300 mL/min. The behavior of bubbles in
the immediate vicinity of the capillary was considered. It was shown that the coalescing
dynamics are affected by capillary inertia; the viscosity has a negligible effect on coalescence.
A phase diagram for coaxial coalescence and no coalescence was presented in terms of the
Weber number and the Morton number to describe the effects of inertia and fluid properties
on the dynamics of bubble formation.

Much attention has been paid to the study of vertical pipes and channels [7–9]. The
efficiency of heat and mass transfer and gas-phase residence time largely depends on the
dynamics of gas bubbles. According to the paper [10], gas–liquid interaction in the bubble
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flow can have a significant impact on the size and velocity of bubbles, the area of interaction
between gas and liquid, and the number of small bubbles.

Studies of multiphase systems with horizontal channels have been widely presented
[11,12]. In the paper [13], an experimental investigation of bubbly flow in an annulus
pipe was presented. It was shown that the presence of various values of total dissolved
solid materials can affect the thermal conductivity of water and the bubble formation
characteristics.

Much less attention has been paid to inclined pipes and channels, despite the fact that
the angle of inclination can make a significant contribution to the nature of gas–liquid flows
and affect the bubbles that move in stationary liquid.

The paper [14] presented an experimental study of the velocity of a free-floating gas
slug in glass tubes with diameters of 11.8–30 mm using a time-of-flight method combined
with high-speed video shooting and numerical processing of sequential images. The pre-
sented results indicate that the bubble velocity depends on the angle of inclination of the
pipe and is non-monotonic in nature.

The paper [15] presented the results of an experimental study of the rise of single
bubbles in an inclined flat channel. The fluid velocity was 0–0.2 m/s, the volume of one
bubble varied in the range from 1 to 80 mL, and the channel depth was 8, 4 or 1.5 mm. It
was shown that with the vertical arrangement of the channel, the bubble velocity primarily
depends on the depth of the channel. When the angle of inclination of the channel changes
from 0◦ to 90◦, the velocity of the bubble monotonously increases and reaches a maximum
with the vertical arrangement of the channel. This differs from the results obtained for
projectile flows in round inclined pipes with large cross sections, where the velocity reaches
a maximum at angles of inclination close to 45◦.

The paper [16] studied the dynamics of growth and collapse of vapor bubbles for a
laser-induced bubble on or near the wall. The difference in the shapes of bubbles near and
on the wall was demonstrated. Deformation of a spherical bubble floating near the wall
was noted. It was shown that the lifetime of the bubble near the wall was longer than the
lifetime of the bubble on the wall.

In [17], liquid bubbles with a relative spherical diameter in the range of 4.75–9.14 mm
floating near an inclined surface (inclination angle of 30◦) were investigated. The authors
discuss an increase by up to 8 times in the local heat transfer coefficient in comparison to
the case of free convection, in which the average heat transfer value increases by 2 times
compared to in the case without the addition of the gas phase.

In the paper [18], a study of three-dimensional trajectories of bubbles in a stationary
liquid with working volumes of 300 × 300 × 1500 mm3 and 300 × 150 × 500 mm3 was
carried out. Bubbles with a diameter of 3–5 mm were considered (depending on the
capillary and fluid flow, the diameter of the bubbles changed slightly). The dependences
of the effect of gas flow rate, height of the liquid column, and nozzle diameter on bubble
ascent trajectory and deformation of the bubble surface are shown.

The paper [19] presented a bubble coalescence model consisting of two steps. First,
an existing model of coalescence of bubbles of the same diameter in a turbulent flow was
expanded to the case of bubbles of different diameters. In the second step, the obtained
expression for the coalescence rate is used to obtain the dependences of the kinetic equations
on the bubble diameter, which can be estimated using CFD packages (CFD, Computational
Fluid Dynamics). As a result, a compact expression is obtained to describe the evolution of
bubble sizes.

The paper [20] is devoted to the development of three-dimensional models of multi-
phase models for calculations and analysis of processes in nuclear reactors (Pressurized
Water Nuclear Reactor (PWR)). A wide overview of methods is given, including various
boiling models, Direct Numerical Simulation (DNS), calculations of adiabatic flows, etc.
Despite the fact that models have been developed since 1980, and significant progress has
been made in forecasting flows, the authors point out the need for further improvement in
methods and for comparison of the results obtained with experimental data.
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It is impossible not to note the convenience and relatively low cost of computer
modeling of two-phase flows in comparison to experimental works. However, when using
various software packages, the question of the applicability of the algorithms, validation
of the data obtained, and appropriateness of the models developed for calculating the
physical quantities of gas–liquid flows becomes acute. In addition, due to the complexity
of the flow structure, it is often difficult to obtain results without using already existing
empirical data.

Despite the increasing interest in the influence of the angle of inclination on the move-
ment of bubbles and on gas–liquid flows, there is a significant shortage of experimental data.
In the empirical work, attention is mostly paid to large gas consumption and large-diameter
bubbles, and angles of inclination of the channels close to the vertical or horizontal position
are chosen.

This work is devoted to the experimental study of the effect of coalescence on the
average size and velocity of gas bubbles in an inclined pipe. The values of the average
diameter and average velocity of the bubbles were obtained depending on the angle of
inclination of the pipe. A map of regime parameters was constructed at which gas bubbles
form a stable structure—a chain of bubbles with an equal diameter.

2. Experimental Setup and Technique

The scheme of the experimental setup is shown in Figure 1. Gas (air) was supplied
from the compressor through the gas flow meter (1) and introduced into the liquid through
one capillary of 0.2 mm inner diameter (2). The gas flow rate was monitored using a mass
flow controller, Aalborg GFC17 (flow range 0–10 mL/min, accuracy ± 0.1 mL/min). The
test section was a 1.2 m long tube made of Plexiglas with an inner diameter of 32 mm.
Bubbles were filmed by a Nikon Zfc camera (4) through an optical section, and the flow
was illuminated by an LED matrix (5). The distance from the location of the gas-phase
introduction to the measurement point was from 100 to 600 mm. The channel inclination
angle θ was counted from the vertical line, with the value θ = 0◦ corresponding to the
vertical position of the channel and θ = 90◦ to the horizontal position. The measurements
were carried out for the gas flow rates of 3.3 and 5.0 mL/min at pipe inclination angles of
30–60◦. This range was chosen because, at similar channel inclination angles, there was a
significant increase in heat exchange from the channel wall for gas–liquid bubble flows [21].
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Distilled water was used as the working fluid in the experiments, and air was used
as the working gas. The exact physical properties of the working fluid [22] are presented
in Table 1. All experiments were carried out at the standard pressure (1 atm) and room
temperature (20 ◦C ± 1).

Table 1. Physical properties of the liquid used in this study (at 20 ◦C).

Fluid Density, $ (kg/m3) Viscosity, µ (mPa·s) Surface Tension, σ (N/m)

Distilled water 998 1 0.072

Figure 2 shows an example of the software processing of the received images. The
processing was carried out in two stages. In the first stage, the videos were split into
separate frames and translated into the “Grayscale” format. According to the level of
illumination and the gradient illumination, the boundaries of the objects were found, and
the frames were binarized. In the second stage of processing, the properties of the objects—
size and location—were found. Correlation analysis of successive frames was carried out
to determine the speed and trajectories of the bubbles.
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Figure 2. Example of image preprocessing for calculating the diameter and velocity of gas bubbles.

The resulting images were processed numerically, similarly to the method described
in [23]. The diameter of gas bubbles was calculated from the area of the bubble in the image
as an equivalent diameter according to the formula:

D =
√

4S/π (1)

where S is the area of the bubble in the image.
The size of the main part of the bubbles in the experiments did not exceed 2–3 mm.

Bubbles of this size are close in shape to a sphere, which allows the use of this approximation.
The absolute accuracy of determining the diameter of bubbles ∆D is calculated using

the formula:

∆D =

√(
∂ f
∂S

∆S
)2

(2)

Using the formula for determining the equivalent diameter of the bubble (1) as a
function in Equation (2), we obtain an expression for the relative accuracy of determining
the diameter δD:
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∆D =

√(
∂ f
∂S

∆S
)2

=

∂

(√
4S
π

)

∂S
∆S =

1
2

√
4

πS
∆S

1
2

√
4S

πS2 ∆S =
1
2

√
4S
π

∆S
S

=
1
2

DδS (3)

∆D
D

= δD =
1
2

δS (4)

The accuracy of determining the position of the bubble boundary was ±1 pixel.
According to the calibration frames, 1 mm is equal to 22 pixels, and the relative accuracy of
determining the diameter for bubbles of 0.3–7 mm is 0.01–0.1. The value of the gas flow rate
obtained during video processing converged with the values of the mass flow controller
with an accuracy of 0.05.

The velocity of the bubbles was calculated from the frame-by-frame shift.
To validate the measuring system, a series of experiments were carried out with a

vertical orientation of the pipe (θ = 0◦) and a gas flow rate Qg = 3.3 mL/min.
The rate of bubble ascent is influenced by the buoyancy force

FB =
πD3

b
6

(ρL − ρG)g (5)

and the drag force

FD =
πD2

b
4

Cd
ρL
2

V2
b (6)

For a large volume of a quiescent liquid, the bubble rise velocity is

Vb =

√
4Db(ρL − ρG)g

3ρLCd
(7)

where Cd is the drag coefficient. Bubbles with a small diameter (up to 3–4 mm) do not
experience pulsation of shape, and their movement can be described as the movement of a
rigid sphere. When liquid flows around a rigid sphere, the drag coefficient is equal to [24]:





Cd = 24/Reb, at Reb < 2
Cd = 18.5/(Reb)

0.6, at 2 < Reb < 500
Cd = 0.44, at 500 ≤ Reb

(8)

where the Reynolds number Reb is calculated relative to the velocity Vb and diameter Db of
the gas bubble. Measuring values were compared with the calculated bubble rise velocity
for the same bubble diameters (Figure 3).
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3. Results and Discussion
3.1. Bubble Chain Movement Mode

Figure 4 shows characteristic images of bubbles with equal gas flow rates (Qg = 3.3 mL/min)
and equal distances from the gas input point to the shooting point (L = 200 mm) for different
angles of inclination of the pipe (θ = 30◦–60◦).
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Figure 4. Characteristic images of bubbles. Gas flow rates Qg = 3.3 mL/min; distances from the gas
input point to the shooting point L = 200 mm; angle of inclination of the pipe θ = 30◦–60◦.

At channel inclination angles θ = 30◦–35◦, the diameter and the nature of the movement
of bubbles largely depended on their departure diameter and coalescence near the capillary.
The bubbles oscillated perpendicular to the direction of motion and moved one at a time or
in small, unstructured groups.

At pipe inclination angles from 40◦ to 55◦, the bubbles formed a chain. The perpendic-
ular velocity component was significantly reduced due to friction against the upper wall of
the pipe. Between 5 and 15 bubbles in the chain had the same diameter, and the last one
had a significantly increased diameter in comparison with the others. The long chains of
bubbles were formed at angles of inclination θ = 45◦–50◦. With a further increase in the
angle of inclination of the pipe, the distance between the bubbles decreased. Reducing the
distance between the bubbles led to the coalescence of the bubbles. This resulted in the
destruction of the chain of bubbles at an angle θ = 60◦.

Figure 5 shows an example of bubble movement in modes without cluster formation
(pipe inclination angle θ = 35◦) and with cluster formation (pipe inclination angle θ = 50◦) at
a gas flow rate Qg = 3.3 mL/min. For cluster modes of bubble movement, the average values
of bubble size and velocity were characteristically close to the values of size and velocity
for a single bubble in a chain (deviation of no more than 5%). For modes without cluster
formation, there were several typical bubble diameters that moved with different velocities.

Figure 6 shows a map of the modes of movement of the bubbles, as well as the area of
formation of a chain of bubbles.

For gas flow rates from 3.0 to 5.0 mL/min and distances from the gas input point to
the shooting point from 100 to 600 mm at pipe inclination angles of 30◦–35◦, the formation
of a chain of bubbles did not occur. The oscillatory movements of the bubbles did not allow
them to form a stable cluster structure.
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Figure 6. Map of the modes of movement of bubbles. The points correspond to the parameters for
which the bubble chain mode appeared.

Chains of bubbles began to form at channel angles of 40◦ for gas flow rates 3.0 and
3.3 mL/min. Increasing the angle of inclination of the pipe increased the friction of the
bubbles against the upper wall of the pipe. This led to a decrease in the transverse vibrations
of the bubbles and allowed the chain of bubbles to form.

For gas flow rates of 3.0 and 3.3 mL/min, with an increase in the angle of inclination,
the distance at which the bubble chain mode could be observed also increased up to
600 mm.

For gas flow rates of 4.0 mL/min, the maximum distance at which the bubble chain
mode was observed first increased with an increase in the angle of inclination, and then
decreased for channel inclination angles of more than 50◦. For gas flow rates of 4.5 and
5.0 mL/min, clusters of bubbles were formed only at the distance of L = 200 mm and at
angles of 45◦ and 50◦.

For gas flow rates of more than 5 mL/min, the bubble chain mode was not observed.
The coalescence of bubbles near the capillary and those moving along the channel led to an
increase in the diameter of individual bubbles, and the greater distance between individual
bubbles did not allow them to form a chain.
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3.2. Average Size of Gas Bubbles in the Inclined Tube

The dependence of the average size of gas bubbles as a function of the pipe inclination
angle is shown in Figure 7.
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Gas flow rate (a) Qg = 3.3 mL/min; (b) Qg = 5.0 mL/min.

The average size of the gas bubbles was Db = 1.4–2.3 mm for the gas flow rate Qg =
3.3 mL/min and Db = 1.5–2.2 mm for the gas flow rate Qg = 5.5 mL/min.

At a distance of 100 mm for the gas flow rate Qg = 3.3 mL/min (Figure 7a), the average
diameter decreased with an increase in the angle of inclination of the pipe, since the
departure diameter decreased due to the angle of inclination of the capillary. At a distance
of 200 mm and pipe inclination angles up to 50◦, the average diameter decreased due to
the decrease in the departure diameter. However, at angles of inclination of more than
50◦, bubbles were actively grouped when moving along the upper wall, and the average
diameter increased due to coalescence. At distances of 400 and 600 mm, the effect of bubble
coalescence along the upper wall of the inclined pipe compensated for the decrease in
the departure diameter in the range of channel inclination angles from 30◦ to 50◦. The
average diameter of gas bubbles at the flow rate of 5 mL/min (Figure 7b) demonstrated
similar behavior.

3.3. Average Velocity of Gas Bubbles in the Inclined Tube

The dependence of the average velocity of gas bubbles as a function of the pipe
inclination angle is shown in Figure 8.

As the angle of inclination increased, the projection of the Archimedes force along the
axis of movement of the bubbles decreased. Due to this, the bubbles were pressed against
the upper wall of the inclined pipe and moved more slowly due to the friction generated
by their movement against the wall.

At a distance of 100 mm for the gas flow rate Qg = 3.3 mL/min (Figure 8a), the velocity
of the bubbles decreased throughout the selected range of angles. At a distance L = 200 mm
for angles of 55◦ and 60◦, an increase in the velocity of the bubbles was observed. This was
due to the fact that the bubbles were actively coalescing when moving along the upper
wall of the pipe, and the average velocity of the bubbles increased due to the Archimedes
force. The bubble chain mode for angles greater than 55 was not obtained. For the gas flow
rate Qg = 5.0 mL/min (Figure 8b), the dependences of the average velocity of the bubbles
for different angles of inclination of the pipe demonstrated similar behavior. An increase in
the average velocity for the same distance L was associated with the increase in the average
diameter of the bubbles as the gas flow rate increased. The nonlinearity in the average

166



Water 2023, 15, 560

velocity graphs for the distance L = 400 mm was associated with the coalescence of bubbles
when moving along the upper wall of an inclined pipe. This was also typical for gas flow
rate Qg = 3.3 mL/min.

Water 2023, 15, x FOR PEER REVIEW 9 of 12 
 

 

3.3. Average Velocity of Gas Bubbles in the Inclined Tube 

The dependence of the average velocity of gas bubbles as a function of the pipe incli-

nation angle is shown in Figure 8. 

  
(a) (b) 

Figure 8. Dependence of the average velocity of gas bubbles as a function of the pipe inclination 

angle. Gas flow rate (a) Qg = 3.3 mL/min; (b) Qg = 5.0 mL/min. 

As the angle of inclination increased, the projection of the Archimedes force along 

the axis of movement of the bubbles decreased. Due to this, the bubbles were pressed 

against the upper wall of the inclined pipe and moved more slowly due to the friction 

generated by their movement against the wall. 

At a distance of 100 mm for the gas flow rate Qg = 3.3 mL/min (Figure 8a), the velocity 

of the bubbles decreased throughout the selected range of angles. At a distance 

L = 200 mm for angles of 55° and 60°, an increase in the velocity of the bubbles was ob-

served. This was due to the fact that the bubbles were actively coalescing when moving 

along the upper wall of the pipe, and the average velocity of the bubbles increased due to 

the Archimedes force. The bubble chain mode for angles greater than 55 was not obtained. 

For the gas flow rate Qg = 5.0 mL/min (Figure 8b), the dependences of the average velocity 

of the bubbles for different angles of inclination of the pipe demonstrated similar behav-

ior. An increase in the average velocity for the same distance L was associated with the 

increase in the average diameter of the bubbles as the gas flow rate increased. The nonlin-

earity in the average velocity graphs for the distance L = 400 mm was associated with the 

coalescence of bubbles when moving along the upper wall of an inclined pipe. This was 

also typical for gas flow rate Qg = 3.3 mL/min. 

The movement of bubbles was caused by buoyancy forces, surface tension, and the 

force of friction against the upper wall of the inclined channel. One of the most important 

dimensionless characteristics of the ascent of gas bubbles is the Reynolds number 

Reb = ρVbDb/μ, where ρ is the density of the fluid, μ is the dynamic viscosity of the fluid, Vb 

is the mean velocity of bubbles, and Db is the mean diameter of the bubbles. Figure 9 shows 

the values of the Reynolds number for gas bubbles, depending on the distance between 

the gas input point and the point of measurement. 

As the distance from the gas input point to the measurement point increased from 

100 to 600 mm, the graphs for all pipe inclination angles (except 60°) tended toward the 

value of the Reynolds number Reb = 390–450 for a gas flow rate Qg = 3.3 mL/min (Figure 9a). 

The behavior of the Reynolds number at the channel angle of 60° differed significantly 

from its behavior at other angles. From this angle of inclination, the velocity of bubbles 

due to coalescence and the growth of the average diameter were significantly reduced, 

leading to a decrease in the Reynolds number. 

Figure 8. Dependence of the average velocity of gas bubbles as a function of the pipe inclination
angle. Gas flow rate (a) Qg = 3.3 mL/min; (b) Qg = 5.0 mL/min.

The movement of bubbles was caused by buoyancy forces, surface tension, and
the force of friction against the upper wall of the inclined channel. One of the most
important dimensionless characteristics of the ascent of gas bubbles is the Reynolds number
Reb = ρVbDb/µ, where $ is the density of the fluid, µ is the dynamic viscosity of the fluid,
Vb is the mean velocity of bubbles, and Db is the mean diameter of the bubbles. Figure 9
shows the values of the Reynolds number for gas bubbles, depending on the distance
between the gas input point and the point of measurement.
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point and the camera shooting point. Angle of inclination of the pipe θ = 30◦–60◦, gas flow rate
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As the distance from the gas input point to the measurement point increased from 100
to 600 mm, the graphs for all pipe inclination angles (except 60◦) tended toward the value
of the Reynolds number Reb = 390–450 for a gas flow rate Qg = 3.3 mL/min (Figure 9a). The
behavior of the Reynolds number at the channel angle of 60◦ differed significantly from
its behavior at other angles. From this angle of inclination, the velocity of bubbles due to
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coalescence and the growth of the average diameter were significantly reduced, leading to
a decrease in the Reynolds number.

For the gas flow rate Qg = 5.0 mL/min (Figure 9b), the graphs tended toward the
value of the Reynolds number Reb = 390–450 at a distance from the gas input point to the
camera shooting point L = 400 mm. With an increase in the distance to L = 600 mm, due to
coalescence, the differences in the diameters and velocity of the bubbles increased, leading
to a discrepancy in the graphs of the Reynolds number.

4. Conclusions

An experimental study of bubble size from a single capillary in an inclined tube was
presented.

A map of bubble movement modes was built. It is shown for which values of the gas
flow rate, the angle of inclination of the pipe, and the distance from the gas input point to
the measurement point the individual bubbles form a chain of bubbles. For gas flow rates
of 3.0 and 3.3 mL/min, chains of bubbles were formed in a wide range of pipe inclination
angles and distances from the gas input point to the shooting point. When the gas flow rate
increased to 4.0 mL/min or more, the range of formation of chains of bubbles decreased
due to the coalescence of bubbles as they moved along the upper wall of the inclined pipe.
At gas flow rates of more than 5.0 mL/min, chains of bubbles were not formed.

The values of the average diameters were obtained depending on the angle of inclina-
tion of the pipe. The average diameter of the gas bubbles was Db = 1.4–2.3 mm for the gas
flow rate Qg = 3.3 mL/min and Db = 1.5–2.2 mm for the gas flow rate Qg = 5.5 mL/min.
With an increase in the angle of inclination of the channel, the average diameter of the gas
bubbles decreased. The nonlinearity of the graphs of the average diameter was caused
by the influence of the angle of inclination on the departure diameter, the coalescence of
bubbles near the capillary, and the coalescence of bubbles when moving along the upper
wall of the inclined pipe.

Dependences of the average velocity of bubbles on the angle of inclination of the pipe
were obtained. With an increase in the angle of inclination of the pipe, the average velocity
of the bubbles decreased. This was due to the friction on the upper wall and an increase
in the influence of the Archimedes force. With an increase in the angle of inclination of
the channel from 30◦ to 60◦, the average velocity of bubbles decreased from ~0.22 m/s to
~0.15 m/s for the gas flow rate Qg = 3.3 mL/min and to ~0.18 m/s for the gas flow rate
Qg = 5.0 mL/min. The nonlinearity in the average velocity graphs for distances L = 400 mm
and greater was associated with the coalescence of bubbles when moving along the upper
wall of an inclined pipe.

The results can be used to verify CFD packages and for a deeper analysis of the results
of complex gas–liquid flows, including under the conditions of nuclear reactors.

Author Contributions: Conceptualization, A.E.G., V.V.R., A.V.C. and O.N.K.; methodology, A.E.G.,
V.V.R. and A.V.C.; software, A.V.C.; investigation, A.E.G.; resources, A.E.G., A.V.C. and O.N.K.;
data curation, A.E.G. and A.V.C.; writing—original draft preparation, A.E.G., A.V.C. and O.N.K.;
writing—review and editing, A.E.G., A.V.C. and O.N.K.; project administration, O.N.K. All authors
have read and agreed to the published version of the manuscript.

Funding: This research was funded by RSF, grant number 22-21-20029 and Ministry of Science and
Innovation Policy of the Novosibirsk region, https://rscf.ru/project/22-21-20029/ (accessed on 27
January 2023).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

168



Water 2023, 15, 560

References
1. Lobanov, P.D. Wall Shear Stress and Heat Transfer of Downward Bubbly Flow at Low Flow Rates of Liquid and Gas. J. Eng.

Thermophys. 2018, 27, 232–244. [CrossRef]
2. Lobanov, P.; Pakhomov, M.; Terekhov, V. Experimental and Numerical Study of the Flow and Heat Transfer in a Bubbly Turbulent

Flow in a Pipe with Sudden Expansion. Energies 2019, 12, 2735. [CrossRef]
3. Feng, Z.C.; Leal, L.G. Nonlinear Bubble Dynamics. Annu. Rev. Fluid Mech. 1997, 29, 201–243. [CrossRef]
4. Liow, J.L. Quasi-equilibrium bubble formation during topsubmerged gas injection. Chem. Eng. Sci. 2000, 55, 4515. [CrossRef]
5. Jamialahmadi, M.; Zehtaban, M.R.; Müller-Steinhagen, H.; Sarrafi, A.; Smith, J.M. Study of Bubble Formation Under Constant

Flow Conditions. Chem. Eng. Res. Des. 2001, 79, 523–532. [CrossRef]
6. Li, M.; Hu, L. Experimental investigation of the behaviors of highly deformed bubbles produced by coaxial coalescence. Exp.

Therm. Fluid Sci. 2020, 117, 110114. [CrossRef]
7. Houston, S.D.; Cornwell, K. Heat transfer to sliding bubbles on a tube under evaporating and non-evaporating conditions. Int. J.

Heat Mass Transf. 1996, 39, 211–214. [CrossRef]
8. Dabiri, S.; Tryggvason, G. Heat transfer in turbulent bubbly flow in vertical channels. Chem. Eng. Sci. 2015, 122, 106–113.

[CrossRef]
9. Chakraborty, S.; Das, P.K. Characterisation and classification of gas-liquid two-phase flow using conductivity probe and multiple

optical sensors. Int. J. Multiph. Flow 2020, 124, 103193. [CrossRef]
10. Zhou, Y.; Kang, P.; Huang, Z.; Yan, P.; Sun, J.; Wang, J.; Yang, Y. Experimental measurement and theoretical analysis on bubble

dynamic behaviors in a gas-liquid bubble column. Chem. Eng. Sci. 2020, 211, 115295. [CrossRef]
11. Razzaque, M.M.; Afacan, A.; Liu, S.; Nandakumar, K.; Masliyah, J.H.; Sanders, R.S. Bubble size in coalescence dominant regime

of turbulent air–water flow through horizontal pipes. Int. J. Multiph. Flow 2003, 29, 1451–1471. [CrossRef]
12. Kadri, U.; Henkes, R.A.W.M.; Mudde, R.F.; Oliemans, R.V.A. Effect of gas pulsation on long slugs in horizontal gas–liquid pipe

flow. Int. J. Multiph. Flow 2011, 37, 1120–1128. [CrossRef]
13. Sarafraz, M.M.; Shadloo, M.S.; Tian, Z.; Tlili, I.; Alkanhal, T.A.; Safaei, M.R.; Goodarzi, M.; Arjomandi, M. Convective Bubbly

Flow of Water in an Annular Pipe: Role of Total Dissolved Solids on Heat Transfer Characteristics and Bubble Formation. Water
2019, 11, 1566. [CrossRef]

14. Pokusaev, B.G.; Kazenin, D.A.; Karlov, S.P.; Ermolaev, V.S. Motion of a gas slug in inclined tubes. Theor. Found. Chem. Eng. 2011,
45, 640–645. [CrossRef]
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Abstract: Research in the field of the evaporation of liquid droplets placed on surfaces with special
wetting properties such as biphilic surfaces is of great importance. This paper presents the results
of an experimental study of the heat and mass transfer of a water droplet during its evaporation
depending on the direction of the gravitational force. A special technique was developed to create
unique substrates, which were used to physically simulate the interaction of liquid droplets with
the surface at any angle of inclination to the horizontal. It was found that the suspended and sessile
droplets exhibited fundamentally different evaporation dynamics. It was shown that the suspended
droplets had a higher temperature and, at the same time, evaporated almost 30% faster.

Keywords: droplet; biphilic surface; evaporation; sessile; pendant; heat and mass transfer

1. Introduction

The evaporation of droplets from solid surfaces is an important fundamental pro-
cess used in various applications such as inkjet printing [1], the controlled deposition of
self-assembled surface coatings [2], DNA extraction [3], disease diagnosis and drug devel-
opment [4,5], spray painting and surface coating with solid particles [6,7], the creation of
self-cleaning and water-repellent surfaces [8], removing condensed droplets from rear-view
mirrors or windshields [9], increasing yields through the effective application of foliar
fertilizers [10], and surface cooling due to a phase transition [11–21].

Many studies have been devoted to the investigation of droplet evaporation on heated
surfaces [22–25]. Tran et al. [26] studied the behavior of droplets upon impact with super-
heated surfaces, noting that, at surface temperatures above the boiling point of the liquid,
droplet evaporation differs greatly from natural evaporation on a substrate under normal
atmospheric conditions [26]. Gao et al. [9] experimentally studied the evaporation of ses-
sile droplets of various volumes on heated hydrophilic and hydrophobic surfaces under
constant heat fluxes. At low heat fluxes, the droplet size strongly affected the evaporation
time and this effect decreased with increasing heat fluxes. Many researchers carried out
their experiments under normal atmospheric conditions [8,27–34].

The dynamics of droplet evaporation from a solid surface depend on many factors
including wettability, evaporation flux at the interface and triple line, substrate temperature,
external fields, and thermocapillarity [35,36]. In terms of heat transfer, this process is a
complex interaction among convection in the gas and liquid phases, evaporation at the
contact line, vapor diffusion, cooling at the liquid–gas interface, and possible Marangoni
effects [27]. The droplet evaporation process is very complex and although significant
progress has been made, this process is still not fully understood, in particular, with regard
to coupled heat transfer near the triple contact line [37]. Droplet evaporation can occur in a
constant contact angle mode, as shown in [38]. In some cases, the evaporation of droplets
occurs in a mixed mode with a simultaneous change in the contact angle and radius of
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the contact line [39]. Yu et al. [28] and Fang et al. [29] observed that the evaporation of
droplets on a hydrophobic surface first occurred in a constant contact radius mode with a
change in the contact angle (CCR pinning mode) and the subsequent stage was dominated
by a constant contact angle mode with a change in the contact area of the droplet with
the surface (CCA depinning mode). Subsequently, Yu et al. [40] studied sessile water
droplets evaporating on PDMS and Teflon surfaces and found that in all experiments on
hydrophobic surfaces, evaporation started with the CCR mode, switched (after a short
time) to the CCA mode, and ended with a mixed mode. Most researchers came to the same
conclusion, that is, evaporation on hydrophobic surfaces occurs in two stages: in the initial
stage, the pinning mode occurs and then the depinning mode prevails [28,29]. However,
different results have also been reported in the literature. It has been shown [40,41] that
during evaporation, the depinning mode prevails on hydrophobic surfaces and the pinning
mode occurs on hydrophilic surfaces. Birdi and Vu [42] and Uno et al. [30] found that
droplet evaporation occurs in the CCR mode on a hydrophilic surface and the CCA mode
on a hydrophobic surface. In addition, Shin et al. [8] investigated water evaporation on
various wetted surfaces and found that both the contact angle and contact area change at
the end of droplet evaporation.

It is of great interest to study the evaporation of liquid droplets placed on surfaces
whose structures can lead to significant changes in the droplet evaporation process. Such
surfaces include biphilic surfaces, which have regions with different wetting proper-
ties [43,44]. Over the past few years, a number of studies have shown that micro- and
nanostructured surfaces can increase the overall heat transfer coefficient, e.g., in pool boil-
ing [45], flow boiling [46], and film boiling [47]. At the same time, although the study of the
role of structured surfaces may be important, there are still many unresolved issues related
to fluid flow and heat transfer, even when pure fluids come into contact with smooth
surfaces [11]. However, the investigation of the evaporation process of a suspended droplet
on a superhydrophobic surface is experimentally very difficult due to the limitation of
droplet spatial stabilization. The fixation of a droplet in a specific place can be performed
on a biphilic surface. Creating a superhydrophobic surface with a hydrophilic region that
will hold the droplet in place and prevent it from rolling will help to solve the problem of
evaporation on surfaces with a high contact angle. We have not found similar studies in the
literature, but they could be very useful for controlling deposition processes, understanding
droplet evaporation processes on surfaces with high adhesion depending on the gravita-
tional fields, designing devices based on droplet evaporation, etc. The sharper the spatial
transition from a hydrophilic to a hydrophobic surface, the more effects can be observed.
From this point of view, the most attractive surfaces should have a micron-scale transition
area from the superhydrophobic to the superhydrophilic region. These surfaces can be
used to create microdevices in optics (e.g., plasmonic reflectors) and chemical sensors and
biosensorics (substrates for surface-enhanced Raman spectroscopy, SERS).

The intensification of heat transfer, control of fluid movement, etc., were considered in
some papers [48]. The evaporation of droplets has also received attention in the literature
but there are still very few publications on this topic, e.g., [43,49]. Therefore, at present, it is
not clear how evaporation from a material with high adhesion occurs. This study seeks to
expand our understanding of the evaporation of a liquid droplet from a biphilic surface.
Along with the case where a sessile droplet is located at the point of contact (point of
attachment of the droplet to the surface/seat), we also consider the case where the droplet
is inverted (suspended). It has been found that the special structure of the surface allows
the evaporation of a suspended droplet simultaneously in the CCR and CCA modes. On
this surface, a suspended droplet evaporates 30% faster than on a hydrophobic surface. The
reasons for this, which are related to the heat and mass transfer processes, are discussed
later in this paper.
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2. Materials and Methods
2.1. Preparation of Materials

The creation of unique biphilic substrates with seat points was based on a combi-
nation of laser processing and hot-wire chemical vapor deposition (HW CVD) [50,51].
The superhydrophilicity effect was achieved on the surface of single-crystal silicon using
laser irradiation. For this, an 8 × 18 mm2 silicon wafer was treated with the fundamental
harmonic of a Nd:YAG laser with a wavelength of 1064 nm, a pulse duration of 9 ns, and
a Gaussian spatial profile. The laser beam scanned the substrate surface at a speed of
2 mm/s and the treated area was 10 × 10 mm2. To achieve the superhydrophilicity effect,
the silicon surface was irradiated with 40,000 laser pulses at a frequency of 5 Hz. Next, a
fluoropolymer coating was applied to the obtained superhydrophobic surface by HW CVD.
The method involved the activation of the precursor gas flow with a hot (670 ◦C) Nichrome
wire catalyst, followed by the precipitation and polymerization of the free radicals formed
on the substrate surface. Hexafluoropropylene oxide was used as the precursor gas. The
initial surface contact angle of the fluoropolymer under the selected deposition conditions
(i.e., without laser removal) was 155 ± 3◦. The landing seats for droplet fixing were created
in the last stage. For this, the resulting sample with fluoropolymer coating was locally
(pointwise) irradiated with laser pulses. Round seats of various sizes were obtained by
varying the number of laser pulses, radiation focusing, and beam energy (Figure 1a).
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Figure 1. (a) Schematic of the substrate. (b) SEM image of the seat after the evaporation of colloidal
solution droplets of SiO2 particles in distilled water. The indicated compositions in the corresponding
square regions were determined by the EDX method. (c) Optical image of a sessile droplet in the seat.
(d) Optical image of a droplet in the seat. h, dbase, Left CA, and Right CA are the droplet height, base
diameter, and left and right contact angles, respectively.

The layout of the seat is shown in Figure 1a. The thickness of the wafers was 0.5 mm
and the thermal conductivity of the silicon wafer was 149 W/(m·K). The contribution of
the Teflon layer can be neglected due to its very thin thickness (∼50 nm). Figure 1b shows
an SEM image with the seat and the annular coffee ring deposit obtained by the deposition
of solid particles on the contact line during the evaporation of a 0.1 wt % SiO2 nanofluid
sessile droplet. It should be noted that the size of the “coffee ring” corresponds to the
measured diameter of the base of the droplet. The obtained biphilic surfaces with seats
allowed us to carry out experiments to study the heat and mass transfer processes during
droplet evaporation by varying the orientation of the droplet relative to the gravitational
forces (Figure 1c,d).
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2.2. Experimental Setup

The study of the heat and mass transfer processes during the evaporation of the
droplets was carried out on the experimental setup shown schematically in Figure 2. The
experimental setup consisted of a copper plate to which the substrate was attached and a
rotary mechanism. The substrate was attached to the copper surface using thermal paste,
then, the required angle was set and the droplet was placed on the seat. The conditions
around the droplet were measured with an AZ Instrument model 872 hygrometer to ensure
the control of the ambient humidity and temperature with an uncertainty of ±4%.

Water 2023, 15, x FOR PEER REVIEW 4 of 11 
 

 

2.2. Experimental Setup 

The study of the heat and mass transfer processes during the evaporation of the drop-

lets was carried out on the experimental setup shown schematically in Figure 2. The ex-

perimental setup consisted of a copper plate to which the substrate was attached and a 

rotary mechanism. The substrate was attached to the copper surface using thermal paste, 

then, the required angle was set and the droplet was placed on the seat. The conditions 

around the droplet were measured with an AZ Instrument model 872 hygrometer to en-

sure the control of the ambient humidity and temperature with an uncertainty of ±4%. 

 

Figure 2. Schematic of the experimental setup. 

We studied droplets of distilled water with an initial volume of about 6 µL. The am-

bient temperature and relative humidity corresponded to room-temperature conditions 

and were 25 °C and φ = 21%, respectively. Droplets were formed on the substrate surface 

using a Thermo Scientific mechanical pipette with an accuracy of ~0.1 μL. The tempera-

ture distribution on the droplet surface was determined by infrared thermography (Figure 

3a,b). The measurements were carried out with an NEC TH7102IR thermal imaging cam-

era at wavelengths of λ = 8–14 µm using a TH 71-377 macro lens. Thermal images were 

averaged over the area near the central part of the thermal image of the droplet, as shown 

in Figure 3a,b. The obtained data were processed by the ThermoTracer program. The sys-

tematic and random errors of these measurements were estimated at 0.2 °C and 0.45 °C, 

respectively, resulting in a total error of 0.65 °C. During the experiment, the droplet shape 

was recorded with a Digi Scope II v3 digital microscope. The contact angle, contact line 

size, and droplet height were measured from the photographs as shown in Figure 1c,d. 

The contact angle was measured on the left and right sides (see Figure 1d), and the ob-

tained values were then averaged. Each evaporation experiment was repeated 3 times and 

good reproducibility of all geometric parameters was observed. The error in the determi-

nation of the geometric parameters was the sum of the instrumental error (0.05 mm) and 

the statistical error (0.02 mm). The change in the shape of the evaporating droplets is 

shown in the photographs (Figure 3c,d). 

Figure 2. Schematic of the experimental setup.

We studied droplets of distilled water with an initial volume of about 6 µL. The
ambient temperature and relative humidity corresponded to room-temperature conditions
and were 25 ◦C and ϕ = 21%, respectively. Droplets were formed on the substrate surface
using a Thermo Scientific mechanical pipette with an accuracy of ~0.1 µL. The temperature
distribution on the droplet surface was determined by infrared thermography (Figure 3a,b).
The measurements were carried out with an NEC TH7102IR thermal imaging camera
at wavelengths of λ = 8–14 µm using a TH 71-377 macro lens. Thermal images were
averaged over the area near the central part of the thermal image of the droplet, as shown
in Figure 3a,b. The obtained data were processed by the ThermoTracer program. The
systematic and random errors of these measurements were estimated at 0.2 ◦C and 0.45 ◦C,
respectively, resulting in a total error of 0.65 ◦C. During the experiment, the droplet shape
was recorded with a Digi Scope II v3 digital microscope. The contact angle, contact line
size, and droplet height were measured from the photographs as shown in Figure 1c,d. The
contact angle was measured on the left and right sides (see Figure 1d), and the obtained
values were then averaged. Each evaporation experiment was repeated 3 times and good
reproducibility of all geometric parameters was observed. The error in the determination
of the geometric parameters was the sum of the instrumental error (0.05 mm) and the
statistical error (0.02 mm). The change in the shape of the evaporating droplets is shown in
the photographs (Figure 3c,d).
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Figure 3. Thermal images of droplets: (a) sessile; (b) pendant. Change in the shape of evaporating
droplets: (c) sessile; (d) pendant.

3. Results and Discussion

A comparison of the droplet shapes for the same relative time moment t/tevap, where
tevap is the full evaporation time of 2400 s and 1800 s for the corresponding sessile and
pendant droplets is shown in Figure 4a. The initial droplet diameters differed by ~3%. These
data are presented for the case of the evaporation of the suspended and sessile droplets
from the same seat so the surface preparation conditions could not affect the process.
Usually, the evaporation of droplets on superhydrophobic substrates is accompanied by
the instability of the contact line dynamics [52]. As can be seen in Figure 4a, this effect was
not observed in the case of the suspended droplet and was absent in the initial stage of
the evaporation of the sessile droplet during evaporation on biphilic surfaces. The sessile
droplet had a large area of contact with the surface (base diameter). This effect may be due
to the fact that the droplet moving under its own weight spread over a large area near the
seat so the size of the coffee ring did not coincide with the size of the seat, as shown in
Figure 1b.
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Figure 4b shows that the droplet height decreased almost linearly, regardless of the
method of suspension. However, the height of the suspended droplet decreased much
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faster (Figure 4b). It should be noted that the droplet height is an important parameter that
determines the degree of influence of certain forces acting on evaporating droplets.

A more detailed comparison of the evaporation dynamics of the suspended and sessile
droplets is shown in Figure 5. The droplet height, base diameter, and contact angles were
analyzed (Figure 5a,c). A comparison of the temperature dynamics of the sessile and
suspended droplets is shown in Figure 5b.

For the sessile droplets, the changes in the geometric characteristics can be divided
into several regions that are consistent with the temperature data (Figure 5a,b). In the
first stage (time interval from 0 to 1440 s), the droplet base diameter changed linearly, the
contact angle remained constant and close to the value of the fluoropolymer coating, and
the droplet height decreased at a constant rate. The droplet base diameter in this stage was
noticeably higher than the superhydrophilic area on the surface. For the size used in the
work, the Bond number was quite large ~0.2 (boundary value) at the considered period of
time. Thus, the sessile droplet was deformed under the influence of gravity. We need to
point out that the fluoropolymer coating was superhydrophobic so the direct contact of
the droplet with the fluoropolymer was excluded (we suggest that the superhydrophobic
surface was wetted in the Wenzel state). As a result, the sessile droplet hung over the
“true” contact area determined by the pinning to the area with superhydrophilic properties;
in other words, the “true” contact line was hidden by the side wall of the droplet in the
initial stage of evaporation. As the liquid mass decreased, this effect was leveled and the
registered contact diameters for the sessile and suspended droplets became almost the
same (Figure 5a,c after 1440 s and 1080 s).

In the initial stage of evaporation, a sharp decrease in the surface temperature of the
water droplet to 19 ◦C was observed, after which the droplet temperature changed slightly
within a couple of minutes (interval from 0 to 170 s). Further, a gradual increase in the
temperature of the droplet in the interval up to 750 s was observed. In the second stage from
750 to 1440 s, the size of the contact line decreased, whereas the contact angle remained
constant (depinning mode) and the droplet height decreased at the same rate as in the first
stage. In the third time interval from 1440 to 1950 s, a decrease in the droplet height and a
decrease in the contact angle and base diameter were observed; this evaporation mode is
called the mixed mode. The interval from 750 to 1950 s corresponded to a plateau in the
temperature vs. the time graph. In the last stage of evaporation after 1950 s, the contact
angle decreased sharply and the height of the droplet changed at a higher rate than in the
previous stages, whereas the size of the droplet base remained unchanged. In this time
interval, a sharp increase in the droplet temperature to the ambient air temperature was
recorded. Similar temperature dynamics were observed in [53].

In the case of the suspended droplet, a smaller number of characteristic regimes in
the evaporation dynamics was observed. The diameter of the contact line remained almost
unchanged during the entire evaporation process (Figure 5c). In the first stage from 0 to
1080 s, the droplet height decreased at a constant rate, whereas the diameter of the contact
line and the contact angle remained constant over time.

As in the case of the sessile droplet, the temperature decreased sharply at the initial
time and then gradually increased as the droplet decreased. In the second interval from
1080 to 1440 s, there was a slight change in the diameter of the droplet base and the contact
angle, whereas the droplet height decreased at a constant rate. It should be noted that an
increase in temperature was observed from 1080 s; the transition to exponential growth
was more pronounced at 1440 s. In the last stage of evaporation from 1440 s to the complete
drying of the droplet, the contact angle decreased significantly. In the same time interval,
the height of the droplet decreased much faster, whereas its base remained constant. The
evaporation rate was greater in the last stages than in the initial ones since the minimum
film thickness ensured high thermal conductivity. The evaporation of the droplets from
a surface with a contact angle of less than 90◦ was not uniform. That is, the evaporating
material flow did not emanate from the droplet as from a sphere (uniformly in all directions)
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but diverged along the edges of the droplet [41]. This can also affect the rate of evaporation
and deposition processes.
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One of the most interesting aspects of this work was the higher rate of evaporation
of the pendant drop, which was accompanied by a higher temperature on its surface.
It is well known that in the case of a free droplet, the more intense evaporation leads
to a decrease in its surface temperature up to adiabatic temperatures. In this case, this
was not observed. Possible explanations are (1) the intense heat flux from the side of the
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substrate and (2) the difference in the form of the droplets. As shown in Figure 4a, the main
geometric characteristics of the droplets in dimensionless times had similar behavior, and
differences were observed only in the surface area of the droplet and the diameter of the
base (Figure 5). The surface areas of the droplets were quite close, however, it is unlikely
that this significantly contributed to the differences in the evaporation dynamics. This is in
agreement with the results of [54], which showed that pendant droplets evaporate slightly
slower than sessile droplets in the case of CA = 90◦, i.e., the effect of hiding the contact line
discussed above did not occur.

The dynamics of the base diameter, unlike the other geometric parameters, were very
different for the pendant and sessile droplets. Note that when reaching 0.6tevap (these were
~1080 and ~1440 s for the pendant and sessile droplets, respectively), the base diameters
became close. From these times onward, the temperature dependence (Figure 5b) and
rapid heating of the droplets that were similar in dynamics began. At the earlier times,
there was a dramatic difference in the base diameter (as noticed above, it exceeded the
pinning region for the sessile droplet). It is known that the main evaporation occurs at the
contact line [2]. It was expected that for the sessile droplet, the contact line would make
a noticeably smaller contribution to evaporation since it was hidden by an overhanging
droplet. Vapors were trapped between the droplet surfaces and the non-wetted wall. This
made it possible to more efficiently distribute heat from the substrate over the volume
of the droplet and, thereby, increase the evaporation flux from its surface, reducing the
average temperature. For the pendant droplet, on the contrary, a lot of liquid evaporated
from the contact line and the incoming heat was spent on this process, whereas the rest of
the volume did not receive heat from the wall. As a result, the vapor flow from the rest of
the droplet area decreased and its average temperature counterintuitively increased. In our
experiments, we could not trace the convective flows inside the droplet and the diffusion
flows of the vapor outside. A full explanation of the observed effect could be provided by
detailed modeling of the processes.

A comparison of the evaporation dynamics of sessile and suspended liquid droplets
has not been given much attention in the literature. The rate of evaporation of sessile and
suspended droplets of methyl acetoacetate on a smooth surface was studied by Picknett
and Bexon [27]. For the smooth surface, these authors used an equiconvex lens with a
radius of curvature of 200 mm coated with a 50 µm thick PTFE sticky layer to keep the
drop on the inverted surface and provide a sufficiently large contact angle. Due to its small
size, the droplet had almost the same shape as the corresponding sessile droplet and the
evaporation rate was almost the same. Due to the small initial droplet sizes, the study [27]
did not observe the effect of hiding the contact line, which also agrees with our results at
the later times of >0.8 tevap.

4. Conclusions

The shape and size of a droplet placed on a substrate depend on the contact angle,
surface tension, substrate tilt, fixation (pinning or depinning) of the line of contact between
the droplet and the substrate, etc. Droplet evaporation from biphilic surfaces is of great
practical and scientific interest for a deeper understanding of heterophase processes such as
wetting, adsorption, precipitation, coagulation, coating, etc. The paper presents a study of
the heat and mass transfer during the evaporation of a water droplet from a biphilic surface
with different orientations of the droplet relative to the gravitational forces. It should be
noted that it is difficult to assess the effect of gravitational force on the rate of droplet
evaporation. A feature of this study is the use of a unique approach to the placement and
fixation of a droplet on a surface, which made it possible to evaluate the effect of droplet
orientation on the evaporation dynamics. The results of the study show that the unique
surface structure allows the evaporation of suspended droplets simultaneously in the CCR
and CCA modes. An interesting effect was found when comparing the total evaporation
time of sessile and suspended droplets: the suspended droplets evaporated 30% faster
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and, at the same time, had a higher temperature than the sessile droplets. The temperature
evolution of sessile and suspended droplets has a stagewise character.
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Abstract: The local structure, turbulence, and heat transfer in a flat ribbed duct during the evaporation
of water droplets in a gas flow were studied numerically using the Eulerian approach. The structure
of a turbulent two-phase flow underwent significant changes in comparison with a two-phase flow
in a flat duct without ribs. The maximum value of gas-phase turbulence was obtained in the region
of the downstream rib, and it was almost twice as high as the value of the kinetic energy of the
turbulence between the ribs. Finely dispersed droplets with small Stokes numbers penetrated well
into the region of flow separation and were observed over the duct cross section; they could leave the
region between the ribs due to their low inertia. Large inertial droplets with large Stokes numbers
were present only in the mixing layer and the flow core, and they accumulated close to the duct ribbed
wall in the flow towards the downstream rib. An addition of evaporating water droplets caused a
significant enhancement in the heat transfer (up to 2.5 times) in comparison with a single-phase flow
in a ribbed channel.

Keywords: droplet-laden flow; ribbed duct; heat transfer; evaporation; RANS; RSM

1. Introduction

The intensification of heat transfer in the internal cooling channels of gas turbine
(GT) blades remains one of the key problems due to the constant growth in the inlet gas
temperature of the GT. This temperature already reaches 2000 K and significantly exceeds
the allowable temperatures for the long-term operation of the blades and power equipment
of gas turbines [1–4]. Therefore, cooling the working surfaces of heat-loaded elements is
an important and urgent problem of heat transfer. Various cooling methods (film cooling,
jet impingement cooling, internal convective cooling, thermal barrier coatings, and spray
cooling by the evaporation of various atomized droplets) have been developed for the
effective thermal protection of working surfaces and increasing the operating times of
power equipment elements. Internal convective cooling is a reliable and simple method for
efficient cooling and heat removal from the GT heat-loaded elements.

One of the most effective methods for increasing heat transfer is the use of passive
heat transfer intensifiers with various surface shapes. The use of various ribs or obstacles
installed on a duct wall is one of the most effective ways to increase heat transfer (see
monographs [5–7]). The rib height, h; duct height, H; rib pitch, p; obstacle shape; rib-to-
channel height expansion ratio, ER = h/H; pitch-to-height ratio, p/h; and some other factors
have a great effect on the formation and development of the recirculation region and heat
transfer in such flows.

The heat transfer enhancement (HTE) of ribbed ducts (by 2–5 times) is accompanied
by a significant increase in the pressure drop (of more than ten times) for most of these
surfaces [1,3,4]. Two-dimensional obstacles most often have the form of ribs and protrusions
of various configurations located at different angles to the flow on the duct walls [4–7].
They deflect and mix the flow, give rise to multiscale separated flows, and generate vorticity
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and three-dimensional velocity gradients [4–7]. A two-phase flow around two-dimensional
obstacles is one of the most common cases of shear separated flow for flows with both solid
particles [8–12] and gas bubbles [13,14]. We should note that all of the abovementioned
works were performed without taking into account the interfacial heat transfer between
a dispersed phase (solid particles, droplets, and gas bubbles) and carrier fluid flow or in
gas–liquid flows. The state-of-the-art research studying the movements and interactions of
two-phase gas-dispersed flows with various obstacles was reviewed in [12,15].

The use of the latent heat of phase transition during the evaporation of droplets leads
to a significant increase in HTE (up to several times) in comparison with conventional
single-phase forced convection. Studies of the flow structure, friction, and heat transfer in a
flow around ribs of various shapes with two-phase mist/steam and gas-droplet flows were
carried out in several experimental [16–18] and numerical works [17,19–21].

The heat transfer in the case of a gas-droplet flow between two ribs was studied
experimentally in [17]. The study was carried out with an initial mass fraction of water
droplets of ML1 = 15%. Their initial diameter was d1 = 50–60 µm, the flow Reynolds
number based on the mean mass flow velocity at the inlet and the hydraulic diameter was
Re = UmDh/ν = (0.8–2.4) × 104, the heat flux density was qW = const = 2.6 kW/m2, and
p/h = 10 and 20 for the ribs installed at an angle to the free-stream flow of ϕ = 90◦. Heat
transfer measurements in the case of a gas-droplet flow between two ribs in a system of
continuous V-shaped ribs and broken V-shaped ribs were carried out in [18]. The study was
carried out at ML1 = 10%, d1 = 50–60 µm, Re = (0.8–2.4) × 104, qW = const = 1–10 kW/m2,
p/h = 10 and 20, and ϕ = 45◦.

Numerical simulations [17,19–21] were performed using the commercial CFD package
ANSYS Fluent using isotropic k–ε (in [17,19]) and k–ω SST (in [20,21]) turbulence models.
The effect of ribs installed at an angle (ϕ = 45◦) to the flow on the heat transfer in a two-
phase flow was studied numerically in [22–24]. The predictions [17,20] were carried out
for a two-phase flow in a smooth duct, and in [19,21] they were made in a U-shaped duct.
Computations [19] were carried out for the following range of initial parameters: ML1 = 2%,
d1 = 5 µm, Re = (0.5–4) × 104, qW = const = 10 kW/m2, and p/h = 10 in a gas-droplet
flow. The range of variation in the initial parameters in [20] was as follows: ML1 = 1%,
d1 = 10 µm, Re = (1–6) × 104, qW = const = 4.8 kW/m2, and p/h = 10 in the flow of steam
water droplets.

An analysis of previous works allowed us to draw the following conclusions. Note
that the studies in [16,21] were performed for a single-component mist/steam flow. In this
area, the first steps have been taken, which revealed the great potential of such a cooling
method. There are an extremely limited number of papers in the literature concerned
with the study of heat transfer in a turbulent droplet-laden flow in a ribbed duct. In these
works, a significant HTE up to three times was experimentally and numerically shown in
comparison with a single-phase flow in a smooth duct with a fixed Reynolds number in
the flow. All numerical works [17,19–21] used the RANS approach and isotropic turbulent
models (ITM). The use of such models for the simulation of a complicated vortex turbulent
flow has a number of limitations [22–24], even for a simpler case of flow in a backward-
facing step. The Euler–Lagrangian approach was used to model the dynamics and heat
transfer in the two-phase flow. Research in this direction should be deepened and detailed.
In addition to the flow and turbulent characteristics, heat transfer should also be studied.

In the present study, the authors used the Euler–Euler approach for flow and heat
transfer simulation in the dispersed phase [25]. The turbulent characteristics of the carrier
phase were predicted using the elliptical blending Reynolds stress model (RSM). This
approach allows the partial elimination of the problems associated with the significant
anisotropy of turbulent velocity fluctuations for the flows with recirculating regions [22–24].
This work is aimed at the numerical study of the effect of droplet evaporation on the flow,
turbulence, and heat transfer in a ribbed duct in comparison with a smooth one.

184



Water 2022, 14, 3829

2. Mathematical Models

The paper considers the flow dynamics and heat transfer in 2D two-phase gas-droplet
turbulent flow in the presence of interfacial heat transfer between the ribs. The two-fluid
Euler approach is used to describe the flow dynamics and heat and mass transfer in the
gaseous and dispersed phases [26,27]. The carrier phase turbulence is predicted using the
elliptical Reynolds stress model [28], taking into account the effect of droplets [29,30]. The
dispersed phase (water droplets) is described using steady-state continuity equations, two
momentum equations, and energy equations. The authors used their own in-house code
for all numerical simulations presented in this paper.

2.1. Governing Equations for the Two-Phase Turbulent Mist Phase

The set of incompressible steady-state 2D RANS equations of the carrier phase includes
continuity equations, two momentum equations (in streamwise and transverse directions),
energy equations, and steam diffusion into the binary air–steam medium [25]. The effect
of evaporating water droplets on the motion and heat transfer in the carrier phase (air) is
considered using the sink or source terms.
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Here, Ui (Ux ≡ U, Uy ≡ V) and u′ i (u′x ≡ u′, u′y ≡ v′) are components of mean gas
velocities and their pulsations; xi are projections on the coordinate axis; 2k = 〈uiui〉 =
u′2 + v′2 + w′2 ≈ u′2 + v′2 + 0.5

(
u′2 + v′2

)
≈ 1.5

(
u′2 + v′2

)
is the kinetic energy of gas-

phase turbulence; τ = ρLd2/(18ρνW); W = 1 + Re2/3
L /6 is the particle relaxation time,

taking into account the deviation from the Stokes power law; and ReL = |U−UL|d/ν is
the Reynolds number of the dispersed phase.

The turbulent heat
〈

u′jt
〉

= − νT
PrT

∂T
∂xj

, and the mass
〈

u′jkV

〉
= − νT

ScT

∂KV
∂xj

fluxes in
the gas phase are predicted using simple eddy diffusivity (Boussinesq hypothesis). The
constant value of the turbulent Prandtl and Schmidt numbers, PrT and ScT equal to 0.9, is
used in this work.

2.2. Evaporation Model

The set of Eulerian Equation (1) of two-phase flow is supplemented by the equations of
heat transfer on the droplet surface and the conservation equation of steam on the surface
of the evaporating droplet [31]. It is assumed that the temperature over the droplet radius
is constant [31].

λL

(
∂TL
∂y

)

L
= α(T − TL)− JL, α =

αP
1 + CP(T − TL)/L

=
αP

1 + Ja
(2)

J = JK∗V − ρD
(

∂KV
∂y

)

L
(3)

Here, λL is the coefficient of heat conductivity of the droplet; α and αP are the heat
transfer coefficient for the evaporating droplet and non-evaporating particle, respectively;
TL is the temperature of the droplet; J is the mass flux of steam from the surface of the
evaporating droplet; L is the latent heat of evaporation; ρ is the density of the gas–steam
mixture; D is the diffusion coefficient; and K∗V is the steam mass fraction at the “steam-
gas mixture–droplet” interface, corresponding to the saturation parameters at droplet
temperature TL. Subscript “L” corresponds to the parameter on the droplet surface. The
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Jacob number, Ja = CP(T − TL)/L, is the ratio of sensible heat to latent heat during droplet
evaporation. It characterizes the rate of the evaporation process and is the reciprocal of the
Kutateladze number, Ku. For our conditions, the Jakob number is Ja ≤ 0.01.

The expression for the diffusional Stanton number has the form

StD = −ρD
(

∂KV
∂y

)

L
/[ρU(K∗V − KV)] (4)

We can insert Equation (4) into Equation (3). Equation (3) can be written in the form

J = StDρUb1D, (5)

where b1D =
(
K∗V − KV

)
/
(
1− K∗V

)
is the diffusion parameter of vapor (steam) blowing,

determined with the use of a saturation curve.
A droplet evaporates at the saturation temperature, and the temperature distribution

inside a droplet is uniform. The droplet temperature along the droplet radius remains
constant because the Biot number is Bi = αLd1/λL<< 1 and the Fourier number is Fo =
τeq/τevap << 1. Here, τeq is the period when an internal temperature gradient inside a
droplet exists, and τevap is the droplet’s lifetime. In this case, a droplet evaporates at the
saturation temperature, and the temperature distribution inside a droplet is uniform.

2.3. The Elliptic Blending Reynolds Stress Model (RSM) for the Gas Phase

In the present study, the low-Reynolds-number elliptic blending RSM of [28] is em-
ployed. The transport equations for

〈
u′iu
′
j

〉
and the kinetic energy dissipation rate, ε, are

written in the following general form:
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β− L2
T∇2β = 1, φij =

(
1− β2

)
φW

ij
+ β2φH

ij
(8)

Here, Pij is the stress-production term, TT and LT are the turbulent time and geo-
metrical macroscales, and φij is the velocity–pressure–gradient correlation, well-known
as the pressure term. The blending model (8) presented in [28] is used to predict φij in
Equations (6) and (7), where β is the blending coefficient, which goes from zero at the wall
to unity far from the wall; φH

ij
is the “homogeneous” part (valid away from the wall) of the

model; and φW
ij

is the “inhomogeneous” part (valid in the wall region).
The other constants and functions of the turbulence model are presented in detail

in [28]. The last terms of the system of Equations (6) and (7), AL and εL, represent the effects
of particles on carrier phase turbulence [29,30].

2.4. Governing Equations for the Dispersed Phase

The set of incompressible steady-state 2D governing mean equations for the dispersed
phase consists of continuity equation, two momentum equations (in streamwise and trans-
verse directions), energy equations.

∂(ρLΦULj)
∂xj

= − 6JΦ
d ,

∂(ρLΦULjULi)
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+
∂(ρLΦ〈uLiuLj〉)
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,
(9)
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∂
(
ρLΦULjTLi

)

∂xj
+

∂

∂xj

(
ρLΦ

〈
θuLj

〉)
= Φ(Ti − TLi)

ρL
τΘ
− 1

τΘ

∂
(

ρLDΘ
Lij

Φ
)

∂xj
. (10)

where DLij and DΘ
Lij are the turbulent diffusivity tensor and the particle turbulent heat

transport tensor [29,30], τΘ = CPLρLd2/(12λY) is the thermal relaxation time, and
Y =

(
1 + 0.3Re1/2

L Pr1/3
)

.
The set of governing mean equations for the dispersed phase (8–10) is completed

by the kinetic stress equations, temperature fluctuations, and turbulent heat flux in the
dispersed phase, which are in the form presented in [29,30].

The volume fraction of the dispersed phase is lower (Φ1 < 10−4), and the droplets are
finely dispersed (d1 < 100 µm); therefore, the effects of interparticle collisions and break-up
are neglected [25,32,33]. Droplet bag break-up is observed at We = ρ(US − UL)2d/σ ≥Wecr
= 7 [33]. Here, US = U +

〈
u′S
〉

and UL are the gas velocity seen by the droplet [34] and the
mean droplet velocity, respectively, U is the mean gas velocity (derived directly from the
RANS predictions),

〈
u′S
〉

is the drift velocity between the fluid and the particles [34], and ρ
and ρL are the densities of the gas and dispersed phases. For all droplet sizes investigated
in the present paper, the Weber number is very small (We << 1). Droplet fragmentation at
its contact with a duct wall also is not considered. The effect of break-up and coalescence
in the two-phase mist flow can be neglected due to a low droplet volume fraction at the
inlet (Φ1 = ML1ρ/ρL < 2 × 10−4). Here, ML1 is the initial droplet mass fraction, and ρL is
the density of the dispersed phase.

A scheme of the flow is shown in Figure 1. A similar Euler approach was used by the
authors to describe gas-droplet axisymmetric flows behind a sudden pipe expansion [25]
and behind a backward-facing step in a flat duct [35].
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Figure 1. Scheme of flow in a two-phase turbulent flow in a ribbed flat duct (not to scale). Ab-
breviations L0 and L1 are the computational domains for the preliminary simulations; C.D. is the
computational domain; and 1, 2, and 3 are the 1st, 2nd, and 3rd ribs.

3. Numerical Solution and Model Validation
3.1. Numerical Solution

The solution was obtained using the finite volume method on staggered grids. The
QUICK procedure of the third order of accuracy was used for the convective terms. Central
differences of the second order of accuracy were used for diffusion fluxes. The pressure field
was corrected according to the agreed finite volume SIMPLEC procedure. The components
of the Reynolds stress of the carrier fluid phase were simulated according to the method
proposed in [36]. The components of the Reynolds stress were determined at the same
points along the control volume faces as the corresponding components of the average
velocity of the carrier phase. The computational grid consisted of rectangular cells. It was
inhomogeneous and thickened towards all solid walls, which was necessary to resolve the
details of the turbulent flow in the near-wall zone (see Figure 2). In the viscous sublayer, at
least 10 computational volumes (CVs) were set. The correct simulation of sharp gradients
of two-phase flow parameters was necessary. The coordinate transformation given in [37]
was suitable for such a two-dimensional boundary layer problem.
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Figure 2. Computational mesh “medium” (not to scale).

All predictions were carried out on a “medium” grid containing 256 × 120 control
volumes (CVs). The first computational cell was located at a distance from the wall of
y+ = u*y/ν ≈ 0.5 (the friction velocity u* was determined for a single-phase air flow with
other identical parameters). Additionally, simulations were carried out on grids containing
“coarse” 128 × 60 and “fine” 512 × 200 CVs. The difference in the results of the calculations
of the wall friction coefficient (a) and the Nusselt number (b) for two-phase flow did
not exceed 0.1% (see Figure 3). The Nusselt number at TW = const was determined by
the formula:

Nu = −(∂T/∂y)W H/(TW − Tm),

where TW and Tm are the wall and the mass-averaged temperatures of the gas in the
corresponding cross section.
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Figure 3. Grid independence test for the wall friction (a) and heat transfer (b) distributions along the
duct length. ML1 = 5%, d1 = 15 µm, Re = HUm1/ν = 1.6 × 104.

Periodic boundary conditions were set at the inlet of the computational domain.
Initially, a single-phase fully hydrodynamically developed air flow was supplied to the
inlet to the computational domain L0 = 10p, where p is the rib pitch (the spacing between
upstream and downstream ribs). The 1st rib was installed at the end of this domain. The
output parameters from section L0 were the input values for section L1 = 10p, located
between the 1st and 2nd ribs (see Figure 1). All simulations were performed for the two-
dimensional case of a gas-droplet flow for the 2nd and 3rd obstacles. Drops were fed into a
single-phase turbulent air flow along the entire cross section of the duct in the inlet cross
section behind the 2nd rib. The initial temperatures of the gas and dispersed phases at
the inlet to the computational domain were T1 = TL1 = 293 K. The boundary condition
TW = const = 373 K was set on the ribbed wall; the opposite smooth (without obstacles) wall
of the flat duct was adiabatic. The entire ribbed duct surface and all the ribs were heated to
eliminate the influence of the possible formation of liquid spots during the deposition of
droplets on the wall from a two-phase mist flow. The impermeability and no-slip conditions
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for the gas phase were imposed on the duct walls. For the dispersed phase on the duct
wall, the boundary condition of the “absorbing wall” [30] was used when a droplet did not
return to the flow after contact with the wall surface. All droplets deposited from two-phase
flow onto the wall momentarily evaporated. Thus, the pipe surface was always dry, and
there was no liquid film or spots of deposited droplets formed on the wall [25,31,35]. This
assumption for the heated surface is valid (see, for example, papers [25,35]). Furthermore,
this condition is valid if the temperature difference between the wall and the droplet is
greater than TW − TL ≥ 40 K [38]. In the outlet cross section, the conditions for the equality
to zero of the derivatives of all variables in the streamwise direction were set.

3.2. Model Validation

At the first stage, a comparison with the data of recent LDA measurements [39] for a
single-phase air flow in the presence of ribs was performed. The results of the experiments
and predictions are shown in Figure 4. This figure shows comparisons of measured and
predicted data in the form of transverse profiles of mean longitudinal velocity, U/Um1
(a), and the velocity of its fluctuations, u’/Um1 (b), along the duct length. The averaged
and fluctuating components of the streamwise velocity were normalized by the value of
the average mass velocity of a single-phase flow at the duct inlet Um1. Comparisons with
the data of [39] were made for the 17th and 18th obstacles. The height of the duct with
a square cross section was H = 60 mm. The profiles of the mean longitudinal velocity
component agreed well with the experimental data (the difference did not exceed 5–7%).
The agreement between the measurements and numerical predictions for longitudinal
velocity pulsations was also quite good (the difference did not exceed 10%) except for the
near-wall region.
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Figure 4. Profiles of the mean longitudinal velocity (a) and its fluctuations (b) in the flow around a
two-dimensional square obstacle. (a): h/H = 0.067, Re = Um1H/ν = 5 × 104, p/h = 9, H = 60 mm,
h = e = 4 mm, p = 36 mm, Um1 = 12.5 m/s. The symbols are the measurements of [39]; the lines are
the authors’ simulations.

The results of measurements [40] and RANS numerical simulations with various
isotropic turbulence models (k–ε, v2f, and k–ω shear stress tensor (SST)) [41] for the flow
in the ribbed duct were used for heat transfer comparisons. Satisfactory agreement with
the data of other authors for a single-phase flow around a two-dimensional obstacle was
obtained (the maximum differences did not exceed 15%), except for the duct cross section
near the upstream obstacle at x/h < 2 (see Figure 5). Here, Nu is the Nusselt number in
a ribbed duct and Nu0 is the Nusselt number in a smooth duct for a single-phase flow.
The Nusselt number at a constant value of heat flux density (qW = const) is determined by
the formula:

Nu = qW H/[λ(TW − Tm)].
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Figure 5. Distribution of heat transfer enhancement ratio in the flow around a two-dimensional
square obstacle. ReD = 0.8 × 104, h = e = 4 mm, p = 40 mm, H = 30 mm, H/h = 7.5, T1 = 300 K, qW = 1
kW/m2, Tu1 = 5%. The symbols are the experiments of [40]; the lines are predictions: v2f, k–ω SST,
and k–ε are predictions of [41], and RSM is the authors’ simulations. Reprinted with permission from
(Liu, J. et al.).

Comparisons with the data [40,41] were made for the 7th and 8th obstacles. All
predictions were carried out for a flat duct with a square cross section and a height of
H = 30 mm.

4. The RANS Results and Discussion

All 2D numerical simulations were carried out for a mixture of air with water drops at
the duct inlet for the case of a downward two-phase flow at atmospheric pressure. Ribs
were installed on the “bottom” wall of the flat duct. All simulations were performed for
the flow around the system of the 2nd and 3rd obstacles. The computational domain
included two square ribs with a height of h = 4 mm. The height of a smooth duct was
H = 40 mm (H/h = 10), and the distance between two ribs was p/h = 5–12. The mass-
average gas velocity in the inlet cross section in the computational domain varied within
Um1 = 5–20 m/s, and the Reynolds number for the gas phase, constructed from the mass-
average gas velocity at the inlet and the duct height, was ReH = HUm1/ν ≈ (0.6–5) × 104.
The initial average droplet diameter was d1 = 5–50 µm, and their mass concentration
was ML1 = 0–10%. The initial temperature of the gaseous and dispersed phases was
T1 = TL1 = 293 K.

A turbulent flow is 3D in nature. Nevertheless, there are many cases when it is
possible to use a 2D approach to describe a quasi-two-dimensional turbulent flow, for
example, if the duct width, Z, is much greater than its height, H (Z/H > 10). The authors
of [42] recommended the consideration of the turbulent solid particle-laden flow in a
backward-facing step in a flat channel as two-dimensional due to the large aspect ratio
of Z/H.

4.1. Flow Structure

The streamlines for a gas-droplet flow around the system of two ribs are shown in
Figure 6. The complex vortex structures of the averaged flow between two ribs are clearly
visible. The formation of two regions of the flow recirculation is shown. The first large
recirculation region formed behind the upstream rib due to the separation of the two-phase
flow at the backward-facing step (BFS). A small corner vortex was located at the end of the
reverse step. The second one formed due to the droplet-laden flow separation before the
downstream rib (forward-facing step (FFS)) when the fluid flow left the cell between the
two ribs. It was much shorter than the previous one.
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Figure 6. The streamlines for a gas-droplet flow between two ribs. Re = Um1H/ν = 1.6 × 104,
h/H = 0.1, p/h = 10, H = 40 mm, h = 4 mm, p = 40 mm, Um1 = 6 m/s, T1 = 293 K, TW = 373 K,
d1 = 15 µm, ML1 = 0.05.

Figure 7 shows the profiles of the average longitudinal velocities, U/Um1 (a); turbulent
kinetic energy (TKE), k/U2

m1 (b); and gas-phase temperature, Θ = (TW − T)/(TW − T1,m),
in a single-phase flow (ML1 = 0), a gas-droplet flow at ML1 = 0.05, and liquid drops
ΘL = (TL,max − TL)/(TL,max − TL1) (c) as well as vorticity, Ωz = ωzh/Um1 (d). The solid
lines are the single-phase flow at ML1 = 0, the dotted line is the gas phase at ML1 = 0.05,
and the dash-dot line is the dispersed phase behind the two-dimensional obstacle. Here,
TL,max TL1,m are the droplet temperatures, which were highest in the corresponding cross
section and at the inlet.
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Figure 7. Transverse profiles of averaged streamwise velocities (a), turbulent kinetic energy (b), and
gas-phase temperature in a single-phase flow (ML1 = 0), a gas-droplet flow at ML1 = 0.05, and liquid
drops (c) as well as vorticity (d). Re = 1.6 × 104, h/H = 0.1, p/h = 10, d1 = 15 µm, ML1 = 0.05.

The structure of a turbulent two-phase flow showed significant changes when flowing
around a system of obstacles installed on one of the duct walls. The profiles of the averaged
streamwise velocity components of the gaseous and dispersed phases were similar to those
for the single-phase flow regime (see Figure 7a). The gas velocity in the gas-droplet flow was
slightly (≤3%) ahead of the single-phase flow velocity. The drop velocity had the greatest
value for the downward flow due to their inertia. Two regions with negative values for
the longitudinal velocity of the gas-droplet flow are shown, which were confirmed by the
data in Figure 6. The length of the main recirculation zone of the flow was xR1 ≈ 4.1h, and
the length of the second recirculation region in front of the step ahead was xR2 ≈ 1.1h. The
lengths of the recirculation zones were determined from the zero value of the flow velocity.

Figure 7b shows the transverse distributions of the kinetic energy (TKE) of carrier
phase turbulence for a 2D flow. The TKE was calculated by the formula for a two-
dimensional flow:

2k =
〈
u′iu
′
i
〉
= u′2 + v′2 + w′2 ≈ u′2 + v′2 + 0.5

(
u′2 + v′2

)
≈ 1.5

(
u′2 + v′2

)

The highest turbulence values were obtained for the mixing layer. The level of kinetic
energy of turbulence increased as the downstream obstacle approached. The maximum
value of gas-phase turbulence was obtained at x/h = 9 (the upper corner of the downstream
rib), and it was almost twice as high as the values for the TKE between the ribs. The
turbulence of the flow was associated with the flow around the obstacle.

The dimensionless temperature distributions of the single-phase flow and the gas
and dispersed phases are shown in Figure 7c. All profiles in Figure 7c are qualitatively
similar to each other. The gas temperature in the gas-droplet flow was lower than the
corresponding value for a single-phase flow due to droplet evaporation. Let us note that
the droplet temperature profile for the first two sections, x/h = and 3, did not start from
the wall (y/h = 0) as for the gas phase, but it is shifted from the wall by a small distance
towards the flow core. This is explained by the absence of droplets in the near-wall zone in
the area of flow separation due to their evaporation close to the wall between the ribs. The
non-dimensional vorticity profiles are given in Figure 7d. They were calculated using the
well-known formula:

ωz =
∂V
∂x
− ∂U

∂y
. (11)

The magnitudes of vorticity were mainly negative values (because ∂V
∂x � ∂U

∂y ), except
in the near-wall region inside the flow recirculation zone (see Figure 7d). The minimal
values are shown in the outer shear layer of the separation zone and on the top wall of the
downstream rib. The maximal positive value was observed close to the wall of the ribbed
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wall. In the case of two-phase mist flow, the magnitude of vorticity was slightly higher
than that of the single-phase flow (up to 4%).

Figure 8 shows the profiles of the dispersed-phase mass concentration, ML/ML1, for
various droplet mass fractions (a) and their initial diameters (b). Obviously, due to the
evaporation of droplets, their mass fraction decreased continuously, both streamwise and
in traverse directions, when approaching the wall of the heated duct between the ribs.
This was typical of the numerical data given in Figure 8a,b. The distributions of the mass
fraction of droplets with changes in their initial amounts had qualitatively similar forms
(see Figure 8a).
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A change in the initial diameter of the liquid droplets had a more complex effect
on the course of the evaporation processes (see Figure 8b). In the flow core, this value
trended toward the corresponding value at the inlet to the computational domain, and
ML/ML1 → 1. This is explained by the almost complete absence of droplet evaporation.
Fine particles at Stk < 1 penetrated into the region of flow separation and were observed
over the entire cross section of the duct. Large inertial droplets (d1 = 100 µm, Stk > 1) almost
did not penetrate into the flow recirculation zone, and they were present in the mixing
layer and the flow core. In the near-wall zone, large drops were observed only behind the
reattachment point. The largest and inertial droplets (d1 = 100 µm) accumulated in the
near-wall region towards the downstream obstacle. Finely dispersed low-inertia droplets
could leave the region between the two ribs due to their low inertia, while large drops
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could not leave this region. This led to an increase in the droplet mass fraction in this flow
region and towards the downstream obstacle.

In order to clearly display the flow structure in the inter-rib cavity, the contours of the
nondimensional mean streamwise velocity, U/Um1 (a), and the temperature,
Θ = (TW − T)/(TW − T1,m) (b), in two-phase mist flow are shown in Figure 9. Large-
scale and small-scale flow recirculation zones behind the upwind rib (BFS) and before the
downstream rib (FFS) can be found in Figure 9a. The small corner vortex directly behind
the upstream rib was observed. The length of the main recirculation zone of the flow was
xR1 ≈ 4.1h, and the length of the second recirculation region in front of the step ahead was
xR2 ≈ 1.1h. The lengths of the recirculation zones were determined from the zero value of
the mean streamwise flow velocity (U = 0). In this region, the gas temperature increased,
and it led to the suppression of heat transfer (see Figure 9b). These conclusions agree with
the data of Figures 6 and 7a,c.
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4.2. Heat Transfer

The influence of the initial mass fraction (a) and droplet diameter (b) of the dispersed
phase on the Nusselt number distribution in a two-phase flow along the duct length
is shown in Figure 10. A significant HTE in the two-phase mist flow (up to 2.5 times)
compared to a single-phase flow in a ribbed channel was obtained with the addition of
evaporating water drops into a single-phase gas flow (see Figure 10a). Droplets of the
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minimum diameter (d1 = 5 µm) evaporated most intensely, and the largest ones evaporated
least intensely (d1 = 100 µm) (see Figure 10b). The sizes of the zone of two-phase flow and
the zone of HTE also decreased. This was an obvious fact for the evaporation of droplets
in the two-phase mist flows, which was associated with a significant interface reduction;
it was first shown by the authors of this work for a gas-droplet flow in a system of two-
dimensional obstacles. Heat transfer was attenuated and trended toward the corresponding
value for the single-phase flow in the region of flow separation for the most inertial droplets.
These drops did not penetrate into the flow separation region behind the upstream rib
(BFS). An increase in heat transfer was obtained in the region behind the point of flow
reattachment. A decrease in heat transfer was shown in the section of flow separation
towards the downstream rib (FFS). The most inertial droplets also did not leave the region
between the two ribs and accumulated in front of the downstream obstacle.
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Figure 10. The effect on the heat transfer rate of the droplet mass fraction at the inlet (a) and their
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The effect of the gas Reynolds number, Re, and the initial mass fraction of the dispersed
phase, ML1, on the thermal hydraulic performance parameter is shown in Figure 11. The
wall friction coefficient, Cf, was calculated using the formula C f /2 = τW/

(
ρU2

m1
)
. Here,

Nu0 and Cf0 are the maximal Nusselt number and wall friction coefficient in the two-phase
mist flow of a fully developed smooth duct, other conditions being equal. Nu/Nu0/(Cf/Cf0)
is the thermal hydraulic performance parameter. This is the ratio of the maximal Nusselt
numbers divided by the maximal wall friction coefficient ratio. The ribbed surface provided
a much better thermohydraulic performance than a smooth duct in the case of a droplet-
laden turbulent mist flow, with other conditions being identical. This effect was quite
pronounced at small Reynolds number values of Re < 104. It should be noted that the wall
friction coefficient ratio, Cf/Cf0, was taken to the first power.
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gas flow and the mass fraction of the dispersed phase at the inlet. d1 = 15 µm.
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5. Comparison with Results of Other Authors

Comparisons with the data of LES simulations of a solid particle-laden flow around a
two-dimensional obstacle were made according to the conditions of [10]. The following
data were used for the comparative analysis: h = H/7, VP1 = Um1/25, the Reynolds number
was plotted from the obstacle height, Re = HUm1/ν = 740, ρP/ρ = 769.2, and ρP was the
particle material density. The height of the boundary layer for a single-phase flow in the
inlet section of the computational domain was δ = 7h, and the carrier phase was atmo-
spheric air at T = 293 K (see Figure 12). Here, h = 7 mm was the obstacle height, H = 1 mm,
Um1 = 1.59 m/s was the free flow velocity, and VP1 = 0.06 m/s. The two-dimensional
obstacle was square in cross section and was mounted on the bottom wall. The flow of solid
particles was blown vertically through a flat slot along the normal surface at distance h from
the trailing edge of the obstacle. The number of solid particles during the LES calculation
was 2× 105. The calculations were performed for three Stokes numbers, St+ = τu*

2/ν = 0.25,
1, 5, and 25, where τ = ρPd2/(18µ) was the particle relaxation time and u* = 0.5 m/s was the
friction velocity for a single-phase flow without particles, other things being equal. This
corresponded to the solid particle diameters d = 8, 15, 34, and 76 µm. The calculations were
carried out in a two-dimensional formulation for an isothermal two-phase flow around a
single obstacle.
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Figure 12. Scheme of two-phase flow behind a 2D square obstacle. The 1 is the single-phase air flow
with the mean mass velocity Um1, and the 2 is the dispersed phase stream UP1.

The profiles of the dispersed phase concentration in the near-wall zone of the plate
at y = 0.02h are shown in Figure 13. Here, Cb is the mean concentration of particles over
the hole (slot) width at the inlet to the computational domain. As the Stokes number, St+,
increased, heavier particles stopped penetrating into the recirculation region, resulting
in lower concentrations along the obstacle wall. The local maximum concentration at
x/h ≈ 1 for all studied Stokes numbers (particle diameters) is explained by the injection
of the particle flow. A characteristic feature of the low-inertia particles was a significant
increase in the concentration of particles near the obstacle wall, according to the LES data
(C/Cb ≈ 10–20). Most likely, such an accumulation of particles in the corner near the wall
of the obstacle can be explained by the effect of the accumulation of particles in [42]. For
our Eulerian simulations, an increase in concentration was also obtained, but the values
were much smaller (by a factor of approximately 8–10). For inertial particles at St+ = 5, the
region turned out to be almost completely free of solid particles. This was typical for both
the data of the LES calculations [10] and our numerical calculations. Behind the obstacle, a
decrease in the particle concentration in the near-wall region was observed, and here our
numerical predictions agreed satisfactorily with the LES data (the difference did not exceed
20% at St+ = 1 and 5 and did not exceed 100% at St+ = 0.25).
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the authors’ predictions. h = H/7, VP1 = Um1/25, Re = HUm1/ν = 740, ρP/ρ = 769.2. Reprinted with
permission from (Grigoriadis, D.G.E. et al.)

Figure 13 shows the concentration profiles of the dispersed phase when the Stokes
number, St+, is varied along the length of the channel behind a two-dimensional obstacle.
Particles at St+ = 0.25 accumulated in the near-wall region near the bottom wall. Further
downstream, heavier particles gradually left the recirculation region, and at St+ > 1 the
decrease in their distribution profile was similar to a Gaussian distribution. For the largest
particles at St+ = 25, according to the results of our numerical predictions, an underesti-
mation of the position of the concentration maximum was observed, and in general the
particles rose lower than according to the LES results [10].

Figure 14 shows the profiles of the dispersed phase concentration when the Stokes
number, St+, was varied along the length of the duct behind a two-dimensional obstacle.
Particles at St+ = 0.25 accumulated in the near-wall region near the bottom wall. Further
downstream, heavier particles gradually left the recirculation region, and at St+ > 1 the
decrease in their distribution profile was similar to a Gaussian distribution. An underes-
timation of the position of the concentration maximum was observed, according to the
results of our numerical predictions for the largest particles at St+ = 25. The maximal
penetration coordinate in the transverse directions in our RANS predictions was smaller
than that in the LES results [10].
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6. Conclusions

Two-dimensional numerical simulations of the local flow structure, turbulence, and
heat transfer in a ribbed flat duct during the evaporation of water droplets in a gas flow
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were carried out. The set of steady-state RANS equations written with consideration of the
influence of droplet evaporation on the transport processes in gas is used. The two-fluid
Eulerian approach was used to describe the flow dynamics and heat and mass transfer in
the dispersed phase. To describe the turbulence of the gas phase, an elliptical blending
RSM model was employed.

It was shown that the transverse profiles of the averaged longitudinal velocity compo-
nents of the gaseous and dispersed phases were similar to those of the single-phase flow
regime. The gas velocity in the gas-droplet flow was slightly (≤3%) higher than those in
the single-phase flow. The droplet velocity is higher than the gas-phase velocity in the
two-phase flow. Finely dispersed droplets (Stk < 1) penetrated well into the region of flow
recirculation and were observed over the entire cross section of the duct. They could leave
the region between the two ribs due to their low inertia. Large inertial droplets (Stk > 1)
were present only in the mixing layer and the flow core and accumulated in the near-wall
region close to the downstream wall of the rib. A significant increase in heat transfer (up
to 2.5 times) in comparison with a single-phase flow in a ribbed duct was shown when
evaporating water drops were added to a single-phase gas turbulent flow. For the most
inertial droplets, which were not involved in the separation motion in the region of the
main recirculation zone behind the BFS (upstream rib), the heat transfer intensification
decreased and trended toward the corresponding value for the single-phase flow regime in
the recirculation zone. An increase in heat transfer was obtained behind the reattachment
point. A decrease in heat transfer was shown in the zone close to the FFS (downstream rib).
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Nomenclature

C f /2 = τW /
(
ρU2

m1
)

wall friction coefficient
D droplet diameter
H rib height
2k =

〈
u′iu
′
i
〉

turbulent kinetic energy
ML mass fraction
Nu = −(∂T/∂y)W H/(TW − Tm) Nusselt number
p rib pitch
qW heat flux density
ReD = UmDh/ν Reynolds number, based on hydraulic diameter
Re = Um1H/ν Reynolds number, based on the duct height
Stk = τ/τf the mean Stokes number
T temperature
UL the mean droplet velocity
Um1 mean mass flow velocity
US the fluid (gas) velocity seen by the droplet
u* wall friction velocity
x streamwise coordinate
xR position of the flow reattachment point
y distance normal from the wall
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Subscripts
0 two-phase mist flow in a smooth duct
1 initial condition
W wall
L liquid
M mean mass
Greek
Φ volume fraction
P density
µ the dynamic viscosity
ν kinematic viscosity
τ the droplet relaxation time
τW wall shear stress
Acronym
BFS backward-facing step
CV control volume
FFS forward-facing step
THE heat transfer enhancement
RANS Reynolds-averaged Navier–Stokes
SMC second-moment closure
TKE turbulent kinetic energy

References
1. Webb, R.L.; Kim, N.N. Principles of Enhanced Heat Transfer, 2nd ed.; Taylor & Francis: New York, NY, USA, 2005.
2. Han, J.C.; Dutta, S.; Ekkad, S. Gas Turbine Heat Transfer and Cooling Technology, 2nd ed.; CRC Press: New York, NY, USA, 2012;

pp. 363–441.
3. Kalinin, E.K.; Dreitser, G.A.; Yarkho, S.A. Enhancement of Heat Transfer in Channels; Mashinostroenie: Moscow, Russia, 1990.

(In Russian)
4. Terekhov, V.; Dyachenko, A.; Smulsky, Y.; Bogatko, T.; Yarygina, N. Heat Transfer in Subsonic Separated Flows; Springer: Cham,

Switzerland, 2022.
5. Han, J.C.; Glicksman, L.R.; Rohsenow, W.M. An investigation of heat transfer and friction for rib-roughened surfaces. Int. J. Heat

Mass Transf. 1978, 21, 1143–1156. [CrossRef]
6. Liou, T.M.; Hwang, J.J.; Chen, S.H. Simulation and measurement of enhanced turbulent heat transfer in a channel with periodic

ribs on one principal wall. Int. J. Heat Mass Transf. 1993, 36, 507–517. [CrossRef]
7. Leontiev, A.I.; Olimpiev, V.V. Thermal physics and heat engineering of promising heat transfer intensifiers. Rep. Russ. Acad. Sci.

Energetics 2011, 7–31. (In Russian)
8. Fitzpatrick, X.A.; Lambert, B.; Murray, D.B. Measurements in the separation region of a gas-particle cross flow. Exp. Fluids 1992,

12, 329–341. [CrossRef]
9. Marchioli, C.; Armenio, V.; Salvetti, M.V.; Soldati, A. Mechanisms for deposition and resuspension of heavy particles in turbulent

flow over wavy interfaces. Phys. Fluids 2006, 18, 025102. [CrossRef]
10. Grigoriadis, D.G.E.; Kassinos, S.C. Lagrangian particle dispersion in turbulent flow over a wall mounted obstacle. Int. J. Heat

Fluid Flow 2009, 30, 462–470. [CrossRef]
11. Lin, S.; Liu, J.; Xia, H.; Zhang, Z.; Ao, X. A numerical study of particle-laden flow around an obstacle: Flow evolution and Stokes

number effects. Appl. Math. Model. 2022, 103, 287–307. [CrossRef]
12. Varaksin, A.Y. Gas-solid flows past bodies. High Temp. 2018, 56, 275–295. [CrossRef]
13. Krepper, E.; Beyer, M.; Frank, T.; Lucas, D.; Prasser, H.-M. CFD modelling of polydispersed bubbly two-phase flow around an

obstacle. Nucl. Eng. Des. 2009, 239, 2372–2381. [CrossRef]
14. Tas-Koehler, S.; Neumann-Kipping, M.; Liao, Y.; Krepper, E.; Hampel, U. CFD simulation of bubbly flow around an obstacle in a

vertical pipe with a focus on breakup and coalescence modelling. Int. J. Multiph. Flow 2021, 135, 10352. [CrossRef]
15. Lakehal, D. On the modelling of multiphase turbulent flows for environmental and hydrodynamic applications. Int. J. Multiph.

Flow 2002, 28, 823–863. [CrossRef]
16. Huang, Y.-H.; Chen, C.-H.; Liu, Y.-H. Nonboiling heat transfer and friction of air/water mist flow in a square duct with orthogonal

ribs. ASME J. Therm. Sci. Eng. Appl. 2017, 9, 041014. [CrossRef]
17. Jiang, G.; Shi, X.; Chen, G.; Gao, J. Study on flow and heat transfer characteristics of the mist/steam two-phase flow in rectangular

channels with 60 deg. ribs. Int. J. Heat Mass Transf. 2018, 120, 1101–1117. [CrossRef]
18. Huang, K.-T.; Liu, Y.-H. Enhancement of mist flow cooling by using V-shaped broken ribs. Energies 2019, 12, 3785. [CrossRef]
19. Dhanasekaran, T.S.; Wang, T. Computational analysis of mist/air cooling in a two-pass rectangular rotating channel with 45-deg

angled rib turbulators. Int. J. Heat Mass Transf. 2013, 61, 554–564. [CrossRef]

199



Water 2022, 14, 3829

20. Elwekeel, F.N.M.; Zheng, Q.; Abdala, A.M.M. Air/mist cooling in a rectangular duct with varying shapes of ribs. Proc. IMechE
Part C J. Mech. Eng. Sci. 2014, 228, 1925–1935. [CrossRef]

21. Gong, J.; Ma, C.; Lu, J.; Gao, T. Effect of rib orientation on heat transfer and flow characteristics of mist/steam in square channels.
Int. Comm. Heat Mass Transf. 2020, 118, 104900. [CrossRef]

22. Thangam, S.; Speziale, C.S. Turbulent flow past a backward-facing step: A critical evaluation of two-equation models. AIAA J.
1992, 30, 1314–1320. [CrossRef]

23. Zaikov, L.A.; Strelets, M.K.; Shur, M.L. A comparison between one- and two-equation differential models of turbulence in
application to separated and attached flows: Flow in channels with counterstep. High Temp. 1996, 34, 713–725.

24. Heyerichs, K.; Pollard, A. Heat transfer in separated and impinging turbulent flows. Int. J. Heat Mass Transf. 1996, 39, 2385–2400.
[CrossRef]

25. Pakhomov, M.A.; Terekhov, V.I. Second moment closure modelling of flow, turbulence and heat transfer in droplet-laden mist
flow in a vertical pipe with sudden expansion. Int. J. Heat Mass Transf. 2013, 66, 210–222. [CrossRef]

26. Derevich, I.V.; Zaichik, L.I. Particle deposition from a turbulent flow. Fluid Dyn. 1988, 23, 722–729. [CrossRef]
27. Reeks, M.W. On a kinetic equation for the transport of particles in turbulent flows. Phys. Fluids A 1991, 3, 446–456. [CrossRef]
28. Fadai-Ghotbi, A.; Manceau, R.; Boree, J. Revisiting URANS computations of the backward-facing step flow using second moment

closures. Influence of the numerics. Flow Turbul. Combust. 2008, 81, 395–410. [CrossRef]
29. Zaichik, L.I. A statistical model of particle transport and heat transfer in turbulent shear flows. Phys. Fluids 1999, 11, 1521–1534.

[CrossRef]
30. Derevich, I.V. Statistical modelling of mass transfer in turbulent two-phase dispersed flows. 1. Model development. Int. J. Heat

Mass Transf. 2000, 43, 3709–3723. [CrossRef]
31. Terekhov, V.I.; Pakhomov, M.A. Numerical study of heat transfer in a laminar mist flow over an isothermal flat plate. Int. J. Heat

Mass Transfer 2002, 45, 2077–2085. [CrossRef]
32. Elgobashi, S. An updated classification map of particle-laden turbulent flows. In IUTAM Symposium on Computational Approaches

to Multiphase Flow, Fluid Mechanics and Its Applications; Balachandar, S., Prosperetti, A., Eds.; Springer: Dordrecht, The Netherlands,
2006; Volume 81, pp. 3–10.

33. Lin, S.P.; Reitz, R.D. Drop and spray formation from a liquid jet. Ann. Rev. Fluid Mech. 1998, 30, 85–105. [CrossRef]
34. Mukin, R.V.; Zaichik, L.I. Nonlinear algebraic Reynolds stress model for two-phase turbulent flows laden with small heavy

particles. Int. J. Heat Fluid Flow 2012, 33, 81–91. [CrossRef]
35. Pakhomov, M.A.; Terekhov, V.I. let evaporation in a gas-droplet mist dilute turbulent flow behind a backward-facing step. Water

2021, 13, 2333. [CrossRef]
36. Hanjalic, K.; Jakirlic, S. Contribution towards the second-moment closure modelling of separating turbulent flows. Comput. Fluids

1998, 27, 137–156. [CrossRef]
37. Anderson, D.A.; Tannehill, J.C.; Pletcher, R.H. Computational Fluid Mechanics and Heat Transfer, 2nd ed.; Taylor & Francis: New

York, NY, USA, 1997.
38. Mastanaiah, K.; Ganic, E.N. Heat transfer in two-component dispersed flow. ASME J. Heat Transf. 1981, 103, 300–306. [CrossRef]
39. Ruck, S.; Arbeiter, F. LDA measurements in a one-sided ribbed square channel at Reynolds numbers of 50 000 and 100 000. Exp.

Fluids 2021, 62, 232. [CrossRef]
40. Wang, L.; Sunden, B. Experimental investigation of local heat transfer in a square duct with continuous and truncated ribs. Exp.

Heat Transf. 2005, 18, 179–197. [CrossRef]
41. Liu, J.; Xie, G.N.; Simon, T.W. Turbulent flow and heat transfer enhancement in rectangular channels with novel cylindrical

grooves. Int. J. Heat Mass Transf. 2015, 81, 563–577. [CrossRef]
42. Fessler, J.R.; Eaton, J.K. Turbulence modification by particles in a backward-facing step flow. J. Fluid Mech. 1999, 314, 97–117.

[CrossRef]

200



MDPI
St. Alban-Anlage 66

4052 Basel
Switzerland

Tel. +41 61 683 77 34
Fax +41 61 302 89 18

www.mdpi.com

Water Editorial Office
E-mail: water@mdpi.com

www.mdpi.com/journal/water





Academic Open 
Access Publishing

www.mdpi.com ISBN 978-3-0365-8196-5


	Cover-front.pdf
	Book.pdf
	Cover-back.pdf

