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Preface to ”Risk and Financial Consequences”

Risk is a term that exists in everyone’s life, not only when an unexpected event occurs, but in

any decision someone has to make. Among those studying or working in the financial sector, there

is widespread knowledge regarding the rational investor’s preferences. Regardless of the business

sector in which they will choose to invest, an investor’s main goal is to maximize their profits. For

this reason, investors are characterized in the literature as “risk averters”. Hedging and portfolio

diversification appear to be efficient in reducing the potential loss of an investment. Considerable

attention has been drawn to the advantages of portfolio diversification, while researchers have

mentioned the ability of transferring the risk of investment through hedging, emphasizing that the

size of the optimal hedging ratio is one of the main determinants used by decision makers, in addition

to the financial situation of the corporation. However, there are some cases which cannot be predicted.

Society, which refers to nature’s actions and human activities, is characterized by vulnerability and

rapid changes. Nature acts independently; a common example of this independence is tectonic plate

movement. Thus, natural actions that cannot be predicted may cause significant losses, both economic

and life-related. Economic losses can be due to many factors, such as the partial or total destruction

of homes or business premises that will lead to reduced, if not zero, productivity. In the case of

businesses, reduced productivity may affect investors’perceptions, causing fluctuations in the share

price or even volatility in the board of directors.

George Halkos

Editor
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Abstract: The purpose of this paper is to approach the way investors perceive the risk associated
with unexpected environmental disasters. For that reason, we examine certain types of natural
and technological disasters, also known as “na-tech”. Based on the existing relevant literature
and historical sources, the most common types of such disasters are geophysical and industrial
environmental disasters. After providing evidence of the historical evolution of the na-tech events
and a brief description of the events included in the sample, we estimate the systematic risk of
assets connected to these events. The goal is to capture possible abnormalities as well as to observe
investors’ psychology of risk after the occurrence of an unexpected event. Finally, we examine
whether macroeconomic factors may affect those abnormalities. The empirical findings indicate
that the cases we examined did not cause significant cumulative abnormal returns. Moreover, some
events caused an increase in systematic risk while surprisingly some others reduced risk, showing
that investors tend to support a country and/or corporation due to their reputation.

Keywords: na-tech; systematic risk; market reaction; unexpected events; investing

1. Introduction

Among those studying or working in the financial sector there is a well-spread knowledge regarding
the rational investors’ preferences. Regardless of the business sector they invest in, investors’ main goal
is to maximize their profits, being characterized as “risk averters” (Merton 1969; Benartzi and Thaler 1999;
Campbell and Cochrane 1999; Aıt-Sahalia and Lo 2000; Jackwerth 2000; Rosenberg and Engle 2002;
Brandt and Wang 2003; Gordon and Pascal 2004; Bliss and Panigirtzoglou 2004; Bollerslev et al. 2011;
Halkos et al. 2017). Investors are usually assumed to be rational, so if we ignore the arbitrage case, they
tend to choose more “safe” investments which will allow them to maximize their profits, or in other
words minimize potential risk they receive by investing (Cohn et al. 1975; Benartzi and Thaler 1995;
Haigh and List 2005).

Hedging and portfolio diversification may appear to be efficient in reducing the potential loss
of an investment. Great attention has been drawn about the advantages of portfolio diversification
(Bugár and Maurer 2002). Graham and Jennings (1987) mentioned the ability of transferring the risk of
investment through hedging, while Bond and Thompson (1985) highlighted that the size of the optimal
hedging ratio is one of the main determinants used by decision makers apart from cash position of
the corporation.

Based on available information, such as credit rating, stability of the corporation or government,
whether we are working with stocks or bonds, as well as investors’ preferences, diversification of
portfolios and assurance of investors’ capital may be achieved. The first researcher who extended the
Markovitz theoretical idea of the modern portfolio selection was Grubel (1968). We can use options
or future derivatives concerning our predictions regarding, for instance, the value of exchange rates.

1
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However, there are some cases which cannot be predicted. The act of nature is such a case (Halkos and
Zisiadou 2018).

Nature acts independently, and a common example of that independence is the tectonic plate
movement (Halkos and Zisiadou 2018). Distinguished sciences, such as Geology and Seismology,
have the techniques to monitor, observe, and examine the geophysical events caused by those tectonic
plate movements. However, even those specialized sciences cannot predict the occurrence, and more
specifically the exact place, epicenter, and intensity of an upcoming event. Thus, those actions which
cannot be predicted may cause significant losses, both economic and life-related. Regarding economic
losses, they can be due to many factors such as partial or total destruction of homes or business
premises that will lead to reduced, if not zero, productivity.

Concerning the country that may be affected by such a situation, reduced productivity can cause
a drastic decline in gross domestic product (GDP)1, as well as affect a country’s borrowing capacity
and reliability, which tend to be depicted in its credit rating. As we have already mentioned, the credit
rating of a country or corporation is one of the most common rates that mirror the potential risk the
investor is about to perceive by investing in this specific bond or stock. In the case of businesses,
reduced productivity may affect investors’ perceptions causing fluctuations in the share price or even
volatility in its board of directors. Although disasters are associated with risk, investors tend to have a
different perspective regarding the source of the disaster2.

More specifically, if a country is facing a natural disaster, where no one can be blamed, foreign
investors who may hold this country’s bonds will continue to trust the country due to the “innocence”
of the country. On the other hand, when a firm causes a technological disaster, such as a nuclear
power plant explosion, investors will “punish” the firm by selling its shares at any price to avoid a
bigger loss, if this corporation is publicly traded. In such cases, corporations may lose trustworthiness.
Nevertheless, in some cases, the possible technological disaster is not a firm’s fault.

In the literature, these cases tend to be called “na-tech”, a term that actually depicts the source
of the disaster. Sometimes, one natural disaster, caused by a tectonic plate movement, can lead to
another natural or even technological disaster. For instance, a ground movement may lead to another
earthquake3 at the seabed, known as a tsunami, or an earthquake, in general, may cause a dysfunction
in a factory installation which may therefore cause an industrial disaster. A characteristic example is
the case of Fukushima Daiichi Power Plant disaster, which will be analyzed in the following section.

The purpose of this paper is to approach the way investors perceive the risk associated with
unexpected environmental disasters. More specifically, it examines certain types of natural and
technological disasters which tend to be associated and are listed under the categories of geophysical
and industrial disasters. The goal is to capture possible abnormalities as well as to observe investors’
psychology of risk after the occurrence of an unexpected event. Ultimately, we examine whether
macroeconomic factors may affect those abnormalities. The structure of the paper is as follows.
Section 2 reviews the existing relevant literature, while Section 3 provides the methodology and data
used. In Section 4 the results of the analysis are presented and discussed. Finally, Section 5 concludes
the study providing important statements and fundamentals for further research.

1 Athukorala et al. (2018) investigated the impact caused by natural disasters regarding residential property pricing.
2 A detailed review of terminology regarding disasters and all criteria taking into consideration when characterizing an event

as a disaster is given in Halkos and Zisiadou (2018).
3 Earthquakes are divided into two types of events, the “ground movement” which is the movement on the land caused by

the tectonic plate movement, and the “tsunami” which is the waves caused by the movements at the seabed (Halkos and
Zisiadou 2018).
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2. Literature Review

2.1. Geophysical and Industrial Hazards

Geophysical phenomena are not unexpected processes in terms of appearance and frequency.
More specifically, since ancient times, the existence of these phenomena was known and commonly
detected at a higher frequency in certain areas across the globe. The continuous movement of the
Earth’s parts combined with weather condition changes have shaped the present image of the planet.
Islands have been created or destroyed by volcanic eruptions, and landscapes have undergone changes
from ground movements and tidal waves; however, the intensity of the event is the main factor affecting
the final outcome.

Additionally, natural disasters cause a great number of fatalities as well as supreme national
catastrophes (Viscusi 2009). An extended literature considering the terminology and high-risk areas
was presented by Halkos and Zisiadou (2018). Based on the CRED (Centre for Research on the
Epidemiology of Disaster) database, 1621 geophysical events have been recorded since 1900 causing
2,678,022 fatalities and economic damages, which aggregately exceeded 781.5 billion United States
Dollar (USD) (EMDAT 2017; Halkos and Zisiadou 2018). The significance of a natural disaster to the
economy was also emphasized by Lee et al. (2018), who described how possible natural disasters tend
to cause volatility on stock markets.

Technological accidents, on the other hand, do not have similarities with the geophysical
phenomena regarding expectancy. Nowadays, technology takes up more and more space in our lives,
not only for professional but also for personal purposes. Of course, when it comes to technological
accidents and disasters, the first thing that comes to mind is industrial accidents. What is important to
mention is that, technological disasters include all types of accidents that may occur with technology
as one of the main factors. The three main categories of technological accidents are industrial,
miscellaneous, and transport accidents (Halkos and Zisiadou 2019).

Once again using the CRED database, we can come to the conclusion that industrial hazards are
not the most frequent, however, they are the most disastrous. Over the last 117 years (1900–2016),
1434 industrial events have caused 57,619 fatalities and almost 43.1 billion USD economic damages
(EMDAT 2017; Halkos and Zisiadou 2019). Industrial hazards, or even disasters, include all cases that
may cause production disruption or even fatalities involving industrial buildings, such as chemical
spills, collapses, explosions, fires, gas leaks, oil spills, poisoning, and radiation. What is really important
to mention is that the number of fatalities became greater during the last years due to population
increases in these high-risk areas (Kunreuther 1996).

Although there is a perception that natural phenomena are unexpected and occur randomly, there
is evidence to suggest that, partially, the assertion of randomness is not valid. To be more specific,
there is a proven regional distribution regarding geophysical events, initially mentioned by Bolt (1988)
as the “Ring of Fire”. Based on the CRED database (EMDAT 2017) and with the use of R-studio
packages and routines, maps of occurrence have been created both for geophysical and industrial
hazards (Halkos and Zisiadou 2018, 2019). Figure 1a represents the space concentration of geophysical
hazards in the high-risk area called the “Ring of Fire”.

In other words, although the exact place and time of an upcoming geophysical event cannot
be predicted, based on evidence, we know a priori, which regions are more prone to face another
disaster. Due to the possibility of a new catastrophe, governments should pay more attention to those
high-risk areas as an attempt to reduce possible losses (Viscusi 2006). What is interesting though is
that, although we were expecting a space concentration regarding natural events, the assertion of
regional distribution is also observed in the case of industrial hazards. As seen in Figure 1b, East
Asia is the most suffered region regarding industrial disasters. Although the reasons for such a space
concentration are not known, based on evidence, researchers have at their disposal data that provide
them with a first illustration of the riskiest areas.

3
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Figure 1. Maps of occurrence. (a) Geophysical hazards and (b) industrial hazards. Note: The scale of
maps represents cumulative observations of event occurrences in each country over the years since 1900.

As already mentioned, investors are primarily oriented to avoid most risk, or at least try to protect
themselves from it. If they know, therefore, in advance, the risks they adopt by investing in those
regions, they may be able to fully diversify their portfolios. Before analyzing the cases that will be
used in our modeling, it is important to understand the basic concepts related to the seriousness of
incidents included in our sample. The first basic requirement for sample creation is the date that each
event occurred, as we included events from 2000 onwards for reasons of availability of stock data.
The second, and equally important, reason is the intensity of each event.

Regarding the events we examine, there are four different intensity scales. For earthquakes, either
ground movements or tsunamis, there are two different scales, the Moment Magnitude (Mw), also
known as the Richter Scale, and the Intensity Scale, also known as the Mercalli Scale. These scales
are most commonly used while measuring the intensity of a natural geophysical event. Regarding
industrial events, to our knowledge, there is only one scale that is used as a tool to rate an industrial
disaster. This scale is the International Nuclear and Radiological Event Scale (INES) which was created
by the International Atomic Energy Agency (IAEA) and the Nuclear Energy Agency of the Organization
for Economic Co-operation and Development (OECD/NEA) in 19904. The values of each scale and their
impact are quite useful when describing an event and explaining the reason for inclusion in the sample.

2.2. Events of the Research

The survey sample contains 25 events, including 12 earthquakes, nine volcanic eruptions, and just
four industrial disasters. The initial list of events that occurred since 2000 included more industrial
accidents, however most cases were related to non-publicly listed corporations. These corporations
have no available share price data which automatically excludes them from the sample of examination.
Additionally, events before 2000 were also excluded due to the fact that open source databases barely
have available historical data before that date. A significant number of industrial disasters has been
excluded due to the fact that most of the corporations are not publicly listed, thus there are no stock
prices available for market reactions estimation. Moreover, regarding geophysical disasters, the
2006 Indonesia earthquake was excluded from the research after observing anomalies in its behavior,
and more specifically, negative systematic risk.

The first event of the analysis (Event 1) is the Denali earthquake in Alaska, USA on 3 November
2002 (Dunham and Archuleta 2004; Eberhart-Phillips et al. 2003; Jibson et al. 2006; Freed et al. 2006),
with a Mw = 7.9 and a maximum intensity IX causing approximately 56 million USD in economic

4 International Atomic Energy Agency (1998).
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losses. This earthquake caused an estimated total damage of 20–56 million USD and one injury, while it
triggered several landslides, with the worst of them causing a collision of 30 million m3 of rocks and ice
(Eberhart-Phillips et al. 2003). The 2004 Indian Ocean earthquake, which took place in Thailand on 26
December 2004 (Event 2), with a Mw = 9.1–9.3 and a maximum intensity IX, caused an estimated total
damage of 15 billion USD and 227,838 fatalities. The tsunami was created after the ground movement
reached a 51 m wave. According to Telford and Cosgrave (2007), the most interesting evidence from
the earthquake, that occurred over the Burma and Indian plate joint, was the immediate funding
response across the globe. Wang and Liu (2006) characterized this geophysical event as one of the most
devastating over the last 100 years. Moreover, they mentioned that the initial magnitude estimation
was 9.0 which afterwards was updated to 9.1–9.3 while the waves created by the earthquake travelled
at the speed of 700 Km/h.

In Pakistan, the Kashmir earthquake took place on 8 October 2005 (Event 3) with a Mw = 7.6
and a maximum intensity VII causing in economic damage as reported by the Asian Development
Bank and the World Bank. The casualties of this disaster were 28 million displaced citizens, an
estimation of 86,000–87,351 fatalities, and 6900–75,266 injuries citizens (Avouac et al. 2006). According
to Kamp et al. (2008), the Kashmir earthquake triggered severe landslides, however, the majority of
the fatalities were caused due to the inappropriate design of buildings and poor quality of construction
materials. The aftermath of natural disasters regarding losses can be reduced by respecting and
following the construction building codes (Priest 1996).

Based on Liu-Zeng et al. (2009), the 2008 Sichuan earthquake (12.05.2008) in China (Event 4)
was a geophysical disaster with a Mw = 8.0 which devastated the western rim of Sichuan Basin.
The maximum intensity of that earthquake was XI and the estimated total damage was 150 billion
USD, with 87,587 fatalities, 374,643 injured, and 18,392 missing citizens. One of the most known and
disastrous geophysical events of the new millennium was the tsunamigenic5 earthquake in Tohoku,
Japan on 11 March 2011 (Event 5) which led to the greatest nuclear accident in recent years (after the case
of Chernobyl) at the Fukushima Daiichi Nuclear Power Plant. The earthquake with Mw = 9.0–9.1 and
maximum intensity IX created waves up to 40.5 m as well as landslides. The estimated total damage
was 360 billion USD. The industrial case of the Daiichi disaster is described further in detail as Event
25. The estimated economic damage that occurred due to this disastrous event was approximately
360 billion USD, from which, 210 billion USD was recorded as due to the industrial disaster.

Moving forward, on 22 February 2011 in Christchurch in New Zealand, a Mw = 7.2 earthquake,
which also led to a tsunami and landslides, caused 115 fatalities and 1500–2000 injuries. The maximum
intensity of this event (Event 6) was IX. Bradley and Cubrinovski (2011) explained that New Zealand
is located on the joint of the Pacific and Australian plates, two active tectonic plates with lateral
sedimentations. This earthquake, together with the one that occurred on 23 December 2011 in New
Zealand, caused an estimated 15–30 billion USD in damage.

Less than eight years after the devastating Indian Ocean earthquake in 2004, another Mw = 8.6
earthquake struck on 11 April 2012 in the Indian Ocean, however, this time the affected country was
Indonesia (Event 7). Pollitz et al. (2012), mentioned that this earthquake, with a maximum intensity
VII, 10 fatalities, and 12 injured citizens, was by far the largest strike-slip event, causing almost 9 billion
USD in economic damage. The 2012 Indian Ocean earthquake was a tsunami associated event, as
most of the cases examined in this paper, showing that natural events, or even disasters, are not
individual incidents—nature interacts. The Illapel case was a Mw = 8.3 earthquake which affected
both Chile and Argentina on 16 September 2015 with maximum intensity IX; it also created a tsunami.
The aftermath of this earthquake in Chile was 15 fatalities and six missing citizens and 800 million USD
in economic losses, while in Argentina there was only one fatality and few injured citizens (Event 8).
Ruiz et al. (2016) mentioned that since the earthquake of Malue in 2010, there is an extensive post

5 Kanamori (1972), all earthquakes that can create tsunamis can be classified as tsunamigenic earthquakes.
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seismic distortion. Based on Heidarzadeh et al. (2016), the Illapel case raised a lot of attention and
has been observed by the Pacific Tsunami Warning Center and the Japan Meteorological Agency.
The tsunami, which was created by the earthquake in South America that affected Chile and Argentina,
reached the coastlines of Japan, Hawaii, New Zealand, Vanuatu, and Australia.

Meanwhile, on 25 October 2010, Indonesia faced all three cases of geophysical disasters (Event 9).
The Mentawai earthquake in Sumatra was a Mw = 7.8 earthquake, which led to a tsunami as well, that
caused 408 fatalities and 303 missing citizens, but reported no economic losses. As Newman et al. (2011)
mentioned, the Mentawai earthquake was characterized as a rare slow-source tsunami earthquake.
On the same day, in the region near Java in Indonesia, one of the most active and hazardous volcanoes
globally, Mount Merapi, erupted (Jousset et al. 2012). This volcanic eruption caused a chaotic situation
regarding air traffic to the point that 2000 flights were cancelled. At the end of 2011, and more
specifically, on 23 December 2011, New Zealand experienced another earthquake event (Event 10).
As Bannister and Gledhill (2012) described, two ground movements took place in Christchurch 10 km
and 15 km east from the city center, respectively, only 10 months after the first earthquake of the same
year. The cumulative economic losses were 15–30 billion USD as previously mentioned.

On 21 July 2014, a lake tsunami occurred in Iceland and more specifically in Aksja, caused by
volcanic activity (Event 11); no fatalities nor economic damage was recorded. Gylfadóttir et al. (2017)
emphasized the unique phenomenon of a tsunami into a lake due to the rockslide that was released
from the inner Askja caldera. The last earthquake included in the sample of analysis is the one that
took place in Kaikoura, New Zealand on 14 November 2016 (Event 12). Once again, it was the joint of
the Pacific and Australian plates, two active tectonic plates with lateral sedimentations, that created the
Mw = 7.8 earthquake event with a maximum intensity IX which afterwards led to a tsunami causing
two fatalities and 57 injured citizens (Hollingsworth et al. 2017). The economic impact of this event
reached 613 million New Zealand Dollar (NZ$).

Moving forward, the next events included in the analysis are related to volcanic activity since
2000. On 7 August 2008, Kasatochi volcano (Event 13) in the USA erupted unexpectedly. Based on
Waythomas et al. (2010), this specific volcano had no significant eruptions since then, however, the
eruption of 2008 received a level 4 rating on the Volcanic Explosivity Index (VEI) scale. Almost a
year later, another eruption received a level 4 rating. On 11 June 2009, in Russia, the Sarychev Peak
erupted (Event 14). As Urai and Ishizuka (2011) mentioned, the Sarychev Peak is not monitored with
ground-based instruments, however, the great eruption of 2009, which lasted almost eight days was
captured by satellites. Iceland is very famous regarding volcanic activities. On 20 March 2010 and for
39 days (Event 15), a level 4 volcanic eruption took place in Eyjafjallajokull (Gudmundsson et al. 2012).
Moreover, the next year, on 22 May 2011 (Event 16), another level 4 eruption occurred at the most
active volcano in Iceland, Grimsvotn, located beneath the Vatnajokull ice sheet (Sigmarsson et al. 2013).

Scollo et al. (2014) and Viccaro et al. (2015) examined the Etna eruption on 05 March 2013
(Event 17) which received a level 3 rating on the VEI scale. In a period of two years, Etna in Italy
produced 38 basaltic lava fountains. According to Viccaro et al. (2015), the volcanic activity started
after eight months of rest. Kato et al. (2015) analyzed the Mount Ontake, Japan, volcanic eruption on
27 September 2014 (Event 18), that caused the deaths of 57 climbers. The number of fatalities increased
since six more missing climbers were assumed to be dead. Kaneko et al. (2016) characterized this
eruption as a small eruption with a short period; since it received a level 3 rating, it has not been
examined thoroughly, thus the causes remain unknown. The volcanic eruption of Kelud, Indonesia
on 13 February 2014 (Event 19), raised a lot of attention as it was characterized as the most powerful
eruption of the decade (Caudron et al. 2015) causing 185 million USD in economic damage compared
to all previous volcanic activities that had no reported economic impacts. A historic eruption was
the one of Calbuco, Chile on 22 April 2015 (Event 20) since it did not have any recorded eruption in
the last 43 years (Van Eaton et al. 2016). Due to the eruption, volcanic ash was dispersed in Chile,
Argentina, and Uruguay. Ivy et al. (2017) observed a change in the ozone hole caused by that eruption,
which also reported 600 million USD in economic losses. The last volcanic eruption included in the
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sample is that of Sinabung (Event 21) on 22 May 2016. Sinulingga and Siregar (2017) mentioned that
Sinabung is one of 130 volcanoes in Indonesia; it lies on the Ring of Fire, which is a high-risk area
concerning earthquakes.

The final category of the events included in the sample are related to industrial accidents. Only
four events were included in the analysis due to the fact that the rest of the corporations, which caused
industrial disasters, are not publicly listed. Three of those events are oil spills while the last event is
the greatest nuclear disaster in recent years, and one of the two greatest disasters in history. Event 22 is
the Prudhoe Bay oil spill caused by BP on 2 March 2006. Kurtz (2010), this specific oil spill was the
largest pipeline incident in the history of the operating system. The reputation of BP suffered from this
incident and four years after the first oil spill of the new millennium, a new oil spill, this time in the
Gulf of Mexico, occurred and aggravated the existing situation. Moreover, BP was forced to pay a
25 million USD fine for the environmental disaster. On 20 April 2010, Deepwater Horizon (Event 23),
caused 11 fatalities and 17 injuries, as well as an environmental disaster due to the 2.1 million gallons
of dispersants on the surface and wellhead of the Gulf of Mexico (Kujawinski et al. 2011). This time the
economic impact for BP was dramatically increased compared to the previous event. The corporation
had to pay 70 billion USD in fines and cleanup costs, while at the same time the market value of
the corporation faced a sharp decrease. Three years later, on 29 March 2013, the Mayflower oil spill
(Event 24) caused by Exxon Mobil, released more than 5000 barrels of crude oil. Droitsch (2014),
1.36 million gallons of crude oil have proven very difficult to clean up. The fine that Exxon Mobil was
forced to pay equaled 5 million USD.

Last, but not least, is the nuclear disaster of the Fukushima Daiichi Nuclear Power Plant that
occurred on 11 March 2011, after the Tohoku earthquake and tsunami that reached the coast of Japan.
Due to the earthquake 11 nuclear power plants stopped their operations. The cooling system of
Fukushima’s power plant also stopped operating, causing the mot catastrophic nuclear accident
after the one in Chernobyl. As already mentioned, 210 billion USD of the 360 billion USD recorded
as economic damage were due to this industrial disaster and not due to the tsunami. Initially,
the Fukushima Daiichi disaster received a level 5 rating on the International Nuclear and Radiological
Event Scale (INES), but after the reassessment of the situation, Fukushima disaster received a level
7 rating. Till that day, only Chernobyl had a level 7 rating (Norio et al. 2011).

2.3. Proposed Methodologies

The process of modeling has never been easy. Of course, it may become even more lax and chaotic
if qualitative variables are included in the study, which may not be measurable (such as the investor’s
psychology, credibility of a government, and reputation of a business). Of course, with appropriate
econometric methods and use of specific variables, we can partially integrate qualitative variables in
our models. Although one factor that cannot be modeled is randomness. From a theoretical point
of view, it is expected that we cannot model and therefore predict the “unexpected” because then it
would cease to be a random event. Randomness, and consequently uncertainty, are what characterize
markets. However, significant efforts have been made to evaluate models that can determine the
expected value of an asset.

The most known models are the market model, arbitrage pricing theory (APT), and capital
asset pricing model (CAPM)6. Regarding cases where unexpected events or announcements occur,
event study analysis initially proposed by MacKinlay (1997) is the most common method estimating

6 Another well-known pricing model is the Fama–French three-factor model. The Fama–French three-factor model is a
widespread asset pricing model that expands on the capital asset pricing model by adding size risk and value risk factors to
the market risk factors. One of the factors included, though, is the “HML factor” which represents the “high minus low”
book-to-market ratio. This ratio can be estimated for corporations’ shares, however, to our knowledge, it is not applicable to
government bond cases. Our attempt mainly included government bonds, which as a result lacks information regarding the
HML factor. Supplementary research to this topic with the inclusion of more corporations will definitely incorporate the
Fama–French three-factor asset pricing model.
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abnormality on returns (Prabhala 1997; Binder 1998; Maloney and Mulherin 2003; Gaspar et al. 2005;
Karolyi and Martell 2010; Charles and Darné 2006; Walker et al. 2006; Arin et al. 2008; Brounen and
Derwall 2010; Carpentier and Suret 2015; Halkos et al. 2017).

Of these three approaches, the preferred one is the CAPM. Most financial advisors as well as many
researchers tend to use it in order to estimate systematic risk of each stock or bond (Strong 1992; Faff 1991;
Fernald and Rogers 2002; Chen 2003; Womack and Zhang 2003; Fernandez 2006; Bruner et al. 2008;
Adrian and Francesco 2009). By estimating systematic risk, we can therefore predict expected returns of
the asset examined, as well as abnormal returns using the actual value of return. When an unexpected
event occurs, the question raised is whether those abnormal returns tend to be significant, showing the
reaction, either positive or negative, of investors. This is the main path to follow in our analysis.

3. Methodology

3.1. Hypotheses and Data

Carter and Simkins (2004) decided to investigate airline stocks after the terrorist attacks on 11
September 2001. Their findings provide information regarding the USA capital market and the returns
of airline corporations. They found that after the attack, statistically significant negative abnormal
returns were observed for the examined airlines. Based on that outcome, we intend to observe if
the under-investigation assets follow the same path (Hypothesis 1). Another significant finding by
Carter and Simkins (2004) is that the results indicated a rapid drop of stock prices which led to a
shock of the USA capital markets. Based on that finding, we seek to examine whether an unexpected
disaster can have a similar impact on the government’s bond price or the share price of a corporation7

(Hypothesis 2).
Moving forward, the psychological impact of an unexpected event, which in Carter and

Simkins’ (2004) case is the September 11th attack, may trigger the rationality that characterizes
investors and leads them to react immediately causing pricing volatility. However, it is proven by
evidence that larger airline corporations took advantage of that event, while smaller airline corporations
did not have that opportunity. On the same path, we shall observe if such a condition is feasible at a
country level (Hypothesis 3). Finally, Carter and Simkins (2004) investigated the impact of corporations’
size to market reaction giving us the priming to include countries’ economic status and its impact on
the investors’ psychology (Hypothesis 4).

The first step of our analysis is to put the underlying assumptions to determine both the course of
analysis and the time interval and variables to be used. The main hypotheses that will be examined
here as follows:

Hypothesis 1 (H1). There is no significant abnormal return after an unexpected na-tech disaster.

Hypothesis 2 (H2). The systematic risk of an asset remains unaffected by an unexpected na-tech disaster.

Hypothesis 3 (H3). Macroeconomic factors of the country suffering from an unexpected na-tech disaster cannot

influence investors’ psychology and decisions.

Hypothesis 4 (H4). The status of an economy does not affect investors’ decision.

For examining the above hypotheses, both financial and macroeconomic data are used. Regarding
financial data, it is important to mention that daily stock and bond prices have been derived from

7 It refers to the industrial disasters, which may have been caused by anthropogenic factors.
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open-source databases8 with a time-span of 125 days before the occurrence of the event as well as three
days after the occurrence of the event to capture the possible return abnormality. When the event of
analysis belongs to a natural disaster, the asset of examination is the country’s government bond, while
the market index used is the corresponding Government Bond Index. In order to collect the bond data,
we searched for data related to the government bond with longer time-to-maturity of each country
facing a disaster. However, in some cases, the longer time-to-maturity bond had stable (same) bond
price values, which would have given us bond returns equal to zero. In those cases, the exact previous
bond was selected and included in our analysis. Restrictions regarding the open source data, possible
exclusion of events due to lack of data, and the unavailability of dividend yields and/or stock splits
have undoubtedly affected our final estimations. When the event of analysis belongs to a technological
disaster, the asset of examination is the corporation’s stock price, while the market index used is the
corresponding market index which the corporation is listed in.

Concerning the risk-free asset that is necessary for the CAPM approach, the assumption of
Barro and Misra (2016) was used; they underlined that gold can be considered as a risk-free asset since
it cannot be used as a hedge against macroeconomic declines and its expected real rate of return should
be close to risk-free. As already mentioned, some events have been excluded from the analysis due to
lack of information, mainly because corporations are not publicly listed, or due to overlapping cases,
where the examination window of one event overlaps with the estimation window of another in the
same country. Using this open-source database, confronts us with the main limitation of the research,
in terms of time span. This is the main reason we chose na-tech disasters which occurred since 2000.
For the macroeconomic factors’ variables, the reliable and recognized database of the World Bank9

was used.

3.2. Event Study Analysis

The most widespread method for analysis of the market reactions is the event study analysis as
described by MacKinlay (1997). The initial step for the following analysis is to set the estimation and
the event windows. As an event window, we used a seven-day period (−3, +3) centered to the event
day10 and including three days before and three days after the event, in an attempt to capture market
reaction to the disaster. This event window will be used to estimate the expected return of the asset
as well as the possible abnormality. As an estimation window, we used a 120-day period (−124, −4),
which should not include the days of the event window. By establishing a wider estimation window,
compared to the time span proposed by MacKinlay (1997), we estimated the systematic risk before the
occurrence of the event with higher accuracy. This approach allowed us to predict more precisely the
expected returns of the assets on the seven-day event window and these expected returns provided
more accurate abnormal returns. After calculating systematic risk, we moved forward to the event
window to approach abnormal returns.

The final step was to compute the cumulative abnormal return (CAR) which was examined for
its significance. Moreover, as an extension of the proposed methodology, we decided to examine the
abnormal returns of the seven-day event window for all 25 events and how they were influenced

8 The source of data is the website Investing.com: www.investing.com (accessed on 1 October 2018). We are familiar with
that fact that this database is not the most accurate source due to the fact that provides data for delisted stocks nor it is
adjusted for splits and dividends; however, to our knowledge, it is the only open source which provides the majority of the
needed information. Sources such as Bloomberg and/or Thomson Reuters DataStream are preferable, however, no access
was granted. The non-inclusion of dividend yield and/or stock spilt event certainly has an impact on our estimations. These
non-adjustments may cause under/overestimation of the systematic risk. Further research would preferably include a more
detailed data source which will give us the ability to include those adjustments in our estimations.

9 Source of data is the website of the World Bank: https://data.worldbank.org (accessed on 5 October 2018).
10 Many events occurred over multiple days. However, we consider the first day of the event as day zero due to the fact

that at this moment the event was recognized as unexpected, while the aftershocks on the following days are assumed to
be expected. Moreover, due to the time span of the 70-day ex-ante analysis, we included the possible reaction due to the
multiple day occurrences that followed the first day of the events.
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by macroeconomic factors. The initial methodology proposed by MacKinlay (1997) examined the
cumulative abnormal returns using cross-sectional data analysis. However, we decided to observe
separately all abnormal returns instead of their aggregations. The other extension included in the
analysis was the inclusion of a dummy variable receiving the value 1 for the day of the event occurrence
and the three-day span after the occurrence, and zero otherwise. The products (XjD) will shed more
light on the post event reaction.

Specifically, as the abnormal return (AR) we set the actual ex post return of the security over the
event window after extracting the normal return of security over the same period. The normal return
equals to the expected return without occurrence of the unexpected event. For each case i and during
period t the abnormal return is given by (1), where ARit, RAit, E(RAit|Xt), RMit, RFit, and eit stand for
abnormal, actual, normal returns, return of market and risk-free assets and residuals, respectively
during the period t and Xt refers to the conditioning information (MacKinlay 1997):

ARit = eit = RAit − E(RAit

∣∣∣Xt) (1)

Based on CAPM specification, systematic risk known as βi, is defined as the covariance of RAit

with RMit over some estimation period (Cov(RAit, RMit) divided by the variance of RMit over the same
period (Var(RMit)) (Jagannathan and Wang 1993; Armitage 1995).

E[RAit] = RF + βi[E(RMit) −RFit] + εit

E(εit) = 0 Var(εit) = σ
2
εit

(2)

where εit is the disturbance term with the usual properties.
We next built on this result and considered aggregation of abnormal returns as shown in (3)

(Campbell and Wesley 1993). That is, the cumulative abnormal returns are given as:

CARt =
3∑

t=−3

ARt (3)

What is important to mention though, is that, to the best of our knowledge, similar papers
examining market reactions using event study analysis, do not examine the model specification for the
ordinary least squares (OLS) hypotheses violations regarding time series analysis. In other words, and
since we are dealing with time series data, it is crucial to evaluate whether our estimation outputs for
autocorrelation and autoregressive conditional heteroskedasticity (ARCH) effect possible problems,
and if any assumption is violated, to correct the model before forecasting. There is no need for
specification error diagnostics since we are using an established model.

3.3. Pre-Event and Post-Event Comparison

Moving forward, we re-examined our events under a second hypothesis, that is related to the
comparison of systematic risk before and after the event. This approach has one similarity with the
event study analysis regarding the estimation window, however, the contrast comes to the period
after the event. Firstly, we set the pre-event estimation window which in this case had a time span of
70 days. The pre-event estimation window begins just the day before the event (−70, −1).

The next step was to create the post-event estimation window using the same technique and
setting the time span to (+1, +70). Day 0 is the day of the disaster occurrence and it has been excluded
from both estimation windows. The estimation period in this analysis is limited, compared to the event
study analysis described in the previous section, to 70 days before and after the occurrence of an event.
Our attempt is to capture the immediate impact of the systematic risk change in a time span close to
the event occurrence. Once again, all appropriate diagnostic tests were considered. This procedure
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provided us with different systematic risks (betas) before and after the occurrence which we assume
will provide us useful information regarding investors’ perspectives.

3.4. Pooled OLS Regressions

In an attempt to understand investors’ possible reaction after an unexpected hazard, we tried to
investigate the causes or factors that may influence this possible abnormality. Thus, the final part of the
analysis evaluated all results of possible abnormal returns and combined them with macroeconomic
factors. The main idea was to observe if there are specific macroeconomic factors that may influence
investors to react positively or negatively to the asset price after the event. The idea behind the
macroeconomic factors derives from the credit rating methodology, which uses fundamental variables
of each economy to rate its creditability and reliability. As already mentioned, credit rating is one of the
main elements investors use to diversify their portfolios. Consequently, the question raised is “Does
the economic status of a country affect the final decision?”

For that purpose and due to small panel data with even within country differentiations, pooled
OLS regressions specifications were used of the form

Yit = α0 + α1X1it + . . .+ αkXkit + β1X1itD1t + . . .+ βkXkitDkt + uit (4)

where Yit, Xit, Di, and uit are the dependent variable, independent variables, dummy, and disturbance
term (with the usual properties), respectively. As dependent variable, we set the abnormal returns
that occurred after an unexpected event. For the calculation of the abnormal returns we used the
beta estimations computed using a 120-day estimation window. These betas were then used for
a seven-day forecast, in which the abnormality was then estimated. In other words, each case of
examination included abnormal returns of seven days. The whole dataset used for the estimation has
175 observations (25 events × 7 days abnormal returns). Although the number of observations per
event are equal among all events, the period of the occurrence differs, meaning that each event occurred
in a separate historical moment, making dynamic cross-sectional panel estimations a non-appropriate
approach of estimation.

4. Results and Discussion

The presentation and discussion of results follow the same flow as the methodology from the
previous section.

4.1. Event Study Analysis

As described, our initial attempt was to estimate systematic risk during the estimation window
which will afterwards be used for computing expected returns and abnormalities. Table A1
(in Appendix A) presents the estimated systematic risk per event of analysis. Specifically, columns
(1)11 and (2) refer to two different periods before the events with estimations (1) including a 120-day
estimation window and estimations (2) including a 70-day estimation window. Parentheses oppose the
t-statistics of the systematic risks, while the brackets oppose the probability values for the coefficients.
The purpose of such an attempt is to observe the sensitivity of systematic risk even on non-risky periods.

It is crucial to mention, based on Table A1, that only three betas of the total (3 × 25 events) fall
below the value of 0.40, while the majority is concentrated between values of 0.60 and 0.99 (44 out of
the 75 estimations). Moreover, 11 cases exceeded the value of 1, indicating the greater risk the investors

11 It is crucial to test our estimations for autocorrelation and ARCH effect. In cases with such problems, appropriate correction
methods have been used in solving them. Moreover, in case of ARCH effects, various estimations of the ARCH-family
have been used and the most appropriate have been chosen based on AIC. Final estimates corrected for any econometric
problems are presented in the tables with initial estimations and diagnostic tests available on request. The results strengthen
our belief that all estimations must be tested for all possible violations of the hypotheses of OLS estimations.
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adopt. Finally, 17 of the 75 estimations ranged between 0.40 and 0.59, with the majority of them being
concentrated in the range of 0.5 to 0.59 (12 out of the 75 estimated cases). As is obvious, most of the
cases have a mediocre to high risk, especially if we take into consideration the fact that the assets
examined are government bonds.

The results in most cases indicate that there is a possible underestimated systematic risk when less
observations are included. This may be crucial advice for portfolio managers who diversify portfolios
and provide alternative investing options to investors. Although the difference between estimated
betas may be slight, it may lead to large gains/losses if we consider the volume of capital placed on
each investment.

Based on the 120-day CAPM analysis, after the corrections needed due to OLS hypotheses
violations, all final betas are statistically significant at a 95% level of significance. Having p-values as a
benchmark, 24 events were statistically significant at 99% level of significance with a probability value
lower than 0.01 and only one event (Event 14) was statistically significant at 95% level of significance
with a p-value = 0.0174.12 Although we would like to be able to compare our findings with outcomes
from similar researches, to our knowledge, there is limited research done regarding the market reactions
after an unexpected disaster. Moreover, in most cases diagnostic tests on estimations were not applied,
thus the estimations tend to be biased and do not reflect the actual systematic risk of an investment.
Therefore, we assume that a potential comparison would not be applicable in our case.

After estimating the final systematic risk for each event, we computed both the abnormal returns
in the event window as well as the cumulative abnormal return (CAR). Using simple hypothesis testing
(Table 1, first two columns), we did not reject H0 of the test as the p-value was greater than the usual
significance levels (α = 0.1, 0.05 or 0.01); thus, we cannot conclude whether events caused an impact
on bond/stock returns or not and we cannot give a clear answer on the HA of our research, so the
hypothesis is still debatable.

Table 1. Simple hypothesis testing results.

Cumulative Abnormal Return t-Statistics Change of Systematic Risk t-Statistics

Capital Asset Pricing Model
(CAPM)

−0.694372
(0.4941)

Δ(β)
1.312378
(0.2018)

p-values in brackets.

4.2. Pre-Event and Post-Event Comparison

Our next attempt is to examine the HB, and whether there is a significant difference between the
systematic risk estimators before and after an unexpected event. For that purpose, we are going to
use the analysis described before in a methodology review based on the event study analysis being
able to observe abnormalities that appear on systematic risk following an unexpected event as well as
examine whether cumulative reaction has a significant impact on systematic risk. The fact that this
abnormality is observed over the event window, which in our case includes a seven-day time span,
captures a SR (Short-Run) investor’s reaction.

Figure 2 visualizes the under-examination difference of the estimators. As is obvious, in most
cases the systematic risk increases after the occurrence of the disaster. Based on the na-tech events,
we observed 25 events, for 70 days before the occurrence of the event (ex-ante) as well as 70 days after
the occurrence (ex-post). We estimated the systematic risks before and after the event, which once

12 Relying on the coefficient of determination (R2), 5 out of 25 regressions have a really low goodness of fit (0.00–0.20), showing
that less than 20% of the market returns can explain returns of assets. Similarly, 12 out of 25 regressions have low goodness
of fit (0.20–0.50), and 5 out of 25 regressions have a mediocre goodness of fit (0.50–0.80), showing that less than 50% and 80%,
respectively of market returns can explain assets returns. Finally, 3 out of 25 regressions have a high goodness of fit (over
0.80) with more than 80% of market returns explaining assets returns.
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again were diagnosed for all possible OLS hypotheses violations and if any occurred, was solved using
the appropriate econometric approaches. The systematic risk results from the ex-ante and ex-post
analysis are presented in Table A1 (in Appendix A) as well as in Figure 2 as mentioned. In most cases
the systematic risk increases after the occurrence of the disaster. More specifically, from the 25 events
of the analysis, the 14 events present a greater systematic risk after the event and 11 events received a
lower systematic risk. What is also obvious is the fact that in some cases low values of estimated betas
are reported, however, even these low values have sense and may cause a great impact if we consider
the volume of capital someone may invest.

Figure 2. Pre-event and post-event estimations.

Although, we cannot jump to conclusions based on a simple histogram or the percentage of
change description. For that reason, we compute the Δ(β)13 which is the change of the systematic risk.
Using simple hypothesis testing, and setting the condition of examination as H0: μ = 0, (Table 1, last
two columns), we do not reject H0 of the test as the p-value is greater than usual levels of significance
(α = 0.1, 0.05 or 0.01); thus we cannot come to conclusions whether change of systematic risk is
significant. With that in mind, we cannot give a clear answer if systematic risk of an asset remains
unaffected by an unexpected na-tech disaster, so the hypothesis is still debatable.

To be more analytical let us consider each event in turn. Although the Denali earthquake in
Alaska in 2002 terrified investors causing an increase of the systematic risk from 0.604627 to 0.692331,
the 14.50% change is assumed to be low compared to other higher changes. However, we should
always bear in mind that all these changes are multiplied by a great amount of capital investments and
may cause huge losses. The Indian Ocean region belongs to the Ring of Fire, giving us the a priori
information that there is an 80% perception of an earthquake occurrence; the Mw = 9.3 earthquake that
took place in Thailand in 2004, which then led to a tsunami causing 227,838 fatalities and 15 billion
USD total damage, also led to a 35.42% increase in the systematic risk of the country’s government
bond from 0.627643 to 0.850764, giving us the belief that investors were scared that Thailand would
not be able to cover their requirements.

Though the great earthquake of 2005 in Pakistan caused a remarkable number of fatalities and injuries,
the systematic risk of the government’s bond decreased by 19.80%. More specifically, the systematic risk
before the earthquake occurrence was 0.995803, however after the unexpected event the value of the
systematic risk dropped to 0.798632 showing the investors’ attempt to support the country and keeping
their trust against the Pakistani Government. The Chinese earthquake on 12 May 2008 appears to have
the same flow as the previous event. Once again, the number of causalities and economic losses is
remarkable, and systematic risk mentions a 12.83% decrease from 0.954242 to 0.831756.

13 Δ(β) = βpost-event − βpre-event.
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The next na-tech analyzed is the Tohoku earthquake connected to the Fukushima Daiichi Power
Plant disaster. The most interesting part of this analysis is the fact that the systematic risk of the
Japanese Government mentioned a 25.84% decrease (from 0.677096 to 0.477908) giving the belief that
investors showed trust in the government’s reputation to possibly overcome this. Moreover, Japan is
located on the Ring of Fire, a region with high earthquake occurrence. On the other hand, the systematic
risk of the corporation shares dramatically increased from 0.657127 to 3.078681. The 368.50% increase
shows investors’ tendency to sell the corporation’s shares at any cost, in an attempt to avoid further
losses. In that way, investors show their disappointment against the firm, or in other words, punish
the corporation for its actions. However, it is important to mention that in this case, the disaster
did not occur due to the firm’s fallacy; however, it is the most devastating nuclear disaster of the
new millennium.

On the same path as the Japanese government’s bond after the earthquake occurrence, we can
find the systematic risk of New Zealand’s case after the earthquake on 22 February 2011, which led to a
35.32% decrease, from 0.663115 to 0.428907. New Zealand kept its trustworthiness and persuaded the
investors to support the country, thus securing their capitals.

Moving forward, the next four events present mentionable increases in the systematic risks. More
specifically, the two earthquakes in Indonesia (Event 7 and Event 9), as well as the earthquake in
Argentina. led to systematic risk increases reaching 17.36%, 47.47%, and 50.80% in positive change.
Both regions belong to the Ring of Fire, and the fact that earthquakes are a common phenomenon in
those countries probably terrifies investors. Instead of being informed and prepared for a possible
upcoming earthquake, they may assume that an earthquake, which may follow, will be even worse
and probably devastating. The first volcanic eruption of the analysis is the one that occurred in New
Zealand in 2011. Some volcanic activities appear to have a great impact on investors’ psychology.
Probably the fact that a volcanic eruption is not as common as a ground movement, terrifies citizens.
In addition, outcomes after volcanic eruptions are more disastrous compared to a high intensity
earthquake. An example is New Zealand’s case in 2011, where systematic risk sharply increased from
0.500411 to 0.854470 (70.75%).

A remarkable case is the unique phenomenon of a tsunami into a lake, which was also connected
to volcanic activity. This Icelandic case, however, recorded a negative change on the systematic risk
of Iceland’s government bond. The beta decreased from 0.466809 to 0.193990 (58.44%). The past
volcanic activity experience in Iceland and the fact that they can take an advantage of such a case in
that country, may have influenced the investors to support the country after the event’s occurrence.
That theory is also supported by the following events (Event 15 and Event 16), which indicates that
Iceland tends to record negative change (decrease) on the systematic risk of its government’s bonds
after an unexpected volcanic eruption. The next volcanic activity in New Zealand, which occurred five
years after the previous events, found the investors more prepared and the beta of the bond recorded a
45.54% decrease. On the other hand, some unexpected eruptions, such as Events 13 and 14, may have
caused a small-scale reaction with a decrease in the systematic risk (5.05% and 9.31%, respectively).

Italy on the other hand, although it has a huge history regarding volcanic activity, such as Mount
Vesuvius and Etna, faced a dramatic systematic risk increase from 0.532475 to 0.949284 (78.27%) after
Etna’s unexpected eruption in 2013. Similar reactions are also reported in cases of Japan and Chile with
a 32.94% and 17.21% increase, respectively, after the volcanic eruption occurrence (Event 18 and Event
20). Indonesia’s systematic risks on the other hand, tend to record negative changes after a volcanic
eruption such as the 2014 and 2016 cases where the betas decreased by 14.14% and 33%, respectively.

The last category analyzed on na-tech events was the technological disasters, and more specifically
the three oil spills and a nuclear disaster. We already analyzed the Daiichi nuclear disaster in this
section, mentioning the remarkable systematic risk increase. The other three cases, though, do not
appear to have a similar impact on the investors’ actions. Initially, the two oil spills that occurred in
the Gulf of Mexico by BP did not influence the corporation’s shares in a negative way. The systematic
risk decreased 4.85% and 22.47%, respectively with the firm’s announcements trying to save the
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corporation’s reputation and investors supporting the corporation’s trustworthiness. The huge
environmental disaster that occurred in the ecosystem did not influence investors’ beliefs and actions
since the corporation announced they would “clean” the oil spill from the Gulf, ignoring the already
existing damage. The Exxon Mobil oil spill case slightly increased the corporation’s beta from 0.949111
to 0.966894, and once again, investors tended to ignore the devastating environmental result, due to
the fact that the petroleum industry is highly lucrative. As can be seen, some events caused an increase
in the systematic risk after the occurrence of the event, however, there are some cases where a decrease
in the beta indicates a possible support for the country and/or corporation. This support may be due to
the reputation of the country or corporation.

To conclude, although earthquakes are a really common phenomenon, in most cases considered
they tended to have a moderate-to-high increase in the systematic risk of the bonds analyzed after the
occurrence of each event. Regarding the moderate cases, five events caused a moderate increase in the
systematic risk and were observed in countries with known tectonic plate movement activity such
as the USA (Event 1), Indian Ocean (Event 2), Pakistan (Event 3), China (Event 4), and New Zealand
(Event 12). Moving forward, there were four more cases recording a high-to-significantly high increase
in the systematic risk, also observed in countries with high risk of occurrence. In Indonesia, which
also lays on the Indian Ocean, Events 7 and 9 caused two significantly high increase of betas, while
the other two countries were Chile (Event 8) and New Zealand (Event 10). As it appears, although
high-risk areas exist and frequent earthquake activity is recorded, investors tend to have an immediate
reaction after those events. A potential new earthquake may increase the risk of a country (or even a
region) facing a possible new disaster.

It is also important to mention that there are three cases where the occurrence of an earthquake
reduced beta. More specifically, Japan (Event 5), New Zealand (Event 6), and Iceland (Event 12)
caused negative changes on the betas. These results raise great interest. Initially, the case of Japan was
connected to the Fukushima Daiichi nuclear disaster. The earthquake which caused a tsunami leading
to an industrial accident has raised a lot of attention from the media. However, the systematic risk of the
Japanese bond revealed a significant decrease. In other words, the investors kept supporting the country
which faced a natural disaster and a devastating nuclear hazard at the same time. What is crucial
though is the Fukushima Daiichi share price faced an unprecedented shock (Event 25). The systematic
risk of the stock dramatically increased giving the belief that the investors “punished” the corporation
for causing the largest historical nuclear disaster of the new millennium. The ruined reputation of the
corporation as well as its uncertain future probably scared the investors who reacted rapidly.

The last two negative cases on earthquake reactions were observed in New Zealand (Event 6)
and Iceland (Event 11). The fact that in some cases New Zealand has negative changes and in other
cases has high positive changes may be because of the possible expectance of such an event due to
previous smaller earthquakes. Iceland is also observing negative changes to the systematic risk of
the government bonds. Most countries analyzed regarding earthquakes are placed on the Ring of
Fire area, a well-known area that concentrates the majority of earthquakes annually. Although these
unexpected events are more likely to occur in these countries, investors are not prepared for such cases
and immediately react.

Moving forward to the volcanic eruptions, it is surprisingly interesting to observe that the majority
of the unexpected events caused negative changes in the systematic risk. Volcanic eruptions in most
cases do not raise a lot of attention. The two cases that raised a lot of attention regarding the volcanic
eruptions occurred in Italy (Event 17) and Japan (Event 18) and caused significantly high change on the
ex-post analysis. Initially, the Etna case may have caused such a reaction because two years prior, this
specific volcano recorded 38 basaltic fountains, which possibly increased the probability of a greater
volcanic explosion. Finally, the Japanese case may have caused a significant reaction due to the fact
that it is the only volcanic eruption which encountered fatalities. More specifically, 63 people lost their
lives due to that eruption. Such outcomes may have influenced the behavior of the investors.
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Last but not least is the oil spill disasters. The research included three oil spill events that occurred
since 2000. Although, an increase of the systematic risk was expected due to the environmental disaster
caused from those oil spills, investors appeared to decrease the betas in two cases—Prudhoe Bay
(Event 22) and Deepwater Horizon (Event 23)—and a slight increase in the case of Mayflower (Event
24). Based on those results, we may assume that the investors, knowing that the oil industry is very
profitable, tended to ignore the environmental impact of such disasters.

4.3. Pooled OLS Regressions

Moving to the final part of the analysis, we sought to determine the abnormal returns of the
25 events by notable macroeconomic factors. The importance of this analysis is to examine whether
widely known and available macroeconomics can influence investors’ actions and either support an
investment or not. In other words, a well-stated economy that exudes reliability and credibility can
positively affect investors, which will then lead to lower and probably insignificant abnormal returns.
In this part of the analysis, the dummy variable included indicates with 1 the days affected by the
unexpected event, and zero otherwise.

Table A2 (in Appendix A) presents the results from the pooled panel regression. As we can see,
most of the macroeconomic variables have a significant impact on the abnormal returns. By including
variables, such as tourism expenditures and tourist arrivals, we assume that similar independent
variables may affect the dependent in the same way. However, as observed in Table A2 (in Appendix A),
tourism expenditures and tourism arrivals have different impact on abnormal returns. More specifically,
the former appears to have a negative sign, which actually means that when the number of arrivals
increases, the abnormal returns of the asset examined decrease. This gives us the feeling that investors
tend to react less to countries with increased tourism. However, expenditures of tourism appear to
have the exact opposite impact on abnormal returns.

What is interesting to observe is how the aftermath of an unexpected event may affect abnormalities.
For that purpose, we used the products of estimation with dummies, where 1 is for the days after the
event occurrence. As observed, tourism arrivals have a positive sign to abnormal returns. In other
words, more tourism arrivals lead to more abnormality probably due to the increased level of uncertainty.
Investors may recognize each country as a risky place to visit due to a potential outbreak of a new
disaster. On the other hand, increased revenues from tourists (tourism expenditures) decrease the
abnormality, possibly due to the fact that more revenues may allow the country to pay the bond
coupons as well as keep stability and credibility.

The purpose of GDP growth inclusion is the fact that the percentage of GDP growth through
the years may be used as a proxy to the economic growth of a country. Based on the results, we can
see that there is a positive relation between economic growth (GDP growth) and abnormal returns,
which means that the more GDP growth, the greater the abnormal returns. Based on our assumptions,
we were expecting the exact opposite relation due to the fact that a higher GDP growth will make
investors believe that the country can cope with the disaster. What was interesting to observe was the
results referring to the period after the occurrence of an event (GDP growth*D). The expected negative
sign of the explanatory variable that represents the reduction of abnormalities caused by investors
was proven in the case of the dummy influence. In other words, while increasing the growth of an
economy, the country becomes more trustworthy and the investors are less negatively influenced.

Similar to GDP growth, we included GDP/c as an explanatory variable expecting to observe a
negative impact to abnormalities. The GDP/c is a variable that is weighted by population. Higher
levels of GDP/c represent better economic conditions for the population of a nation and probably a
better economic status as a total. Once again, the interest would have been gathered on the product of
dummy variable (GDP/c*D), however, this is a statistically insignificant variable, possibly implying for
the cases considered that abnormal returns and therefore investors, are not influenced by such a factor.

In addition, there was an increase both in inflation and imports to abnormal returns after the
events’ occurrence. The increase in imports may be affected by the need for supplies for the suffered

16



J. Risk Financial Manag. 2020, 13, 151

regions, even for basic everyday goods. If the country needs more imports this may indicate a
difficulty in covering their basic needs, placing the country in an unstable condition and increasing the
risk for investors. A possible increase in inflation indicates a decrease of the value of the country’s
currency which once again increases the risk for investors. Based on those results, investors tend to be
influenced by macroeconomic factors regarding the decision to keep investing on a bond/stock after a
na-tech event.

5. Conclusions

Risk aversion is the main determinant that influences investors’ choices. Thus, when investment
advisors diversify a portfolio, they should always take into consideration the investors’ preferences
and their tolerance to risk as well as any aspect that may lead to money loss. Uncertainty, on the other
hand, is the main characteristic of capital markets, with the idea that “the more you risk, the more
you gain”. Although analysis techniques for stock performances exist, these models cannot capture
the potential risk of “unexpected”. Environmental hazards, which are assumed to be random, have a
significant impact on society and influence everyone’s life. In this research, we decided to examine four
hypotheses regarding the influence that certain unexpected events may have on investors’ decisions.

Initially, we proved that neither natural, and more specifically geophysical, nor technological,
and more specifically industrial, hazards are random. Based on our previous research (Halkos and
Zisiadou 2018, 2019) both cases have high- and low-risk areas, so the probability of occurrence may be
predicted up to a certain point. If investment advisors know a priori the possibility of an environmental
hazard, natural or technological, they may be able to diversify portfolios of high-risk areas by including
assets from low-risk areas as well. The first under-examination hypothesis is not rejected, showing
that the abnormal returns occurred after an unexpected environmental hazard are not statistically
significant. In other words, a na-tech occurrence does not seem to affect investors’ psychology given
they tend to keep an unchangeable strategic investment plan when an unexpected environmental
disaster occurs.

Additionally, as examined by the second hypothesis, we have proven that although there is a
change in systematic risk after the occurrence of an event, in comparison with the one before the
occurrence, this change is not significant; thus the question whether a potential disaster may affect
systematic risk remains debatable. What is also crucial to mention is that the avoidance of diagnostic
tests may under/overestimate systematic risk which is differentiated when there are violations of the
basic hypotheses in OLS specifications with no adequate corrections in the final estimations.

The final part of the analysis was based on the macroeconomic influence on investors’ behavior.
With the use of pooled OLS regressions, we examined the third and fourth hypotheses of research
proving that there are several macroeconomic factors, like GDP growth, tourism factors, inflation,
and imports that may affect abnormal returns after an event occurrence. The third hypothesis has been
accepted indicating that macroeconomic factors, influencing the investors’ point of view, exist. More
specifically, the abnormal returns after the occurrence of an unexpected events tend to decrease if the
country of examination records an increase in tourism, both arrivals and expenditures. On the other
hand, if the inflation and/or the imports of the suffered country increase then the abnormality recorded
will also increase, due to the positive sign of their coefficients. Probably, the increased inflation and/or
imports may settle the country in a needy condition, making it even riskier and probably unable to
cope with investors’ requirements. The fourth hypothesis was examined with the inclusion of GDP/c
and GDP growth. The GDP/c in our research gives statistically insignificant coefficients indicating a
non-affectionate behavior, however, the GDP growth coefficient is statistically significant and has a
negative sign. This sign indicates that a possible increase in GDP growth will lead to a decrease in the
abnormal returns when an unexpected environmental disaster occurs. This reaction may likely be
influenced by a country’s trustworthiness. In other words, increased economic growth influences the
reliability of a country which therefore influences investors in a positive way. Generally, it is stated in
the literature that investors tend to support a country, which has faced a natural disaster, while at the
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same time they tend to “punish” a corporation that caused a technological disaster, which may have
led to economic losses and adverse impacts on flora, fauna, and the environment in general. What
should raise more attention though is the fact that the oil companies that caused huge environmental
disasters after the occurrence of the oil spills reached lower values of systematic risk. In other words,
investors tended to support those companies and the answer may be hidden in the great profit those
companies recorded.

With all this information beforehand, we believe that governments may have the opportunity to
create better security and rescuing plans, as well as preparedness systems, while at the same time be able
to cover possible damages with emergency payments from their annual budgets. Investment advisors,
as we have already mentioned, may help their clients to diversify or hedge in a way that will minimize
potential risk, without avoiding investment on specific corporations or countries. Furthermore, our
paper provides evidence that some macroeconomic factors may have an effect on investors’ psychology
regarding their investment decisions after the occurrence of an unexpected environmental disaster.
We can infer that the reputation of a country or corporation may be a decisive factor.

Supplementary research could be done by including events from other categories of unexpected
events such as transport accidents, meteorological hazards, etc., or by expanding the time span of
the event analysis. Although we would like to include cases such as Chernobyl nuclear accident
or Three Mile Island, the lack of available information reduced our sample. Moreover, further
research could be carried out with inclusion of more macroeconomic factors or with the use of other
advanced econometric methods on modeling such issues. Inclusion of other explanatory variables like
governmental announcements, such as bankruptcy, or the rise of an extremist political party may also
be useful. Likewise, announcements of the downgrade/upgrade of countries or corporations from
credit rating agencies may lead to useful knowledge on how investors may weight their risk based on
available information.
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Appendix A

Table A1. Beta estimations.

120 Days Pre-Event β 70 Days Pre-Event β 70 Days Post-Event β

(1) (2) (3)

Event_01
0.566306
(4.77) (0.0000)

0.604627
(3.406) (0.0011)

0.692331
(5.311) (0.0000)

Event_02
0.716023
(12.823) (0.0000)

0.678660
(7.131) (0.0000)

0.804563
(11.004) (0.0000)

Event_03
1.043605
(5.381) (0.0000)

0.704594
(4.282) (0.0000)

0.798632
(15.329) (0.0000)

Event_04
0.852833
(170.56) (0.0000)

0.954242
(8.879) (0.0000)

1.141257
(10.723) (0.0000)

Event_05
0.878074
(7.850) (0.0000)

0.677096
(3.793) (0.0003)

0.477908
(3.557) (0.0007)

Event_06
0.670526
(9.984) (0.0000)

0.860940
(11.912) (0.0000)

0.428907
(4.494) (0.0000)
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Table A1. Cont.

120 Days Pre-Event β 70 Days Pre-Event β 70 Days Post-Event β

(1) (2) (3)

Event_07
0.841452
(7.272) (0.0000)

0.848343
(5.158) (0.0000)

0.995659
(7.570) (0.0000)

Event_08
0.514983
(7.269) (0.0000)

0.429804
(4.228) (0.0001)

0.648179
(6.242) (0.0000)

Event_09
0.629387
(4.866) (0.0000)

0.585545
(3.295) (0.0016)

0.863526
(3.040) (0.0034)

Event_10
0.579811
(7.378) (0.0000)

0.500411
(5.212) (0.0000)

0.854470
(7.653) (0.0000)

Event_11
0.310581
(6.565) (0.0000)

0.466809
(6.443) (0.0000)

0.322860
(3.867) (0.0001)

Event_12
0.601126
(30.66) (0.0000)

0.552577
(5.528) (0.0000)

0.658889
(2.639) (0.0103)

Event_13
0.529411
(4.383) (0.0000)

0.732459
(6.698) (0.0000)

0.695440
(5.570) (0.0000)

Event_14
0.670650
(2.411) (0.0174)

0.572725
(2.663) (0.0096)

0.519378
(1.876) (0.0649)

Event_15
0.922181
(24.736) (0.0000)

0.805822
(10.030) (0.0000)

0.721883
(7.294) (0.0000)

Event_16
0.818089
(6.929) (0.0000)

0.759383
(6.654) (0.0000)

0.731661
(6.516) (0.0000)

Event_17
0.595667
(5.679) (0.0000)

0.532475
(3.175) (0.0022)

0.949284
(10.404) (0.0000)

Event_18
0.855654
(9.661) (0.0000)

0.683732
(5.517) (0.0000)

1.017484
(13.920) (0.0000)

Event_19
1.311919
(11.012) (0.0000)

1.206142
(6.078) (0.0000)

1.035517
(8.432) (0.0000)

Event_20
0.517310
(7.865) (0.0000)

0.354545
(4.329) (0.0001)

0.415583
(6.222) (0.0000)

Event_21
0.856874
(11.889) (0.0000)

0.880564
(9.712) (0.0000)

0.840760
(8.921) (0.0000)

Event_22
1.077069
(15.344) (0.0000)

1.060922
(13.241) (0.0000)

1.009471
(20.085) (0.0000)

Event_23
1.010974
(15.654) (0.0000)

0.975651
(9.299) (0.0000)

0.756432
(2.879) (0.0053)

Event_24
0.975986
(23.390) (0.0000)

0.949111
(16.630) (0.0000)

0.966894
(28.721) (0.0000)

Event_25
0.802265
(8.134) (0.0000)

0.657127
(5.586) (0.0000)

3.111465
(3.207) (0.0013)

t-stat. and p-values parentheses.

Table A2. Pooled regression results.

Variable Pooled AR Pooled AR

Constant
−0.024887
(−6.604322) (0.0000)

−0.027235
(−9.871251) (0.0000)

GDP growth
0.005188
(10.20047) (0.0000)

0.005497
(13.52677) (0.0000)

GDP/c 8.44 × 10−7

(4.507790) (0.0000)
8.36 × 10−7

(6.603492) (0.0000)

Population Density −5.64 × 10−5

(−3.643325) (0.0003)
−6.41 × 10−5

(−5.781233) (0.0000)

FDI 3.66 × 10−13

(5.470146) (0.0000)
4.12 × 10−13

(9.534101) (0.0000)
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Table A2. Cont.

Variable Pooled AR Pooled AR

Household Consumption −6.21 × 10−14

(−7.121643) (0.0000)
−6.46 × 10−14

(−10.71255) (0.0000)

Imports 1.02 × 10−13

(3.938239) (0.0001)
1.10 × 10−13

(5.931378) (0.0000)

Inflation
−0.000355
(−0.842450) (0.3996)

Tourism Expenditures 4.76 × 10−12

(8.670022) (0.0000)
4.87 × 10−12

(11.61634) (0.0000)

Tourism Arrivals −4.52 × 10−10

(−2.937924) (0.0033)
−4.10 × 10−10

(−3.352551) (0.0008)

Exports −9.29 × 10−14

(−6.229301) (0.0000)
−9.85 × 10−14

(−8.532868) (0.0000)

Gov. Health Expenditures/c −4.89 × 10−6

(−2.065084) (0.0390)
−4.61 × 10−6

(−3.023661) (0.0025)

GDP growth*D
−0.001366
(−2.419998) (0.0156)

−0.001745
(−5.958745) (0.0000)

GDP/c*D −6.04 × 10−8

(−0.270809) (0.7866)

Population Density*D
−0.000116
(−5.693055) (0.0000)

−9.82 × 10−5

(−9.961197) (0.0000)

FDI*D 7.64 × 10−14

(0.900765) (0.3678)

Household Consumption*D 2.14 × 10−14

(1.925287) (0.0543)
2.67 × 10−14

(6.228393) (0.0000)

Imports*D 1.60 × 10−13

(4.740005) (0.0000)
1.44 × 10−13

(9.023375) (0.0000)

Inflation*D
0.004192
(9.399820) (0.0000)

0.004057
(13.28318) (0.0000)

Tourism Expenditures*D −4.92 × 10−12

(−7.071382) (0.0000)
−5.17 × 10−12

(−12.58543) (0.0000)

Tourism Arrivals*D 1.63 × 10−9

(8.021313) (0.0000)
1.61 × 10−9

(10.86971) (0.0000)

Exports*D −7.00 × 10−14

(−3.673465) (0.0002)
−6.02 × 10−14

(−5.329575) (0.0000)

Gov. Health Expenditures/c*D −5.09 × 10−6

(−1.651309) (0.0988)
−5.48 × 10−6

(−9.441656) (0.0000)
R2 0.28813 0.288651
F-statistics 75.03277 (0.000000) 98.15229 (0.000000)
AIC −4.088925 −4.090998

t-stat in parentheses and p-values in brackets.
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Abstract: We address the paradox that financial innovations aimed at risk-sharing appear to have
made the world riskier. Financial innovations facilitate hedging idiosyncratic risks among agents;
however, aggregate risks can be hedged only with liquid assets. When risk-sharing is primitive,
agents self-hedge and hold more liquid assets; this buffers aggregate risks, resulting in few correlated
failures compared to when there is greater risk sharing. We apply this insight to build a model
of a clearinghouse to show that as risk-sharing improves, aggregate liquidity falls but correlated
failures rise. Public liquidity injections, for example, in the form of a lender-of-last-resort can reduce
this systemic risk ex post, but induce lower ex-ante levels of private liquidity, which can in turn
aggravate welfare costs from such injections.
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1. Introduction

Over much of the last several decades, instruments and contracts aimed at facilitating risk-sharing
between financial agents have seen explosive growth. By and large (although not uniformly) over
this period, regulators viewed this as a benign and even beneficial development, a point of view
perhaps best exemplified by Federal Reserve Board Chairman Alan Greenspan’s remarks at the
American Bankers Association Annual Convention in October 2004.1 Referring to the unbundling and
transfers of risks facilitated by derivatives, Greenspan suggested that, as a consequence

. . . not only have individual financial institutions become less vulnerable to shocks from
underlying risk factors, but also the financial system as a whole has become more resilient.

The advent of the financial crisis in 2007–2008 led to a sharp reappraisal of these views. Today, it is
widely acknowledged that the very markets and contracts designed with the ostensible purpose of
facilitating risk-sharing among financial intermediaries—including derivatives such as credit default
swaps and securitization instruments such as collateralized debt obligations—played a central role in
fanning the crisis, nearly bringing about a collapse of the entire financial system.

How could the facilitation of risk-sharing increase systemic risk and systemic fragility?
In this paper, we suggest an explanation of this apparently paradoxical situation. The intuition
behind our formal analysis is rather simply expressed. We begin with the observation that while
risk-sharing arrangements are effective at hedging against idiosyncratic shocks (such shocks are by

1 http://www.federalreserve.gov/BOARDDOCS/Speeches/2004/20041005/default.htm (accessed on 17 July 2020).
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definition uncorrelated across agents), they have, at best, limited potential to provide a hedge against
aggregate shocks. When an aggregate shock hits the economy, everyone is affected by the common
shock and any existing risk-sharing arrangements face increased likelihood of counterparty default.
The only effective ex-ante defense against systemic shocks is to, so to speak, save for the rainy day, viz.,
to increase holdings of safe, liquid assets (“cash”) and reduce investment in risky and illiquid assets.

Now consider an agent who faces shocks that could be idiosyncratic or aggregate.
Aggregate shocks are those that hit all agents and firms; they may be far less likely (they may be “tail
risks”) than the idiosyncratic risk exposures, and as such, the agent may find it privately costly to hold
liquidity purely for withstanding such aggregate shocks. However, when risk-sharing opportunities
are absent or scarce, the more-likely idiosyncratic shocks also need to be hedged, providing the agent
with an incentive to hold liquid assets to withstand the shocks and making it privately optimal to
save to hedge the risk exposures. As a consequence, in the (perhaps low-likelihood) event that an
aggregate risk materializes, the system has adequate liquidity to deal with it, so systemic crises are
averted or unlikely.

In contrast, when financial innovations allow agents and firms to share idiosyncratic risks
with each other, the hedging motive for holding liquidity to withstand these shocks is reduced.
Risk-sharing allows the financial system to economize on its pool of liquidity. Now, the principal
benefit of holding liquidity arises in case of aggregate shocks, but if these are low-likelihood events,
it will not generally be in the interest of individual agents or firms to hedge against these states.
As a consequence, while idiosyncratic risks are shared and risk-sharing promises are honored when
idiosyncratic shocks arise, there is inadequate liquidity and insufficient savings for the rainy day when
an aggregate shock hits, making it difficult or impossible to honor risk-sharing promises. The result is
financial fragility or systemic risk as an equilibrium outcome.

In short, financial innovations facilitating risk-sharing may increase systemic vulnerability by
inducing agents to invest resources more fully in high-return risky projects by reducing liquidity
for dealing with low-risk aggregate shocks. To be sure, the increased systemic fragility could be
very costly for the economy when an aggregate shock arises since a meltdown of the financial sector
could produce an elongated period of financial disruption affecting payment and settlement systems,
transactional services, and savings schemes.

We deliver this insight in a series of models. Section 3 introduces the foundation on which we
build, the problem of an individual firm seeking to hedge against total risk exposure in the absence of
risk-sharing possibilities. (We call this no-risk-sharing setting one of “autarky.”) We show that if the
risk exposure is sufficiently large, the autarkic firm finds it privately optimal to fully hedge against
the exposure by holding adequate liquidity. In Sections 4 and 5, we embed this one-firm setting in
different multi-firm contexts (with each firm’s risk exposure consequently broken into idiosyncratic
and aggregate parts), and study the consequences of permitting risk-sharing among the firms.

Section 4 looks at the simplest and most transparent of these extensions, that of a two-firm setting
in which the firms can write a risk-sharing contract to make transfers to each other in idiosyncratic
risk states. When risk-sharing is disallowed, each firm is, of course, in the autarky setting of Section 3,
and for the reasons explained in the previous paragraph, there is adequate liquidity in the system
to handle the aggregate risk state. However, when risk-sharing is allowed, we show that the firms
optimally choose to economize on liquidity and increase their investment in risky assets; and, as a
consequence, when the (possibly low-likelihood) aggregate risk state does materialize, the system-wide
liquidity proves inadequate to meet the shock, and both firms fail.

Section 5 then generalizes the setting to a setting with a large number of firms and a richer
description of uncertainty, and looks at risk-sharing via a co-insurance arrangement akin to a
clearinghouse. The clearinghouse collects premiums up-front to build its reserves but it can further
also make ex-post “capital calls” on liquidity-surplus banks to aid (co-insure) the liquidity-short firms.
Clearinghouse insolvency and systemic failure occur if the reserves and capital calls are collectively
insufficient to meet the needs of liquidity-short firms. In this case, a fire sale takes place and
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liquidity-surplus banks acquire the assets of liquidity-short banks. The fire sale is costly since banks
do not realize full returns on acquired assets.

We show that in this case too our general insight prevails: risk-sharing arrangements can
incentivize firms to take on greater risk at the individual level, reduce overall liquidity, and increase
systemic fragility. The level of correlation in firm risks plays a key role. When the correlation between
underlying risks of firms is low, risk-sharing arrangements are enabled that do not require high
upfront premiums, and the clearinghouse setting provides risk-sharing of good quality in most states
of the world, offering a clear benefit over a world without risk-sharing. However, when a large
aggregate shock materializes, this arrangement fails, creating greater systemic fragility than in a
world without risk-sharing. Conversely, when underlying risks of firms are highly correlated, upfront
premiums required by insurance and clearinghouse rise correspondingly, reducing the attractiveness
of risk-sharing. At sufficiently high correlations, premiums become so high that autarky is preferable
and aggregate outcomes mirror the no risk-sharing setting.

While the clearinghouse leads to systemic risk, it also economizes ex-ante on liquidity held
by banks. In other words, while there is increased risk of aggregate failure in the presence of a
clearinghouse, the expected losses arising from this risk is countered by the expected gains to banks in
making risky investments. This result breaks down, however, in the presence of a lender-of-last-resort
(LOLR) that can choose to inject public liquidity into the clearinghouse at a cost. We model this
extension in Section 6. While LOLR interventions lower the incidence of fire sales ex post, there is
a countervailing ex-ante effect: banks internalize the LOLR intervention and hold even less private
liquidity than is optimal under the first-best scenario. This increases welfare losses from LOLR
interventions, even as fire sale costs are reduced, and creates the rationale for regulations such as
minimum margin requirements on clearinghouse members.

Indeed, consistent with our model, Alessandri and Haldane (2009) document that capital ratios
maintained by financial sectors in the United States and the United Kingdom have been declining
steadily over time in the presence of a lender of last resort (the Federal Reserve Banks in the US and
the Bank of England in the UK). This is illustrated in Figure 1.

Figure 1. Bank capital ratios. This figure is taken from Chart 2 of Alessandri and Haldane (2009),
and plots the evolution of capital ratios of US and UK banks over time.
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These models help illustrate our main point that aggregate risk translates into systemic risk or
collective failures depending on the liquidity choices of agents which are endogenous to the available
risk-sharing opportunities.2

The ideas in this paper may have general applicability beyond the immediate concerns analyzed
here. Consider any setting in which much of the activity is “routine” but there is an occasional need to
face a complex unexpected scenario. (Most organizations can, in fact, be described in this fashion as
largely requiring a set of routine activities which in principle may be implemented following protocol
or “rules,” but occasionally an unexpected—and consequential—query arises that cannot be addressed
within the rules. In our model, the routine is the management of idiosyncratic risk, the dramatic is
that of systemic risk.) With primitive technology, the same resources are used to manage both sets
of activities, the routine and the rare, so, as a consequence, there are generally adequate resources
available to address crises when they arise. However, as technology improves facilitating specialized
handling of activities, the management of the routine can be separated from the management of the
unexpected; the consequent specialization reduces resources available to address the rare hit (it may
no longer be economically viable to maintain resources just to address the rare complex event), and so
makes the organization more vulnerable to derailment from tail events. Note, however, that while
this is a general idea, this paper models and understands the implications of this idea in the context of
risk-sharing between banks (and more generally financial intermediaries).

Section 2 discusses the related literature. Sections 3 and 4 contain our analysis for the cases of
autarky and two banks respectively. Section 5 generalizes this framework to many banks forming a
clearinghouse and discusses the characteristics of equilibria that occur, comparing them to first-best
outcomes. Section 6 incorporates a lender of last resort in the clearinghouse model. Finally, Section 7
concludes. Proofs not contained in the main body of the paper may be found in the appendices.

2. Related Literature

As noted in the introduction, prior to the financial crisis, the view that risk-sharing and
derivatives enhanced systemic stability was widely held, but there were important notes of dissent.
Speaking in Jackson Hole, Wyoming, in August 2005, Rajan (2005), then Chief Economist of the IMF,
commented that

While the system now exploits the risk-bearing capacity of the economy better by allocating
risks more widely, it also takes on more risks than before. . . . [T]he linkages between markets,
and between markets and institutions, are more pronounced. While this helps diversify the
system against small shocks, it also exposes the system to large systemic shocks.3

Rajan’s (qualitative) case for why financial innovations may have made the world riskier focuses on
tail-risk seeking that is driven by short-termism of financial sector pay and incentives. Our paper
offers a formalization that is complementary and that leads to similar conclusions that the growth of
markets for risk-sharing could result in greater risk-taking and make the system more vulnerable to
“large systemic” shocks.

Acharya et al. (2010) document in detail the process of “manufacturing tail risks” that took hold
during 2003–2007 and the reasons behind it, in particular, excessive seeking of aggregate risk due
to the presence of government guarantees, imperfect regulation and its arbitrage, and inadequate
internalization by the financial sector of externalities from collective failures. Our paper offers a
viewpoint that is complementary to these. It suggests that improvements in financial risk-sharing
technology and innovations, and the resulting moral-hazard effect on private liquidity choices,

2 As the models will make clear, we refer to aggregate risk as the risk arising from a bad realization of an aggregate shock
that affects multiple banks and requires them to refinance. Systemic risk refers to the risk that multiple banks, that require
refinancing, may simultaneously fail.

3 See Cassidy (2009, chp. 1, p. 21).
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may be the subtle underlying force behind the growing inadequacy of private reserves to withstand
aggregate shocks.4

Several papers consider the effect of risk-sharing on risk-taking and are related to our paper. In an
early contribution, Bhattacharya and Gale (1987) consider how inter-bank contracts to share liquidity
can lead to free-riding on the common pool of liquidity as individual banks, privately informed about
own liquidity shocks, aim to transfer risks to counterparties. Acemoglu and Zilibotti (1997) provide a
model in which risk-averse agents when offered diversification opportunities are willing to take on
risks that were privately too risky to undertake otherwise. Allen and Carletti (2006) model how ability
to transfer risks from banking to the insurance sector can create risk of contagion from one sector to
the other.

In more recent work on this theme, Acharya and Bisin (2009) consider how managerial incentives
to take on aggregate or idiosyncratic risks are altered by the ability to privately hedge these risks by
trading in capital markets. Zawadowski (2013) considers a market for insurance in an “entangled”
financial network and shows how the presence of network externalities can lead in equilibrium to
inefficiently little insurance purchase against low-risk events. Yorulmazer (2013) considers how the
access to credit default swaps (insurance against default risk) can lead the insured and the insurer to
“herd” as they collectively prefer correlated underlying risks to transfer risks outside of the financial
sector, e.g., on to the regulator and the taxpayers.

While sharing some similarity with each of these papers linking risk-sharing to risk-taking,
our primary insight is somewhat different in that ability to share risks alters the cost-benefit tradeoff in
holding liquidity to hedge against aggregate risk states and this alteration can endogenously transform
such states into collective failure or systemic risk states.

Finally, the moral hazard effect of risk-sharing that we propose and model provides a novel way
of understanding the risks that are shared, and more importantly, risks that remain, from co-insurance
arrangements such as clearinghouses.

Much of the existing literature on clearinghouses is focused on somewhat different issues:
determining whether risks will be adequately pooled by single versus multiple clearinghouses
(Duffie and Zhu 2011) and whether clearinghouses can resolve incomplete information about agents’
positions (Leitner 2012; Acharya and Bisin 2014). Pirrong (2009) argues that costs relating to information
asymmetry are higher with a clearinghouse and may potentially outweigh the benefits associated with
the mutualization of risks. Menkveld (2017) identifies the systemic risk arising from crowded trades
by clearinghouse members and proposes a margin methodology to account for it. In contrast, a recent
speech by Tucker (2014) highlights the moral hazard consequences of clearinghouse arrangements
and resonates with our analysis of clearinghouse arrangements (the creation of systemic risk relative
to autarky).

There has been some recent work on the optimal design of clearinghouses and on the welfare
implications of their introduction and use. Koeppl et al. (2012) consider the tradeoff faced by a
clearinghouse in providing liquidity to members, while ensuring incentives are in place for carrying
out and settling transactions. Paddrik and Zhang (2020) study the optimal default waterfall design
to limit clearinghouse losses given a set of exposures. Biais et al. (2012) consider whether centralized
clearing makes trading parties better off and whether it eliminates counterparty risk of its members.
They build a model in which buyers of protection (who are risk-averse) trade with risk-neutral sellers
who may default. To reduce this counterparty risk, buyers have an incentive to expend effort and trade
with a “good” protection seller, with low counterparty risk. In line with our findings, the authors show
that—if risks are idiosyncratic—the clearinghouse is able to fully insure agents against possible future

4 This, in turn, may also explain the explosive growth of the financial sector over the past two decades
(Philippon and Reshef 2012) relative to other sectors of the economy; the growth occurred at the cost of grave risk of
future crises whose costs were partly borne by sectors other than the financial sector.
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losses. If there is aggregate risk, however, agents expend effort to search for good counterparties, and
are fully insured only in the case when effort is observable and contractible.

Our model, however, is different in that it focuses on the assumption of risk undertaken by
every bank (and hence the aggregate) when risk sharing is and is not possible. We show that risk
sharing endogenously incentivizes the agents in our model to take on more risk leading to an increased
likelihood of systemic failure, and efficiency losses resulting from a fire sale. The fire sale is modeled
along the same lines as in Acharya et al. (2011), who study losses associated with transfers of control
from domestic to less efficient foreign firms in a crisis.

Rochet and Roger (2016) build a general contracting theory of “risky utilities”—firms that provide
public benefits while still at the risk of default, such as clearinghouses, large banks and infrastructure
companies. They show that the optimal regulatory contract is implemented with a capital requirement,
which, if breached, results in restructuring and expropriation. In contrast, we show that a simple
margin requirement can serve to increase welfare when clearinghouse members do not internalize the
cost of systemic risk, and that this regulation is at its most effective when the correlation between the
shocks to member banks is high.

Castiglionesi et al. (2017) argue how increased financial integration can lead to a less stable banking
system in the presence of aggregate shocks. They apply this idea in the contet of the inter-bank lending
market and show how interest rates can be more skewed in the presence of greater financial integration.
By contrast, our paper applies this idea to clearinghouses, from which we obtain different policy
implications. Additionally, our paper studies how the presence of a Lender of Last Resort can affect
bank choices and welfare outcomes.

3. The One-Bank Setting

3.1. Model and Payoffs

In this section, we introduce the foundational one-bank model that we embed in multi-bank
settings in Sections 4 and 5. We consider a model with three dates t ∈ {0, 1, 2}. At date 0, a bank has
initial investable capital of $1. Banks have access to two investment opportunities. The first is a safe
asset (“cash”). The safe asset has a net return of zero; an investment of � at time t returns � at time
t + 1.

The second investment opportunity is in a risky asset or risky project. Figure 2 summarizes the
consequences of investing in this opportunity. Investment in this risky project at time 0 yields returns
at time 2. The risk in the project comes from the potential need to refinance the investment at time 1.
There is a probability α that such refinancing will be required. Refinancing is a zero-one decision;
partial refinancing of the project is not possible. The refinancing amount required is $ϕ per $1 that was
invested in the project. For specificity, we take ϕ = 1; i.e., if refinancing is required, the refinancing
need is 100% of the initial invested amount in the risky project.5

If the project does not require refinancing at time 1, or if it requires refinancing and is refinanced,
then the expected return at time 2 is R > 1 per unit investment in the project at time 0. If refinancing is
needed and the project is not refinanced, the investment returns zero with certainty at time 2.

5 This is for expository purposes to more easily illustrate our main point that increased risk sharing can lead to greater
systemic risk. Appendix B contains a more detailed discussion on bank behavior given a more general value of ϕ for both
the 1-bank and the 2-bank model. Our results—that there exists a risk-sharing equilibrium that leads to greater systemic risk
than in autarky—continue to hold.

30



J. Risk Financial Manag. 2020, 13, 183

Figure 2. The risky investment opportunity. This figure summarizes the salient features of the risky
investment opportunity described in Section 3.

Since R > 1, it is always worth refinancing the project at time 1 should such refinancing be
required (and should it be feasible). We make two assumptions concerning the refinancing. First,
we assume that the refinancing need is observable and verifiable. This assumption plays no role in the
current section, but is used in a later section when we consider allowing the bank to use a contingent
claim to guard against this state. Second, we assume that the cash flows from the risky project are not
pledgeable, so the bank cannot raise outside financing against these cash flows. For the time being
(until we introduce risk-sharing possibilities), this means the project may only be refinanced using the
bank’s own internal resources, which in turn means it can only be refinanced using the amount the
bank has invested in the riskless asset.

3.2. The Bank’s Optimal Investment Decision

The tradeoff driving the bank’s investment decision is a simple one: the riskless asset’s return is
lower than that from the risky project, but investing (a suitable amount) in the riskless asset provides
the bank with the ability to refinance the project should refinancing be required—which happens with
probability α. We show that if α is small, then it is not worthwhile for the bank to divert investment
away from the risky project; there is no investment in the riskless asset and the risky project fails with
probability α. As α increases past a critical level, then refinancing becomes optimal; the bank fully
self-insures and invests enough in the riskless asset to meet the refinancing need (should it arise),
and the risky project never fails. Finally, at very high levels of α, investment in the risky project
becomes unprofitable and all investment is made in the riskless asset.

Specifically, let (�, 1 − �) denote the investment strategy in which the bank chooses to invest � in
the riskless asset and 1 − � in the risky technology. We prove the following result:

Proposition 1. Let λ(R) and ν(R) be defined by

λ(R) =
R − 1

2R − 1
; ν(R) = R − 1.

Then:

1. If α ∈ [0, λ(R)), then the optimal action is �∗ = 0. Since there is no investment in the riskless asset, the

risky project is never refinanced so fails with probability α. The bank’s expected payoff is (1 − α)R.
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2. If α ∈ [λ(R), ν(R)], the optimal action is �∗ = 1/2. There is always exactly enough to refinance the risky

project if this is required. The risky project is always refinanced, so never fails. The bank’s expected payoff

is
1
2
[R + 1 − α]. (1)

3. If α > ν(R), the optimal action is �∗ = 1. There is no investment in the risky project and the bank’s

expected payoff is 1.

Remark 1. Note that Case 3 is irrelevant when R ≥ 2 since α ≤ ν(R) is always satisfied in this case.

Proof. See Appendix A.

In the sections following we extend this model in several directions. Section 4 considers a basic
extension to a two-bank setting and looks at the consequences of permitting risk sharing in this set-up.
Section 5 develops a many-firms model and look at the consequences of permitting risk-sharing via a
third-party insurance-style arrangement and a clearinghouse structure, respectively.

4. Two-Banks: Risk-Sharing and Increasing Systemic Risk

Consider a two-bank setting in which each bank faces exactly the same investment opportunities
as in the previous section with exactly the same payoffs, but in which the refinancing needs may
be correlated. Thus, there are four states of the world that are possible:

State Probability Risky Projects Outcome

1 p1 Neither project requires refinancing
2 p2 Only Bank 2 needs refinancing
3 p3 Only Bank 1 needs refinancing
4 p4 Both banks need refinancing

We refer to States 2 and 3 as the “idiosyncratic” risk states and to State 4 as the one of “aggregate” or
“systemic” risk. The total probability of Bank 1 needing refinancing (p3 + p4) and the total probability of
Bank 2 needing refinancing (p2 + p4) are each taken to equal α, where α is the probability in the one-bank
setting of a refinancing need. For an arbitrary correlation ρ in refinancing needs, the probabilities pi

take on the form 6

p1 = ρ(1 − α) + (1 − ρ)(1 − α)2

p2 = (1 − ρ)α(1 − α)

p3 = (1 − ρ)α(1 − α)

p4 = ρα(1 − α) + α2

(2)

Note that the banks are ex-ante identical. We focus on the case α ∈ [λ(R), ν(R)]. As noted in
Proposition 1, the bank under autarky then invests in the risky project but fully (self-)insures this
investment so there is no failure.

We allow the banks to “risk-share” by trading in contingent claims that pay off in specified states
of the world. When contingent claim trading is disallowed, each bank faces precisely the one-bank
model of Section 3 the solution to which is identified in Proposition 1; we refer to this as the model
of “autarky.” Of course, even if contingent claim trading is allowed, each bank has the option to not

6 These probabilities can be derived by using the properties of Bernoulli random variables. For example, if Z1 is an indicator
variable equal to 1 if Bank 1 fails, and Z2 is an indicator variable equal to 1 if bank 2 fails, then the probability that both
banks fail is just E(Z1Z2) = Cov(Z1, Z2) + E(Z1)E(Z2). E(Z1) = E(Z2) = α and Cov(Z1, Z2) = ρα(1 − α), from which we
get the results. The other probabilities are computed similarly.
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participate in the contingent claim market; it will elect to participate if and only if participation raises
its expected payoff beyond that in the autarkic solution.

Risk-sharing affords each bank the possibility of lowering its investment in the safe asset while
increasing its investment in the risky asset and relying instead on additional funds from the contingent
claims should refinancing of its risky project be required. There is a chance, of course, that the
refinancing shock may be “systemic,” i.e., both banks may require refinancing and there may not be
enough cash to meet the combined refinancing needs.7 Thus risk-sharing involves a trade-off between
the larger returns obtained from investing in the risky project and its failure in the systemic state.

Observe that risk-sharing benefits accrue in the idiosyncratic-risk States 2 and 3 but not in
the systemic-risk State 4. The likelihood of the idiosyncratic-risk states decreases, and that of the
systemic-risk state increases, as the correlation ρ in refinancing needs increases. Intuitively, therefore,
one would expect that there is a critical cut-off level of ρ below which risk-sharing may dominate the
autarkic outcome but above which autarky should dominate. Proposition 2 establishes precisely this
to be the case:

Proposition 2. Fix any R > 1. There is a critical level of correlation ρ∗ > 0 given by

ρ∗ =
1

2R

such that

1. For ρ < ρ∗:

(a) There is an interval of values [λ(R), α∗) of α under any of which there is a risk-sharing equilibrium

in which each bank invests an amount 2/3 in the risky project and an amount 1/3 in the riskless

asset.

(b) Outcomes in this risk-sharing equilibrium strictly dominate outcomes under autarky.

(c) There is a positive probability given by ρα(1 − α) + α2 in this risk-sharing equilibrium of systemic

failure (i.e., of both projects needing refinancing and neither obtaining it).

2. For ρ > ρ∗, the outcomes under autarky dominate those under risk-sharing.

Proof. See Appendix B.

The risk-sharing equilibrium described in Proposition 2 has the following properties:

1. There is greater individual risk-taking in the form of investment in the risky project by each bank
under risk-sharing than under autarky (2/3 compared to 1/2), and correspondingly lower total
liquidity/cash reserves held in the system under risk-sharing than under autarky (2/3 compared
to 1).

2. A systemic failure (State 4 with no accompanying refinancing) happens with positive probability
in the risk-sharing equilibrium whereas, for the same parameters, there is no systemic failure
under autarky; indeed, there are no individual failures under autarky because each bank
maintains adequate reserves to insure itself.

3. Thus, expected systemic shortfall is zero under autarky but, under risk-sharing, each bank falls
2/3 short of its refinancing need in the systemic failure state, so expected systemic shortfall is
equal to

2 × 2
3
× (ρα(1 − α) + α2) =

4
3
(ρα(1 − α) + α2).

7 Note that if there was enough cash to meet combined refinancing need, each bank must have invested enough in the riskless
asset to meet at least its own refinancing need, so we are effectively in the autarky solution.
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The results of this section have been derived in a setting that is simple and transparent but also
obviously restrictive (only two firms sharing risks, etc.). In the sections that follow, we describe a
richer framework and examine the consequences of risk-sharing in a clearinghouse-style co-insurance
arrangement (Section 5).

A final comment is relevant. The results of this section do not, in themselves, carry any welfare
implications, in particular, that risk-sharing is “bad” in the sense of being welfare-decreasing. Indeed,
if there are no externalities from systemic failures, then welfare is (trivially) increased by allowing for
risk-sharing. However, if there are social and macroeconomic costs of bank bankruptcy and systemic
failure (resulting, for example, from disruptions in the payment system), risk-sharing may well be
welfare-reducing also.

5. Clearinghouse: A Co-Insurance Model

In this section, we move to a setting with a large number of banks and a richer description
of uncertainty. Refinancing needs are driven by a common factor and also by idiosyncratic factors.
When viewed in isolation, each individual bank in this model continues to face the same decision
problem as in the one-bank setting of Section 3; thus, if the bank decides to remain in autarky and not
participate in risk-sharing, its optimal actions are those specified by Proposition 1.

5.1. Description of Uncertainty

Suppose there are n banks. If Bank i invests an amount y > 0 in the risky project, it receives an
interim signal Ai ∼ Φ(0, 1) concerning the returns from the project, where Φ(·) denotes the cumulative
standard normal distribution. If Ai ≤ ci (where ci is a given critical cut-off), then the project needs
to be refinanced, i.e., an additional amount y needs to be invested in the project. If the project is not
refinanced, it returns zero with certainty. If it is refinanced, it returns R > 1 with certainty.

The banks are ex-ante identical, and in particular c1 = · · · = cn(= c, say). We let α = Prob(Ai ≤
c) = Φ(c) be the ex-ante probability that a bank will need refinancing. We assume that the signals
Ai satisfy8

Ai =
√

ρ A +
√

1 − ρ εi

where A, εi ∼ Φ(0, 1), and A and the εi’s are independent. Under this condition, banks’ refinancing
needs have a pairwise correlation of ρ ∈ (0, 1). We refer to A as the common or aggregate factor in
determining refinancing needs and to the εi’s as bank-specific or idiosyncratic factors. Conditional on
A = a, note that the probability p(a) that a generic bank needs refinancing is

p(a) = Prob{√ρ a +
√

1 − ρ εi ≤ c}
= Prob

{
εi ≤

c −√
ρ a√

1 − ρ

}
= Φ

(
c −√

ρ a√
1 − ρ

)
.

(3)

We assume that there is a “clearinghouse” wholly owned by the banks that provides insurance to
member banks from counterparty credit risk. The clearinghouse is funded with up-front premium
or “margin” payments of size k from each of the participating banks; in addition, the clearinghouse
also has the right to make ex-post capital calls on its members. Specifically, in period 1, when banks’
refinancing needs are known, these are first funded out of the margins collected by the clearinghouse
and liquidity carried over by all member banks. Should this prove insufficient, the clearinghouse
can then pledge a fraction τ of future payoffs realized by the investments of those banks that did not
experience a refinancing need. However, if the initial margins and these capital calls prove collectively
inadequate to meet the total refinancing needs, then the clearinghouse becomes insolvent and no
bank’s refinancing insurance contract is honored. In this event, we assume that the clearinghouse

8 The uncertainty structure is similar to that introduced in Vasicek (2002) in a different context.
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uses its margins to refinance as many banks as possible. We also assume that the refinancing choice is
made randomly, i.e., ex-ante, every insolvent bank has the same probability of being refinanced by the
clearinghouse. Those banks which have not been refinanced will sell their assets to solvent banks in a
fire sale that we describe later in this section.

Banks take into account both the possibility of ex-post transfers and the chance of participating in
the fire sale in their decision to deposit margin in the clearinghouse. Banks choose the level of margin
they contribute to the clearinghouse, as well as the liquidity they choose to carry over for purchasing
assets in the fire sale in case they remain solvent.

Conditional on insurance remaining solvent, the size of the transfers from the successful banks
to the failed banks is a function of the fraction of banks requiring refinancing. This fraction (or more
accurately, the distribution of this fraction) depends on the size of the aggregate shock. We look to
characterize the equilibria that result in this setting.

As mentioned, k denotes the up-front margin paid by each bank to the clearinghouse. Let �
denote the liquidity carried by each bank. Per dollar invested in the risky project, the bank obtains
a return of R if it is successful on the investment. Each bank is subject to an aggregate shock a

as well as an idiosyncratic shock εi and needs to refinance if
√

ρ a +
√

1 − ρ εi < c. Banks are
ex-ante identical. Conditional on the aggregate shock a, let f (a) be the fraction of banks requiring
refinancing. For expositional simplicity, we write f for f (a) in the steps that follow.

Conditional on the aggregate shock a, the aggregate revenue of the banks not requiring refinancing
is R(1− f )(1− k− �), while the total refinancing need is f (1− k− �). Given the initial margin collection
of k, and the initial liquidity holdings of �, this leaves a deficit of f (1 − k − �)− k − � to be shared
between those banks that were successful, i.e., did not experience a refinancing need. Recall that the
clearinghouse can pledge a fraction τ of solvent banks’ payoff (if required) to refinance those that
have failed. Thus, the share η( f ) of its realized revenues that each successful bank must give up to the
clearinghouse is

η( f ) =
f (1 − k − �)− k − �

τR(1 − k − �)(1 − f )

If η( f ) > 1, then the clearinghouse cannot meet the refinancing needs even with the ex-post capital
calls, so becomes insolvent. Note that we may also have η( f ) < 0; this simply means that the
clearinghouse has a surplus left over after meeting refinancing needs and returns this amount to the
successful banks.

Therefore, we now have two cases:

• f > [τR(1− k − �) + k + �]/[(1− k − �)(1+ τR)], i.e., η( f ) > 1: The clearinghouse fails and uses
its margin k to refinance a fraction of the failed banks. The remaining insolvent banks sell their
assets in a fire sale. Solvent banks do not need refinancing and realize the return on their risky
investment. They also purchase assets if a fire sale takes place.

• f ≤ [τR(1 − k − �) + k + �]/[(1 − k − �)(1 + τR)]: Failed banks have their refinancing needs
honored, realizing (after the bailout) a payoff of R(1 − k − �). Successful banks also lose a fraction
η( f ) of the pledgeable portion of their payoff to fund the bailout.

Recall that

f = f (a) = Φ

(
c −√

ρa√
1 − ρ

)
.

Let a0(k, �) be such that f (a0(k, �)) = [τR(1 − k − �) + k + �]/[(1 − k − �)(1 + τR)]. Then the
clearinghouse fails and a fire sale takes place if a < a0(k, �), and is solvent for a ≥ a0(k, �).

The next subsections outline the fire sale process before characterizing the equilibrium.

5.2. The Fire Sale

We will assume that the fire sale of firms’ assets takes place according to the following rules:
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(1) Each solvent bank takes prices as given, and submits a demand function to acquire assets—which
are perfectly divisible—of the insolvent banks.

(2) Given the price, demand for each bank is constrained by the amount of liquidity it has at time 1.
(3) The initial margin the clearinghouse collects, k, is used to bail out some of the firms that need

refinancing.
(4) There is full liquidation of failed firms’ assets. So the payoff for an insolvent bank is just the price

at which it sells its assets, along with any liquidity it may carry over into time 1.
(5) Solvent banks can pledge a fraction τ of payoffs to acquire assets. These banks can only generate

a return of R − Δ from acquired assets.

Let us assume that the clearinghouse has failed and that there will be a fire sale of assets of the
insolvent firms. As before, let f (a) be the number of firms that have failed, where a is the value of the
aggregate shock. Recall that

f (a) = Φ((c −√
ρa)/

√
1 − ρ)

where Φ(·) is the CDF of the shocks.
The clearinghouse fails and the fire sale takes place when

f (a) > f (a0(k, �)) =
τR(1 − k − �) + k + �

(τR + 1)(1 − k − �)

Let the number of firms refinanced by the clearinghouse be given by g(k, �), where k is the
clearinghouse margin and � is the liquidity carried over by each bank from time 0. Since each failed
bank requires (1 − k − �) to refinance, we have that g(k, �) = k/(1 − k − �).

The number of banks selling assets in the fire sale equals f (a)− g(k, �) while the number of banks
buying assets equals 1− f (a), if bailed out banks do not participate in the fire sale. Let y(p, k, �) denote
the demand function submitted by each acquiring bank in the fire sale.

The market clearing condition is given by

y(p, k, �)[1 − f (a)] = (1 − k − �)[ f (a)− g(k, �)]

The demand curves also satisfy

y(p, k, �) =
(�+ τR(1 − k − �)− y(p, k, �))+

p
where x+ = max(x, 0)

To understand the above expression, note that—given a price p—the firm has liquidity it carries over,
together with the payoff realized at time 1. These realized payoffs equal a fraction τ of future payoffs
given by R(1 − k − �). The firm also has to refinance projects it acquires, however, and has to pay a
unit amount per asset acquired.

The fire sale price is therefore given by

p(k, �) = max(0,−1 + [�+ τR(1 − k − �)]
(1 − f (a))

(1 − k − �)( f (a)− g(k, �))
)

Acquiring banks profit from the fire sale when p is less than (R − Δ − 1). This corresponds to the
condition f > f1(a) where f1 is given by

f1(k, �) =
(�+ τR(1 − k − �)) + k(R − Δ)

�+ τR(1 − k − �) + (1 − k − �)(R − Δ)
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For f > f1, p < (R − Δ − 1). In addition, to prevent prices being negative, we must have that p = 0
when f > f (k, �), where

f (k, �) =
k + �̄+ τR(1 − k − ¯�))

(1 − k − �̄) + (�̄+ τR(1 − k − �̄))

Note that the fire sale only happens when insolvent banks cannot refinance themselves, i.e.,
� < (1 − k − �). If � were greater than (1 − k − �), then banks would always choose to refinance since
the gains from refinancing and obtaining the return of R on risky assets would always exceed the
payoff from selling assets in the fire sale and a price lower than or equal to (R − Δ − 1).

5.3. Prices and Profits

In this table, we summarize the model in the above section and explicitly list the fire sale prices
and the demand for each bank in the fire sale. Insolvent firms obtain the proceeds from the fire sale as
payoff. This payoff equals the fire sale price multiplied by the assets requiring refinancing. Solvent
firms get the payoff they generate from acquired assets, (R − Δ − 1), net of fire sale price, as profit per
unit of asset acquired in the fire sale. The total profit for acquiring banks is listed in the fourth column
of the table. For simplicity, let us denote f (a0(k, �)) by f0. Recall that a fire sale happens only when the
clearinghouse becomes insolvent and f > f ∗

Region Fire sale price Fire sale demand Profits (for acquiring firms)
f ∈ [ f0, f1) (R − Δ − 1) y(R − Δ − 1, k, �) 0
f ∈ [ f1, f ] p(k, �) y(p, k, �) (R − Δ − 1 − p)y(p, k, �)
f ∈ [ f , 1] 0 y(0, k, �) (R − Δ − 1)y(0, k, �)

Let a1 and a denote the corresponding value of the aggregate shock if the number of failures
equals f1 and f respectively. Then, from the above table, we see that for surviving firms, profit from the
fire sale is 0 if a > a1, while insolvent firms get a price (R − Δ − 1) for their assets. Since each insolvent
firm sells (1 − k − �) of assets in the fire sale, its profit from the fire sale is just (1 − k − �)× p, where
p is the fire sale price. Further, insolvent firms carry over the liquidity, � from time 0. If a > a0(k, �),
the clearinghouse is solvent. There are no fire sales and the profit is given by total payoff net of transfer
η(k, �).

When computing expected profits for a given bank, we will assume that the clearinghouse sets
the margin k, and all the other banks carry over liquidity �̄. The bank takes �̄ as given, and chooses �
accordingly. We will derive profits as a function of k, � and �̄.

Since all other banks carry over �̄, and since each bank is atomistic, economy-wide variables such
as prices, thresholds and transfers will be given by �̄ instead of �. In particular, the fire sale price is
given by p(k, �̄). Clearing house failure is determined by the threshold a0(k, �̄), while transfers (in the
case that the clearinghouse is solvent) is given by

η( f ) =
f (1 − k − �̄)− k − �̄

τR(1 − k − �̄)(1 − f )

Therefore, the payoff of a bank if the clearinghouse is solvent and if it carries liquidity � is τR[1 − k −
�][1 − η( f )] + (1 − τR)(1 − k − �) + � if it does not require refinancing, and R[1 − k − �] + � otherwise.

For notational ease, let m = min(a, a0) and m1 = min(a0, a1).
Integrating over a, the ex-ante expected profit of a representative bank as a function of k and � is,

therefore (where φ(·) is the PDF of aggregate shock a):
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EΠ(k, �, �̄) = ∫ a0(k,�̄)

−∞
[R(1 − k − �) + �](1 − f (a) + g(k, �̄))φ(a)da

+
∫ m

−∞
[(R − Δ − 1)y(0, k, �)(1 − f (a)) + �( f (a)− g(k, �))]φ(a)da

+
∫ m1

m
[(R − Δ − 1 − p)y(p, k, �)(1 − f (a)) + [p × (1 − k − �) + �]( f (a)− g(k, �̄))]φ(a)da

+
∫ a0(k,�̄)

m1

[(R − Δ − 1)(1 − k − �) + �)( f (a)− g(k, �̄)]φ(a)da

+
∫ ∞

a0(k,�̄)
([(τR(1 − η( f (a))) + (1 − τR))(1 − f (a)) + R f (a)](1 − k − �)) φ(a)da (4)

The initial margin k is chosen by the mutually-owned clearinghouse to maximize this profit.
The choice of k will evidently depend on the correlation ρ and other factors. We look to characterize the
optimal outcome, focusing in particular on the questions of whether risk-sharing can dominate autarky;
whether risk-sharing leads to greater individual risk-taking than autarky; and whether risk-sharing
leads to greater systemic failure (here insolvency of the clearinghouse) than autarky.

5.4. Properties of Equilibrium

As mentioned before, when solving for the equilibrium, we assume that the clearinghouse sets
the margin level, k paid by each bank. Banks can then choose liquidity � to carry over from time
0. When making this choice, banks take as given the liquidity carried over by the other banks.
More formally, the equilibrium quantities k∗ and �∗ solve the following system:

k∗ = arg max
k

EΠ(k, �∗(k)) where

�
∗(k) = arg max

�

EΠ(k, �, �̄) and �
∗ = �̄

The above equation states that banks choose liquidity �∗ taking as given liquidity �̄ carried over by
other banks (which affects the probability of failure of the clearinghouse). In a symmetric equilibrium,
�∗ = �̄.

Characterizing the Equilibrium

It is clear from the expression earlier that expected profits are linear in �, i.e., expected profits can
be written as

EΠ(k, �, �̄) = α0(k, �̄) + α1(k, �̄)�

Since profit is linear in �, there is a bang-bang solution to the bank’s choice of �. Therefore we
have three cases:

Case 1: α1(k, �̄) < 0 In this case, the bank chooses �∗(k, �̄) = 0. For a symmetric equilibrium to
exist in this case, we must have that �̄ = 0, and for consistency, we must also have that α1(k, 0) < 0.
This situation corresponds to the case where the bank carries over no liquidity from time 0.

Case 2: α1(k, �̄) = 0 In this case, the bank is indifferent to the choice of �. For a symmetric
equilibrium, the bank chooses �∗(k, �̄) = �̄. The clearinghouse then implements

k∗ = arg max
k

EΠ(k, �∗(k)) where

�
∗(k) solves α1(k, �∗(k)) = 0
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Case 3: α1(k, �̄) > 0 In this case, the bank chooses �∗(k, �̄) = 1 and in equilibrium, �∗ = �̄ = 1.
There is no systemic risk or investment in the risky asset and the clearinghouse never fails. This is an
uninteresting case.

Proposition 3.

1. For every ρ and for every k, there exists a unique �∗(k) such that (k, �∗(k)) is an equilibrium.

2. If (k, �) is an equilibrium for a given ρ, then (k + �, 0) is an equilibrium also.

3. For every ρ, �∗(k∗) = 0, where k∗ = arg maxk EΠ(k, �∗(k))

Proof. See Appendix C.

The above results imply that at the optimal margin (for each value of ρ) chosen by the
clearinghouse, banks do not carry over any liquidity. To better understand the gains from the
clearinghouse and risk sharing, it is important to obtain the payoffs for each bank without the
clearinghouse. In the absence of the insurance provided by the clearinghouse, banks may still choose
to hold liquidity. Their liquidity holdings will allow them to purchase assets in a fire sale if they remain
solvent, or may be large enough to help them refinance if they become insolvent, in which case a fire
sale never takes place. In the proposition below, we show that the second situation always occurs,
i.e., banks carry enough liquidity to refinance in the event of insolvency. Banks are therefore autarkic,
meaning that they always refinance themselves if becoming insolvent.

Proposition 4. In the absence of the clearinghouse, banks choose liquidity levels �∗ = 1/2 for every ρ.

There are no fire sales and banks have the same expected payoffs as under autarky. There is no systemic risk.

Proof. See Appendix D.

Our main result is that co-insurance is always strictly better than autarky in that it implies a higher
expected profit for banks. However, for every possible equilibrium under coinsurance, there is higher
systemic risk and greater investment in the risky asset than under autarky. Further, liquidity held by
banks is sharply curtailed in the presence of a clearinghouse. This also means that if the clearinghouse
fails, banks that do not get bailed out by the clearinghouse are worse off since other banks do not carry
liquidity, and likely will have to sell their assets at a lower price.

The three panels of Figure 3 illustrate the equilibrium with the clearinghouse and fire sale for two
separate values of τ. The figure considers R = 1.5, and α = 0.4. Under autarky, there is no systemic
risk and payoffs are given by (1 + R − α)/2 = 1.05.

The upper-left panel presents a plot of the initial margin as correlation varies. When correlation
is very low, the optimal initial margin is such that the clearinghouse only fails with low probability.
When τ is high, the margin is very low at low values of ρ since the clearinghouse can pledge a
large fraction of solvent banks’ payoffs to refinance insolvent banks. On the other hand, when τ

is low, it is optimal for banks to deposit a large margin into the clearinghouse to prevent failure.
As correlation increases, more firms fail together, so reliance on successful investments alone is
insufficient and the initial margin level becomes positive, eventually rising towards the autarky level
of 0.50. The investment in the risky asset under coinsurance is therefore equal to 1, the maximum
possible amount, at low levels of correlation but decreases towards the autarky level of 1/2 as
correlation increases. As τ—the fraction of future payoffs that can be pledged—goes up, the optimal
margin paid to the clearinghouse falls. As τ rises, it becomes more probable that the clearinghouse
will not fail and, if it does, that the fire sale will happen at no arbitrage, i.e., with a price of (R − Δ − 1),
and insolvent banks will be better off. Banks internalize this and respond by depositing less in margin
to the clearinghouse.
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Figure 3. Equilibrium under co-insurance and fire sale. The three panels of this figure plot various
properties of equilibrium by varying τ in the model of Section 5. In all the figures, the return from
the risky project is set to R = 1.50 and the value of α (the probability that refinancing of the risky
project will be required) is set to 0.4. Panel 1 (top left) plots aggregate systemic liquidity in equilibrium
as correlation changes. Panel 2 (top right) plots systemic risk as correlation changes. Lastly, Panel 3
(bottom) plots the payoff to a generic bank as correlation changes.

The upper right panel plots systemic risk in the model as a function of correlation. We define
systemic risk as the ex-ante probability that a bank will fail and have to sell its assets inefficiently in a
fire sale. For the initial low levels of correlation where the optimal initial margin is zero, this probability
of failure increases with correlation. Beyond this point, the collection of initial margin causes the
probability of failure to fall back down, eventually reaching the zero probability level of autarky. We see
that systemic risk sharply rises as τ goes up. Since an increase in τ is accompanied by a lowering of
the liquidity held by the clearinghouse, an inefficient fire sale becomes more likely leading to a rise in
systemic risk. This is another illustration of the fact that as markets become more efficient, systemic
risk may rise.

The lower panel presents a typical plot of payoffs in the clearinghouse model as correlation
varies. The payoff with the clearinghouse is at least as large as that under autarky. As correlation
increases, the benefits of risk-sharing decrease, so co-insurance payoffs fall towards the autarky payoff.
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Not surprisingly, the payoff rises with τ since the pledgeability of the clearinghouse and banks to
acquire assets in the fire sale increases, and hence banks are strictly better off.

Recall that, for any given value of ρ, and any equilibrium pair (k∗, �∗) chosen by banks,
the thresholds a0(k, �), a1(k, �) and a(k, �) determine whether the clearinghouse fails and—if so—the
fire sale prices and payoffs for participating banks. We have been assuming that the aggregate shock a

follows a standard normal distribution, i.e., a ∼ Φ(0, 1). Therefore, we can obtain the 95th and 5th
percentile realization of a, and obtain profits and systemic risk at these realizations using Equation (5),
which shows the ex-ante expected payoffs for a bank according to the realization of the aggregate
shock a, and whether there is a fire sale or not.

These are shown in the two panels of Figure 4. The dotted line in the first panel of the figure shows
profits with a bad realization of aggregate shock a. For low values of ρ, equilibrium quantities (k∗, �∗)
are such that the clearinghouse does not fail for a 5th percentile realization of a. At ρ of around 0.05, this
no longer holds, which is why we see a sudden jump downwards in profits and rise in systemic risk.
The interpretations of profits and systemic risk with bad realizations of a is similar to the interpretation
of value at risk measures, i.e., they indicate how much fragility is present in the system if there is a tail
event (in this case, a bad draw of a).

Figure 4. Dependence of profits and systemic risk on aggregate shock. The two panels of this figure
indicate how profit and systemic risk is affected if “good” and “bad” aggregate shocks hit the economy.
For a given value of ρ, “good” and “bad” shocks are defined as the 95th and 5th percentile realizations
of the aggregate shock drawn from the distribution defined by ρ. As before, R is set to 1.5 and α is set
to 0.4. τ is set to 0.5. Panel 1 (top left) shows how profits change if a “good” or “bad” shock is realized,
while Panel 2 (top right) plots the corresponding change in systemic risk.
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5.5. Regulation and the First-Best Outcome

The paper has so far assumed that banks take as given the liquidity choices of other banks and
respond accordingly. In this section, we will consider the case where a regulator can mandate levels of
margin and liquidity for each bank to carry. We will examine whether the solution to the regulators’
problem differs from the equilibrium described in the previous section, and whether systemic risk is
higher or lower as a result.

Regulator’s Problem:

The regulator chooses margin (kFB) and liquidity (�FB) to maximize bank profits. In particular,
kFB and �FB solve

(kFB, �FB) = arg max
k,�

EΠFB(k, �)

where (as before m = min(a, a0) and m1 = min(a0, a1))

EΠFB(k, �) = ∫ a0(k,�)

−∞
[R(1 − k − �) + �](1 − f (a) + g(k, �))φ(a)da

+
∫ m

−∞
[(R − Δ − 1)y(0, k, �)(1 − f (a)) + �( f (a)− g(k, �))]φ(a)da

+
∫ m1

m
[(R − Δ − 1 − p)y(p, k, �)(1 − f (a)) + [p × (1 − k − �) + �]( f (a)− g(k, �))]φ(a)da

+
∫ a0(k,�)

m1

[(R − Δ − 1)(1 − k − �) + �)( f (a)− g(k, �)]φ(a)da

+
∫ ∞

a0(k,�)
([(τR(1 − η( f (a))) + (1 − τR))(1 − f (a)) + R f (a)](1 − k − �)) φ(a)da

The expression above for ΠFB is similar to the expression for profit in the previous section.
However, while earlier, banks chose liquidity � taking as given the liquidity chosen by other banks (�̄),
here, the regulator solves for the optimal (kFB, �FB) imposing as a condition that banks carry the same
liquidity and contribute the same margin.

The question we are interested in is whether and to what extent regulatory requirements can
improve welfare and lower systemic risk. This leads us to the following result:

Proposition 5.

1. For every value of correlation ρ, kFB(ρ) = k∗(ρ) and �FB(ρ) = �∗(k∗, ρ) = 0
2. For every value of ρ, EΠFB(ρ) = EΠ(ρ), and systemic risk is as large under the first-best outcome as

under equilibrium.

Proof. See Appendix E.

We see that the optimal values of margin and liquidity chosen by the regulator coincide with those
obtained in equilibrium. Put another way, the equilibrium obtained in the previous section is ex-ante
efficient and cannot be improved upon. In both the equilibrium and in the first-best case, liquidity
carried over by banks equals zero. Regulators find it optimal to make banks deposit any non-risky
investment as margin in the clearinghouse rather than carry as liquidity. The intuition for this result
is that a dollar deposited in the clearinghouse as margin can be used to refinance banks without
any loss in efficiency, i.e., assets refinanced by the clearinghouse generate a return of R. In contrast,
liquidity carried over by banks helps to purchase assets in the fire sale, but this only generates a return
of (R − Δ − 1), i.e., there is some efficiency loss to acquiring new assets. It is therefore ex-ante optimal
for regulators to mandate higher margins but no “carried-over” liquidity.
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As discussed earlier, it is also a property of equilibrium that at the optimal margin chosen by
banks, liquidity carried over is zero. Thus, the first-best and equilibrium problems become identical
if � is zero, and optimal margins in both settings coincide. This in turn leads to identical profits and
systemic risk in both cases.

6. Model with Lender of Last Resort

6.1. Setting and Payoffs

Let us assume that there is a government or a central bank that acts as a lender of last resort to
the clearinghouse. There has been a precedent for a lender of last resort to bail out a clearinghouse.
For example, after the 1987 stock market crash, the Federal Reserve extended credit to members of the
Chicago Mercantile Exchange clearinghouse (CME).

Let the lender of last resort inject funds g(a) into the clearinghouse, where a is the realization of
the aggregate shock. The cost to the government is given by c(g) = agovg2. This cost can be thought of
as arising from an increased tax levied by the government on the economy to fund the bailout.

If each bank submits margin k and carries liquidity �, then each bank needs (1− k− �) to refinance.
The total number of banks that get refinanced by the government is g(a)/(1 − k − �).

Each bank that gets refinanced by the government sees a benefit of Δ per unit of asset refinanced9.
Therefore, the total benefit to each bank from the government is Δ(1 − k − �).

Since there are g(a)/(1 − k − �) banks that need refinancing, the total benefit to the economy
through the government injecting liquidity is Δg(a).

The cost function to the government is convex, and the government only injects funds when the
marginal benefit is greater than the marginal cost, i.e.,

g(a) < g∗, where c′(g∗) = Δ

Let us assume that if the government acts as a lender of last resort, it still requires the clearinghouse
to make capital calls on its members and refinance as many banks as possible. In the earlier version of
the model, the clearinghouse could bail out a maximum of f0(k, �) banks, where

f0(k, �) =
τR(1 − k − �) + k + �

(1 + τR)(1 − k − �)

The government can act as a lender of last resort to a maximum of g∗/(1 − k − �) banks.
Therefore, there is a fire sale only when the number of failures f (a) > fg = f0 + g∗/(1 − k − �).

In the case there is a fire sale, the clearinghouse uses margin k to bail out k/(1 − k − �) banks, while
the government acts as a lender of last resort for g∗/(1 − k − �) banks.

As before, if there is a fire sale, there are failure thresholds f and f1 such that if f > f , the fire sale
price is zero, while if f < f1, the price is (R − Δ − 1). The thresholds are given by

f =
�̄+ k + g∗ + τR(1 − k − �̄)

(1 − k − �̄) + (�̄+ τR(1 − k − �̄))
; f1 =

�̄+ τR(1 − k − �̄) + (R − Δ)(k + g∗)
�̄+ τR(1 − k − �̄) + (R − Δ)(1 − k − �̄)

Since the government acts as a lender of last resort, banks have to repay the government after
getting refinanced. Therefore, if f (a) > fg, there is a fire sale, the government injects g∗, and this is
repaid to the government after some banks get refinanced.

If f (a) ∈ ( f0, fg], the government injects funds g(a) = (1 − k − �)× ( f (a)− f0).
If f (a) < f0, the clearinghouse remains solvent, and the government plays no role in the economy.

9 This is because this is the loss that results if the bank participates in a fire sale.
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6.2. Expected Profits and Welfare

Let a0, a1, a and ag be values of aggregate shock associated with failures f0, f1, f and fg respectively.
In addition, for notational ease, let m = min(a, ag) and m1 = min(ag, a1).

Let g1(k, g∗, �̄) = (k + g∗)/(1 − k − �̄) be the number of banks either bailed out or refinanced by
both the clearinghouse and the government if the clearinghouse fails.

Expected profits to banks in the presence of government acting as lender of last resort is given by

EΠ(k, �, �̄) = ∫ ag(k,�̄)
−∞

(
[R(1 − k − �) + �](1 − f (a) + g1(k, g∗, �̄))− g∗

)
φ(a)da

+
∫ m
−∞

[(R − Δ − 1)y(0, k, �)(1 − f (a)) + �( f (a)− g1(k, g∗, �̄))]φ(a)da

+
∫ m1

m [(R − Δ − 1 − p)y(p, k, �)(1 − f (a)) + [p × (1 − k − �) + �]( f (a)− g1(k, g∗, �̄))]φ(a)da

+
∫ ag(k,�̄)

m1
[(R − Δ − 1)(1 − k − �) + �)( f (a)− g1(k, g∗, �̄)]φ(a)da

+
∫ a0(k,�̄)

ag(k,�̄) [(1 − τ)R(1 − f (a)) + R f (a)− ( f (a)− f0)] (1 − k − �̄)φ(a)da

+
∫ ∞

a0(k,�̄) ([(τR(1 − η( f (a))) + (1 − τR))(1 − f (a)) + R f (a)](1 − k − �) + �) φ(a)da

(5)

This expression is similar to our original expression for profit, except for the fact that more banks can
get refinanced (g1 has changed), and banks have to repay the government after being refinanced.

The first term is the expected profit of banks from their own assets (without participating in the
fire sale) if a fire sale takes place. For each realization of the aggregate shock a, (1− f (a)) banks remain
solvent and do not need refinancing. g1 insolvent banks do get refinanced using the margins present
in the clearinghouse and injected government liquidity. Thus the number of banks that either do not
need refinancing (and receive full return on their risky holdings) or do require refinancing and are
refinanced is (1 − f (a) + g1(k, g∗, �̄)).

Finally, banks repay the government the injected amount g∗ after getting refinanced, giving the
first term of the expression above.

The second, third and fourth terms capture expected payoffs from participating in the fire sale
for both acquiring and selling banks. In the second term, the fire sale price is 0, and so only acquiring
banks realize a profit. In the third term, the fire sale price is some p ∈ (0, R − Δ − 1). Both acquiring
banks and banks that sell in the fire sale realize a payoff. Acquiring banks get (R − Δ − 1 − p) per unit
of asset bought in the fire sale, while selling banks get price p for the (1 − k − �) assets sold in the fire
sale. The fourth term corresponds to profits when the price in the fire sale is (R − Δ − 1). In this case,
acquiring banks do not realize a profit in the fire sale.

The fifth term corresponds to expected profits when the clearinghouse has implemented maximum
transfers (η( f ) = 1) and the government still steps in to inject liquidity of ( f (a)− f0)(1− k− �). Finally,
the last term corresponds to the case where the clearinghouse remains solvent and there is no role for
the government.

Welfare is given by

W(k, �, �̄) = EΠ(k, �, �̄)− Φ(ag(k, �̄))c(g∗)−
∫ a0(k,�̄)

ag(k,�̄)
agov [ f (a)− f0]

2 (1 − k − �̄)2 (6)

where there is a welfare loss of c(g∗) = agov(g∗)2 if a fire sale happens (with probability Φ(ag(k, �̄))) and
the government uses g∗ to bail out banks, while there is a welfare loss of agov [ f (a)− f0]

2 (1 − k − �̄)2

if a ∈ [a0, ag], since in this region, the government has injected g(a) = (1 − k − �)× ( f (a)− f0).
As before, kpub is chosen to maximize welfare. First best liquidity will still always be zero.
Let kpub be the margin mandated by the government to maximize welfare, and let kpvt be the

optimal margin chosen by banks.

kpub = arg max
k

W(k, �̄(k)) ; kpvt = arg max
k

EΠ(k, �̄(k))
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The optimal margins chosen by the government and individual banks differ in that the
government internalizes the costs of bank failures. This naturally makes the government more
cautious than banks and we would expect the government to mandate higher margins than would be
chosen privately. Systemic risk would correspondingly fall. This leads us to the following proposition:

Proposition 6.

kpub > kpvt ; S.riskpub < S.riskpvt

Proof. See Appendix F.

The top left panel of Figure 5 shows how the margin changes with correlation for four separate
cases—autarky, equilibrium in the absence of a government (acting as a lender of last resort),
equilibrium in the presence of a government, and the first-best case.

The margin under autarky is fixed at 0.5. Banks opt to self-hedge and hold enough liquidity
to refinance their project if the need arises. The rising solid line and (respt.) the dashed line plot
optimal margins under the equilibrium without and (respt.) with the government. We note that
margins are higher in the absence of the government. In the plots, the maximal amount of funds the
government injects into the economy is g∗ = 0.5. This means that margins in the presence of the
government never exceeds (1/2 − g∗) = 0.45. Banks know that they will be bailed out if needed and
choose to correspondingly carry less in margin. The difference in margins carried with and without the
government is highest when correlation is low. Margin under the first-best case is shown as the dotted
line in the figure. This is always higher than margin under the private equilibrium in the presence of
government, illustrating the proposition stated earlier.

The top right panel of the figure shows systemic risk for the four different cases discussed earlier.
Systemic risk under autarky is just zero, while systemic risk with and without the government acting
as lender of last resort are almost identical. While margins are lower with the government, the injection
of public funds into the economy can lower the incidence and expected losses resulting from fire sales.
Systemic risk is much lower, however, in the first-best outcome, which reflects the fact that margins are
higher. The bottom panel shows how welfare varies with correlation for each of the four outcomes.
Welfare under autarky is fixed at (1 + R − α)/2, and, by definition, is highest under the first-best
outcome. Further, welfare in the equilibrium with the government is higher than without.

Figure 5. Cont.
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Figure 5. Outcomes with lender of last resort. The three panels of this figure plot outcomes under four
different environments - autarky, equilibrium with and without the lender of last resort, and first-best.
In all the figures, the return from the risky project is set to R = 1.50 and the value of α (the probability
that refinancing of the risky project will be required) is set to 0.4. Panel 1 (top left) plots margin, k as
correlation changes. Panel 2 (top right) plots systemic risk, while Panel 3 (bottom) plots the payoff to a
generic bank as correlation changes.

7. Conclusions

This paper makes the fundamental point that whether aggregate shocks lead to systemic risk or
collective failure of financial firms depends on the liquidity choices of firms but that these liquidity
choices are intimately shaped by the risk-sharing opportunities in the economy. When risk-sharing
opportunities are abundant, holding liquidity to hedge against low-risk aggregate shocks is privately
costly resulting in excessive investment and too little reserves in the system for dealing with such
shocks. This novel insight helps resolve the paradox that risk-sharing appears to have led to greater
systemic risk and incidence of financial crises. Interestingly, however, risk-sharing can lead to first-best
outcomes and is efficient, even though it leads to increased systemic risk. In the presence of a lender of
last resort, however, this is no longer true, and banks choose lower liquidity than is optimal under
first-best. Important future work that remains is to understand how such regulation would affect the
price of liquidity and the return on investments, both of which we took as given in this paper.
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Appendix A. Proof of Proposition 1

Pick a strategy (�, 1 − �). Since refinancing costs are a dollar per dollar of investment in the risky
asset, the total refinancing need (should a refinancing need arise) will be (1 − �). Since only internal
resources may be used to refinance, this means the bank can refinance the risky investment if and only
if � ≥ (1 − �), i.e., if and only if � ≥ 1/2.

If the bank chooses � < 1/2, then refinancing is impossible, and investment in the risky project
yields a return of R (per dollar investment) with probability 1 − α and 0 with probability α. Since the
riskless project has a return of 1 (per dollar investment) with certainty, the expected payoff from the
strategy (�, 1 − �) is

�+ (1 − α)(1 − �)R = �[1 − R + αR] + (1 − α)R. (A1)

On the other hand, if the bank chooses � ≥ 1/2, then refinancing is always feasible. Since
refinancing is optimal when it is feasible, and since refinancing costs of a dollar (per dollar investment)
are incurred with probability α, the expected payoff per dollar of investment in the risky strategy is
R − α. So the payoff from the strategy (�, 1 − �), conditional on choosing � ≥ 1/2, is

�+ (1 − �)R − α(1 − �) = �[1 − R + α] + R − α. (A2)

To identify the optimal strategy for the bank, we compare the maximized values of the payoffs (A1)
and (A2), i.e., (i) the maximal payoff conditional on � < 1/2, and (ii) the maximal payoff conditional
on � ≥ 1/2. Consider expression (A1) first. It is apparent from visual inspection that the optimal
action is to choose �∗ = 0 if 1 − R + αR ≤ 0, and to choose �∗ as high as possible (subject to � < 1/2) if
1 − R + αR > 0. Thus, the maximum value of the payoff (or the supremum since there is no maximum
in the latter case) is ⎧⎪⎪⎨

⎪⎪⎩
(1 − α)R, if 1 − R + αR ≤ 0

1
2
[1 + R − αR], if 1 − R + αR > 0

Now consider the choice of � that maximizes expression (A2) subject to � ≥ 1/2. Again, simple
visual inspection shows that the optimal action is the smallest possible value of � (which is �∗ = 1/2)
if 1 − R + α ≤ 0 and the largest possible value of � (which is �∗ = 1) if 1 − R + α ≥ 0. Thus, the
maximized value of the payoff is⎧⎪⎪⎨

⎪⎪⎩
1
2
[1 + R − α], if 1 − R + α ≤ 0

1, if 1 − R + α > 0

Since R > 1, this gives this three cases to consider:

• Case 1. 0 ≥ 1 − R + αR > 1 − R + α.
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In this case, the maximized payoff under � < 1/2 is (1 − α)R, which corresponds to a choice of
�∗ = 0, while the maximized payoff under � ≥ 1/2 is

1
2
[1 + R − α] (A3)

The former is greater if and only if 2(1 − α)R > 1 + R − α, i.e., if and only if

α <
R − 1

2R − 1
= λ(R)

Thus, for α < λ(R), the optimal action is �∗ = 0 leading to a payoff of 1 − α)R if α < λ(R),
while the optimal action is �∗ = 1/2 leading to a payoff of (A3) if α ∈ [λ(R), (R − 1)/R]. This
establishes Part 1 of the proposition.

• Case 2. 1 − R + αR > 0 > 1 − R + α.

Note that 1 − R + α < 0 ⇐⇒ α < ν(R) as defined in the statement of Proposition 1.
The supremum of the payoffs (there is no maximum) subject to � < 1/2 here is

1
2
[1 + R − αR], (A4)

while the maximized value of the payoffs subject to � ≥ 1/2 (corresponding to the action �∗ = 1/2)
is the same as given by (A3). Since R > 1, the latter is always greater, so it remains optimal to
choose �∗ = 1/2 and thence to obtain the expected payoff (A3). This establishes Part 2 of the
proposition.

• Case 3. 1 − R + αR > 1 − R + α ≥ 0.

In this case, the supremum of the payoffs (there is no maximum) subject to � < 1/2 continues to
be given by (A4), while the maximized payoff subject to � ≥ 1/2, corresponding to the optimal
action �∗ = 1, is 1. The latter is greater as long as

1 + R − αR < 2 ⇐⇒ R(1 − α) < 1

However, this always holds since we are considering the case 1 − R + αR > 0. Thus, the optimal
action in this case is to set �∗ = 1 and to receive an expected payoff of 1. This establishes Part 3
and completes the proof of the proposition.

Appendix B. Proof of Proposition 2

Recall that when α ∈ [λ(R), ν(R)] (the case we are considering), under autarky each bank invests
an amount of 1/2 in the riskless asset and 1/2 in the risky project, and receives an ex-ante expected
payoff of

1
2
(1 + R − α). (A5)

Consider the following strategies for the two banks that corresponds to a “mutualization” of risk
(equivalently, to each bank buying a specific contingent claim from the other bank):

1. Each bank contributes an amount �∗ = 1/3 to a common insurance “pool.” The pool is invested
in the riskless asset.

2. Each bank invests its remaining funds 1 − �∗ = 2/3 in its risky project.
3. Either bank can claim the amount in the pool if its risky project requires refinancing. (Recall that

the refinancing need is observable and verifiable, so false claims cannot be made.)
4. If more than one bank makes a claim at the same time, then the banks share the available money

equally.
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5. If neither bank experiences a refinancing need, the available money in the pool is equally divided
between the two banks at time 2.

Since each bank invests 2/3 in the risky project, and there is a total of 2/3 invested in the riskless
asset, there is exactly enough to refinance one project but not both. So if only one bank needs refinancing
(which happens in States 2 and 3), the project can be refinanced, but if both banks need refinancing
(State 4), refinancing is impossible and there is “systemic” failure. Note too that if either bank deviates
unilaterally to a lower contribution to the pool, there will not be enough cash to refinance even one
project, so the only possible deviation that could dominate the chosen allocation is autarky, a point we
will return to shortly.

The state-wise payoff from the specified strategies for each bank is:

State Payoff

1 1/3 + 2R/3
2 2R/3
3 2R/3
4 1/3

So the expected payoff to each bank from the described strategies is

1
3
(p1 + p4) +

2
3
(1 − p4)R, (A6)

or, substituting for the probabilities pi,

1
3
[1 − 2(1 − ρ)α(1 − α)] +

2
3
(1 − α)(1 + α − αρ)R (A7)

This risk-sharing payoff (A7) dominates the autarky payoff (A5) as long as

{
1
3
[1 − 2(1 − ρ)α(1 − α)] +

2
3
(1 − α)(1 + α − αρ)R

}
≥ 1

2
(1 + R − α)

A little bit of algebra shows that this condition is equivalent to the condition that

(R − 1) [1 − 4α(α + ρ − αρ)] ≥ α (A8)

When does (A8) hold? As ρ ↓ 0, this reduces to the condition that

(R − 1)(1 − 4α2) ≥ α (A9)

Now, as α approaches its lower bound λ(R) = (R − 1)/(2R − 1), the left-hand side of (A9) tends to

(
R − 1

2R − 1

)(
4R − 3
2R − 1

)

while the right-hand side approaches (R − 1)/(2R − 1). Therefore, in the limit, the left-hand side is
strictly larger as long as

4R − 3
2R − 1

> 1,

which always holds since R > 1. Since the inequality holds strictly, it follows that there exists an
interval [λ(R), α∗) such that for α in this interval, risk-sharing strictly dominates the autarky payoff.

It is easy to see from this that for any such α the proposed strategies constitute an equilibrium.
From the dominance, neither party will prefer to revert to an autarkic equilibrium. Neither party will
also wish to deviate to a lower (but positive) contribution to the pool because there will then not be

49



J. Risk Financial Manag. 2020, 13, 183

enough resources in the pool to refinance even one project. Neither party will wish to deviate to a
zero contribution since payoff from a zero contribution leads, at best, to the autarkic payoff which is
dominated by the proposed risk-sharing strategies.

By continuity in ρ, it follows that for all suitably small ρ, there is an interval [λ(R), α∗) of possible
values of α such that the risk-sharing equilibrium dominates autarky for all α in this interval. The
upper-bound α∗ depends on ρ (and indeed, declines in ρ, since it is easily checked that the payoff (A7)
from risk-sharing is declining in ρ).10

At high correlations, however, the situation reverses itself, i.e., autarky dominates the payoff
under risk-sharing:

1
3
[1 − 2(1 − ρ)α(1 − α)] +

2
3
(1 − α)(1 + α − αρ)R <

1
2
(1 + R − α). (A10)

To see (A10), note that as ρ ↑ 1, the left-hand side tends to the limit

1
3
+

2
3
(1 − α)R,

and this is strictly less than the right-hand side of (A10) if

2 + 4(1 − α)R < 3(1 + R − α)

i.e., if α > (R− 1)/(4R− 3). However, α > (R− 1)/(2R− 1) by hypothesis, and (2R− 1) < (4R− 3),
so certainly α > (R − 1)/(4R − 3), so the strict inequality (A10) holds in the limit. Once again, by
continuity in ρ, it follows that for sufficiently high ρ, autarky dominates risk-sharing.

Finally, as observed earlier, the expected payoff from risk-sharing (A7) is strictly decreasing in ρ:
differentiating this payoff with respect to ρ, we obtain

2
3

α(1 − α)− 2
3

α(1 − α)R =
2
3

α(1 − α)(1 − R) < 0 (A11)

It follows that there is a unique ρ∗ such that (a) for ρ > ρ∗, autarky dominates risk-sharing for
all α ≥ λ(R), while (b) for ρ < ρ∗, there is an interval [λ(R), α∗) of possible values of α such that
risk-sharing dominates autarky for all α in this interval. Since α∗ declines in ρ, we can solve explicitly
for ρ∗ by taking α equal to λ(R) and setting the two sides of (A8) equal:

(R − 1)
[

1 − 4
(R − 1)2

(2R − 1)2 − 4ρ∗ R − 1
2R − 1

(
1 − R − 1

2R − 1

)]
=

R − 1
2R − 1

or, rearranging and canceling common terms,

[
1 − 4

(R − 1)2

(2R − 1)2 − 4ρ∗ R(R − 1)
(2R − 1)2

]
=

1
2R − 1

Multiplying through by 2R − 1,

2R − 1 − 4
(R − 1)2

2R − 1
− 4ρ∗ R(R − 1)

2R − 1
= 1

So

2R − 2 = 4
(R − 1)2

2R − 1
+ 4ρ∗

R(R − 1)
2R − 1

10 How large can α∗ be? It must clearly be strictly less than 1/2, since (A9) clearly fails for α ≥ 1/2.
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Multiplying through again by (2R − 1) and re-arranging, we have

2(R − 1)(2R − 1)− 4(R − 1)2 = 4ρ∗R(R − 1)

The left-hand side of this expression is 2(R − 1)[(2R − 1) − 2(R − 1)] = 2(R − 1), so we obtain
2(R − 1) = 4ρ∗R(R − 1), which finally gives us

ρ∗ =
1

2R
(A12)

This completes the proof of Proposition 2. �

Note on Choice of ϕ :

A natural question to ask is whether the results in the above proposition continue to hold if
ϕ < 1. It turns out that they do, and that there continues to exist an equilibrium in which risk sharing
can lead to greater systemic risk. In particular, λ(R, ϕ) and ν(R, ϕ) in the 1-bank model become
ϕ(R − 1)/(R + ϕ(R − 1)) and (R − 1)/ϕ, respectively.

In the 2-bank model, the optimal choice of liquidity carried in the case of risk-sharing, �∗ =

ϕ/(2+ ϕ). With these expressions in place, we can verify that the results from the previous proposition,
namely:

1. For small enough ρ there always exists an α∗ such that for α ∈ [λ(R, ϕ), α∗], risk sharing dominates
autarky, and

2. ∃ρ∗ such that for ρ < ρ∗, there is an equilibrium where risk-sharing dominates autarky

continue to hold.

Appendix C. Proof of Proposition 3

Let us define
T1(a, k, �̄) = −R(1 − f (a) + g(k, �̄))

T2(a, k, �̄) = (R − Δ − 1)(1 − τR)(1 − f (a))

T3(a, k, �̄) =
(R − Δ)(1 − k − �̄)[ f (a)− g(k, �̄)](1 − τR)

[�̄+ τR(1 − k − �̄)]
− (1 − k)

(1 − k − �̄)
(1 − f (a)) + f (a)− g(k, �̄)

T4(a, k, �̄) = −(R − Δ − 1)( f (a)− g(k, �̄))

Tsolv(a, k, �̄) = −[R − f (a) +
k + �̄

1 − k − �̄
]

Then,

α1(k, �̄) =
∫ a0(k,�̄)

−∞
T1(a, k, �̄)φ(a)da +

∫ m

−∞
T2(a, k, �̄)φ(a)da +

∫ m1

m
T3(a, k, �̄)φ(a)da

+
∫ a0(k,�̄)

m1

T4(a, k, �̄)φ(a)da +
∫ ∞

a0(k,�̄)
Tsolv(a, k, �̄)φ(a)da + 1

The expressions for T1, T2, T4 and Tsolv are immediate. To see why the expression for T3 must be true,
note that T3(k, �̄) is the coefficient of � in the expression [(R − Δ − 1 − p)y(p, k, �)(1 − f (a)) + [p ×
(1 − k − �) + �]( f (a)− g(k, �))] Now,

y(p, k, �) =
�+ τR(1 − k − �)

(1 + p)
, and

p(k, �̄) = max(0,−1 + [�̄+ τR(1 − k − �̄)]
(1 − f (a))

(1 − k − �̄)( f (a)− g(k, �̄))
)
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This means that the coefficient of � in (R − Δ)y(p, k, �)(1− f (a)) is (R − Δ)(1− f (a))(1− τR)/(1+ p),
which in turn equals (R − Δ)(1 − k − �̄)[ f (a)− g(k, �̄)](1 − τR)/[�̄+ τR(1 − k − �̄)]

Furthermore, the coefficient of � in (1 + p)y(p, k, �)(1 − f (a)) + p(k, �̄)(1 − k − �)( f (a)− g(k, �̄))
equals (1 − τR)(1 − f (a)) + p(k, �̄)( f (a)− g(k, �̄)).

After doing some algebra, and substituting the value of p(k, �̄), we find that this reduces to

(1 − τR)(1 − f (a)) + p(k, �̄)( f (a)− g(k, �̄)) = (1 − f (a))
(1 − k)

(1 − k − �̄)
+ f (a)− g(k, �̄)

Now we are in a position to derive comparative statics on α1(k, �̄).
Claim: ∂α1(k, �̄)/∂�̄ < 0

Proof. First note that ∂g(k, �̄)/∂�̄ > 0. This is immediate from the definition of g(k, �̄) = k/(1 − k − �̄).
This means that ∂T1(a, k, �̄)/∂�̄ < 0 and that ∂T4(a, k, �̄)/∂�̄ < 0. Further, it is clear that

∂Tsolv(a, k, �̄)/∂�̄ < 0
We will show that ∂T3(a, k, �̄)/∂�̄ < 0. First, note that

d

d�̄

(R − Δ)(1 − k − �̄)[ f (a)− g(k, �̄)](1 − τR)

[�̄+ τR(1 − k − �̄)]

=
d

d�̄
[

f (a)− g(k, �̄)
�̄/(1 − k − �̄) + τR

] =
d

d�̄
[
(1 − k − �̄) f (a)− k

�̄+ τR(1 − k − �̄)
]

=
− [

�̄+ τR(1 − k − �̄)
]

f (a)− [
(1 − k − �̄) f (a)− k

]
(1 − τR)(

�̄+ τR(1 − k − �̄)
)2

=
k(1 − τR)− (1 − k) f (a)(

�̄+ τR(1 − k − �̄)
)2

Now, for a ∈ [m, m1], we have that f (a) > f1(k, �̄). Therefore,

f (a) >
(�̄+ τR(1 − k − �̄)) + k(R − Δ)

�̄+ τR(1 − k − �̄) + (1 − k − �̄)(R − Δ)
>

k

(1 − k − �̄)

This implies that k(1 − τR)− (1 − k) f (a) < 0, and so

d

d�̄

(R − Δ)(1 − k − �̄)[ f (a)− g(k, �̄)](1 − τR)

[�̄+ τR(1 − k − �̄)]
< 0

Therefore,

∂T3(a, k, �̄)
∂�̄

=
d

d�̄

(R − Δ)(1 − k − �̄)[ f (a)− g(k, �̄)](1 − τR)

[�̄+ τR(1 − k − �̄)]
− d

d�̄

(1 − k)(1 − f (a)) + k)

(1 − k − �̄)
< 0

We have now shown that ∂Ti/∂�̄ < 0 for 1 ≤ i ≤ 4. We also know that ∂Tsolv/∂�̄ < 0.
In our representation earlier, α1(k, �̄) has been written as the sum of a series of definite integrals.

By the Leibniz rule, ∂α1(k, �̄)/∂�̄ = p1(k, �̄) + p2(k, �̄) where p1(k, �̄) is the sum of the integrals of the
derivatives of the integrands, while p2(k, �̄) is the derivative of the integral limit, multiplied by the
value of the integrand at this limit.

Therefore, in this case,

p2(k, �̄) = ∂a0
∂�̄

[T1(a0, k, �̄) + T2(a0, k, �̄)1m=a0 + T3(a0, k, �̄)1m<a0andm1=a0
+ T4(a0, k, �̄)1m,m1<a0 − Tsolv(a0, k, �̄)]
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Now

T1(a, k, �̄) + T4(a, k, �̄)− Tsolv(a, k, �̄) = −R(1 − f (a) + g(k, �̄)− (R − 1 − Δ)( f (a)− g(k, �̄))

+ R − f (a) + g(k, �̄)

= Δ( f (a)− g(k, �̄))

> 0

In addition, recall that T3(a, k, �̄) can be written as

T3(a, k, �̄) =
(R − Δ)(1 − f (a))(1 − τR)

(1 + p)
− (1 − τR)(1 − f (a))− p(k, �̄)( f (a)− g(k, �̄))

> −p(k, �̄)( f (a)− g(k, �̄)

> −(R − Δ − 1)( f (a)− g(k, �̄)

= T4(a, k, �̄)

where both inequalities follow from the fact that fire sale price p(k, �̄) is always less than or equal to
(R − Δ − 1).
By the same token, we can write

T3(a, k, �̄) =
(R − Δ)(1 − f (a))(1 − τR)

(1 + p)
− (1 − τR)(1 − f (a))− p(k, �̄)( f (a)− g(k, �̄))

< (R − Δ)(1 − f (a))(1 − τR)− (1 − τR)(1 − f (a))

= (R − Δ − 1)(1 − f (a))(1 − τR)

= T2(a, k, �̄)

where the first inequality follows since price p(k, �̄) ≥ 0
Putting it all together, we have that T4(a, k, �̄) < T3(a, k, �̄) < T2(a, k, �̄, and so

T1(a, k, �̄) + T2(a, k, �̄)− Tsolv(a, k, �̄) ≥ 0

and
T1(a, k, �̄) + T3(a, k, �̄)− Tsolv(a, k, �̄) ≥ 0

Finally, ∂a0(k, �̄)/∂�̄ < 0 implies that p2(k, �̄) < 0. We have already shown that p1(k, �̄) < 0, and
so

∂α1(k, �̄)
∂�̄

< 0,

This shows that α1(k, �̄) is a decreasing function. To prove uniqueness of equilibrium, all we have
to do is show that there exists some limit �̃ at which α1(k, �̃ < 0. This would mean that either there
exists a unique �∗ ∈ (0, �̃) for which α1(k, �∗) = 0, or it would mean that α1(k, x) < 0 for all x < �̃,
in which case �∗ = 0 is an equilibrium, as discussed earlier.

Let us choose �̃ such that k/(1 − k − �̃) = 1. Then, the clearinghouse never fails. a0(k, �̃) = −∞,
and it is easy to see that α1(k, �̃) < 0.

Proof of part b. Here, we will show that if (k, �̄) is an equilibrium, then (k+ �̄, 0) is an equilibrium also.
To prove this, we will show that L(α1(k, �̄) < 0, where L( f (a, b)) = ∂ f /∂a − ∂ f /∂b. Note that proving
this fact will imply the result since if (k, �̄) is an equilibrium (and �̄ > 0), it means that α1(k, �̄) = 0,
and the result would imply that α1(k + �̄, 0) < 0, which would imply (k + �̄, 0) is an equilibrium.

The outline of the proof is similar to before. First, we will prove that L(Ti) < 0 for 1 ≤ i ≤ 4, and
also that L(Tsolv) < 0. We will then use Leibniz’ rule to complete the proof.
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Note that L( f (k, �̄)) = ∂ f /∂k − ∂ f /∂�̄ = ∂ f /∂k|k+�̄=c where c is a constant. This interpretation
will help us in some of the steps to follow.

It is clear that L(g(k, �̄)) = L(k/(1 − k − �̄)) > 0. This immediately implies that

L(T1) < 0 ; L(T4) < 0 ; L(Tsolv) < 0

Since L(T2) = 0, it only remains to prove that L(T3) < 0.
Recall that

T3(a, k, �̄) =
(R − Δ)(1 − k − �̄)[ f (a)− g(k, �̄)](1 − τR)

[�̄+ τR(1 − k − �̄)]
− (1 − k)

(1 − k − �̄)
(1 − f (a)) + f (a)− g(k, �̄)

We have that

L
(
− (1 − k)

(1 − k − �̄)
(1 − f (a)) + f (a)− g(k, �̄)

)
= −L

(
(1 − k)(1 − f (a)) + k

1 − k − �̄

)
< 0

In addition,

L
(
(R − Δ)(1 − k − �̄)[ f (a)− g(k, �̄)](1 − τR)

[�̄+ τR(1 − k − �̄)]

)
= λL

(
[ f (a)− g(k, �̄)]

[�̄+ τR(1 − k − �̄)]

)

= λL
(

f (a)(1 − k − �̄)− k

�̄+ τR(1 − k − �̄)

)
< 0

where λ = (R − Δ)(1 − k − �̄)(1 − τR) > 0 Therefore, L(T3) < 0.
This implies that L(Ti) < 0 for 1 ≤ i ≤ 4, and L(Tsolv) < 0.
Furthermore,

L( f0) = L
(

R(1 − k − �̄) + k

(R + 1)(1 − k − �̄)

)
> 0 =⇒ L (a0(k, �̄)

)
< 0

Therefore,

L(a0)[T1(a0, k, �̄) + T2(a0, k, �̄)1m=a0 + T3(a0, k, �̄)1m<a0andm1=a0
+ T4(a0, k, �̄)1m,m1<a0 − Tsolv(a0, k, �̄)] < 0

Together, this result, along with the fact that L(Ti) < 0 for 1 ≤ i ≤ 4, and L(Tsolv) < 0 means we
can prove the result by Leibniz’s Rule, i.e., L(α1(k, �̄)) < 0.

Proof of part c. Let us denote EΠ(a, b, c) to be the expected profit for a given bank that carries liquidity
b when the margin is a and all other banks carry liquidity c.

Claim: Let k and �̄ be such that both (k, �̄) and (k + �̄, 0) are possible equilibria in the context of
the definition in Section 4. Then,

EΠ(k, �, �̄) < EΠ(k + �̄, 0, 0)

i.e., it is always optimal for banks to not carry over any liquidity and only risk-share in the form of the
margin.
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Proof. Recall from Section 3 that

EΠ(k, �, �̄) = ∫ a0(k,�̄)
−∞

[R(1 − k − �) + �](1 − f (a) + g(k, �̄))φ(a)da

+
∫ min(a,a0)
−∞

[(R − Δ − 1)y(0, k, �)(1 − f (a)) + �( f (a)− g(k, �̄))]φ(a)da

+
∫ min(a0,a1)

min(a,a0)
[(R − Δ − 1 − p)y(p, k, �)(1 − f (a)) + [p(1 − k − �) + �]( f (a)− g)]φ(a)da

+
∫ a0(k,�̄)

min(a0,a1)
[(R − Δ − 1)(1 − k − �) + �)( f (a)− g(k, �̄)]φ(a)da

+
∫ ∞

a0(k,�̄) ([R(1 − k − �)(1 − η( f (a)))(1 − f (a)) + R(1 − k − �) f (a)]) φ(a)da

Now, let us assume that (k, �̄) is an equilibrium. Then, by definition, EΠ(k, �, �̄) = EΠ(k, �̄, �̄) We
have that

(R − Δ − 1 − p(k, �̄))y(p, k, �̄)(1 − f (a)) + p(k, �̄)(1 − k − �̄)( f (a)− g(k, �̄))

= (R − Δ)
[ f (a)− g(k, �̄)]

1 − f (a)
(1 − k − �̄)(1 − f (a))− (1 + p(k, �̄))y(p, k, �̄)(1 − f (a))

+ (1 + p(k, �̄))(1 − k − �̄)( f (a)− g(k, �̄))− (1 − k − �̄)( f (a)− g(k, �̄))

= (R − Δ)[ f (a)− g(k, �̄)](1 − k − �̄)− (1 − f (a))[�̄+ τR(1 − k − �̄)] + (1 − f (a))[�̄+ τR(1 − k − �̄)]

− (1 − k − �̄)[ f (a)− g(k, �̄)]

= (R − Δ − 1)[ f (a)− g(k, �̄)](1 − k − �̄) = (R − Δ − 1) f (a)(1 − k − �̄)− k(R − Δ − 1)

where the third step follows from the fact that (1 + p(k, �̄))y(p, k, �̄) = �̄+ τR(1 − k − �̄). Plugging this
in to the expression for profit, we get that

EΠ(k, �̄, �̄) = ∫ a0(k,�̄)

−∞
[R(1 − k − �̄) + �̄](1 − f (a) + g(k, �̄))φ(a)da

+
∫ min(a,a0)

−∞
((R − Δ − 1)[�̄+ τR(1 − k − �̄)](1 − f (a)) + �̄[ f (a)− g(k, �̄)])φ(a)da

+
∫ min(a0,a1)

min(a,a0)
((R − Δ − 1)[ f (a)− g(k, �̄)](1 − k − �̄) + �̄[ f (a)− g(k, �̄)])φ(a)da

+
∫ a0(k,�̄)

min(a0,a1)
[(R − Δ − 1)(1 − k − �̄) + �̄)( f (a)− g(k, �̄)]φ(a)da

+
∫ ∞

a0(k,�̄)

(
R(1 − k − �̄)[1 − f (a)

R
+

k

R(1 − k − �̄)
]

)
φ(a)da

From now on, let us denote EΠ(k, �̄, �̄) by EΠ(k, �̄).
To prove the proposition, let us first calculate ∂EΠ(k, �̄)/∂k|k+�̄=c. This is the derivative of the

profit function with respect to k, keeping k + �̄ fixed (and equal to c. Put another way, this equals
∂EΠ(k, �̄)/∂k − ∂EΠ(k, �̄)/∂�̄.

Now, ∂EΠ(k, �̄)/∂k|k+�̄=c If this is positive, then clearly EΠ(k + �̄, 0) > EΠ(k, �̄). Note that
EΠ(k, �̄) is a sum of different integrals, where the limits of integration themselves depend on k and
�̄. Then, by the Leibniz Rule, we have that ∂EΠ(k, �̄)/∂k|k+�̄=c = k1 + k2, where k1 is the integral of
the derivative of the functions inside the integrals, keeping the limits of integration fixed. k2 is the
derivative of the integral limits, multiplied by the function value at those limits.
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Noting that g(k, �̄) = k/(1 − k − �̄), we have that

k1 =
∫ a0

−∞
Rφ(a)da +

∫ min(a,a0)

−∞
−(R − Δ − 1)(1 − f (a))φ(a)da +

∫ min(a0,a1)

min(a,a0)
−(R − Δ − 1)φ(a)da

+
∫ a0

min(a0,a1)
−(R − Δ − 1)φ(a)da −

∫ a0

−∞
φ(a)da

Simplifying, this implies that

k1 =
∫ a0

−∞
(R − 1)φ(a)da − (R − Δ − 1)

∫ a0

−∞
φ(a)da + (R − Δ − 1)

∫ min(a,a0)

−∞
f (a)φ(a)da

= Δ

∫ a0

−∞
φ(a)da + (R − Δ − 1)

∫ min(a,a0)

−∞
f (a)φ(a)da > 0

Now, let us assume that (R − Δ) > 1, and let us define the operator L( f (k, �)) = ∂ f /∂k − ∂k/∂�.
In addition, let m0 = min(a, a0) and m1 = min(a0, a1).
Then, by the Leibniz Rule, k2 is given by

k2 = L(a0)[R(1 − k − �̄) + �̄](1 − f (a0) + g(k, �̄))φ(a0) + L(m0)(R − Δ − 1)[�̄+ τR(1 − k − �̄)](1 − f (m0))φ(m0)

+(R − Δ − 1)L(m1)
(
[ f (m1)− g(k, �̄)](1 − k − �̄) + �̄[ f (m1)− g(k, �̄)]

)
φ(m1)

−(R − Δ − 1)L(m0)
(
[ f (m0)− g(k, �̄)](1 − k − �̄) + �̄[ f (m0)− g(k, �̄)]

)
φ(m0)

+[(R − Δ − 1)(1 − k − �̄) + �̄][L(a0)( f (a0)− g(k, �̄))φ(a0)−L(m1)( f (m1)− g(k, �̄))φ(m1)]

−L(a0)
(

R(1 − k − �̄)[1 − f (a0)
R + k

R(1−k−�̄)
] + �̄

)
φ(a0)

After some algebra, this becomes

k2 = L(a0)[R(1 − k − �̄) + �̄](1 − f (a0) + g(k, �̄))φ(a0) + L(m0)(R − Δ − 1)[�̄+ τR(1 − k − �̄)](1 − f (m0))φ(m0)

+[(R − Δ − 1)(1 − k − �̄) + �̄][L(a0)( f (a0)− g(k, �̄))φ(a0)−L(m0)( f (m0)− g(k, �̄))φ(m1)]

−L(a0)
(

R(1 − k − �̄)[1 − f (a0)
R + k

R(1−k−�̄)
] + �̄

)
φ(a0)

and then

k2 = L(a0)([R(1 − k − �̄) + �̄](1 − f (a0) + g(k, �̄)) + [(R − Δ − 1)(1 − k − �̄) + �̄]( f (a0)− g(k, �̄))

− R(1 − k − �̄)[1 − f (a0)

R
+

k

R(1 − k − �̄)
] + �̄)φ(a0)

+ L(m0)
(
(R − Δ − 1)[�̄+ τR(1 − k − �̄)](1 − f (m0))− (1 − k − �̄)( f (m0)− g(k, �̄))]

)
φ(m1) (A13)

Lemma A1. L(m0) ; L(a0) < 0

Proof. First, recall that f , f0 and f1 are defined such that f > f whenever a < a and so on. Then, from
earlier work,

f1(k, �) =
(�̄+ τR(1 − k − �)) + k(R − Δ)

�̄+ τR(1 − k − �̄) + (1 − k − �̄)(R − Δ)
; f (k, �) =

k + �̄+ τR(1 − k − ¯�))
(1 − k − �̄) + (�̄+ τR(1 − k − �̄))

f0(k, �) =
k + R(1 − k − �̄)

(1 + R)(1 − k − �̄)

Then,

L( f ) =
f

(1 − k) + τR(1 − k − �̄)
; L( f1) =

f1 + (R − Δ − 1)
�̄+ τR(1 − k − �̄) + (1 − k − �̄)(R − Δ)
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L( f0) =
1

(1 + R)(1 − k − �̄)

In general, for any aggregate shock a, the number of failures f (a) is given by f (a) = Φ((c −√
ρa)/

√
1 − ρ). Therefore,

L(a) = −
√

1 − ρ√
ρ

× 1
φ(N−1 f (a))

×L( f )

and the result follows since L( f ) > 0 for f = f , f0, and f (a0) > R/(R + 1) > 1/2.
Now, note that for any k, �̄,

[R(1− k − �̄) + �̄)(1− f (a0) + g(k, �̄)) + (R − Δ − 1)(1− k − �̄)( f (a0)− g(k, �̄)) + �̄( f (a0)− g(k, �̄))

= R(1 − k − �̄) f (a0) + �̄

In addition, f (a0) satisfies f (a0) = [1 − f (a0)/R + k/R(1 − k − �̄)]

Therefore, Equation (1) implies that

k2 = L(m0)
(
(R − Δ − 1)[�̄+ τR(1 − k − �̄)](1 − f (m0))− (1 − k − �̄)( f (m0)− g(k, �̄))]

)
φ(m1)

Since we know that L(m0) < 0 and φ(m0) > 0, we just have to show that

[�̄+ τR(1 − k − �̄)](1 − f (m0)) ≤ (1 − k − �̄)( f (m0)− g(k, �̄))

Since g(k, �̄) = k/(1 − k − �̄), and doing some algebra, we must show that

f (m0) ≥ k + �̄+ τR(1 − k − �̄)

1 − k + τR(1 − k − �̄)
i.e., f (m0) ≥ f

However, recall that m0 = min(a0, a). This means that m0 ≤ a, and so f (m0) ≥ f .

Appendix D. Proof of Proposition 4

We first derive the expected profit for banks if there is no clearinghouse, and banks carry liquidity
�. If � ≥ 1/2, banks self hedge and refinance themselves if required. There is no fire sale. If all banks
carry liquidity � (determined in equilibrium), then a fire sale might well occur. Let us restrict our
attention to the case where all banks carry liquidity �̄ < 1/2, and derive the profit for a bank carrying
liquidity � < 1/2. Then,

EΠ(�, �̄) = ∫ ∞

−∞
[R(1 − �) + �](1 − f (a))φ(a)da

+
∫ a

−∞
[(R − Δ − 1)y(0, �)(1 − f (a)) + �( f (a))]φ(a)da

+
∫ a1

a
[(R − Δ − 1 − p�̄))y(p, �)(1 − f (a)) + [p(�̄)× (1 − �) + �] f (a)]φ(a)da

+
∫ ∞

a1

[((R − Δ − 1)(1 − �) + �) f (a)]φ(a)da

If �̄ is an equilibrium, then for any �, EΠ(�, �̄) = EΠ(�̄, �̄). We can substitute � = �̄ in the equation
above to get
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EΠ(�̄, �̄) = ∫ ∞

−∞
[R(1 − �̄) + �̄](1 − f (a))φ(a)da

+
∫ a

−∞
((R − Δ − 1)[�̄+ τR(1 − �̄)](1 − f (a)) + �̄ f (a))φ(a)da

+
∫ a1

a
((R − Δ − 1) f (a)(1 − �̄) + �̄ f (a))φ(a)da

+
∫ ∞

a1

[(R − Δ − 1)(1 − �̄) + �̄] f (a)φ(a)da

The integrand in the third integral is lower than the one in the fourth integral since f (a) = 1.
In addition, the integrand in the second integral is a special case of the one in the third integral with
p(�̄) set to zero. Therefore, the integrands in the second and third integrals in the expression above are
both lower than the integrand in the fourth integral.

So, we have that

EΠ(�̄, �̄) ≤
∫ ∞

−∞
[R(1 − �̄) + �̄](1 − f (a))φ(a)da

+
∫ ∞

−∞
[(R − Δ − 1)(1 − �̄) + �̄)] f (a)φ(a)da

Simplifying the above, we get that

EΠ(�̄, �̄) ≤ �̄+ (1 − �̄)(R − α) < (1 + R − α)/2

where we used the fact that
∫ ∞

−∞
f (a)da = α.

This completes the proof of the proposition.

Appendix E. Proof of Proposition 5

The proof is immediate using the results already obtained in earlier proofs. In particular, note that

EΠFB(k, �̄) = EΠ(k, �̄, �̄)

We have already shown that EΠ(k, �̄, �̄) < EΠ(k + �̄, 0, 0). Therefore, it becomes clear that �FB = 0.
However, conditioning on �FB = 0, the first-best problem becomes formally identical to the

equilibrium problem when � = �̄ = 0, which we know to be true at the optimal equilibrium k∗.
Therefore, kFB = k∗.

Since margins and liquidity are identical under the first-best measure as under equilibrium, there
is similar equivalence of profits and systemic risk.

This completes the proof of the proposition.

Appendix F. Proof of Proposition 6

Let C(k, �̄) = Φ(ag(k, �̄))c(g∗) +
∫ a0(k,�̄)

ag(k,�̄)
agov [ f (a)− f0]

2 (1 − k − �̄)2 Then,

dC(k, �̄)
dk

= c(g∗)φ(ag)
∂ag

∂k
+ 2

∫ a0

ag

(1 − k − �̄)agov[ f (ag)− f0]
2 +

∂ag

∂k
agov[ f (ag)− f0]

2(1 − k − �̄)2
< 0

Therefore, dW(k, �̄(k))/dk = dEΠ(k, �̄(k))/dk − dC(k, �̄(k))/dk > dEΠ(k, �̄(k))/dk
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In addition, as k → 1/2, ag → a0 and C(k, �̄(k)) → 0.
Now, let k∗ solve k∗ = arg maxEΠ(k, �̄(k)). Then, for k < k∗, EΠ(k, �̄(k) < EΠ(k∗, �̄(k∗), and so,

since C(k, �̄(k)) > 0, and dC(k, �̄(k))/dk < 0, we must have that W(k, �̄(k) < W(k∗, �̄(k∗). Since, by
definition, kpvt = k∗, this means that kpub ≥ kpvt, completing the proof.

Appendix G. Note on Asymmetric Equilibria

Let us now relax our assumption that all banks carry the same liquidity �̄ and instead assume that
there is an asymmetric equilibrium where a fraction w1 of the banks carry over liquidity �̄1, while a
fraction w2 = (1 − w1) of the banks carry over liquidity �̄2.

As before, a fraction τ of future payoffs can be pledged by banks in the fire sale, so the fire sale
demand function for a bank with liquidity � is given by

y(p, k, �) =
�+ τR(1 − k − �)− y(p, k, �)

p

where p is the price of assets in the fire sale.
For convenience, let us refer to banks that carry liquidity �̄1 as “Type 1 banks”, and banks that

carry liquidity �̄2 as “Type 2 banks”. Let ȳ1 and ȳ2 be the total demand submitted by Type 1 banks and
Type 2 banks respectively. Then,

ȳ1 =
�̄1 + τR(1 − k − �̄1)− ȳ1

p
; ȳ2 =

�̄2 + τR(1 − k − �̄2)− ȳ2

p
(A14)

As before, let g be the total number of banks bailed out by the clearinghouse (with margin k) if it
is insolvent. The clearinghouse bails out the failed banks with its margin, using a total amount of w1k

to bail out Type 1 banks, and w2k to bail out Type 2 banks. Then the total number of banks bailed out
by the clearinghouse is given by

g(k, w1, w2, �̄1, �̄2) =
w1k

(1 − k − �̄1)
+

w2k

(1 − k − �̄2)

Let g1 = w1k/(1 − k − �̄1) and g2 = w2k/(1 − k − �̄2) denote the number of banks of Type 1 and Type
2 bailed out.

Then, the supply of assets in the fire sale is given by

S = (1 − k − �̄1) [w1 f (a)− g1] + (1 − k − �̄2) [w2 f (a)− g2]

The demand of assets in the fire sale is given by

D = w1(1 − f (a))ȳ1 + w2(1 − f (a))ȳ2

where w1(1 − f (a)) is the number of banks that survived that are of Type 1, while w2(1 − f (a)) is the
number of banks that survived that are of Type 2.

Therefore, the market clearing condition is

w1ȳ1 + w2ȳ2 =
(1 − k − �̄1)[w1 f (a)− g1] + (1 − k − �̄2)[w2 f (a)− g2]

1 − f (a)
(A15)

Further, Equation (A14) implies that

p(k, w1, w2, �̄1, �̄2) = −1 +
�̄1 + τR(1 − k − �̄1)

ȳ1
= −1 +

�̄2 + τR(1 − k − �̄2)

ȳ2
(A16)
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Equation (A15) implies that

ȳ1w1(1 − f ) + ȳ2w2(1 − f )− f (1 − k) + w1 f �̄1 + w2 f �̄2 + k = 0

Together, Equations (A15) and (A16) imply values for ȳ1 and ȳ2.

ȳ2 =
f (1 − k)− k − f [w1�̄1 + w2�̄2]

(1 − f )[ηw1 + w2]
; ȳ1 =

f (1 − k)− k − f [w1�̄1 + w2�̄2]

(1 − f )[w1 + w2/η]

where ȳ1 = ηȳ2 and

η =
�̄1 + τR(1 − k − �̄1)

�̄2 + τR(1 − k − �̄2)

Defining thresholds:
As before, let η( f ) denote the portion of payoffs that successful banks transfer to failed banks if

the clearinghouse remain solvent. Then,

η( f ) =
w1 f (1 − k − �̄1) + w2 f (1 − k − �̄2)− k

R(1 − k − �̄1)(1 − f )w1 + R(1 − k − �̄2)(1 − f )w2

If f is such that η( f ) > 1, then the clearinghouse becomes insolvent. Let f ∗ denote this unique
threshold, and a0 denote the level of aggregate shock a at which f = f ∗.

As before, let f1 denote the number of failures above which there is a fire sale with price less than
(R − Δ − 1). f1 is determined from Equation (A16). Let a1 denote the level of aggregate shock a at
which f = f1.

Expected profits are given by

EΠ(k, �, �̄1, �̄2) = ∫ a0(k,�̄1,�̄2)
−∞

[R(1 − k − �) + �](1 − f (a) + g1 + g2)φ(a)da

+
∫ min(a0,a1)
−∞

[(R − Δ − 1 − p)y(p, k, �)(1 − f (a)) + [p(1 − k − �) + �]( f (a)− g)]φ(a)da

+
∫ a0(k,�̄)

min(a0,a1)
[(R − Δ − 1)(1 − k − �) + �)( f (a)− g1 − g2)]φ(a)da

+
∫ ∞

a0(k,�̄) ([R(1 − k − �)(1 − η( f (a)))(1 − f (a)) + R(1 − k − �) f (a)] + �) φ(a)da

Bailing out Firms in the Asymmetric Equilibrium Model

One issue that becomes important when writing out the asymmetric equilibrium model is how
failed banks are bailed out with the margin available in the clearinghouse (k). If k1 of the margin is
used to bail out Type 1 banks and k2 of the margin is used to bail out Type 2 banks, then the total
number of banks bailed out is given by

g(k1, k2, �̄1, �̄2) =
k1

1−k−�̄1
+ k2

1−k−�̄2

Let g1 and g2 be the proportion of Type 1 and Type 2 banks (respt.) bailed out. Then,

g1 =
k1

1 − k − �̄1
; g2 =

k2

1 − k − �̄2

The supply of assets in the fire sale is given by

S = (1 − k − �̄1)[w1 f (a)− g1] + (1 − k − �̄2)[w2 f (a)− g2] = (1 − k − �̄1)× w1 f (a) + (1 − k − �̄2)× w2 f (a)− k1 − k2

This implies that
S = (1 − k − �̄1)× w1 f (a) + (1 − k − �̄2)× w2 f (a)− k
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which is independent of k1 and k2. Thus the total supply of assets in the fire sale is independent of the
way the clearinghouse bails out banks of each type.

Earlier, I had assumed that k1 = w1k and k2 = w2k, i.e., the portion of margin used to bail out
each bank type were proportional to the number of banks of each type. Instead, let

k1 =
w1(1 − k − �̄1)k

w1(1 − k − �̄1) + w2(1 − k − �̄2)
; k2 =

w2(1 − k − �̄2)k

w1(1 − k − �̄1) + w2(1 − k − �̄2)

Then,

g1 =
w1k

w1(1 − k − �̄1) + w2(1 − k − �̄2)
; g2 =

w2k

w1(1 − k − �̄1) + w2(1 − k − �̄2)

In the above, g1/g2 = w1/w2, and so this is consistent with a framework where each dollar of margin
in the clearinghouse is used to bail out a bank at random, whether it is a Type 1 or a Type 2 bank.
The law of large numbers implies that the proportion of each type bailed out will be w1 and w2.

Claim: If g1 and g2 are defined in this way, then EΠ(k, �, �̄1, �̄2) is a function of w1�1 + w2�2.
We can then write EΠ(k, �, �̄1, �̄2) = α0(k, w1�1 + w2�2) + �α1(k, w1�1 + w2�2).

Further, for any asymmetric equilibrium (�∗1, �∗2, w1, w2), ∃ a unique symmetric equilibrium �∗(k)
that generates the same profits for banks.

Proof. The proof is immediate from the above result. Set �∗(k) = w1�
∗
1 + w2�

∗
2. Then (�∗, y, 1, 0) is a

symmetric equilibrium for any y, since α1(�
∗, y, 1, 0) = 0. Further, α0(�

∗, y, 1, 0) = α0(�
∗
1, �∗2, w1, w2),

and so profits for the asymmetric equilibrium and the symmetric equilibrium are the same.
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Abstract: The effects of firm-specific resources on firm performance has been a quest of many and
widely studied worldwide. In today’s business environment, arguments suggesting the relative
importance of firm-specific resources in explaining firm performance variation are said to be of the
greatest influence on the study of firm behavior. On the other hand, firms with strong, positive
reputations can attract and retain crucial talent and often have loyal customers likely to buy a broader
range of products and services. It can lead to higher sales generated by satisfied customers and
their referrals and can potentially raise capital and share price, and improve the firm performance.
An empirical study such as this attempts to investigate the combinations of resources of the firm
and focus on reputational risk management concerning firm performance. As such, this study
involves variables partially adopted from Donabedian Theory, such as intangible resources, namely
capability as an exogenous construct towards endogenous construct and firm performance, as well as
proposing a mediation model to analyze the mediated relationship of reputational risk in accelerating
the relationship between capabilities and firm performance. This study applies variance-based
structural equation modeling via Smart PLS to a sample of 161 listed firms in Malaysia as respondents.
A judgment purposive sampling technique has been adopted as the respondents are derived from
listed firms under Malaysian Bourse. Overall, the findings of this study reveal how firms may gain
competitive advantages in terms of their reputation and eventually be able to sustain their firm’s
performances by implementing an integrative model of intangible resources such as capabilities and
in their routines and processes within the firms.

Keywords: capabilities; reputation risk; firm performance; mediation model

1. Introduction

It has been argued by Foss (1996, 1998) and Foss and Knudsen (2003) that capacities
are among the most prominent dominant characteristics of the resources pool, which have
the largest effect on business performance. It was also argued by Galbreath and Galvin
(2008) that there is a substantial linkage between competencies and company performance.
Erdil et al. (2010) claimed that their research showed a connection between fundamental
personnel qualities, organizational capacities, and the success of a company.

Because Malaysia is working toward achieving sustainable economic development in
which knowledge and know-how become the primary drivers of economic growth, it is
particularly important to evaluate the significant aspect of know-how as a core skill among
managers. This is because Malaysia is working toward achieving sustainable economic
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development (Majlis Inovasi Negara 2007). On the other hand, Galbreath (2005) discovered
that the misallocation of resources or the inability to fully employ the resources of the
organization likewise had a substantial influence on the firm’s performance. The possibility
of suffering damage due to a damaging reputation event is, without a doubt, very real. This
damage can manifest in various ways, including a decline in consumer confidence in the
brand, an effect on revenue and earnings, and increased oversight from government officials.
However, there is also the possibility to learn from how a reputation incident is handled,
both to lessen the immediate impact of the event and to acquire long-term understanding
that may be used to better respond to future situations. Therefore, an effective allocation of
resources has to be established after giving careful attention to several factors, given the
level of risk that is associated with a particular project or investment made by the company
itself (Razak et al. 2016). In general, enterprise risk cannot be considered in a silo approach
since the management of risks has several specialized hazards, including reputation risks.
These risks fall under the umbrella of enterprise risk (Bhanot 2011; Heidinger and Gatzert
2018; Kim et al. 2021; Pretty 2018; Voskovskaya et al. 2022; Razak et al. 2016).

A stronger reputation and higher status are associated with greater access to essential
resources and better organizational performance, according to the findings of a variety
of studies that were conducted in the past (Kim et al. 2021). Furthermore, reputation is
important to corporate practice since it is a valuable intangible asset that may contribute to a
competitive advantage; hence, this research gives the necessary viewpoints (Veh et al. 2018).

There has been a lot of research done on how firm resources might affect a company’s
success. However, research studying the combinations of business resources and manage-
ment of enterprise risks, particularly reputation risk, as they relate to firm performance,
is scarce and currently barely scratches the surface (Razak et al. 2013). The proliferation
of the internet and social media has led to an increase in the significance of reputation
risk for businesses (Scott and Walsham 2005; Magnus Boyd n.d.; Walsh et al. 2016; Szyntar
and Heijmeskamp 2020). In this environment, unwelcome news can particularly spread
more quickly. One of the most important questions that must be answered by businesses
is whether or not the state of their corporate reputation or the occurrence of reputation-
harming events (also known as “crisis events”) affects the financial performance of the
company (Gatzert 2015).

The following portion will present a short review of the direct relation of capabilities
to firm performance, as well as the roles of reputation risk as a mediating impact between
the two variables.

2. Literature Review

2.1. Firm Performance

Previous research has shown that different articulations may be found across fields
of study regarding the definition of performance. As a result, the notion of performance
assessment inside academic borders changes distinctly (Venkatraman and Ramanujam
1986). Previous research on company performance may be broken down into three main
groups. To begin, some studies outline the measurements utilized in entrepreneurship and
strategic management research, such as (Brush and Vanderwerf 1992; Murphy et al. 1996;
Carton 2005; Carton and Hofer 2010). Studies that focus on the need for multidimensional
measures of organizational financial performance, such as (Rawley and Lipson 1985),
(Jantunen 2005) and (Venkatraman and Ramanujam 1987), and finally, studies that seek to
determine the “best” measures of organizational financial performance, such as (Robinson
and Mcdougall 2001). Venkatraman and Ramanujam (1986) were certain that the success of
a company should be evaluated using a wider range of metrics, including financial and
operational considerations. Because of its connection to accounting measurements and the
economy’s success, financial performance analysis indicators such as the growth of sales,
earnings per share, and profitability.

Nevertheless, operational success or performance not based on financial metrics
still considers product quality, market share, and marketing efficiency. In addition, the
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use of numerous performance indicators in empirical research was stressed by several
academics, including (Demirbag et al. 2006). Previous empirical research also showed
that the performance construct may be broken down into a number of different aspects
(Venkatraman and Ramanujam 1986). However, no ultimate consensus has been presented
in previous research on entrepreneurship and strategic management on the best or even
a sufficient set of organizational performance measurements because there has been no
research done on these topics. The vast majority of theorists have concluded that the nature
of organizational performance is multidimensional (Carton and Hofer 2010). Accordingly,
to ensure firm performance is measured accurately, Dess and Davis (1984) recommend that
firms employ a composite measure by utilizing multiple indicators as it is more informative
than relying on a single indicator only. Prior empirical research has demonstrated multiple
dimensions of the performance construct (Venkatraman and Ramanujam 1986).

Venkatraman and Ramanujam (1987) empirically demonstrated that growth and prof-
itability were different performance measures. Overall performance was measured with
three perceptual items, including sales turnover and profitability as financial performance
and market share as indicators of operating performance (Spanos and Lioukas 2001; Venka-
traman and Ramanujam 1987). Venkatraman and Ramanujam (1986) also emphasized that
business performance can always be measured by financial performance or operational
performance, or even both, as the sources of performance data can either be primary (e.g.,
questionnaire survey) or secondary (e.g., published data). As such, this study follows
the approaches of Venkatraman and Ramanujam (1986), Spanos and Lioukas (2001), and
Galbreath and Galvin (2008) concerning the dimension of performance construct.

2.2. Capabilities

The idea of something being intangible refers to it being either imperceptible or
unquantifiable. In contrast to physical resources, intangible resources are considerably
harder to quantify due to the very nature of the resources themselves (Blair and Wallman
2001). According to Galbreath and Galvin (2008), intangible resources consist of many
components not typically accounted for in the balance sheet. Intangible resources are
described as “nonphysical factors that contribute to or are used in producing goods or
providing services, or that are expected to generate future productive benefits for the
individuals or firms that control the use of those factors,” according to the definition
provided by (Blair and Wallman 2001).

The conceptual definitions in the literature (Hall 1992, 2002; Fahy and Smithee 1999;
Hoopes et al. 2003; Ray et al. 2004) cover a wide range of topics, so it is difficult to say
definitively whether some intangible resources are, in fact, assets or capabilities. However,
there appears to be a fine line between the two. On the other hand, the technique proposed
by Hall (1992, 2002) is used, which stipulates that intangible resources be classified as either
assets (what the company has) or skills (what the firm does). The categories of resources that
will be discussed and utilized in this investigation were decided upon because they have
been referenced in a wide variety of previous research, such as the general management,
strategic management, marketing, and economics literature, and because they are of interest
to a large number of academics. The know-how and knowledge capacity of the company
are reflected in its capabilities (Grant 1996; Galbreath 2005; Galbreath and Galvin 2008).

According to Amlt and Schoemaker (1993), the term “capabilities” refers to a com-
pany’s ability to deploy resources, often in combination, via organizational procedures,
to achieve a certain goal. They are information-based processes that might be physical
or intangible, are unique to the company, and are formed through time via the intricate
interactions of its resources. In contrast to the other aspects of a company’s resources, capa-
bilities are predicated on the firm’s human capital being able to create information, convey
information, and exchange information with other people. According to Fahy and Smithee
(1999), capabilities have been referred to using several names, such as talents, invisible
assets, and intermediate products. They are also referred to as what an organization “does”
as opposed to what it “has”, and they often include the routines and interactions that take
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place inside the organization. Another way of describing them is as “what an organization
“has”. A company’s capabilities include both the individual skills of its workers and the
resources that emerge from the various interactions and routines that take place within the
company itself. These interactions and routines can occur anywhere within the company,
such as within teams, between workers and managers, or between personnel and tangible
assets. They are distinguished by the presence of major obstacles to duplication, which
may take the form of the tacitness inherent in the capabilities of people or groups or the
intricacy and distinctiveness of organizational procedures.

These organizational capacities develop in tandem with organizational knowledge
cycles, which begin with peripheral inducements and are then integrated via networking
cycles to produce acquired knowledge inside the organization (Collis 1994; Collis and
Montgomery 1995; Collis and Montgomery 1998). Before being used to address possible
issues, this information is first made apparent and then transforms as it passes through
several stages of internal selection, appraisal, and legitimization. In other words, the
information is used and kept inside an organization by being ingrained in procedures
and put into practice to generate retained knowledge via the accumulation of relevant
experience (Collis 1994; Collis and Montgomery 1998). According to the theory put forward
by HassabElnaby et al. (2012), organizational capabilities are a business’s capacities to carry
out a set of activities using the resources available to the company. Companies cultivate and
manage their organizational capabilities to acquire a competitive advantage by fostering
organization-categorical competencies. This process is known as organizational capability
development and management. The longer talents are used, the more robust they grow
and the more difficult it is for rivals to copy them. The capabilities of an organization are
significant organizational resources that help a company develop a competitive edge. It is
necessary to create and maintain these talents dependent on the strategies and information
systems of the companies for the company to gain long-term benefits in terms of its
competitive position.

It is possible to consider capabilities to be the aggregate set of organizational skills or
competencies the corporation possesses. Capabilities are complex phenomena that emerge
as a direct consequence of organizational learning. Capabilities are never tangible (Prahalad
and Hamel 1990). In many management and organizational studies, a variety of terms are
used for capabilities, such as management process, roles, and skills. This is done in order
to include all of these managerial requirements to reconfigure and transform organizations
along with their resources and capabilities. The approach relates variation in management
competencies to differences in business performance under situations of strategic change
in an explicit manner (Helfat and Martin 2015). Therefore, skills are understood to be
the capacity to organize and use resources in order to accomplish the objectives of the
company. This suggests that disparities in performance are seldom brought about by
differences in resources alone; rather, it is the use of resources that brings about differences
in performance. Companies can better manage their operations and make better use of
their resources when they have capabilities. Capabilities are characterized as complicated
bundles of skills and accumulated knowledge (Day 1994).

The items that made up capabilities comprised the know-how of the firm’s managers,
the know-how of workers who were not in management positions, and the collective know-
how in constructing and preserving partnerships with external parties. Castanias and Helfat
(2001) provided more evidence for similar ideas, namely that the success of a company
is substantially tied to the abilities, competence, and knowledge of its managers. The
individual talents of a company’s workers, in addition to the resources resulting from the
myriad of transactions and routines that occur inside an organization, are referred to as the
company’s capabilities (Fahy 2002). According to Amlt and Schoemaker (1993), capabilities
are defined as the ability of a company to deploy resources, often in combination, via
organizational processes, to achieve a desired purpose. Those organizational procedures
inside the company itself, which include the practice of managing reputational risk (Razak
et al. 2016). Mauri and Michaels (1998) and the most current study on the topic, conducted
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by Galbreath and Galvin (2008), both hypothesized that their results demonstrated the
primacy of firm effects, particularly the impact of capacity on firm performance.

2.3. Reputation Risk

According to Smith (2008), in general, a company’s reputation is based on how stake-
holders and people who are not affiliated with the company view the company’s overall
quality in terms of how it interacts with customers, employees, and vendors as well as
how it manages its finances and fulfills its social responsibilities. It is very uncommon,
and difficult to replicate, and there are no suitable alternatives, all of which contribute
to the item’s status as a strategic component of the company. As a result, a favorable
association will be formed between it and the future success of the company. The existence
of a cross-sectional link between reputation and financial success may be rationalized by
many different possible advantages that come with having a good reputation (Roberts
and Dowling 2002). Customers place a high value on affiliations and transactions with
businesses that have a good reputation because of this. Reputation is prized for its own
sake. When there is confusion over the fundamental quality of a company’s products or
services, reputation becomes crucial. It is difficult for competitive companies to swiftly
produce quality demonstrations that would counteract the signaling advantages associated
with having a strong reputation because of the same uncertainty.

Given the proliferation of social media and the rise of cybersecurity inside Industry 4.0,
maintaining a positive corporate image is becoming ever more crucial. An emerging aspect
of research is reputation risk, which keeps on expanding as more researchers and practition-
ers all over the world start to practice reputation risk holistically. This is due to the evolving
nature of the risks, which correlates with the volatile and advanced tools of technology that
relate to online and social media platforms in various business environments. Reputation
risk research is growing as a result (Ben-Amar et al. 2014). Because of this, reputation risk
is becoming an increasingly important problem in modern times since the success of a
company is often dependent on its reputation (Boyd et al. 2010; Szyntar and Heijmeskamp
2020; Kunitsyna et al. 2018; Eckert 2017; Spanier 2015; Guo et al. 2020; Roberts and Dowling
2002; Etter et al. 2019). Accordingly, Peterson (2006) defines reputation risk as arising from
a situation, occurrence, business practice, or event that tends to materially influence the
perceived trust and confidence of the public or stakeholders in an institution. Reputation
risk can be caused by a situation, occurrence, business practice, or event.

According to Stephen P. D’Arcy (2001), developments in technology, the quicken-
ing pace of business, globalization, rising levels of financial sophistication, and the un-
predictability of the global economic environment all contribute to an increase in the
overall number of risks as well as their level of complexity in today’s world. This is espe-
cially true regarding the risk that pertains to the reputation of companies. According to
Beasley et al. (2005), there is a favorable association between the knowledge and abilities
of senior management team members, such as the chief risk officer, and the implementation
and efficacy of a variety of risks, including reputation risk. By creating online communities
that facilitate connection and interaction between users, national social media platforms
such as Facebook, YouTube, Twitter, LinkedIn, and Instagram, among others, continue
to draw billions of users. These web-enabled platforms provide novel opportunities for
socialization and interaction among users, thereby transforming how individuals and
groups share information such as personal data, news, opinions, and feedback regardless
of whether the respective businesses are based solely or simply on the enhancement of
the promotion of products and services, or the firm depends on its performance of online
businesses (Raina and Rana 2019).

Both Barakat et al. (2018, 2019) stressed in their research that risk appetite, incorpo-
rated within the reputation risk factor, also indirectly boosted organizational performance
(e.g., improved returns, profits, and growth. Because Hoyt et al. (2008) found a positive
association between the practice of reputation risk and company performance, they stressed
that there is an influence on firm performance of up to 17% due to the practice of reputation
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risk. The finding is also consistent with the findings of Liebenberg and Hoyt (2003) and
Kleffner et al. (2003), who also emphasized the skills of senior management, such as the
chief risk officer as risk champion, that can lead the firm toward the effectiveness of the
reputation risk as part of specific risks that existed within the firm. The finding was made
by Kleffner et al. and Liebenberg.

As a result, the following hypothesis has been proposed as a result of this research:
Thus, this research proposes the following hypothesis:

H1. Capabilities have a positive relationship with firm performance;

H2. Capabilities have a positive relationship with reputation risk;

H3. Reputation risk has a positive relationship with firm performance.

Great economic damage was caused as a result of the global financial crisis that
occurred between 2008 and 2009. This demonstrates that the linkage of the relationship
between capabilities and firm performance can be strengthened by effectively managing
the various risks that the firm faces, even though this requires strict monitoring from
regulators (Mikes and Kaplan 2013). Regardless, the preceding studies contribute to the
growing theoretical void this study seeks to fill. Namely, reputation risk has never been
regarded as a mediating variable between skills and the relationship between them and
business performance.

H4. The relationship between capabilities and firm performance will be mediated by the effectiveness
of reputation risk.

3. Methodology

This research applied a self-administered questionnaire to collect the data. Measure-
ment of the variables adopted from Galbreath and Galvin (2008) involving 27 items in
total. This research adopts the methodology of (Ghazali and Manab 2013), which used
the same data sources from Bursa Malaysia but did not include PN17 or GN3 firms in its
analysis. The PLS-SEM was used in this study to do data analysis. As the population size
was derived at 928, the sample size for this study was determined through the sample size
table established by Sekaran (2013), which is at 250. To achieve an adequate response rate,
a total of 650 questionnaires were distributed. There were a total of 161 replies considered
to be legitimate after the questionnaire was sent to 650 people. Out of a total of 928 firms
that were listed in Malaysia, adequately, 24.7 percent responded to the survey.

4. Results and Discussion

As the companies were from a wide range of industry groups, variation in the samples
shows the overall industries represented the population of publicly listed companies
under Bursa Malaysia. The distribution showed that slightly more than half of the sample
(55.6%) was from large-scale companies (more than 500 employees). As far as the length
of operation is concerned, 8 percent of the companies have been in operation for more
than 10 years. The demographic data of the respondents showed that they all come from
diverse educational backgrounds. More than 72 percent of the respondents have more than
10 years of working experience, indicating they have many experiences in their respective
departments of corporate affairs and communications and are capable and reliable of
answering the survey questionnaire without bias which is important for the validity of
this study.

4.1. Assessment of Reflected Measurement Model

All item loadings were greater than 0.50 and significant at the 0.01 level, indicating con-
vergent validity at the indicator level (Hulland 1999). All average variance extracted (AVE)
values were greater than 0.50, suggesting convergent validity at the construct level. A mea-
surement model is considered to have satisfactory internal consistency reliability when the
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composite reliability (CR) of each construct exceeds the threshold value of 0.7 (Gefen et al.
2000). A CR number of more than 0.70 indicates the dependability is satisfactory.

Thus, the results indicate that the items used to represent the constructs have satisfac-
tory internal consistency reliability. The results stated above are as follows in Table 1:

Table 1. AVE and Composite Reliability.

Latent Variable Cronbach’s Alpha
Composite
Reliability

Average Variance
Extracted

CAPABILITIES 0.814 0.867 0.525
REPUTATIONAL RISK 0.972 0.974 0.641

Based on Table 2, off-diagonal elements are lower than the square roots of AVE (bold
on the diagonal). Hence, the result indicates an adequate discriminant validity for all the
reflective constructs.

Table 2. Fornell-Larcker Criterion.

Latent Variable Capabilities

CAPABILITIES 0.718
0.303 0.817

As for Table 3, the HTMT criterion also indicates that the confidence interval does not
show the value of 1 on any of the constructs, confirming discriminant validity.

Table 3. Heterotrait-Monotrait Ratio (HTMT).

Latent Variable Capabilities Reputational Risk

CAPABILITIES
REPUTATIONAL RISK 0.560

4.2. Assessment of Structural Model

Henseler et al. (2009) indicate that moderate or average R2 values are acceptable when
the endogenous construct is explained by a few exogenous constructs. For this research,
capabilities explained 9.2% of the variance with R2 = (0.092), considered moderate, and
reputation risk (able to explain 53% of the variance in firm performance. The f2 value of
0.10 indicates capabilities have a small effect in producing the R2 for reputation risk. On
the other hand, the f2 value of 0.65 indicates a large effect in producing the R2 for firm
performance. The predictive relevance (Q2) has a value of greater than 0, which indicates
that the model has a medium predictive relevance for the performance construct.

Results from the study indicate that capabilities are one of the significant predictors in
explaining the relationships of resources towards the firm’s performance. This supports
the finding of Galbreath and Galvin (2008) concerning the significant impact of capabilities
on any positive outcome for the organization. As such, H1 was supported. As shown in
Table 4, the hypotheses relating capabilities to the reputation risk were unsupported as the
structural path coefficient was in the negative range. Therefore, H2 was rejected. As for H3,
the finding shows that reputation risk provides a significant impact on firm performance.

Table 4. Path coefficients, Observed t-statistics, and results for all hypothesized paths.

Hypothesis Path Coefficient t-Value

Capabilities -> Firm Performance 0.303 4.455 **
Capabilities -> Reputation Risk −0.023 0.376

Reputation Risk -> Firm Performance 0.735 19.929 **
Note: ** t-values > 2.33 (p < 0.01) (one-tailed test).
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Based on Table 5, as indicated by Preacher and Hayes (2008), the significant indirect
effects 95% Boot CI: [LL = 0.123, UL = 0.319] did not straddle a 0 in between, indicating
mediation. Thus, this testing concluded that reputation risk had a significant mediation
effect between capabilities and firm performance relationships.

Table 5. Bootstrapped confidence interval calculation.

Indirect Effect SE t-Values LL UL

0.221 0.050 4.421 ** 0.123 0.319
Note: ** t-values > 2.33 (p < 0.01) (one-tailed test).

5. The Final Thoughts

According to the findings of this research, the connection between capabilities and
performance is favorably mediated by reputation risk as an element of particular holistic
hazards within the context of the risk management framework of the company. According
to the findings of the study, publicly traded companies in Malaysia need to pay more
attention to the efficient allocation of intangible resources, such as capabilities, to guarantee
that managing those elements, which undoubtedly exist in the company regardless of
whether or not the company’s employees like it, has been realized. This result is also
supported by a number of previous studies, such as Galbreath and Galvin (2008), both of
which indicate that human capital, specifically capabilities, which are part of the intangible
resources domain, exerts a direct and indirect influence on firm performance through
various factors such as business processes, etc. Therefore, investment and growth in
conjunction with a robust domain of resources like capabilities are proposed in order to
accomplish the goals of achieving steady and improved performance by the organization.

The findings of this research indicate that the hypothesis of a positive link between
capabilities and reputation risk toward firm performance is confirmed. This is shown by
the fact that the hypothesis was shown to be supported by the findings. On the other hand,
there is no evidence to suggest that capabilities and reputation risk are positively correlated.
The results demonstrated that capabilities, a kind of intangible element of the company, are
embedded along with reputational assets, a type of domain inside the company’s intangible
resources (Galbreath and Galvin 2008).

As a result of this, there is a risk that redundant testing of the same piece may take place.
The reputation of a company is considered to be the firm’s asset within the wide category of
intangible resources, and it coexists with the capabilities, which are also a part of the larger
picture of intangible resources, and it is intimately connected with those skills (Razak et al.
2016). Previous empirical research contradicts the findings of this study by demonstrating
a positive and substantial correlation between intangible resources and enterprise risk in a
unidimensional way (including reputation risk). This link was shown to exist between the
two variables (e.g., Wan Daud et al. 2011; Kimbrough and Componation 2009; Wanlapa and
Saenchaiyathon 2014). Liu (2011) provided evidence that supported the hypothesis that a
positive correlation exists between organizational culture and knowledge management and
business risk, namely reputation risk, among other risks. According to Kimbrough and
Componation (2009), it is realistic to predict that an organization’s internal culture will play
a substantial role in ERM deployment success. The research conducted by Kimbrough and
Componation (2009) demonstrates that deploying ERM should demonstrate the desired
cultural characteristics. These characteristics include cross-functional cooperation, open
communication across a network, and trust in associates’ competency and willingness to
deal with risks that can affect the entire organization. Involving and testing these three
constructs in a mediating manner shall bear positive results. It can lead to fruition steps
initiated by the firm to ensure that the priority of specialized risks, such as reputation risk,
has been closely monitored and scrutinized, and has been adopted continuously to ensure
the firm’s continued viability in the years to come. This study suggests an addition of
various resources dimension be added in future research, as well as considering improving
government policy concerning the implementation of a risks framework that relates to
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small to medium enterprises. It has limitless variation of dimension involves especially
when the nature of companies are uniquely differs.
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Abstract: Developments in the world of finance have led the authors to assess the adequacy of using
the normal distribution assumptions alone in measuring risk. Cushioning against risk has always
created a plethora of complexities and challenges; hence, this paper attempts to analyse statistical
properties of various risk measures in a not normal distribution and provide a financial blueprint on
how to manage risk. It is assumed that using old assumptions of normality alone in a distribution
is not as accurate, which has led to the use of models that do not give accurate risk measures. Our
empirical design of study firstly examined an overview of the use of returns in measuring risk and
an assessment of the current financial environment. As an alternative to conventional measures, our
paper employs a mosaic of risk techniques in order to ascertain the fact that there is no one universal
risk measure. The next step involved looking at the current risk proxy measures adopted, such as the
Gaussian-based, value at risk (VaR) measure. Furthermore, the authors analysed multiple alternative
approaches that do not take into account the normality assumption, such as other variations of VaR,
as well as econometric models that can be used in risk measurement and forecasting. Value at risk
(VaR) is a widely used measure of financial risk, which provides a way of quantifying and managing
the risk of a portfolio. Arguably, VaR represents the most important tool for evaluating market risk
as one of the several threats to the global financial system. Upon carrying out an extensive literature
review, a data set was applied which was composed of three main asset classes: bonds, equities and
hedge funds. The first part was to determine to what extent returns are not normally distributed.
After testing the hypothesis, it was found that the majority of returns are not normally distributed
but instead exhibit skewness and kurtosis greater or less than three. The study then applied various
VaR methods to measure risk in order to determine the most efficient ones. Different timelines were
used to carry out stressed value at risks, and it was seen that during periods of crisis, the volatility of
asset returns was higher. The other steps that followed examined the relationship of the variables,
correlation tests and time series analysis conducted and led to the forecasting of the returns. It was
noted that these methods could not be used in isolation. We adopted the use of a mosaic of all the
methods from the VaR measures, which included studying the behaviour and relation of assets with
each other. Furthermore, we also examined the environment as a whole, then applied forecasting
models to accurately value returns; this gave a much more accurate and relevant risk measure as
compared to the initial assumption of normality.

Keywords: risk; bonds; equities; hedge funds; forecasting; GARCH; value at risk

1. Introduction

Financial markets have always been prone to exogenous shocks, and as a result, the
element of risk is the dominant factor when examining and observing global patterns of the
financial world. In historical patterns of crises (for example, 2007–2008), global financial
meltdown had a massive impact on how firms could construct their portfolio in an effort
to mitigate risk impact. It has become prudent to analyse current risk measures and find
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better ways of measuring it to allow for more accurate risk management and decision
making. Thus, the increased volatility of financial markets over the last decade has induced
researchers, policy makers and practitioners to develop and design more sophisticated
risk management tools. Value at risk (VaR) has become the most standard proxy used
by financial analysts to measure and quantify risk impact. In mathematical terms, VaR is
calculated as follows:

VaRα = α ∗ σ ∗ W

where α reflects the selected confidence level, σ the standard deviation of the portfolio
returns and W the initial portfolio (Jorion 2003).

“Risk measurement is the foundation of risk management and hence of vital impor-
tance in any financial institution and investor” (Goodfellow and Salm 2016, p. 80). The
universe of risk measures is large, and so, there is no single measure of investment risk
that is correct for all purposes or for all investors. This differs based on investor needs
and requirements. Risk tends to be measured in relation to price changes, which can take
various forms such as relative, absolute, or log price changes. This price change is what
this paper bases the risk measures on.

Conditional value at risk (CVaR), which is also known as Mean Excess Loss, Mean
Shortfall or Tail VaR, is an alternative to VaR and attempts to deal with its predecessor’s
shortcomings. It measures the losses beyond the VaR point and has better coherence with
properties of a robust risk measure. It is also referred to as expected tail loss and satisfies
the measures that defines risk. Therefore, it can be argued that is is an ideal alternative that
overcomes the shortfalls of VaR because it represents the loss that is expected beyond the
loss given by the VaR. It can be argued that CVaR is a coherent risk measure that inhibits
the following properties, such as transition-equivariant, positively homogeneous, convex
and monotonic (Pflug 2000).

VaR is such a prevalent method to estimate risk, partly due to the regulatory frame-
work created by the Basel committee on Banking Supervision during the 1990s, which
forces the banks to calculate risk adjusted measures of capital adequacy based on VaR for
their portfolios. This requirement was put into place in order to mitigate banks from taking
on too much financial risk (Basel Committee on Banking Supervision 2009).

A VaR estimate corresponds to a specific critical value of a portfolio’s potential one-
day profit and loss probability distribution. Given their function both as internal risk
management tools and as potential regulatory measures of risk exposure, it is important to
quantify the accuracy of an institution’s VaR estimates. However, it has some undesirable
mathematical characteristics, such as a lack of subadditivity and convexity.

VaR also tends to be popular due to its ease in use and implementation by the average
investors. However, with studies emerging, it is being revealed that most data are not
homoscedastic but exhibit heteroscedasticity in the variance. This implores the use of the
autoregressive conditional heteroscedasticity model (ARCH) and the general autoregressive
conditional heteroscedasticity model (GARCH) to capture the changing volatility over
time, since they are conditional upon heteroscedasticity (Orhan and Köksal 2011).

This study initially looks at the normality/non-normality of most of the data of returns.
If this is affirmed, incorporating non-normality in risk calculations should therefore provide
a better way of understanding and measuring the downside risk that is in an asset. The rest
of the paper assesses models that consider this and gives a glimpse into the many options
available that can be used to assess risk in non-normal distributions.

2. Literature Review

Risk measurement has evolved over time, and it began with the introduction of
probabilities. The discovery and estimation of probabilities paved the way towards the first
step in risk quantification. Evidence from Marrison (2002) alludes to the fact that risk is
unavoidable in the financial industry, and so the best way to deal with it is to manage how
it is measured and how it can provide the greatest risk-adjusted return whilst minimizing
the risk exposure of the asset. In their study, Lovreta and Pascual (2020) examined the
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impact of sovereign default risk by using a vector autogressive (VAR) framework and
applying Grainger-causality tests to illustrate implications of parameter instability between
banks and sovereign default risk. The findings revealed that structural dependence in the
financial system extends between banks and sovereign default risk volatility. The findings
made further revelations that structural changes are present in the short-run dynamic
relations between the sovereign and banking sector default risk during the period under
analysis.

A large strand of risk measurement has focused on risk aggregation concerning risk
implied by an aggregate financial position (Francq and Zakoïan 2018). Risk aggregation
with dependence uncertainty is commonly referred to as the sum of individual risks with
known marginal distributions and unspecified dependence structure. In their study,
Francq and Zakoïan (2018) investigated both the estimation of market and estimation risks
in portfolios by observing individual returns that follow a semi parametric multivariate
dynamic model, and the asset composition was time varying. They developed asymptotic
theory, which is used to estimate conditional VaR, and proposed an alternative risk testing
approach called Filtered Historical Simulation (FHS). They concluded that by neglecting
the estimation risk, practitioners might believe risk is controlled at a given level.

The universe of risk measures is large, and so there is no single measure of investment
risk that is correct for all purposes or for all investors. Thus, the vast number of financial
risk measures in the literature can be broadly subsumed into two categories: 1. risk as the
magnitude of deviations from a target (risk of first kind), and 2. risk as necessary capital
with respect to necessary premium (risk of the second kind). This differs based on investor
needs and requirements. Risk tends to be measured in relation to price changes, which can
take various forms, such as relative, absolute or log price changes. This price change is
what this paper bases the risk measures on. The analysis is of various asset returns across
different classes.

Generally, there are three specific measures used to measure the risk of individual
assets, namely standard deviation, beta and duration. The volatility of asset prices is
determined by the standard deviation approach, beta tackles market risk and portfolio
risk measures, whilst duration measures the sensitivity of debt security prices to changes
in interest rates. As the topic suggests, this paper focuses on the risk measures that are
determined by the returns of the assets, and so it first assesses standard deviation, its
downfall and what alternatives can be used to make the risk measure more accurate and
reliable. It is also important to note that whilst standard deviation may be the appropriate
measure of risk for high-volume markets (for example, Germany, the UK and France) it is
not the most reliable risk measurement in terms of volatility when considering low-volume
markets. It is also imperative that extreme financial external shocks lead to sharp spike
jumps in stock prices and subsequently, volatility patterns. Wang et al. (2020) adopted four
Jump-GARCH models in order to forecast the jump diffusion volatility which is used as
a risk factor. The authors (Wang et al. 2020) considered both linear and nonlinear effects
and the VaR of financial institutions by using vector quantile regressions. Evidence from
the investigation revealed three interesting findings, which showed that when observing
the volatility process of bank stock prices, the jump diffusion GARCH model is better than
the continuous diffusion GARCH model. The jump behaviour of bank stock was seen to
be heterogeneous due the difference in the sensitivity of the abnormal information shock.
The performance of the support vector regression was seen to be a better approach than
parametric quantile regression and nonparametric quantile regression. These findings yet
again show that there is no “one size fits all” risk measurement model; thus, observing
and measuring risk on asset returns requires a much more bespoke approach. Tang and
Su (2017) conducted an analysis of the impact of financial events on systematic risk by
observing the Chinese banking system. The authors criticize the methodological use of
Contingent Claims Analysis (CCA) as a theoretical model to measure systematic risk
(or beta of an asset) due to its strict theoretical assumptions and single source of risk
information, as well as the fact that it limits the asset value volatility of the macro sector to
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being stationary stochastic process. Instead, they proposed an alternative model by relaxing
the assumptions of CCA, replacing pure diffusion with jump diffusion, and introducing a
macro-jump CCA that acts as a proxy to predict early warning effects of financial events.

Liu et al. (2020) examined the estimation for conditional volatility models and pro-
posed a model-averaging estimator for conditional volatility under a framework of zero
conditional mean. The three most popular univariate conditional volatility models are
the generalized autoregressive conditional heteroskedasticity (GARCH) model of Engle
(1982) and Bollerslev (1986) and the exponential GARCH (or EGARCH) model of Nelson
(1990). Using Monte Carlo experiments, Liu et al. (2020) showed that their approach, the
model-averaging forecast, leads to a better forecast accuracy, unlike other commonly used
methods.

The Gaussian distribution introduced the assumptions of a normal distribution, which
inevitably ushered in the mean variance framework; commonly used measures of risk are
modelled around the normal distribution. However, it has been seen that most distributions
are in fact not normally distributed, and continuing to ignore this fact by maintaining the
assumptions used in the current risk measures distorts outcomes and leaves the financial
markets unprepared to deal with and manage the degree of risk impact.

On the contrary, most returns tend to be not normally distributed but instead have
heavy or fat tails that tend to be skewed. As highlighted by the recent 2007/2008 finan-
cial crisis, there are serious deficiencies concerning the risk models used. Most of these
stem from the assumptions used in inputting the models; therefore, there is a model risk
that is prevalent and it is desirable to find one that has a lower model risk level. Risk
management models will need to be improved, putting greater emphasis on stress tests,
scenario analysis and the use of forecasting. Bhowmik and Wang (2020) conducted a com-
prehensive literature review in order to ascertain different risk models raging from GARCH
family-based models and used stock market returns as a “barometer” and an “alarm for
economic and financial activities”. Therefore, in order to prevent market uncertainty and
mitigate risk in the stock markets, it is fundamental that the volatility of the stock market
index returns is effectively measured. This means that financial market volatility is mainly
reflected in the deviation of the expected future value of assets, indicating the possibility
that volatility represents the uncertainty of the future price of an asset. This uncertainty
is usually characterized by variance or standard deviation. However, it is imperative to
note that measuring stock market volatility is a complex process for researchers because
volatility tends to cluster. In fact, volatility is seen to be a permanent behaviour of the stock
market around the globe. The presence of the volatility in the stock price makes it possible
to earn abnormal profits by risk seeking investors. Kumar and Biswal (2019) employed
GARCH econometric models in their study, and the results confirmed the presence of
volatility clustering and advantageous effects that affect the future of stock markets. When
using GARCH family models to analyse and forecast return volatility, the selection of input
variables for forecasting is paramount, as essential conditions will be given for the method
to have a stationary solution and perfect matching (Nelson 1990).

Dixit and Agrawal (2019) also suggested that the P-GARCH model is the most suitable
to predict and forecast stock market volatility for the Bombay Stock Exchange (BSE) and
National Stock Exchange (NSE) of India. The authors also highlighted the fact that volatility
in financial markets is reflected because of uncertainty in the price, return, unexpected
events and non-constant variance, which can be measured through the GARCH models
that will give insight for investment decisions.

Variance measures the average squared deviation from the expected value, but this
measure does not really give the full picture or description of the risk. In addition, propo-
nents of this approach, such as Bodie et al. (2001), suggest that even though the returns are
not normally distributed, if returns of a larger portfolio are used, it begins to resemble a
normal distribution as it grows. However, in the case of stock prices, these cannot be nega-
tive, and so, to say that the normal distribution will accurately represent this distribution is
a stretch.
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The 2007/2008 financial crisis revealed that most risk managers are moving away from
the historical treatment of risk but instead are laying more emphasis on scenario analysis
and stress testing (Crouchy and Mark 2014). Stress testing is a risk management tool used
to evaluate the potential impact on portfolio values of unlikely, although plausible events
or movements in a set of financial variables (Lopez 2005). They are designed to explore
the tails of the distribution of losses beyond the threshold (typically, 99%) used in the VaR
analysis. For now, it is worth noting that the reason for them moving more to this approach
is that they want to focus on looking at the outcome of a given adverse stress/scenario on
their company or on a portfolio.

Volatility as a risk measure is conditional on past information and, by definition, the
distribution must be symmetric, and thus not capable of capturing any asymmetric aspect
of risk. This makes this risk measure more useful during normal market conditions, but
less helpful during crises when the market does not behave according to the normality
assumptions (Billio et al. 2016). However, the relevance of volatility forecasting for financial
risk management has drawn a significant level of interest in the literature. This volatility
forecastibility tends to vary with horizon, and different horizons are relevant in different
applications. The estimation of volatility is a key input for calculating VaR because it
directly depends on the expected volatility, time horizon and confidence interval for the
continuous returns under analysis (Lelasi et al. 2021).

The VaR framework can be defined as a risk-measuring framework developed by
financial market professionals as a means of measuring and comparing risk inherent in
different markets. It describes the tail loss that can occur over a given time period resulting
from its exposure to market risk, at a given confidence level. “It is the loss in market value
time of an asset over a given time period that is exceeded with a probability” (Baker and
Filbeck 2015). In other words, at a given time, an investor wants to know what he may
stand to lose at a set confidence level and ideally, this is what VaR aims to answer. Thus,
VaR models were sanctioned for determining market risk capital requirements for large
banks and international banking authorities through the 1996 Market Risk Amendment
Basel Accord. Spurred on by these developments, VaR has become a standard measure of
financial market risk used by financial and even non-financial firms. VaR forecasts are often
used as a testing ground when fitting alternative models for representing the dynamic
evolution of time series of financial returns.

The downside of using VaR as a risk management tool is that it is most accurate
for the evaluation of very short periods, such as a one-day period, and becomes more
inaccurate the longer the time period (Krause 2003). Another limitation with VaR is that it
does not give any further details on the losses beyond this VaR point. This is a limiting
factor because such extreme risk, which is unaccounted for, can even result in the failure of
the business or portfolio. VaR assumes that historical correlations do not vary in times of
market stress and that the historical correlations remain unchanged, which is an incorrect
assumption that can be proven in the data analysis (Baker and Filbeck 2015). VaR usually
underestimates ex post volatility. Several studies have tested the performance of VaR in
volatility forecasts and tested its limits against ex-post benchmarks (Nieto and Ruiz 2016;
Barns et al. 2017). These studies concluded that simpler volatility specifications produce
better VaR forecasts. For example, the popular VaR methodology based on a normality
assumption on the conditional distribution of returns often leads to the underestimation of
financial losses, as fat tails are not accounted for.

Jorion (2003) reiterates how VaR is an incomplete measure and may need to be used
in conjunction with other risk measures to make it more accurate regarding shortcomings
highlighted in the above discussions. The prominent downside of using VaR measurements
is that it more suitable and accurate for the evaluation of very short periods, such as one-
day periods. It operates under the assumption that the distribution is normally distributed
and so it becomes a more inaccurate measure as the period prolongs. Since it works under
“normal market conditions”, it can be deemed as misleading for measures with a longer
time span, which do not exhibit normal conditions during abnormal market periods. Other
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factors such as volatility can also give inaccurate data as they are subject to human bias,
further making this proxy measure inaccurate.

As a decision tool, VaR has certain limiting mathematical properties such as convexity
and subadditivity, as well as the fact that it gives the point at which the value at risk is
and fails to give further details beyond this VaR point. Properties of risk measures can be
formulated in terms of preference structures induced by dominance relations (see Fishburn
1980). This is detrimental because such extreme risk, which is not accounted for, can have a
severe impact on the business or portfolio failure.

Stress testing is the second most commonly used risk management tool together with
VaR, which is preferably used when assessing the investment strategy of a portfolio, to
determine portfolio risk. It can also be used in determining hedging strategies, which will
reduce portfolio losses (Van Dyk 2016). Thus, stress tests conducted in the context of a risk
model can provide a useful alternative or complement to the current ad hoc methods of
stress testing (Alexander and Sheedy 2008).

Most areas that may have been neglected in stress testing, which may have resulted
in the recent crisis, could include failure to include risks such as securitization risk in the
stress testing process. According to Van Dyk (2016), the stress tests that were carried out
were unable to recognize the risk inherent in structured products. These risks would differ
with differing asset classes such as between equities and bonds.

2.1. Suggested Alternatives for Non-Normal Distributions—Unconditional Distributions

There are two ways that modelling methods can be classified: as unconditional
distributions, which are time independent, and conditional distributions, which are time
dependent. Those that are classified as unconditional are those used under the normality
assumption, and they assume that distributions of returns are independent of each other
and tend to be independent of their past data. These include different variations of VaR. The
conditional distribution approach is a newer modelling method designed to cater for non-
normal distributions and address the shortcomings of the normal distribution to accurately
model returns and risk. This method disputes the idea that returns are identical and
independent, and models used in this category include GARCH and stochastic volatility,
which are time-dependent processes. A benefit of this approach is that the models account
for volatility clustering, which is a frequently observed phenomenon among return series.
Hansen and Lunde (2005) made a comparison of ARCH-type models in terms of their ability
to describe variance. They tested different volatility models in order to ascertain a better
and more robust description of financial time series. In total, 330 GARCH-type models were
compared using DM–USD exchange rate data and daily IBM returns. Findings revealed
that there was no evidence to support the notion that GARCH is inferior to other models,
and the models that performed better were the ones that accommodated a leverage effect.
This argument is consistent with Kumar and Biswal (2019). This view is also mirrored in
the work of Kilai et al. (2018), who acknowledge the shortcomings of GARCH-normal
because it underestimates risk.

Conditional value at risk (CVaR)/expected tail loss/expected shortfall (ES) are al-
ternatives to VaR and try to deal with their predecessor’s shortcomings. These measure
the losses beyond the VaR and have better coherence with the aforementioned desired
properties of a good risk measure, two of which are convexity and monotonicity, which are
there to ensure a desirable optimum exists (Baker and Filbeck 2015). CVaR modelling is
cast in terms of the regression quantile function—the inverse of the conditional distribution
function. In principle, VaR and CVaR measure different properties of the distribution. VaR
is a quantile and CVaR is a conditional tail expectation. The two values only coincide if the
tail is cut off. However, the problem choice between VaR and CVaR, especially in financial
risk management, has been a popular base for discussion. The reasons affecting choice are
based on the differences in mathematical properties, the stability of statistical estimation,
the simplicity of optimization procedures and acceptance by regulators, etc.
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In their early work, Rockafellar and Uryasev (2000) focussed on minimizing CVaR,
whereby they used a technique for portfolio optimization which calculated VaR and
optimized CVaR simultaneously. This technique is fundamental for investment companies,
brokerage firms, mutual funds, etc., and uses a combination of analytical or scenario-based
methods. Several case studies showed that risk optimization with the CVaR performance
function and constraints can be carried out for large portfolios and a large number of
scenarios with relatively small computational resources. It is also possible to dynamically
hedge CVaR with options, and this is because CVaR takes into account average loss
exceeding VaR. CVaR is considered as a coherent risk measure (Acerbi and Tasche 2002).
CVaR has superior mathematical properties compared to VaR. CVaR is so called a “coherent
measure”; for example, the CVaR of a portfolio is a continuous and convex function with
respect to positions in instruments, whereas the VaR may even be a discontinuous function
(Sarykalin et al. 2014). The theory of coherence requires a measure of risk to satisfy
four mathematical criteria: (1) translation or drift variance (linear), (2) homogeneity, (3)
monotonicity and (4) subadditivity (Artzner et al. 1999; Sheppard 2013). Risk management
conducted using CVaR functions can be performed efficiently, and it can be optimized and
constrained with convex and linear programming methods. Overall, CVaR provides an
adequate picture of risks reflected in extreme tails. This is a very important property if
the extreme tail losses are correctly estimated. However, broadly speaking, problems of
risk management with VaR and CVaR can be classified as falling under the heading of
stochastic optimization.

By using this measure, it is possible to handle extreme events and to measure risk
in a more precise and easier way. Instead of focusing on what is likely to happen, this
is achieved through the examination of the conditional expectations, hence the name.
Expected shortfall has been one of the methods proposed as an alternative to VaR. For
instance, in a situation when imposing limits on traders, by using VaR, the firm will assume
too much because it holds less capital to cover this risk. This then puts the company at risk
(Danielsson et al. 2005).

As the economic financial meltdown of 2008–2009 demonstrated, VaR fares poorly dur-
ing periods of market distress (Chen 2014). Basel 2.5 addressed some of the shortcomings of
VaR and added stressed VaR (SVaR). SVaR is viewed as a response to the pro-cyclicality of
classical VaR. This is “a forward-looking measure of portfolio risk that attempts to quantify
extreme tail risk calculated over a long time horizon” (Berner 2012). Its aim is to provide
a wider perspective of various inherent risks such as market and credit risk, as well as
gap risks and jumps. This is because it analyses a time-period that experienced extremes
and takes into account the sudden changes. In short, stressed VaR is used to obtain an
idea of the possible losses likely to occur given worse market conditions. SVaR corrects
various deficits of the ordinary VaR in times of market stress and it employs the Gaussian
(normal) probability formalism in a completely different way than VaR and is designed to
account for tail risk and collective behaviour (Billio et al. 2016). The two main properties of
SVaR are “fat tail volatilities” that account for outlier events in the risk factors and stressed
correlations between risk factors that account for collective market participant behaviour
in stressed markets (Dash 2012).

Lichtner (2019) emphasized that what is fundamental to any SVaR model is the choice
of the return-type model for each risk factor. In his study, he proposed a generalized return
model. This is because of the sensitive nature of SVaR numbers to the chosen return-type
model, and researchers have to make prudent choices on which return type to adopt. The
findings reveal interesting, different SVaR dynamics for each return type such as absolute,
relative, shifted relative, log, etc.

It is a regulatory requirement according to the Basel III framework that SVaR be
calculated for banks and financial institutions according to the framework (European
Banking Authority 2012). They state that the benefit of using it is that it is procyclical.
Applying this to asset classes or portfolios will have positive benefits over the generic
VaR. The European Banking Authority (2012) stated that historical data which covers a
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continuous 12 months must be used or if it is less, then it must cover the period under which
the portfolio was under stress. There is no weighting of historical data when determining
the relevant historical period or calibrating the stressed VaR model. This is because the
weighting of data in a stressed period would not result in a true reflection of the potential
stressed losses that could occur for an asset or portfolio. It is assumed that a stressed
VaR can be exceptionally smaller than VaR, and so this is tested as the authors compare
some VaR variations. In the Basel framework, it is also recommended that there should be
ongoing monitoring of stressed VaR relative to VaR. The ratio between the two measures
that is identified at the beginning of the monitoring period should be used as a reference
to the continued monitoring. Should the ratio decrease significantly, it should signal the
potential need for a review of the stress period. Should the ratio between the stressed VaR
and VaR go below one, this should be taken into account as a warning signal that may
warrant the review of the stressed period.

Marginal VaR (MVaR) is another variation of VaR and amplifies the notion of under-
standing an additional amount of risk for new investments. This allows portfolio managers
to understand the impact of adding or deducting positions in their portfolios. Volatility
measures the uncertainty of the return of an asset when it is considered in isolation. When
this asset belongs to a portfolio, what is of critical importance is its contribution to the
portfolio risk. The effect of the small changes in a part of the portfolio to the portfolio VaR
is measured by marginal value at risk (MVaR).

Incremental value at risk (IVaR) is yet another approach adding onto the traditional
VaR approach. It has become a standard tool for making portfolio-hedging decisions, in
particular, hedging and speculating with options and reducing the risk in a risk return
analysis (Mina 2002). In theory, IVaR is a metric that measures the contribution in terms
of relative VaR of a position or a group of positions with respect to the total risk of a
pre-existent portfolio. Its aim is to calculate the worst-case scenario most likely to occur
for a portfolio in a particular given period. Investors can therefore be able to determine
which investment to undertake based on how it affects the portfolio, choosing the one
which has the least losses impact. More recently, Jain and Chakrabarty (2020) made further
improvements upon the performance of a managed portfolio by proposing the use of MVaR
in order to ascertain the desirability of assets for inclusion in a managed portfolio. They
empirically conducted the study with S&P BSE 100 as the benchmark index with at least
five different optimization problems. Thus, in order to capture the effect of the change in
dollar exposure of assets on the overall risk portfolio, the use of VaR of the individual assets
is not adequate, and therefore, MVaR provides a suitable fit. This means that MVaR is more
amenable when it comes to identifying additional portfolio risk (Jain and Chakrabarty
2020).

Lower Partial Moment (LPM) is a measure of downside risk. This is calculated as the
average of squared deviations below a given target return. It is also a supplement to the VaR
LPM and applies specifically to the left tale of a distribution of the VaR. It can be the average
across all negative deviations from the VaR or the variance of the negative deviations of a
pre-defined VaR It is, therefore, a method that places heavier weight on larger deviations
from the current VaR in comparison to the smaller deviations (Goodfellow and Salm 2016).
An investor can select or set the risk-free rates, and by selecting the degree of the moment,
one can specify the risk levels that suit the portfolio or risk needs. Goodfellow and Salm
(2016) compared three different risk measures based on the same stock return data, the
portfolio variance as in the seminal works of Markowitz (1952) and the VaR based on t
copula. They concluded that normal assumption substantially underestimates the risk
faced by an organization, and therefore, they discredited the use of risk measures based on
normal assumption.

Multifactor and Proxy Models are another option. The difference between multifactor
models and arbitrage pricing models is that the latter limit themselves to historic data,
whilst the former expand the data and include other macro-economic factors in the mode
such as ratios and market capitalization. Their assumptions are that market prices usually
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fluctuate for no specific reason. They also assume that the returns of a stock are related to
the riskiness; if a stock has high returns over a period of time, it must be riskier than the
one with lower returns.

Fama and French (1992) found that if markets are reasonably efficient in the long term,
then the market capitalization and book to price ratios were good stand-ins or proxies for
risk measures. These types of multifactor models will thus do better in comparison to
conventional asset pricing models to explain the differences in returns. The Capital Asset
Pricing Model (CAPM) is based on the idea that not all risks should affect asset prices. The
CAPM gives us insights about what kind of risk is related to return.

2.2. Suggested Alternatives for Non-Normal Distributions—Conditional Distributions

Serial correlation in asset return time series analysis to determine volatility forecast—
ACF PACF—falls under the conditional distribution aspect. The aim of time series analysis
is to decompose data to find a trend or seasonal component to it. This is carried out to
assess and predict, and serial correlation is one such methodology of time series analysis.
This occurs when a given period has returns that are dependent on the previous time, also
known as autocorrelation, and is used to describe the relationship between observations
on the same variable over an independent period. A zero correlation means they are
independent. If otherwise, then they do not evolve in a random process, but rather they
are related to their prior values (Napper 2008).

Having asset returns that are serially correlated tends to distort an asset class’s actual
risk as it reduces risk estimates from a time series characteristic, because serial correlation
improperly smoothens an asset class volatility (J.P. Morgan Asset Management 2009). If
one has a positive autocorrelation, this will lead to a VaR that underestimates the actual
volatility of the asset. If one has a negative autocorrelation, this can result in an overstated
volatility. (Baker and Filbeck 2015).

The Copula (t and Gaussian distribution) is a more mathematical approach to risk
measurement which is under the Integrated Risk Management (IRM) framework, mea-
suring the error of normal assumption and therefore adjusting it to fit the non-normality
aspects of a distribution (Embrecchts et al. 2001). It takes into account events such as shocks
and, under this methodology, what is known as fatal shock models, which occur and result
in the destruction of the component. Other types are non-fatal shock models, whereby
there is a chance of surviving the shock. Shocks can result from natural catastrophes or
underlying economic events.

This method allows for the construction of models that measure risk which go beyond
the standard ones at the level of dependence. This can be used to stress test different
products and portfolios for extreme correlations and for the measurement of dependence.
This methodology also addresses the limitations in linear correlation. However, the linear
correlation tends to be preferred because of its simplicity and assumes normality. The
concept of Copulas is rather abstract, in that it does not capture the joint movements in
extreme values. This is where it would be prudent to consider using the next method to
take into account the joint movement aspects of the non-normal distribution. This can be
achieved by looking at correlation from a portfolio context whilst taking into account the
variations that may evolve given different periods and under differing market conditions.

Financial markets are dynamic and constantly changing, and so it is critical to obtain
data that are accurate and relevant to the period. In their BIS article, Loretan and English
(2000a) suggested that when determining the appropriate time interval to use, risk man-
agers should consider the periods of relatively high or low volatility. This is because these
periods will have relevant information on the true and underlying asset relationship. If
volatility and correlation are not adequately assessed, it could cause problems for risk
managers when they want to stress test or look at worst-case scenarios. The thinking
behind this is that higher correlations between assets generally come with added increased
volatility.
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This can be performed by grouping a period of high volatility and assessing the historic
correlation, and this can be applied to any future high volatility scenario projections. A
time under normal conditions must also be assessed to see how the correlation of volatiles
is under this. It would be good to assess the correlations in these periods and to determine
whether or not they increase or decrease with increased volatility. Thus, the main challenge
is how to model risk to accommodate the time-varying nature of asset return volatilities
(Loretan and English 2000b).

The main reasons for forecasting can be classified as being for asset allocation, for risk
management, and for taking bets on future volatility. When looking at risk management,
risk is measured to find the potential losses that an asset or portfolio may incur in the
future (Reider 2009). To ensure this is possible, there will be a need to have estimates of the
future correlations of the assets, as was described above in looking at correlations in risk
measures. Following the seminal work of Box and Jenkins (1976), Autoregressive Moving
Average (ARMA) models have become the standard tool for modelling and forecasting
univariate time series. The ARMA framework can also be extended in order to allow
for the possibility of heteroscedasticity. It is also necessary to obtain estimates of the
future volatilities of the assets and this is where the ARMA and generalized autoregressive
heteroskedasticity (GARCH) family of models come into play. They come in various
methods and hybrids, but their intention is to forecast volatility. Volatility is not the same
as risk. When it is interpreted as uncertainty, it becomes a key input to many investment
decisions and portfolio creations. Thus, a good forecast of the volatility of asset prices
over the investment-holding period is a good starting point for assessing investment
risk. However, as a concept, volatility is simple and intuitive. It measures variability or
dispersion about central tendency. Thus, the greater the deviation, greater the volatility.
Furthermore, volatility forecasts are sensitive to the specification of the volatility model,
and it is paramount to establish a balance between capturing the salient features of the
data and overfitting the data.

Value at risk forecasting with the ARMA models are ideal in times of increased volatil-
ity. As previously introduced, the autoregressive and moving average can be used in time
series analysis, and stemming from this are the models, which this paper mostly focusses
on in the risk forecasts for the asset classes. These are namely the ARMA model, which is
a combination of the autoregressive model and the moving average, GARCH model and
exponential generalized autoregressive conditional heteroscedasticity (EGARCH) models.
These models are designed to deal with common financial data time series characteristics
such as thick tails and can be used to forecast the returns. EGARCH models capture the
most stylized features of stock volatility, mainly time series clustering, negative correlation
returns, lognormality and under certain specifications (e.g., Bollerslev 1986).

While ARCH was developed to model the changing volatility of inflation series, the
model and its later extensions were quickly adopted for use in modelling conditional
volatility of financial returns. The GARCH technique is a more sensitive way to measure
risk in a distribution. GARCH is useful for non-normal distributions to analyse an asset’s
risk as well as market risk.

It integrates the theory of dynamic volatilities and that is used to describe variance
in terms of what is currently observable (Engle 2004). This method takes the weighted
average of past squared errors to form a weighted variance. By using the weights, with the
most weight going towards the most recent information, it gives more influence to current
data.

GARCH was developed to tackle the belief and fact that returns tend to be unpre-
dictable and that they have fat tails. The main advantage of using these GARCH models is
that they captured both the heavy tails of a return series as well as capturing the volatility
clustering (Mabrouk 2016). According to the model, where there is high volatility, it is
likely to remain high, and where there is low volatility, it will be low, given the fact that
the periods will be time limited. GARCH adds onto the ARCH model, where the process
produces extremes that would naturally be expected from a normal distribution, since the
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extreme values during the high volatility period are larger than could be anticipated from
a constant volatility process (Engle 2004).

In using the GARCH approach, the analysis uses the exponentially weighted moving
average (EWMA), which solves the problem of weights, whereby the recent return has
more influence on the variance than that from the previous month. EWMA as a measure
of volatility uses a smoothing parameter called Lambda, which is there to ensure that the
variance that is calculated is more biased towards recent data. The weights exponentially
decline at a rate throughout time.

The use of EWMA in this model is more fitting because it incorporates external shocks
better than equally weighted moving averages. These estimates are much more efficient
than the standard simple moving averages because they provide a more realistic measure
of current volatility. However, there are some downsides to the model, such as the use
of EWMA. For example, it assumes that the trend will continue in the long term, and so
the forecasts determined become increasingly inaccurate as the forecast horizon expands.
However, for scenarios with medium volatility of volatility, there is very little penalty
for using EWMA regardless of the volatility generating process. The robust structure of
EWMA appears to contribute to its greater forecasting accuracy than flexible GARCH.
Brooks (2014) shared the logic that GARCH models are designed to capture the volatility
clustering effects in the returns. In particular, he mentioned the Exponential GARCH
model (EGARCH), about which he says on the plus side, its application ensures that the
conditional variance will always be positive.

The stochastic volatility model (SV) is a model that is similar to the GARCH model
but differs in that it is parameter driven by latent shocks, whereas GARCH is observation
driven (Diebold and Rudebusch 2012). This makes it easier to analyse. The logic behind
this model is that it considers issues such as time deformation (the idea that calendar
time does not have to move in tandem with financial markets). Calendar time is constant
and predictable unlike economic time, which may slow down or speed up. SV model
forecasts are noticeably more accurate than GARCH in scenarios with very high volatility
of volatility and a stochastic volatility generating process.

Another variation is the realized volatility. This method differs from the GARCH and
SV approach, which looked at conditional expectations of discrete time squared returns.
Realised volatility looks at realizations and not expectations. This realized volatility
facilitates superior risk measurement, which can translate into superior risk management.
By using RV, the model is based on continuous time, evolving along the way to allow for
more accurate volatility forecasts. It allows for jumps and can be used to improve GARCH
models and SV models.

3. Methodology

Our research design attempted to answer the research questions proposed earlier in
this study. In view of the research problem, the proposed study applies a quantitative
research design, drawing the analysis from multiple risk model testing methods. Through
the testing methods derived from the GARCH family, we ascertain that the traditional
assumptions of normality in a distribution do not assist financial decision makers in deter-
mining the appropriate models that give accurate risk measures. The normal distribution
assumption is based on forecasting the future price changes of assets and basing these
forecasts on the belief that prices follow a random walk. A random walk is described as a
movement of variables or numbers that do not follow a specific order, and two types of
random walk theories can be identified. Firstly, one is based on single price assets and
the other is the fundamental model of asset price dynamics. To give our research design
more richness, we also employed measures of dispersion in order to ascertain the distance
between values within the distribution (range, interquartile range). Overall, three major
ways of measuring risk are discussed, namely the variance–covariance approach, historical
data and Monte Carlo simulations:
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Choice of Data sets

Our research study adopted an empirical approach by examining a data set that
represents the following asset classes: equities (138), hedge funds (13) and bonds (+20). All
the data used in this study were obtained from Bloomberg. There was a diverse range from
different classifications, sectors, industry classes, asset types, geographic regions and so
forth. However, from this initial data pool, there had to be a selection of only those assets
that would exist over the selected test time period, as is explained in the time period cut off
section that follows.

Backtesting VaR Models

Several backtests were conducted, but the discussion on these methods is by no means
exhaustive, since in this context, it is impossible to go through the variety of different
methods and their applications. VaR models are only useful if they predict future risks
accurately. In order to evaluate the quality of the estimates, the models should always be
backtested with appropriate methods. However, a thorough discussion on every backtest
method is beyond the scope of this study.

Unconditional coverage was adopted to statistically examine whether the frequency
of exceptions over the time interval is in line with the selected confidence level. This was
carried out to determine when portfolio losses exceeded VaR estimates.

Conditional coverage was also conducted through the clustering of exceptions in
order not only to examine the frequency of VaR violations but also the time when they
occur. For this part, both Christoffersen’s (1996) interval forecast test and the mixed Kupiec
test by Haas (2001) were conducted. As discussed earlier, the choice of parameters in VaR
calculations is not arbitrary whenever backtesting is involved. To construct a solid view
on the validity of the model, a relatively low confidence level was used. According to
Jorion (2003), a confidence level of 95% is well-suited to backtesting purposes. We argue
that with this approach, it is possible to observe enough VaR violations within a time
period. Since the software had a 95% confidence interval by default, the authors would
have also opted to use levels of 90% and 99% and test each one individually. However, we
do acknowledge that having more than one level of confidence in the backtesting process
makes the testing more effective. The total number of trading days (observations) was 252,
which was sufficient to produce some statistically significant backtests and was also in line
with the Basel backtesting framework.

As discussed earlier, single backtests can never be enough to evaluate the goodness of
a VaR model. If one test yields a decent outcome, the result should always be confirmed by
another test (Haas 2001).

Various tests were conducted in order to ascertain the research question, “how to
measure risk in a non-normal world”. The data were clustered into generic groups based
on certain characteristics, and a summary of each group was established whilst accom-
modating exogenous factors. The cut off point for the data was data existing from 1995,
and any asset that had data after this period was filtered out. This was carried out to
ensure homogeneity, which allowed for better comparisons. There was a diverse range
from different classifications, sectors, industry classes, asset types and geographic regions.
However, from this initial data pool, there was only a selection of those assets that existed
over the selected test time, and this is explained in the time period section that follows.
The returns were calculated normally as opposed to via the lognormal method, which is
time additive and assumes normal distribution. The skew of a lognormal distribution is
positive, unlike market returns that tend to be negatively skewed. This assumption first
had to be proved in the normality tests. It can also be a problem when associating log
returns with fat tail assumptions.

3.1. Time Period

The timeline used in this analysis was a 21-year period ranging from 1995 to 2016. This
time encompassed various periods of stress, ranging from the Mexican peso crisis to the
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EU debt crisis. These periods are very important, as they reflect the stress periods where
one can observe the returns during this time and come up with the most accurate risk
measures for these situations. As mentioned in the literature review sections, calculating
risk is not only based on models but one has to take into account historic events and study
trends, business cycles and other issues, so as to take a more comprehensive approach.
The current period of volatility resulting from the COVID-19 effect has not been factored
into the study, given that the data available are inadequate, as it is still being collected.
This, however, may be investigated further in future studies to assess COVID-19’s impact.
However, Iuga and Mihalciuc (2020) analysed the impact of global shocks and highlighted
the global effects of COVID-19 by developing two models, using a regression model and
their study to analyse the time frame from 2001–2020 Q2. This is due to the fact that data
are still unfolding, and we minimized our analysis by not putting so much focus on the
effect of the COVID-19 pandemic. Nevertheless, we do acknowledge the adverse effect the
pandemic has had on economies and financial markets at large.

3.2. Tests

The first test carried out was to test the non-normality (skewness, kurtosis) of the data
in order to see if there was non-normality present in the returns. If this was the case, then
the next step was to determine the type of non-normality in the observed returns. To assess
the non-normality or normality of the data sets, the Jarque Bera test was used, which is
based on the classical measures of skewness and kurtosis (third and fourth moments of
a distribution). As these measures are based on moments of the data, this test has a zero
breakdown value. This test is a goodness-of-fit test of whether sample data have skewness
and kurtosis that matches a normal distribution. Once the distributions were determined, it
was easier to select the most appropriate measure or set of measures based on the literature
gathered on the various options that can be used to accurately measure risk for a given data
set with a given distribution. For any distribution F with finite central moments μk(k ≤ 3),
the skewness is defined as follows:

γ1(F) = μ3(F)/μ2(F)
3 /2

For any distribution F with finite central moments μk(k ≤ 4), the kurtosis is defined
as follows:

γ2(F) = μ4(F)/μ2(F)2

The next step was to conduct risk measure tests. After carrying out the normality
tests, the next step was to carry out VaR tests. The VaR measure concept condenses the
entire distribution of the portfolio returns into a single number that investors have found
useful and is easily interpreted as a measure of market risk. The VaR is essentially a
p-percentage quantile of the conditional distribution of portfolio returns. We selected
two assets from each asset class that represent different characteristics to make our study
more comprehensive and inclusive of different assets. The first part examined the various
ways that directly improve the standard VaR by using its hybrids. Thereafter, the analysis
focused on the application of other models to conduct volatility forecasts through the use
of modelling methods suitable for conditional distributions which are time dependent. The
results were compared with those from the other variation of VaR, which is the CVaR. The
theory stands to state that the CVaR focusses on downside or tail risk, and so this measure
is likely to be higher than that of standard VaR. Risk managers have a plethora of volatility
measures to choose from when calculating VaR measures. Time series models of volatility
range from exponentially smoothed and simple autoregressive models, over single-shock
GARCH models, to two-shock stochastic volatility models. The benchmark measure
pivoted in Morgan Guaranty Trust Company (1996) RiskMetrics sets the conditional mean
constant and specifies the variance as an exponential filter:

σ2
t = (1 − λ)ε2

t−1 + λσ2
t−1
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In the GARCH model, the most widely used form is GARCH (1, 1) and it has some
extensions. In a simple GARCH model, the squared volatility is assessed.

When applying the SVaR, according to the Basel III framework, this can be calculated
on top of the VaR with a 99% confidence interval. Applying this, however, to more a
practical scenario involves the selection of a stress period. For this analysis, the period
adopted was for monthly returns for a non-stress period of January 2003 to December 2005
(36 months) and the stressed period was the financial crisis from August 2007 to December
2009 (29 months). In order to broaden the scope of the analysis, two sets of data were used
on the equities over the same periods. One was the monthly returns, which was similar
to what was applied to the bonds and hedge funds, and the other was the daily returns
of the equities. This was carried out to observe whether there was much difference when
SVaR and VaR are calculated using monthly versus daily returns. Another dimension to
this analysis was applied to the bonds and the normal period: VaR and stressed VaR were
compared between one asset that is normally distributed and one that is not normally
distributed. The aim was to visualize the extent of the impact a distribution of a data set
had on the results of the test conducted.

In practice, Beta is typically estimated using parametric estimators such as ordinary
least squares (OLS) because OLS is the best linear unbiased estimator. Additionally, the
monthly, quarterly or annual returns data are very often employed (see Kamara et al.
2018). This is because they are stable and likely distributed. However, the outliers—a
very common problem in real asset returns—may seriously affect the performance of the
parametric estimators compared with non-parametric estimators.

The test for autocorrelation was another critical test undertaken because it helps in
seeking dependence in returns over time. This was achieved by plotting the ACF and
PACF to observe whether any correlation in an asset’s return existed. This will further
help in the application of models such as the GARCH to better forecast volatility in the
future. If one examines empirical time series, it is easy to observe that large fluctuations in
asset prices are more often followed by large ones, while small fluctuations are more likely
followed by small ones. This stylized fact is known as volatility clustering. In order to
view the properties and determine whether there were more large fluctuations than pure
random processes, we looked at the autocorrelations of the returns.

The autocorrelation function C(xt, xt+τ) is defined as follows:

c(xt, xt+τ) ≡ 〈(xt − 〈xt〉)(xt+τ − 〈xt+τ〉)〉√
〈xt2〉 − 〈xt〉2

√〈
x2

t+τ

〉− 〈xt+τ〉2

where 〈x〉 denotes the expectation value of the variable x.
After this, autocorrelation for an asset with itself and from the portfolio perspective

was carried out. The most commonly used correlation test is the Pearson’s test, although it
assumes normality. The hypothesis of this would be to see whether there is a relationship
between the correlation of a portfolio of assets and volatility during the normal periods
against that observed over the stress periods. The assumption is that asset classes have
correlations that tend to increase during high volatility periods, unlike during normal
market conditions. In a portfolio context, this could mean that the benefit of diversification
may be nullified in high-stress conditions, leading to an understated risk.

The next step was to assess the time series of the data to observe how the series moved
and thus determine if there was volatility clustering and the type of variance that exists
in each asset. In financial markets, prices of stocks and commodities fluctuate over time,
which then produce financial time series. These time series are in fact of great interest both
to practitioners and theoreticians when making inferences and predictions. This was to
determine if the volatility displayed was of a homoscedastic nature (same variance) or
heteroskedastic (the opposite of homoskedasticity). This helped to determine whether
the data behaved as is expected in financial markets, which is usually heteroskedastic.
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A characteristic inherent in a robust model is that the financial data should be able to
accurately show and capture that volatility clustering exists (Lok 2015) in the time series.

Regression analysis was adopted to predict future volatility. In the process of finding
the ideal VaR forecaster, the first step was to calculate the AIC of each asset. The AIC
is ideal to show the best model to use in predicting volatility. After completing this, the
final step was to forecast the risk using the three models, namely the ARCH, GARCH and
EGARCH models for each of the asset classes to see how well the model forecasts volatility
for each given asset class.

In carrying out this process, other software packages such as R were considered, but
due to the complex nature of the methods, the authors opted to use the Excel software
package called NumXL to carry out the computations. This package was familiar as it is
their main statistical analysis tool. The next step involved plotting the forecast for the data
using the various parameters for each model. Using this package, the parameters were
calculated and used to calibrate and find the most efficient parameters to apply to each
model. Using this data, the forecasts were plotted over a 12-month time horizon to assess
and obtain the most likely volatility movements.

4. Results

4.1. Jarque Bera Test—Non-Normality Test

Despite the remarkable qualities of the Shapiro–Wilk test, we adopted the Jarque Bera
(JB) test, which is applied to various general models, such as nonlinear regressions and
conditional heteroskedasticity models.

When using the JB test, the aim of the test is to test the null hypothesis. In this case, the
null hypothesis was that it is normally distributed and this is represented by a p-value of
greater than 0.05, which will lead to failure and to the rejection of the hypothesis. However,
if it is less than 0.05, then it means that one rejects the null hypothesis, leading to the
conclusion that it is not normally distributed. This was applied to the data below for all
three assets classes using this formula:

JB =
n

6
(S2+

K2

4
) ∼ X2

V=2

where

• S = the sample skew;
• K = the sample excess kurtosis;
• N = the number of non-missing values in the sample;
• JB = the test statistic; JB has an asymptotic chi-square distribution.

In our analysis, we first derived the asymptotic distribution of the sample skewness
and kurtosis coefficients of the model’s standardized residuals. After, we constructed an
asymptotic X2 test of normality based on the results.

4.1.1. Hedge Fund Indices

Upon carrying out the tests on the hedge fund asset class, a summary of the findings
from the Jarque Bera test are shown in Appendix A. All 11 funds have returns that are not
normally distributed. By assessing the skewness, it shows that the returns are mostly nega-
tively skewed or close to zero. This confirms the previous hypothesis on the distribution
of returns, which stated that most returns exhibit a negative skew and that they tend to
not be normally distributed. The kurtosis of the distribution is positive, indicating that the
data set has fat tails. One particular asset with a low skewness of 0.0002 is the Dow Jones
Credit Suisse Long/Short Equity Hedge Fund index, which would make one assume the
distribution is normal, but if one looks at the kurtosis, it is 4. This means that even though
its skew is close to zero, it is leptokurtic, which indicates that there is a clustering of the
distribution around the mean. This will result in the distribution having higher peaks and
fat tails, since most of the returns are clustered around the mean. The HFRMI Index and
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the Dow Jones credit Suisse Dedicated Share Bias Hedge Funds have a kurtosis less than 3,
of 0.83 and 1.53, respectively, indicating that the distributions are platykurtic, meaning that
they have lighter tails.

4.1.2. Equity Indices

The represented equity indices in Appendix B were selected to cover various diversifi-
cations, such as different geographic locations, and were either price weighted or market
weighted. There were also stocks that represent small capitalization, mid-capitalization as
well as large capitalization. This selection of indices ensured that the selection was broader
and covered a wider range of the indices and so it was more representative of the markets as
a whole. In developing these classifications, the authors also applied the World Economic
Situation and Prospects (WESP), which classifies all countries into three segments, which
are developed economies, economies in transition and developing economies.

Twenty-three indices were used to carry out this test. The results show that (be it
capital weighted, all index weighted or price weighted) the distributions are not normally
distributed, as indicated by the N. The only anomaly that is observed regarding normality,
with a Y representing a yes, was with the four Japanese Stock Indices: the TPX500 Index
(high capitalization), TPXSM Index (small capitalized), TPXM400 Index (mid capitalized)
and the TPX100 Index (high liquidity), t the null hypothesis is not rejected, implying that
the distribution is normally distributed. This only occurs in 4 indices of 23 observations.

For the rest of the indices, due to a vast number, a large number of different observa-
tions are made, but overall, it can be observed that they do not have a normal distribution.
The kurtosis is mixed, with some being leptokurtic and others being platykurtic; regarding
the differences in tails, some are heavy, implying high tail risk, and some are light, im-
plying less risk in comparison to the heavy tails. The skewness results also differ when
looking at the ones classified as being not normally distributed. They all exhibit symmetric
distribution (between minus 0.5 and 0.5), and some are moderately skewed (between 0.5 to
1 and minus 0.5 to 1). The other measure is highly skewed, and this is shown by the indices
in the data set that have a skewness greater than plus or minus 1, such as the BGSMDC
index. Out of these 19 indices, only 4 have a negative skew, whilst the rest are positively
skewed. Generally, a negative skew implies long-left tails, which indicates a higher chance
of extreme negative outcomes, and positive implies a lesser likelihood of poor outcomes.

4.1.3. Bond Indices

There were around 60 bond indices, but the cut off was made to only include those
that cover the test period, since most of them were younger issued bonds. Appendix C has
the summary of the results. The results from this data set indicate that all the indices are not
normally distributed, and so this supports the argument. Here, kurtosis seems to be above
3 for almost all of the results, indicating the heavy presence of fat tails. Again, almost all of
the skewness results indicate a strong negative skew. However, the JPM Global Aggregate
Bond index is the only one that has a normal distribution. Its skewness and kurtosis are
close to zero, indicating potential symmetry.

Since the initial tests proved the non-normality of majority of asset returns, the analysis
was narrowed down to adequately analyse the three asset classes, and two from each asset
class were selected. This was to ensure that there was diversity in the results, which were
representative of the general population. Below in Table 1 is a summary of the chosen
assets and the description that is used in the analysis.

The two indices selected to represent the hedge funds are the HFRI Fund of Funds
Composite Index (HFRI) and the Dow Jones Credit Suisse Event Driven Hedge Fund Index
(DJCS). They each look at a hedge fund where one is a composite whilst the other is specific
(Hedge Fund Research Inc. 2017). The HFRI is a hedge fund that invests with multiple
managers through funds or managed accounts. There is, therefore, a diversified portfolio,
since the idea behind it is to lower risk significantly by gaining the advantage of investing
with more than one investment manager.
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Table 1. Summary of asset classes representatives.

ASSET CLASS NAME DESCRIPTION

Hedge Fund HFRI Fund of Funds Composite Index HFRI

Hedge Fund
Dow Jones Credit Suisse Event Driven Hedge Fund

Index
DJCS

Equity Index OMX Helsinki All-Share Index HEX

Equity Index The Botswana Domestic Companies Index BGSMDC

Bond Index
JPMorgan Government Bond Index- Emerging

Markets
GBI-EM

Bond Index the Merrill Lynch US High Yield Master II Index HOAO
Source: Authors.

Equity Index: In selecting the equity indices to use, the authors chose two based on
variant geographic locations. The first one is an equity index from Finland called the OMX
HELSINKI INDEX (HEX). This is an all-shares index which reflects the current status and
changes in the stock market. The other index that is examined is the Botswana Domestic
Companies Index (BGSMDC), and this is an index that tracks companies that are traded in
Botswana. The intention behind these choices was to obtain diverse representation. In this
case, the HEX represents a stock market in the developing world against one from a nation
in the developed nations which are found on two different continents, namely Europe
and Africa. The classification of developed and developing nations is given according to
the World Economic Situations and Prospects (WESP), which classifies all countries of the
world into three broad categories, namely developing economies, economies in transition
and developed economies.

Bond Index: The Merrill Lynch US High Yield Master II Index (H0A0) is the index that
represents the corporate side of bonds because it is normally used as a benchmark index
for high yield corporate bonds. This differs from the other bond index, which is the JP
Morgan Government Bond Index-Emerging Markets (GBI-EM). This covers comprehensive
emerging market debt benchmarks that track local currency bonds issued by emerging
market governments.

4.2. Summary Statistics on Asset Class

In the first part of the analysis, an overview of the three asset classes was carried out
to test for normality using the Jarque Bera test. This information is applied on these asset
classes to estimate model and forecast volatility and the software used in Excel aids in the
calculations. In this section, the authors give an overview of initial observations, which are
further proved and justified using other models as the analysis continues.

The first step is a summary of Table 2, below, which was generated in NUMXL for the
three assets under study. Below is the summary.

Table 2. Summary statistics. Source: authors.

EQUITY INDEX Test P-Value SIG?

HEX BGSMDC HEX BGSMDC

Average: 0.60% 1.35% White Noise? 1.00% FALSE 0.00% FALSE

Standard Deviation: 7.57% 4.29% Normal Distributed? 0.00% FALSE 0.00% FALSE

Skew: −0.31 1.9 ARCH Effect? 0.00% TRUE 64.11% FALSE

Excess Kurtosis: 2.11 9.6
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Table 2. Cont.

HEDGE FUND INDEX Test P-Value SIG?

HFRI DJCS HFRI DJCS

Average: 0.44% 0.68% White Noise? 0.00% FALSE 0.00% FALSE

Standard Deviation: 1.65% 1.80% Normal Distributed? 0.00% FALSE 0.00% FALSE

Skew: −0.85 −2.32 ARCH Effect? 0.05% TRUE 2.24 × 10−306 FALSE

Excess Kurtosis: 4.7 11.65

BOND INDEX Test P-Value SIG?

GBI-EM HOAO GBI-EM HOAO

Average: 0.45% 0.62% White Noise? 53.18% TRUE 3.05 × 10−6 FALSE

Standard Deviation: 1.64% 2.57% Normal Distributed? 0.00% TRUE 0 FALSE

Skew: 0.1 −1.65 ARCH Effect? 98.43% TRUE 1.77 × 10−15 TRUE

Excess Kurtosis: 0.68 12.01

4.3. Standard Deviation

Regarding the equities, the HEX has a higher standard deviation compared to the
BGSMDC of 7.57% and 4.29%, respectively, showing that is has higher volatility. For the
hedge funds, they have a much lower standard deviation compared to equities of 1.65%
and 1.80%, respectively, for the HFRI and the DJCS. On the bonds, the GBI-EM is lower
than the HOAO, since the former is based on government issues that tend to have lower
risk, whilst the latter has the corporate bonds, which carry more risks with them, such as
credit and default risk. Thus, it is justified to be riskier. Overall, it can be seen that equities
carry higher risks than the other asset classes, making it a riskier asset class characterized
by high volatility.

4.4. Skew

The next result on the distribution of the asset returns is from the third central moment,
which is skewness. Four out of six of the assets have a negative skew. The negative skew
proves the assumptions, which states how the distributions of returns tend to be negatively
skewed. The presence of skewness shows that the distributions are non-normal. However,
the Government Bond index GBI-EM and the Botswana BGSMDC have positive skews
of 0.1 and 1.9, respectively. The GBI-EM is normally distributed, and its skew is highly
insignificant. For the BGSMDC, the positive skew needs to be investigated further. For the
asset, it has a positive mean and so a combination of a positive mean and positive skew
implies that investing in this asset not only results in positive expected returns but also
positive surprises on the upside as well. Investments in this section are highly unstable
and this is usually short term until the market catches on. This result is significant given
that this is a stock index in a growing market with high growth potential.

4.5. Excess Kurtosis

The fourth central moment measure looks at the peakedness of a distribution. In
Table 2, the NUMXL statistics output is calculated as excess kurtosis instead of kurtosis.
Excess kurtosis is defined as kurtosis minus 3. A normal distribution should ideally have
an excess kurtosis of 0. These tests also stand to prove otherwise that the returns are not
only non-normal and skewed, but that they possess long tails to the left. The negative
skew in the returns implies frequent small gains and a few extreme losses. If the figure is
above 0, it is leptokurtic, and this signals the presence of fat tails in the data set. Fat tails
are considered undesirable because they imply additional risk.

In the tests, the returns from the equity and hedge fund all have kurtosis greater than
zero, implying that there are high levels of tail risk. However, on the bonds, a different
result is seen. The H0A0 index that represents them is also similar to the equities and
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hedge funds, although it is unusually higher. This is because on the returns, it has one
of the highest ranges of −18% to 11%. This index represents high yield corporate bonds
and so with high reward comes high risk, hence the fat tails. Comparing it, however, to
the government issue of tracking bonds, it has a kurtosis of 0.6 and was concluded to be
normally distributed, and that is why its kurtosis is almost zero, reflecting the small risk
exposure this asset has in comparison to its other peers that all showed non-normality of
returns.

4.6. White Noise and ARCH Effect

White noise and the ARCH effect is further explored in the volatility forecasting
section. However, as an overview, it can be seen that the ARCH effect gives details on
the distribution’s fat tails and excess kurtosis. All the assets with an excess kurtosis
greater than 0 are assumed to be serially correlated and have fat tails, further affirming the
non-normality of the returns. White noise is defined as an assumption that a series has
zero mean and constant variance. When applying this concept to the Autoregressive and
Moving Average models, these are there to fix any assumptions that go against the white
noise assumption according to Katchova (2013). Ideally, for the data to be applied to the
model, it must first have the white noise characteristic. Its relevance will be shown in the
section on ACF and PACF.

4.7. VAR Tests

Given that the data sets exhibited non-normal distributions with the exception of the
GBI-EM bond index, the next step was to take an example from each asset class to first
calculate the VaR and then compare it with CVaR. This comparison sought to prove how
VaR underestimates risk and determine if CVaR is a better method. The calculations for all
the VAR and CVar were made at 95%, 99% and 99.9% confidence intervals. Below, Figure 1
shows the graphs plotted for the two equity indices under analysis.

Figure 1 illustrates that the conditional VaR has a higher risk measure, which indicates
how these equities have a much higher downside risk impact when measuring risk. Thus,
for equities, it would be ideal to use the CVaR to capture this very aspect.

Similar results of this asset class to the equities are illustrated in Figure 2. However, it
can be seen that generally, the hedge fund measurements for both the VaR and CVaR are
lower than those of the equities, showing that this asset class generally has lower risk in
relation to equities.

The results of the analysis of the bonds are depicted in Figure 2. From previous tests,
it was denoted that the sovereign bond index GBI-EM was normally distributed, and so
one would expect that the ideal measure would be the standard VaR. This is because the
distribution is assumed to have little tail risk and its risk forecasts can be based on the
Gaussian assumptions. For the HOAO index, which is not normally distributed, due to its
distribution type it tends to have thicker tails and so a high tail risk. Therefore, to cater
to the downside risk inherent in the tails, this index would be best suited with the CVaR
measure (See Figure 3).
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Figure 1. VaR versus CVaR for HEX and BGSMDC Equity Asset Index. Source: authors.

Figure 2. VaR vs. CVaR-HFRI and DJCS hedge fund.
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Figure 3. VaR and CVaR for HOAO and GBI-EM Bond Index Asset Class.

4.8. Stressed VaR versus VaR

In this case, the stressed VaR was calculated at a 99% confidence interval, as it is
a regulatory requirement according to the Basel III framework in the case of banks and
financial institutions. SVaR can be calculated by calculating the risk measures over a period
where there was financial stress. These tests were then used as robustness checks. The
stressed VaR must cover a period exceeding 12 months, and this was taken into account.
The normal period was from January 2003 to December 2005 and the stressed period
covered the financial crisis period from August 2007 to December 2009.

The results in Figure 4 above give a visual depiction of what is observed. The first
analysis looks at the equities data. Because the data set also included the daily prices, the
authors decided to calculate the normal and stressed VaR for both indices using the daily
prices as well as the monthly prices to compare and see if there is an impact based on the
time used in the calculation.

Figure 4. VaR versus SVaR equities. Source: authors.

Firstly, by comparing the VaR and SVaR for both scenarios, it can be observed that that
the stressed VaR has a higher risk component in comparison to the normal period. The next
step was to look at the different time horizons. When using the daily returns, the VaR and
SVaR both show that the risk measure is lower in comparison to the value that is computed
monthly. A reason for this could be that when data are observed daily, smaller incremental
changes are shown as compared to data that are calculated over larger intervals, where
higher deviations between the starting price and the next price will lead to higher return
movements.

The next step was to look at the hedge fund data observed over a monthly period.
This also displays similar results to the equities, showing that the stressed value at risk has
a higher risk measure in comparison to the VaR in the normal period.

In this scenario, the authors compared the VaR observed in Figure 5 over the total
time (1995–2016) to a normal period. The previous VaR readings were −7% and −12% for
the HFRI and DJCS, respectively, whilst the normal time VaR in this section was −1% and
−2%, respectively, showing that it is much lower than the 1995–2016 period.
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Figure 5. VaR versus SVaR hedge fund index.

The final step in this analysis was to look at the stressed VaR for the bonds in Figure 6.
Firstly, it can be observed that the stressed VaR is higher than the normal period VaR,
similar to the other asset classes’ results. However, when looking at this date to make it
more comprehensive, another angle is used to observe the data from Figure 6. Firstly, when
observing the HOAO that is depicted in blue, it is seen that the SVaR is significantly higher
than the VaR. However, when looking at the GBI-EM which is normally distributed, it can
be seen that the readings for the VaR and SVaR are very similar, with the VaR being −3.57%
whilst the SVaR is −3.08%, giving a negligible difference of 0.26%. This shows that in the
case of a normal distribution without fat tails, the returns are generally uniform even in
stressed periods.

Figure 6. VaR versus SVaR bond index. Source: authors.

4.9. Volatility Analysis/Time Series Analysis

In this analysis, the aim is to calculate the weighted moving average (WMA) and the
exponentially weighted moving average (EWMA), which is the volatility of the returns.
The weighted moving average examines the stationary of the series. In this case, a 12-month
equal weighted moving average is calculated, and the forecast horizon is the current period.
By analysing the time series, it is possible to take note of outliers, seasonal or cyclical trends
and other patterns, all of which will help in the prediction of future volatility in the asset
returns. In addition, by looking at the time series, it is easier to identify the impact of stress
periods described earlier in this paper. The WMA is calculated using the formula below:

wmak
t =

∑
k
i=1 xt−i ∗wi

∑
k
i=1 wi

where:

• Wi = the weight of the i-th data point in the moving/rolling window.
• K = the size of the moving/rolling window.
• Xt = is the value of the time series at time t.
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The EWMA is also calculated, and it shows the volatility over time of the asset and is
calculated as follows:

σ2
t = λσ2

t−1+(1 − λ)x2
t−1

where:

Xt = the value of the time series value at time t.
Λ = the smoothing parameter (i.e., a non-negative constant between 0 and 1).

The HEX equity index in Figure 7 tracks stocks in an EU nation and it can be seen how
volatile the returns were during the 2000 bubble and 2008 financial crisis. These markets
were directly affected by the US economy situation, as their businesses and markets are
interlinked. Generally, the trend, though volatile, is centred on the mean, signifying a
stationary time series.

Figure 7. HEX monthly time series analysis, equity. Source: authors.

The time series in Figure 8 is different from the other equity returns, as it generally has
a stable volatility, centring on the mean and fewer spikes during the 1997 Asian crisis, which
could be because of the impact of Asian investors to the African nation being affected. It
was not really affected by the tech bubble, implying that most of its investors were probably
not in the tech industry. The WMA is generally more stable and smoothed out.
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Figure 8. BGSMDC monthly time series analysis, equity. Source: authors.

Figure 9 reveals that the HFRI hedge fund has a unique characteristic, which is
structured in a way so that it has many fund managers and so that it tends to be more
diversified, and so volatility is around the mean and relatively stable. Clustering and huge
sparks are shown in the crisis periods for the returns line.

Figure 9. HFRI monthly time series analysis, hedge fund. Source: authors.

The DJCS in Figure 10 is also generally stable, since it is a hedge fund and experiences
spikes during the stress period as it is based on liquid securities. This means that any
change in the financial markets is reflected in the returns. It is noted that the WMA is
relatively stable over time.
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Figure 10. DJCS monthly time series analysis, hedge fund. Source: authors.

Figure 11 shows that the returns and the volatility are generally stable and only
clustered around the stress period. There is little volatility because of the nature of bond
pricing and its general predictability in comparison to equities. The notable high volatility
is as a result of the overall financial markets being disrupted during periods of stress.

Figure 11. H0AO monthly time series analysis, bonds. Source: authors.

The GBI-EM in Figure 12 tracks the emerging markets’ government bonds; by virtue
of the debt being sovereign, it is generally stable, and the returns and volatility (EWMA)
only spike in the stress period. The WMA is generally smooth and centred around the
mean.
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Figure 12. GBI-EM monthly time series analysis, bond index. Source: authors.

Overall, with the exception of the GBI-EM index (it seems to show a steady and con-
stant volatility), most of the time series exhibit no constant volatility, which is shown by the
separate periods of high volatility and low volatility. This is consistent with heteroskedas-
ticity or conditional heteroskedasticity. This means that it is ideal to use more advanced
forecasting financial modelling tools on it because it behaves in a way that is expected of
financial markets that tend to exhibit periods of high volatility and low volatility.

Through the application of time series analysis, it becomes necessary to pay attention
to the order and so this is where the implementation of tests such as the serial correlation test
is required. One such method was the time series analysis that was previously examined
above. Now, the focus is on serial correlation, and this test is conducted with correlograms.
This test is also critical in identifying the model order used in the tests such as ARMA
models.

The ACF and PACF are used to detect the form of time series process. For it to be a
suitable time series to apply forecasting models, it must be a stationery process, which is a
desirable trait. This can be observed from the correlograms below (see Figure 13).

The log returns do not exhibit strong interdependency, though lag order 1 shows
marginal significance. To shed more light on this, it is critical to assess whether the time
series exhibits white noise, which implies no serial correlation. As shown in Table 2, the
white noise test was conducted and it showed that both the HEX and BGSMDC tested false,
implying that there is no white noise and so the series is serially correlated.

For the hedge fund plot (Figure 14), a similar pattern to that of the equities shows
that the returns do not exhibit strong interdependency, though lag order 1 for the ACF
although the PACF for HFRI has three significant lags. To assess this, Table 2 for the
statistics summary, shows that the white noise test also showed that both assets tested false,
which means there is also serial correlation of the returns of each asset.
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Figure 13. ACF and PACF plots for equities. Source: authors.

Figure 14. Cont.
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Figure 14. ACF and PACF plot for hedge funds. Source: authors.

Figure 15 illustrates the bond correlograms, and firstly, it shows that the corporate
bond, H0AO, has one significant ACF lag, and for the PACF, it has four significant lags,
which are lag 1, 2, 3 and 13. This result clearly shows that the asset has serial correlation. To
affirm this Table 2, also shows false results for white noise, further confirming it is serially
correlated.
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However, when looking at the GBI-EM index, there a few significant lags for the ACF
(7 and 13) and PACF (7 and 12). This asset was already affirmed to be normally distributed,
and this further shows that the white noise test showed a true result, implying that the
distribution is not serially correlated.

After looking at the correlation of the returns, it is also necessary to look at the squared
values to assess whether there is correlation amongst them. This assists in decisions on the
best model to use. Details on the arch effect are summarized in Table 2, and it shows that
for bonds, the HFRI hedge fund and HEX equity, the ARCH effect is true, meaning that the
squared values are correlated. This is the opposite for the BGSM and DJCS, which tested
false in the tests.

Figure 15. Cont.
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Figure 15. ACF and PACF plot for bonds. Source: authors.

4.10. Correlation Test—Portfolio

In this test, the authors carried out correlation tests between two time periods for each
asset. For the purpose of uniformity, the same parameters applied in the stressed value at
risk test are applied here as well.

By assessing Table 3, various pieces of information can be deduced, firstly by looking
at the correlation of assets in a similar asset class. The equity indices BGSMI and HEX
are positively correlated under normal conditions; they move together with a coefficient
of 0.05 but, during the stress period, this relationship is reversed, and it can be seen that
the correlation is now negative at −0.1. This means under normal market conditions they
almost move together, though to a small significance, and soon after, they move away from
each other.

The next class is the hedge funds, which both have a strong positive correlation that
only strengthens during stress periods. In normal conditions, the correlation is 0.85, and it
is 0.96 in a stressed scenario. For the bonds, it can be seen that the correlation coefficient is
fairly stable and positive at 0.69 in normal conditions and 0.61 in the stressed period.
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Table 3. Correlation matrix for all assets. Source: authors.

CORRELATION 2003–2005 CORRELATION 2007–2009

BGMDC HEX HFRI DGCS GBI-EM H0A0 BGSMDC HEX HFRI DGCS GBI-EM H0A0

BGSMDC 1 BGSMDC 1

HEX 0.05 1 HEX −0.10 1

HFRI −0.10 0.47 1 HFRI −0.22 0.64 1

DGCS −0.23 0.31 0.85 1 DGCS −0.06 0.67 0.96 1

GBI-EM −0.14 −0.01 0.37 0.37 1 GBI-EM −0.08 0.19 0.18 0.15 1

H0A0 −0.34 0.31 0.39 0.29 0.69 1 H0A0 −0.22 0.52 0.59 0.55 0.61 1
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By making combinations using all assets, it can be seen that the most drastic change
in correlation was observed between the HEX-BGSMI equity indices and the HEX equity–
GBI-EM bond, in which all the correlations shifted from being negatively correlated to
positively correlated. However, for both index combinations, the initial coefficients were
close to zero, and so they did not really have a strong relationship to start with. Even
during the stress period, the coefficients remained close to zero, with the BGSMI-HEX
moving from a positive 0.05 to a negative 0.1 and the HEX-GBI-EM moving from a negative
0.01 to a positive 0.19.

Overall, the results from this test are inconclusive, showing that the behaviour of
assets does not rely on the class but on how they relate on an individual level with each
other. In coming up with a portfolio, one would have to test all the assets, as was carried
out in this section, and observe how each asset relates to the other so that the best risk
measures can be applied to cater for periods when the normal volatility of the assets shifts
in stress periods.

4.11. ARMA, GARCH, EGARCH Model Parameter

4.11.1. ARMA Parameters

The authors first used the ARMA model to forecast future risk. In coming up with the
final forecast, there were a few assumptions made that should be noted. The order used in
the simulation was an ARMA (1, 1). Using NUMXL, the first step was to come up with
general parameters; after that, the author calibrated the parameters to find the optimal
ones and all this conducted in the program.

μ is the long run mean, ϕ1 is the first coefficient of the autoregressive (AR) component
(first order correlation), θ,1 is the first coefficient of the moving average (MA) component
and finally, σ is the standard deviation of the residuals (this measure looks at the dispersion
of points and measures the accuracy of the variable being investigated).

For all six assets, these parameters were calculated to ascertain the final ARMA forecast
over a period of 12 months, and the results are detailed in Table 4 below.

Table 4. ARMA parameters. Source: authors.

ARMA Model Parameters

Hedge Fund Equity Bonds

Param HFRI DJCS HEX BGSMDC GBI-EM HOAO

μ 0.0043 0.0068 0.006 0.0135 0.0047 0.0088

ϕ1 0.5232 0.6602 −0.1408 0.4726 −0.3639 −0.0947

θ1 −0.1931 −0.3308 0.4 −0.0176 0.5243 0.4652

σ 0.0153 0.0165 0.0731 0.0382 0.0164 0.0241

Here, it can be observed that the standard deviation of the residuals is highest for the
equities asset class. For the optimal coefficients for the autoregressive process and moving
average process, the calibration process selected the ideal figures to input into the best
ARMA model for each asset.

4.11.2. GARCH Parameters

In forecasting with GARCH, there were also some model parameters that were calcu-
lated and calibrated via the Excel spreadsheet. These are the ones input into the equation
to come up with the volatility forecast. μ is the long run mean, α0 is the constant in the
conditional volatility equation, α1 is the first coefficient of the ARCH component and β1 is
the first coefficient of the GARCH component. All of this is summarized in Table 5 below.
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Table 5. GARCH parameters. Source: authors.

GARCH Model Parameters

Hedge Fund Equity Bonds

Param HFRI DJCS HEX BGSMDC GBI-EM HOAO

μ 0.0043 0.0116 0.0095 0.0125 0.0038 0.0066

α0 0 0.0001 0.0001 0.001 0.000 0.0001

α1 0.1533 0.4621 0.1643 0.6781 0.0836 0.2496

β1 0.8143 0.4417 0.8181 0 0.8204 0.6705

The GARCH model takes the ARMA process a step forward and factors in the condi-
tional volatility element as well as the other GARCH components. The first coefficient of
the ARCH component across all assets has a parameter close to zero.

4.11.3. EGARCH Parameters

Forecasting with the EGARCH model of the 1, 1 order has the parameters shown in
Table 6 below.

Table 6. EGARCH parameters. Source: authors.

EGARCH Model Parameters

Hedge Fund Equity Bonds

HFRI DJCS HEX BGSMDC GBI-EM HOAO

μ 0 0.01 0.01 0.01 0 0.01

α0 −0.45 −3.58 −0.53 −3.36 −7.9 −0.55

α1 0.28 0.15 0.35 −0.48 0.23 0.1

γ1 0.209106 −3.04519 −0.10349 0.198544 1.066853 −1.99898

β1 0.971952 0.584361 0.952573 0.568996 0.064752 0.941026

The μ is the long run mean; α0 is a constant in the conditional volatility equation; α1
is the first coefficient of the ARCH component, γ1 is the first leverage coefficient and β1 is
the first coefficient of the ARMA component. The EGARCH has “the constant volatility
embedded in the leverage coefficient which if included in a model of volatility it amplifies
the volatility” (Engle and Siriwardane 2014).

4.11.4. ARMA, GARCH, EGARCH Model Forecasts

The models were used intend to capture the autocorrelation of squared returns and the
volatility going back to the mean. These models took non-normal components into account,
such as excess kurtosis, and factored them into the forecasts. The NumXL ARCH/GARCH
modelling wizard automated the steps used to construct an ARCH model: guessing initial
parameters, parameter validation, the goodness of fit testing, and residuals diagnosis.
Therefore, by using these parameters, the final volatility forecasts were made using three
models for the two equity assets, and Figure 16 shows the 12-month forecasts.

4.11.5. Equities Model Forecast

The first analysis is for the two equity assets, and Figure 16 gives the three forecasts
made using all three models: ARMA, GARCH and EGARCH.

First, the HEX equity index and BGSMDC equity index and their 12-month volatility
forecast based on the previously mentioned parameters are observed in Figure 16. It can
be seen that the EGARCH has the lowest volatility forecast, followed by ARMA, and the
highest is the GARCH model. Slight increases are anticipated in the first period, then they
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slowly taper off to become stable. This indicates that the nearer the forecast, the higher
the level of accuracy. That is why the authors limited this to a 12-month forecast, as only
current and relevant information affected the volatility forecast.

Figure 16. Equities model forecasts (12 months). Source: authors.

4.11.6. Hedge Fund Model Forecasts

For the hedge funds, the results are similar to the equity, with the EGARCH recording
the lowest volatility relative to GARCH and ARMA. However, for the GARCH forecast,
it is lower than the ARMA forecast for the HFRI (See Figure 17). This could be down to
the difference in asset characteristics. The GARCH for both has a steady upward increase,
whilst the ARMA indicates a steady, almost flat increase for the DJCS, which is different
from the HFRI composite index, which increases up in the first period and then tapers off.
This shows higher initial anticipated volatility for the composite and lower volatility for
the event driven fund, which already anticipated the event shocks in its historic data.

Figure 17. Hedge fund model forecasts (12 months). Source: authors.

4.11.7. Bond Model Forecasts

The bond forecasts have varying results from both the equity and hedge funds. It
can be observed that the corporate bonds HOAO forecast has a higher volatility using the
ARMA model but is similar to all other assets with the lowest EGARCH forecast. On the
other hand, the sovereign GBI_EM bond forecast has higher volatility in the first period,
falling sharply after that, with the lowest forecasts for the rest of the periods. In this
situation, the GARCH has the highest volatility of all three (See Figure 18).

Figure 18. Bonds model forecasts (12 months). Source: authors.
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After carrying out the tests for the three asset classes, there is need to adopt the best
model to use. It cannot easily be interpreted by the forecast tables, and since the parameters
used for all three assets are not similar, this is where the Akaike Information Criterion
(AIC) test is considered. Akaike Information Criterion (AIC) is a method that is used to
measure the goodness of fit of a model. Ideally, its lowest value is the best model to use.
This can be used to determine which method between the three is ideal based on this test
in order to obtain the best volatility forecast. Below is a table showing the results of the
three tests for the six assets. In general, the AIC is defined as:

AIC = 2k − 2 × ln(L)

where:

k is the number of model parameters.table
ln(L) is the log-likelihood function for the statistical model.

By looking overall at the above results, it is clear that the asset class with the lowest
AIC is generally the hedge funds and bonds, whilst equity has the highest. This can
therefore help to conclude that when applying these models, it is most suitable for hedge
funds and bonds and not as much for the equities. However, it must be noted that the AIC
figure for EGARCH of the BGSMDC is unavailable for comparison (See Table 7).

When analysing based on the model type, it can be seen that EGARCH is the most
accurate model to use because for hedge funds and bonds, it has the lowest AIC for the
three methods per asset. To analyse this further, the next step of assessing the volatility
forecast for each asset critiques this discovery and seeks to validate it or otherwise.

Table 7. AIC model goodness of fit test for ARMA, GARCH and EGARCH. Source: authors.

AIC Model Goodness of Fit Test

Hedge Fund Equity Bonds

HFRI DJCS HEX BGSMDC GBI-EM H0A0

ARMA −1445.59 −1404.57 −614.82 −953.59 −1407.94 −1192.77

GARCH −1457.21 −1391.03 −655.40 −938.08 −1404.11 −1276.66

EGARCH −1459.71 −1422.17 −647.43 −1410.05 −1290.07

5. Discussion

5.1. Non-Normality Test Results

The normality tests indicated that for the hedge funds, all 11 were not normally dis-
tributed; for equities, 19 out of 23 assets were not normally distributed, with the exception
of the Japanese indices that exhibited normality. When testing the bonds, it was also
established that 9 out of the 10 data sets were not normally distributed, with the exception
of the JP Morgan Government Bond Index-Emerging Markets (GBI-EM), which covers
comprehensive emerging market debt benchmarks that track local currency bonds issued
by emerging market governments.

The normality tests also yielded an analysis on various factors, and this was performed
on the six selected assets. One was the standard deviation analysis, where it was discovered
that hedge funds tend to have a lower standard deviation than equities, implying that
equities are riskier than hedge funds. These are just generalized assumptions based on
the initial analysis. For bonds, the level of risk differs based on the underlying asset.
Corporate bonds have a higher standard deviation than sovereign bonds. The summary on
the skewness was that most of the assets are negatively skewed with long tails, showing
that they have a high downside risk. The results for the kurtosis showed that most of the
distributions are leptokurtic. Another element in the summary was the ARCH effect, which
gives details on the distribution’s fat tails and excess kurtosis, and all of this was carried
out to further affirm the non-normality of the returns. Once the argument on the type of
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distribution was resolved, the next step was to assess the risk measures relevant to this
distribution.

VaR versus CVaR

After carrying out the analysis, it can be said that the CVaR is an extension of VaR that
gives the total amount of loss given a loss event. If one is using VaR, according to Kidd
(2012), the main question would be how often their portfolio could lose at least X amount
of euros, whilst one using the CVaR method is concerned with answering the question of
how much it could lose when its portfolio’s losses exceed X amount of euros.

From the tests undertaken in the analysis, it can be seen that CVaR is a better measure
for downside risk than VaR, as it has higher risk measures and is more sensitive to the
shape of the tail loss the non-normal distributions. From an asset class perspective, it can
be seen that the equities generally have a higher risk measure compared to the hedge funds.
However, this is merely a generalization because what drives risk in an asset is not only
its class but also what the asset is composed of. When drawing conclusions for this, it is
critical to factor in other items such as the composition of the asset, its liquidity features,
the industry, the geographic location and all other risk factors so that one can obtain an
even more accurate measurement. This means combining this analysis asset by asset with
the information in Figure 3, which gives information on the global risk landscape according
to the world economic forum survey (World Economic Forum 2017).

5.2. VaR versus Stressed VaR

The results from the stressed VaR analysis show that when using different time
horizons to compute the VaR and SVaR, it was observed that the returns are lower for the
daily-observed data in comparison to the monthly observations. This shows that one needs
to be aware of the reason for carrying out the tests so that they can use the correct data
time horizons to obtain accurate results and not end up understating or overstating the risk
measure. If it is for daily use, it would be ideal to use a shorter time to calculate, and if it is
to observe an asset over a longer period, then the monthly time horizon could be adequate.
All of this is situational, and so other factors should be taken into account together with
this information.

Another interesting observation made was when looking at the bonds whereby the
one asset was normally distributed and the other was non-normal. It was observed that
the normally distributed GBI-EM had VaR and SVaR measures that were close together,
unlike what was observed in the other asset classes. This therefore showed that the normal
distribution, due to it not having the presence of fat tails, had less risk observed and so
the returns were generally uniform, even in stressed time periods. This means that the
standard VaR would be a good measure for this, but for all other data that is non-normal,
it is critical to isolate the stress period and calculate its risks in comparison to a normal
period. This makes SVaR a good measure to use in volatile periods because it captures the
market risk inherent at that time. By knowing these measures, it can aid in improving the
risk measures, in particular when forecasting data whereby the expectation is a downward
one. This will enable the investor to assess if they have taken on excessive risk which may
lead to their bankruptcy should another stress period occur. This then can be adjusted to
suitable risk levels that do not threaten the loss of the assets.

5.3. Time Series Analysis

The time series analysis is useful in helping to identify the way security moves over
time. By looking at the past trends, it can aid in anticipating the types of risks that affect
that particular stock. For instance, one can refer to the World Economic Forum Global
Risks Perception Survey 2016 indicated above, which identifies highly probable risks such
as cyber-attacks and natural disasters. Using this information, one can look at the asset
and what it’s underlying asset is, and so determine the likelihood of adding more risk to
it or reducing risk. For instance, if an index tracks agriculture companies that are based
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in an area where there is increasing amounts of natural disasters that occur and affect
the industry, this means it is likely to affect the profitability and so lower returns will be
forecasted. If an investor had calculated a VaR up to a certain point, it could now adjust
that point based on anticipated risks it would have identified by analysing the time series.

It is also worth noting that when looking at a time series, it is essential to look at
the underlying asset, as it can also give information on how the time series behaves. For
instance, the HFRI hedge fund index, which is a fund that is managed by a diverse array of
fund managers, is likely to exhibit a time series with a few extreme fluctuations, indicating
that there is less volatility, probably resulting from the diversification aspect.

By using this information in conjunction with information obtained from the variations
of VaR previously observed, one can decide whether the risk figure must be adjusted to
accommodate the added risk based on the historic behaviour of the time series. The time
series analysis also has a plot of the WMA; the authors are able to visually determine the
stationarity of the time series. The EWMA plot shows the volatility of the asset over time,
and it is easy to visually observe the periods of volatility clustering. The EWMA shows
the periods with large returns that are clustered and very distinct from those observed
periods of small returns, which may also be clustered. Not only does the volatility spike
up during a crisis or stress period, but also it eventually drops back to approximately the
same level of volatility as before the crisis, which is an indication of stationarity. This is a
vital property which affirms the suitability of the use of advanced forecasting models in
the time series volatility forecasting. A stationary time series is a time series that is mean
reverting, meaning that it moves close to the mean.

5.4. Correlation Test—Single Asset

In time series analysis, it is said that a correlogram/analysis is one such tool that
is necessary in identifying the model to use in the volatility forecasts. The correlogram
analysis examines the time–spatial dependency within the sample data, and focuses on
the empirical auto-covariance, auto-correlation and related statistical tests. It is key to the
discovery of the interdependency of the observations.

Upon carrying out the tests, it can be seen that five of the six assets exhibit serial
correlation. These results further affirm the general hypothesis that the returns of several
asset classes tend to be serially correlated. For instance, it is commonly expected in hedge
funds because they usually hold illiquid assets which can be hard to price and so for the
fund managers to determine the prices, they rely on past information to derive the value.
This therefore has an impact on the ideal method to use to forecast volatility in the next
section.

The analysis after this discovery also looked at the squared values to assess if there
is correlation amongst them. The results showed that even though the returns showed
correlation, the ARCH effect showed that in both bonds, the HFRI hedge fund and HEX
Equity, the ARCH effect is true, meaning that the squared values are correlated. This is
the opposite for the BGSM and DJCS, which recorded false results in the tests. Overall, an
assumption of correlation can be assumed and a GARCH model may be used.

5.5. Correlation Test-Portfolio Context

After carrying out all the tests and looking at the relationship between assets of a
similar class or different combinations, it can be concluded that there is no particular
pattern on asset classes and how they interact with each other in normal versus stressed
periods. Therefore, it can be advised that for each portfolio, a portfolio manager needs to
generate a similar correlation matrix to assess and see which assets are correlated, how
they behave with each other during stress periods and how they are under normal periods.
In the example used in the analysis, selecting the two hedge funds will a good example
because whether or not the assets are in a normal or stressed period, they seem to maintain
a correlation that is positive and close to each other. Therefore, this will allow an asset
manager to maintain his portfolio in the same risk levels if that is his investment approach.
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If there were a need to diversify and hedge, the portfolio manager would pick the
assets with the lowest correlation or those that move in opposite directions, such as the two
equity assets that switch correlations from being negatively correlated to being positively
correlated during times of stress. Regardless of what the change in the correlation is, it is
essential for the investor to know which direction volatility of the assets is likely to move.
This will allow one to anticipate which changes may occur depending on how the assets
relate to each other and how it affects the level of risk at a given time or when planning
for future risk. Failure to correctly anticipate market risk may overstate the amount of
diversification in a portfolio that can lead to an investor taking on excessive risk.

5.6. Volatility Forecast (ARMA, GARCH and EGARCH)

Beg and Anwar (2014) view the arrival of new information as a key driver of volatility
in asset returns. According to the authors, the constant release of new information results
in financial assets prices showing volatility, which in turn affects the financial risk analysis
and risk management strategies. To consider this factor, models such as the Generalized
Autoregressive Conditional Heteroscedasticity model can be used to analyse financial data.

Upon carrying out the studies, it can be said that the use of these volatility forecasts
(ARMA, GARCH, EGARCH) is useful for non-normal distributions to analyse an asset’s
risk as well as market risk. This is because these models take into account the use of
various parameters such as the use of a leverage coefficient in calculating volatility with
the GARCH model. This can affect an asset’s risk and incorporate them into the model.
The type of model lags to consider can also be determined by looking at the ACF and PACF
plots, as was carried out. These plots are useful in determining the best lag order to use
for each individual asset class. In our case, most of the plots showed an ACF with one lag
and then decay. Thus, for this study, the authors applied the order of 1, 1. However, in
further use of these models, it is critical to look at other elements of the data, such as the
stationarity, as all of this helps to determine whether the models are suitable for use with
the chosen data set.

In the data analysis section, after the parameters were calculated and defined for all
three models, the next step was to plot the 12-month forecasts using each model. It was
generally observed that the GARCH model had the highest volatility of all three for each
asset, whilst the EGARCH was the lowest. The main advantage of GARCH models is that
they captured jointly heavy tails and volatility, which contribute to clustering (Jansky and
Rippel 2011). This demonstrates a characteristic of the data sets being observed (except for
the GBI-EM bond index, which is normally distributed and so its plot was very different
from the other two, as it had a high EGARCH at period one which sharply declined.

Overall, when one examines the literature regarding the use of these models, it can
be seen that they are vastly expanding to cater to different elements within the data set.
Thus, it can be concluded that when carrying out a risk forecast, any of these models can
be applied, but it all depends on the asset characteristics and what risk factors to consider.

5.7. AIC Test for Best Model

Akaike Information Criterion (AIC) was used to measure the goodness fit for each of
the three models. Ideally, its lowest value is the best model to use, and in the test, it was
seen that the EGARCH was seen as the best fit because it had the lowest AIC overall for all
the assets examined (See Table 7).

Results from this test therefore give a guideline to the best method to use to forecast risk
for these non-normally distributed assets (with the exception of the normally distributed
JP Morgan Government Bond Index-Emerging Markets (GBI-EM)) out of all the methods.
Hedge funds and bonds seemed best suited, with the lowest AIC when looking at asset
classes. When looking at the best method to use overall, the EGARCH reigns superior,
with the lowest AIC for the three methods per asset. Further tests to see which is better
between GARCH and EGARCH could be carried out, as suggested by Malmsten (2004). He
considers some of these tests to be symmetric models and asymmetric models. However,
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these go beyond the scope of this paper, but it is worth noting that various other tests can
be used to determine the validity of model choices apart from the AIC, which is used in
this study.

Results summary

VaR has become a popular method in measuring risk, and due to its simplicity, it
became an overnight sensation; however, the main distribution assumption of normality
led to it being discredited, leading to more investors moving away from it and focusing on
its hybrids that take into account the fat tails. Although value at risk has been a measure
that has been used in the recent past by most investors when measuring the risk exposure,
it was inadequate when calculating how much would be lost, and this situation usually led
to some investors underestimating risk measures such that when a crisis occurred, most
of them suffered to the brink of collapse and bankruptcy. This led to the creation of other
variations of this risk measure that specifically focus on the downside risks, and these
included the conditional value at risk and stressed value at risk, amongst many. These were
tested, and it was seen that the CVaR had a higher risk measure compared to the standard
VaR, as it took into account the existence of heavy tails, and so this was a better measure of
risk and would shield the asset holder from overexposure of their asset or portfolio which
would lead to bankruptcy. Another measure that was considered was the stressed value at
risk, and this measure showed that volatility differs during the stressed period and so if it
is measured separately, it would give a better picture of how risky an asset could get in
periods of high volatility.

The next step involved analysing the time series, and it was seen as a critical step in
the research because it showed how the assets behave and can be used to see if any patterns
are prevalent in the behaviour of the assets as they move over time. Observing a time
series helped give information on issues such as the stationarity of the time series, which
allow for the use of certain econometric models to establish volatility forecasts. After this,
the test of correlation was performed for each asset to observe whether or not correlation
of an asset’s prices with one another exists. This was proven to be true, and so based on
these data, it can be concluded that price dependence is a major theme occurring in the
distribution of returns showing long periods of price dependence. It was also observed
that there is the existence of price jumps, which are all key to obtaining a more realistic risk
measure.

The next test was to find and compare volatility forecasting over the time horizon
using three selected methods, namely ARCH, GARCH and its hybrid EGARCH. These
methods were ideal to use because financial time series returns are skewed and fat tailed,
and these models are geared to take this into account. They were able to capture the
volatility clustering and took into account changes in trends, and all these were factored
into the parameters which the authors calibrated using the NUMXL function in Excel to
obtain the best combination of parameter values to use. The benefits of using these models
are also that depending on the characteristics of the data being observed, there are hybrids
to each method to take this into account. GARCH, for instance, has many of these, one of
which is EGARCH, which was used here, and others include FIGARCH, HYGARCH and
so forth. These model extensions are very relevant for the conditional volatility of financial
returns.

However, in looking at the various methods, one must take into account and beware
of the limits of statistics, as one cannot fully rely on this method for accurate measures.
The data sets used in this paper aimed to offer a more robust representation of various
assets and classifications of the market, such as sampling from a low developed economy,
a composite index, a specialized index and so forth, but this does not mean all risks will be
taken into account in the asset pricing or risk allocation in portfolios. There is still the risk
of risks that are not quite well understood to either come in and drive returns up or down
drastically, thus resulting in price jumps. Therefore, it can be observed that by having a
combination of the risk measures which take into account other elements such as scenario
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analysis which involves looking at other macroeconomic variables, such as stress testing,
which tests just how risky an asset can become, and forecasting with risk models, the ideal
method for an investor would be to combine all elements to ensure they obtain the best
risk measure possible.

6. Conclusions and Future Research

This paper made numerous attempts to elucidate the complexity of measuring risk. In
order to obtain the best possible accurate risk measures, we recommend that researchers
should incorporate historical data and adopt scenario analysis for a more robust outcome.
This calls for observing asset behaviours and how they respond to external shocks and
normal periods. This also means looking at an asset and how its individual returns are
autocorrelated, and this will reveal how much of an impact historical data has on the
future pricing of the asset. The findings also reveal several stylized facts about financial
markets, such as fat tails in asset distributions, the absence of autocorrelations of asset
returns, volatility clustering and aggregational normality.

Incorporating non-normality in risk calculations should provide a better way of
understanding and measuring the downside risk that is in an asset. The models that have
been analysed in this paper considered this, and so the results that are obtained reflect
this aspect. All of the methods that were explored in the analysis section shed some light
into the many options available that can be used to assess risk in non-normal distributions.
One aspect identified was that if the methods are used together and not in isolation, they
complement each other by addressing the shortcomings of the other to give the closest
to accuracy in the measures. For instance, VaR can be used as the standard measure, and
then adjusted based on the information obtained from the time series. However, it must be
noted that there is no single risk measurement framework that can ensure portfolios and
assets are immune to unexpected risk exposure, but by using a mosaic of methods, we can
come close to this.

To summarize the study and tests conducted, the first step of testing the assumption
that returns tend to be non-normal as opposed to the general assumption of normality was
examined. The interpretation of findings from the tests clearly showed that the majority of
the returns are not normally distributed, but instead are skewed and also possess excess
kurtosis. Thus, it would be significant in the approach of assessing risk to first test the
asset’s historical data for normality. In some cases, one may find a distribution that is
normal, such as the one found for the bonds index GBI-EM, in which case a basic risk test
such as VaR could be adequate to some degree.

Finally, in order to obtain the most accurate possible risk measures, the best approach
is not to just move away from the use of historic data. However, creating a balance yields
better risk measures, whereby historic data are used to assess the behaviour of the asset
and how it responds to shocks and normal periods by doing a time series analysis. This can
also include looking at the asset and how its individual returns are correlated to each other
(autocorrelation) to see how much of an impact previous data has on the future pricing of
the asset. Since all models discussed have both merits and weaknesses, for the ones under
non-normal assumption discussed in this paper, the risk measures that will be calculated
will be closest to the level of accuracy in reflecting the market conditions.

7. Research Limitations

The ARCH and GARCH model family has been evolving since its introduction, such
that a multitude of new varieties of these have emerged (Bollerslev et al. 2010). This poses
a limitation on to how many varieties this study could have used due to the vastness of
computations needed. This makes picking the best model to forecast volatility all types of
financial data a bit cumbersome for this particular study. Another limitation faced was the
availability of more recent data to adequately analyse the impact that COVID has had over
the past year and more.
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Another major limitation faced in providing universal data results was due to inad-
equate computing power to dissect all available asset classes. Instead, we picked three
relatively common ones to apply. Even within these three asset classes, only two from each
were used for volatility forecasting. For instance, the authors had 60 bond indices but only
had to analyse two. It is hoped that in future studies, we can evaluate other asset classes
such as forex, futures and other derivatives to apply the tests used in this study.

Future Research

Future research papers will be undertaken, implementing different asset classes as
well as newer GARCH models for forecasting risk in the continued search for the most
accurate risk measures. The authors are currently gathering information in the present
COVID era to further study its impact on risk measures. It would be interesting to assess
the short-term and long-term impacts the pandemic has had. This will allow the authors to
gain a clearer picture on the future of similar events and find ways to circumvent negative
financial crisis. Once the data are fully available, a follow up paper should be written to
assess this new variable.

Another research area the authors wish to investigate are crypto currencies as an
“asset class” more so than a digital currency. It would also be interesting to assess their
price movements and behaviour and see how they affect the performance of other assets,
as well as the type of risks involved with using these.

8. Patents

This section is not mandatory but may be added if there are patents resulting from the
work reported in this manuscript.
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Appendix A

Table A1. Jarque Bera Test On Hedge Fund Data 1995–2016.

ASSET CLASS: HEDGE FUNDS

PERIOD: 1995–2015 SKEWNESS KURTOSIS JARQUE BERA TEST

FREQUENCY: MONTHLY DATA Test Stat p-Value
Normality

YES/NO (Y/N)

1 HFRIMI Index 0.5535 0.830 21.053 2.68105 × 10−5 N

2 HFRI Fund of Funds Composite Index −0.6913 4.362 230.29 9.8651× 10−51 N

3 HFRI Relative Value (Total) Index −2.7736 15.900 3119.6 0 N

4 Dow Jones Credit Suisse Equity Market Neutral Hedge Fund Index −14.5592 227.511 578703 0 N

5 Dow Jones Credit Suisse Convertible Arbitrage Hedge Fund Index −2.7917 18.642 4165.5 0 N

6 Dow Jones Credit Suisse Fixed Income Arbitrage Hedge Fund Index −4.7834 37.000 16065 0 N

7 Dow Jones Credit Suisse Event Driven Hedge Fund Index −2.1210 9.912 1278.7 2.1944 × 10−278 N

8 HFRI Merger Arbitrage Index −1.4211 5.903 472.21 2.8841 × 10−103 N

9 Dow Jones Credit Suisse Event Driven Distressed Hedge Fund Index −2.1875 12.024 1800.8 0 N

10 Dow Jones Credit Suisse Dedicated Short Bias Hedge Fund Index 0.7534 1.576 52.284 4.43371 × 10−12 N

11 Dow Jones Credit Suisse Long/Short Equity Hedge Fund Index 0.0002 4.015 177.29 3.18098 × 10−39 N

Note: N—not normal. Source: authors.
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Appendix B

Table A2. Jarque Bera Test On Global Equity Indices Data 1995–2016.

ASSET CLASS: HEDGE FUNDS

PERIOD: 1995–2015 SKEWNESS KURTOSIS JARQUE BERA TEST

FREQUENCY: MONTHLY DATA Test Stat p-Value
Normality

YES/NO (Y/N)

1 HEX Index 0.1334 2.0337 45.5759 0.0000000001 N

2 OBXP Index −0.9527 2.7752 122.7647 0.0000000000 N

3 WIG20 Index 0.6914 4.3217 223.0550 0.0000000000 N

4 SWIG80 Index 0.5629 1.8088 49.1723 0.0000000000 N

5 BUX Index −0.0829 3.2649 115.7762 0.0000000000 N

6 XU100 Index 1.3929 6.6046 556.6424 0.0000000000 N

7 MOSENEW Index 0.5202 2.2051 64.4031 0.0000000000 N

8 BGSMDC Index 2.4294 12.9725 2078.8516 0.0000000000 N

9 SEMDEX Index 0.0909 3.5010 133.1447 0.0000000000 N

10 TPX500 Index −0.2149 0.4962 4.6678 0.0969191846 Y

11 TPXSM Index −0.0077 −0.0732 0.0606 0.9701371267 Y

12 TPXM400 Index −0.1909 0.4065 3.3701 0.1854371291 Y

13 TPX100 Index −0.1852 0.4876 4.0620 0.1312014021 Y

14 HSI Index −0.0250 2.2148 52.9616 0.0000000000 N

15 HSCEI Index 0.7712 3.8577 186.2729 0.0000000000 N

16 SHCOMP Index 0.2298 1.3361 21.5439 0.0000209803 N

17 AS30 Index −0.7768 0.9155 35.0920 0.0000000240 N

18 AS52 Index 11.3502 127.9268 182,873.0544 0.0000000000 N

19 NZSE Index −0.6398 1.1004 30.8580 0.0000001992 N

20 CSEALL Index 0.4701 1.1695 24.3918 0.0000050511 N

21 SET Index 0.1738 2.6434 77.0079 0.0000000000 N

22 FBMKLCI Index 0.6150 5.8711 389.8191 0.0000000000 N

23 PCOMP Index 0.1903 4.5279 223.6748 0.0000000000 N

Source: authors.
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Appendix C

Table A3. Jarque Bera Test On Global Bond Indices Data 1995–2016.

ASSET CLASS: HEDGE FUNDS

PERIOD: 1995–2015 SKEWNESS KURTOSIS JARQUE BERA TEST

FREQUENCY: MONTHLY DATA Test Stat p-Value
Normality

YES/NO (Y/N)

Index

DGOV TRR Index Val LOC U −2.87460108 23.259846 6314.8116 0 N
PRR Index Val LOC U −3.00174952 24.012297 6738.9563 0 N

Market Value ex Cash LOC U −2.4113742 17.219024 3517.2905 0 N

EMGB TRR Index Val LOC U −3.11385549 26.687749 8261.2239 0 N
PRR Index Val LOC U −3.26714759 27.654971 8882.4388 0 N

Market Value ex Cash LOC U −1.80246264 16.480611 3130.6662 0 N

H0A0 TRR Index Val LOC U −1.25072768 9.9051886 1148.0704 5 × 10−250 N
PRR Index Val LOC U −1.36111821 10.247232 1236.5797 3 × 10−269 N

Market Value ex Cash LOC U −0.62749331 6.1434245 432.48321 1.22 × 10−94 N

R0A0 TRR Index Val LOC U −0.48191364 5.0908619 295.30421 7.51 × 10−65 N
PRR Index Val LOC U −0.97506108 6.9261038 569.51279 2.1 × 10−124 N

Market Value ex Cash LOC U 1.032799838 6.9753815 582.14914 3.9 × 10−127 N

R0O0 TRR Index Val LOC U −14.8031114 232.9907 606,773.14 0 N
PRR Index Val LOC U −3.29260321 29.006072 9731.8887 0 N

R0U0 TRR Index Val LOC U 0.263632866 4.1566215 193.11063 1.17 × 10−42 N
PRR Index Val LOC U −0.16858932 8.2990509 758.8673 1.6 × 10−165 N

Market Value ex Cash LOC U 1.350602438 10.142414 1211.8157 7.2 × 10−264 N

R0M0 TRR Index Val LOC U 0.399379484 11.203383 1387.6919 4.6 × 10−302 N
PRR Index Val LOC U 0.048615775 10.789126 1280.5615 8.5 × 10−279 N

Market Value ex Cash LOC U 0.917248411 5.3501174 351.88049 3.89 × 10−77 N
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Table A3. Cont.

ASSET CLASS: HEDGE FUNDS

PERIOD: 1995–2015 SKEWNESS KURTOSIS JARQUE BERA TEST

FREQUENCY: MONTHLY DATA Test Stat p-Value
Normality

YES/NO (Y/N)

Index

R0C0 TRR Index Val LOC U −1.65728372 27.476698 8425.5081 0 N
PRR Index Val LOC U −1.92002596 30.735521 10553.601 0 N

Market Value ex Cash LOC U 0.99740086 3.4861319 177.45584 2.92 × 10−39 N

R010 TRR Index Val LOC U −3.12246366 16.642397 3475.6535 0 N
PRR Index Val LOC U −3.31780081 18.387309 4203.3677 0 N

Market Value ex Cash LOC U 1.104372396 0.2637496 54.635463 1.37 × 10−12 N

Source: authors.
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Abstract: In this paper, we provide useful lessons from a quantitative analysis across several non-
profit organisations undergoing generational change due to the implementation of the Australian
government’s National Disability Insurance Scheme (NDIS). This paper contributes to the field in
demonstrating the usefulness of the approach in revealing how change has to occur at both the micro
and macro levels of the organisations involved, affecting both followers and transforming leadership,
whilst simultaneously reinforcing the need to address the strategic and operational risks inherent in
such transformational change. It represents a follow-up to an earlier published longitudinal qualita-
tive research and provides further evidence on the key findings associated with the development
of the NDIS Implementation Framework. The current paper considers the importance of the risk
and opportunity conundrum associated with the implementation of the NDIS among Australian
nonprofit service providers. This paper recognises that, as entities operating ostensibly outside the
purely commercial realms of service design and delivery, nonprofit service providers are potentially
handicapped by an historic lack of relevant and necessary market-based skills. The risks necessitate
an accelerated programme of skill development and skill acquisition to enable the full range of
opportunities to be realised. The change management processes, identified using the conceptual
framework of readiness → implementation commitment → sustainability, as discussed in this paper,
highlight the potential financial consequences which have substantial impacts on such nonprofit
service providers. Organisations in these settings are challenged by ongoing financial sustainability
issues where very small financial margins, resulting directly from the generational business model
shift from a supply-driven system to a demand-driven system, may prove the difference between
organisational survival and failure.

Keywords: transformational change; nonprofits; NDIS Implementation Framework; business models;
sustainability; financial risk

1. Introduction

The National Disability Insurance Scheme (NDIS) represents a generational shift in the
way in which services are delivered to people with a disability. Prior to its initial roll-out,
disability services were more securely funded within a supply-driven process, meaning
that governments at the Federal and State levels funded service delivery organisations
directly to provide a wide range of standardised services to people with a disability. The
bulk of these services were provided by nonprofit service providers. The NDIS sought to
restructure this process and introduce a demand-driven system whereby ‘funding packages’
were developed by the Federal Government. These represented a maximum annual dollar
value for packages based on the complexity of medical needs of people with a disability.
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With their packages confirmed, these individuals would source their required services from
registered nonprofit as well as commercial service providers, meaning that funding would
now flow from the government to people with a disability, who would then source their
services from the market, resulting in what has become recognised as a more financially
risky demand-driven system for providers. In this way, services could become more
bespoke, responding to the needs of their clients.

“The instrument of collaborative inquiry . . . is an approach in which the scholar,
aware of the problems that managers and operators daily experience in the field, sets
up a collaborative study of these needs through engagement and active involvement
of organization members and collaborative interaction with management” (Shani 2021,
p. xiii). Whilst ours was a very broad canvas of collaborative learning, since we were
focused on a particular nonprofit sector involved in the change management of introducing
the NDIS, across several organisations, our participant organisations were involved in
interviews for an earlier qualitative research (Rosenbaum and More 2022) and surveys
for this quantitative research, as well as some follow-up meetings and presentations to
participant organisation boards. Our aim for the qualitative research was to develop a
pragmatic framework to enhance the practice of managing the major change wrought by
the NDIS to diverse large and small organisations in the sector, to offer a pragmatic tool
for managing such changes for both organisations and policymakers, and to add to the
body of change management literature. Our aim for this quantitative research is to assess
the efficacy of the National Disability Insurance Implementation Framework (NDISIF),
developed in the initial qualitative study. As reflected in capturing our intent with the
research: “The focus of collaborative inquiry is to generate the practical knowledge that
enables the organization to make relevant changes and to contribute actionable knowledge
to the social science of organizational change and development.” (Shani 2021, p. 7). In doing
so, we seek to aid nonprofit service delivery organisations in successfully implementing
the NDIS and, in doing so, mitigate the risks of failure, while visioning and acting upon
the organisational opportunities offered by the NDIS, and, in the bigger picture context,
ensuring the long-term success of the NDIS for the sake of people with disabilities. This is
crucial given the ongoing escalation of cost blowouts with the system.

The change wrought by the implementation of the NDIS brings with it many strategic
and operational risks for employees, involving multiple dimensions of stress, uncertainty,
and diverse responses of various kinds. It tests the very change capability, adaptability,
organizational learning, sustainability, risk management, and flexibility of organisations
and their leadership. Organisational change is impacted by context and environment,
and dynamic change in a reciprocal way, that may impact the very sustainability, nature,
structure, and processes of the organisation. This is as true for the nonprofit sector as for
the commercial sector, although variables, constraints, and opportunities may differ.

The NDIS is a generational shift in, and an altered model of, the way services to people
with disabilities are developed, provided, and funded. Its focus is on a person-centred
approach in which services are reflective of individuals who remain active participants
and decision makers in their own lives (Green and Mears 2014). Whilst it is not unique in
a global context, it represents a major paradigm shift in Australia. It is a prime example
of a force for good, given that it reflects the rights of people with a disability to live free
from abuse, exploitation, and violence. These are in keeping with Australia’s commitment
to the United Nations’ Convention on the Rights of Person with Disabilities (UN 2006),
and reflected in the Vision Statement in the recent Australia’s Disability Strategy 2021–2031
as “ . . . an inclusive Australian society that ensures people with disability can fulfill their
potential, as equal members of the community” (Commonwealth of Australia 2021, p. 2).

At the heart of the creation and implementation of the NDIS is also the context of the
United Nations’ Sustainability Goals, particularly those of Goal 10—Reduce Inequalities,
and Goal 16—Stand Up for Human Rights. One clear challenge to fully achieving both
Disability and Sustainability goals is the need for a sustainable funding model which
adequately addresses the associated funding risks, which have been prophesized in the
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early days of the system and are now gathering pace as the costs continue to escalate. The
NDIS is not alone in this challenge as Gilchrist and Perks (2022, p. ii) state: “Indeed, many
not-for-profit social services organisations are challenged in terms of sustainability by what
might be termed a malevolent cycle, where poor quality impacts staffing, in turn impacting
service capacity, thereby reducing income while, at the same time, infrastructure and other
elements must continue to be paid for”. As Gilchrist and Perks (2022, p. 5) puts it: “The
survival of the Not-for-profit and/or charitable corporation is a secondary issue to the
sustainability of services given the risk borne by people with disability who need reliable,
appropriate quality services and supports in order to live their lives”.

The introduction of the NDIS in Australia in 2016, which is yet to be fully implemented,
shifts the focus of service design, delivery, and financial support from a supply-driven
business model to a demand-driven business model. The former is structured around
service providers developing programmes and being funded by Federal and State Govern-
ments. The demand-driven approach requires service providers to develop and deliver
programmes based on the requirements and demands of service users, with the Federal
Government providing ”packaged” funding directly to service users who then pay service
providers for using services that meet their specific needs (Rosenbaum and More 2022).
These ”needs” are reflective of their specific disabilities and their aspirations for living
a fulfilled life (Taylor et al. 2020). The origins of the NDIS sought, in part, to address
the ”contracting culture” inherent in the steady shift from the state to the market, which
flowed from the impact of neo-liberalism in Australia (Onyx et al. 2016). However, the
political repercussions of ongoing funding for the NDIS have not been fully successful. The
Federal Government has sought to increasingly contract a range of operational activities
that underpin the NDIS to the private sector, moving away from the person-centric focus
and negatively impacting those the NDIS originally sought to benefit.

The NDIS offers a new challenge and associated risks as well as opportunities to
clients and organisations, representing a mindset and generational shift for those with
disabilities being supported with services that enable them to lead fruitful and meaningful
lives (Meltzer and Davy 2019). The focus of change is the movement from a supply-driven
approach to a demand-driven one, with market mechanisms becoming the focus of both
service design and service delivery (Foster et al. 2021). The former model relies on service
providers developing programmes and being historically funded by Federal and State
governments, with service providers reacting to pooled funding available through different
centralised funding sources and their services not necessarily reflecting the requirements
of service users. Under the NDIS, we find a demand-driven approach requiring service
providers to develop and deliver programmes grounded in the demands and requirements
of service users, with funding moving from direct funding of the providers to direct funding
of the users through a mechanism of assessed annual support funding packages. Service
users then have choice in a way not previously offered, now using service providers who
can best meet their personal requirements. The landscape is changed to a more competitive
and riskier marketplace, with service providers now competing for clients, against other
nonprofit and for-profit organisations (Green et al. 2018). This change in focus means
that service providers are now having to consider competitive market pressures, the way
they structure themselves, and the skills that are now required, which are well-beyond
the somewhat fewer complex parameters of service design and delivery (Rosenbaum and
More 2021).

Nonprofit service providers must now grasp the new reality of both opportunities and
challenges. Decision making must acknowledge the wide-ranging strategic implications
that place organisational sustainability at its core, now needing to respond to service
user requirements as they are indirectly funded by central governments through the
NDIS funding packages paid directly to NDIS “clients” who then decide where their
funding packages will be spent. This represents a shift in the approach by leadership
in these organisations, where changes to organisational culture results from a change
in the prevailing business models. This challenges many in this sector who have often
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differentiated themselves from commercial organisations by focusing on the needs of their
clients rather than, in part, on commercial outcomes that may now be required as a direct
result of this shift.

This paper considers from a quantitative perspective the efficacy of the NDIS Imple-
mentation Framework (“NDISIF”) (Rosenbaum and More 2022) derived from the earlier
qualitative research, which identified the relevant considerations necessary for the success-
ful implementation of the NDIS amongst nonprofit service providers. It was derived from
an extensive interviewing process and considered a range of Perspectives and Influencers in
a three-stage framework of Readiness → Implementation → Sustainability. Here, we report
a quantitative research methodology that investigates, through surveying, the accuracy
and validity of connections identified in the NDISIF. In doing so, this paper is based on
a mixed methods approach to research (Denscombe 2008), with the original framework
being developed and reported using a qualitative approach, whilst this follow-up paper
describes a useful quantitative approach seeking to assess the validity of the key elements
of the NDISIF. Both types of analyses and reporting are necessary.

As further explored in the Section 4.2 of this paper, the aim of this research is to
identify the extent to which the lessons learned from the implementation of the NDIS
in the nonprofit sector can be applied to the development of sector-specific change man-
agement approaches. As mentioned earlier, a mixed methods research methodology was
applied in this study, combining elements of qualitative (derived through open-ended semi-
structured interviews and available corporate data) and quantitative analyses (derived
through detailed mathematical-based analysis of larger population-sized questionnaires).
From a quantitative perspective, the detailed organisation-wide questionnaires enabled the
researchers to test the Framework’s validity and potentially support several research out-
comes drawn from the analysis of the interview data. The use of a quantitative methodology
in this manner may also enable “ . . . generalizations to be made beyond the boundaries of
the situation under study . . . ” (Easterby-Smith et al. 1997, p. 75).

2. Research Question

This research seeks to validate the findings from an earlier qualitative research from
which the NDIS Implementation Framework was developed. This Framework is repro-
duced below in Figure 1.

The elements contained within the above Framework are explained further in Table 1,
which supports the key research question relevant to this current quantitative research,
namely, what is the extent to which the NDISIF can be substantiated through rigorous
quantitative analysis? The Conceptual Framework identified in Figure 2, including the
resulting hypotheses, supports the response to this research question.
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Figure 1. The NDISIF (Implementation Framework) (Rosenbaum and More 2022, p. 427).

Table 1. Success factors identified from the development of the NDIS Implementation Framework
resulting from the qualitative research (Rosenbaum and More 2022).

Readiness

Leadership

Servant leadership has been identified as the most relevant leadership style for nonprofit
disability service organisations implementing the NDIS. The characteristics of empowerment,
humility, authenticity, interpersonal acceptance, provision of direction and stewardship, as
identified in the latest research into this leadership style, support the approaches necessary in this
sector (Van Dierendonck 2011).

Culture
Cultural adaptability (Corritore et al. 2020) and a strong focus on organisational trust (Page et al.
2019) that underpins a supportive, inclusive, empowering, and accountable culture appear as
fundamental requirements in these organisations.

Change management

Use and application of approaches to managing change must be adaptable where the change
process must be organisationally aligned and reflective of wide-ranging nonprofit attributes. An
appropriate approach is the reconsidered Lewin 3-step model of change (Lewin 1947), as
discussed in specific nonprofit research into change management (Rosenbaum et al. 2018).

Organisational foundations

The absence of a range of restricting forces, which must be addressed either before or during the
change process, requires a review of the organisational structures (Waddell et al. 2019) and the
role of organisational human resource functions (El-Dirani et al. 2019), and addressing issues
associated with what has become known as the ‘head office syndrome’ (Bouquet et al. 2016).

Implementation/Commitment

Service utility
The ability to provide service design and delivery in a clear manner in a contested marketplace
whilst maintaining advocacy as an important element of staff engagement in a changing internal
and external environment (Kimberlin 2010).
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Table 1. Cont.

Implementation/Commitment

Communication

Wide-ranging elements of internal communications, including coordinated top-down messaging;
consistency in change communication; focused customer choice communication; addressing
organisational silos linked to both service design and delivery; and the use of carefully crafted
language. Additionally, communication must be authentic and sincere in order to strengthen an
emotional connection and, therefore, trust between service provider and service user (Frei and
Morriss 2020).

Externality

Reliance on effective and efficient interactions with the NDIA, which is the Federal Government
Agency tasked with the rollout of the NDIS as recognised by the federal Government Joint
Standing Committee on the NDIS in its 2019 Report (Andrews 2019). This reinforces the
advantages resulting from a well-considered external networking approach to the
implementation of the NDIS at the organsiational level.

Sustainability

Mission

The ongoing maintenance of the organisational mission must be prominent in order to ensure
staff acceptance of the necessary changes required to make the NDIS implementation successful
(Rosenbaum et al. 2017), accepting that any apparent conflict between a values-based mission and
the commercial realities of a demand-driven NDIS market place is adequately addressed from the
perspective of client well-being (Dawson and Daniel 2010). This goes to the heart of
organisational identity and its maintenance during all phases of the changes deemed necessary to
successfully implement the NDIS (Venus et al. 2019)

Risk and Opportunity

The mind shift related to seeing the NDIS as an organisational and market opportunity, rather
than purely a risk which requires mitigation. Such an approach supports staff in embracing the
necessary changes required to successfully implement the NDIS in an uncertain and far risker
context.

Figure 2. Key considerations in successful organisational change for nonprofit disability service
providers.
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3. Theoretical Context of Change

As outlined in our earlier published paper on the original qualitative aspect of our
research (Rosenbaum and More 2021), the change framework for our work remains the
same. Refocusing an organisation to reflect a major generational shift from its current
to a future desired state though organisational change has many dimensions, including
leadership styles, followership, context, nature of the change—evolutionary, change capa-
bility, culture, trust, resourcing, timing, productivity, and financial risk. Unsurprisingly,
numerous models of change abound from classic to more contemporary ones (Burke 2017;
Rothwell et al. 2021).

For the application of the theory, a key challenge is how to explain the way to imple-
ment organisational change that facilitates a movement from taken-for-granted mindsets,
processes, and actions to new systems and being able to institutionalise such new thinking
and approaches. This is exacerbated by an increasingly volatile, uncertain, complex, am-
biguous, and diverse (VUCAD) environment and the need for almost constant change. This
is further compounded as a direct result of our recent challenges of changes in a pandemic
period that has wrought its own menu of rapid and prolonged changes.

There have been diverse approaches to understanding and explaining organisational
change across numerous theoretical and disciplinary bases, from individual and group
psychological and communication perspectives to those dealing with organisation-wide
change. Change types also provide a different approach—incremental to radical, small- vs.
large-scale change, and proactive vs. reactive. These have been well-explained some time
ago by Stace and Dunphy (2001, p. 97).

Earlier approaches to change were mired in a static linear perspective, but successful
change nowadays recognises the real dynamism, richness, and complexity of major change
as is the NDIS, not only during implementation but also in the future to ensure the embed-
ding of such change in the long term without individuals and organisations falling back
into outmoded thoughts and practices—the unfreezing of the old state, change to the new
state, and refreezing the new state for permanency (Lewin 1951).

3.1. Considering the Management of Change as a Sector-Specific Challenge

Organisational change management remains of substantial academic and practitioner
interest (Rosenbaum et al. 2018), and, to some extent, it is supported by an ongoing dia-
logue as to the specifics of its execution, be that at an industry-wide level (Kätelhön et al.
2019) or at an organisation-specific level (Beniflah and Veloz 2021). From this perspective,
organisational change can be viewed across a spectrum of macro-considerations through
to micro-considerations. One approach sees organisational change in terms of the appli-
cation of models that potentially apply to all organisations (Smith et al. 2020), thereby
largely ignoring the contextual specifics that may both support and hinder successful
implementation. Such an approach may, to some extent, force the processes of change
through the arteries of these models, where the lifeblood of successful change develops
from a focused understanding of how change unfolds. Once an understanding of this is
confirmed, these models underpin an approach of adaptation. However, what may be
adapting is not the model to the organisation and its context but, rather, the organisation
to the model. This ignores context and reinforces a falsity that organisations in and of
themselves change. However, this one-dimensional approach may prove to be inaccurate
as organisations tend not to change successfully unless their people change their beliefs and
adapt to the changing processes and circumstances. Therefore, the focus of change must
first rest on, amongst other things, changing people’s views and attitudes (Rosenbaum et al.
2018), understanding resilience (Parker and Ameen 2018), and developing employees’ skill
characteristics (Stouten et al. 2018) to improve change outcomes.

Following on from the potential shortcomings identified above in this one-dimensional
view of change, especially with regard to the focus on individuals, is a different under-
standing of how change management may need to be handled. Here, we seek to include
the notion of a sector-specific approach which becomes more apparent when considering
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the nonprofit sector. The reason this becomes relevant is the range of characteristics that
uniquely define this sector and its workforce (Rosenbaum et al. 2017), and understanding
that, in any change management approach, if we fail to change the way individuals both
view the change and function within it, it is likely that such change will fail, or, at the very
least, result in delayed outcomes.

It is at this point that this research recognises the importance of change being consid-
ered at the level of each organisation. This suggests that unique industrial and sectoral
characteristics may benefit from a framework approach to organisational change manage-
ment, rather than a model approach. The latter tends to be viewed from a procedural
perspective containing somewhat standardised elements, as distinct to the former approach
which emphasises a wide range of contextual characteristics that must be integrated with
the realities of managing change. By identifying the key Perspectives and Influencers
within the broad 3-stage process of Change Readiness, Change Implementation, and Or-
ganisational Sustainability, the NDISIF provides a roadmap for how nonprofit disability
service providers may implement the NDIS within their organisations (Rosenbaum and
More 2022).

3.2. Key Considerations in Successful Change Management

From the development of the NDISIF, our research identifies a range of organisational
processes and structural considerations that are necessary to maximise the change outcomes
for implementing the NDIS, especially within nonprofit service delivery organisations.
One key element relates to organisational flexibility, where any procedural approach to
change must be balanced with appropriate leadership and cultural characteristics to ensure
that the context of the setting is a key consideration. This recognises the need to create a
strategic change guide that reflects the risk appetite and the variability associated with
the planning and execution phases, leading to the institutionalisation of the implemented
change (Rosenbaum and More 2022). Such an approach considers the comprehensive
method undertaken by Lewin (Lewin 1947), which accounts for the integrated steps of
action research, group dynamics, and force field analysis (Rosenbaum et al. 2018).

From a change management perspective, the involvement of stakeholder analysis
appears pivotal to understanding the organisational context which enables change to be
understood and structured (Vargas et al. 2019). This reflects the organisational uniqueness
of the settings and further focuses attention on the human element of change—the organisa-
tional actors who need to both plan for and drive change to lead to long-term sustainability.
This awareness of stakeholders also focuses attention to outside of the organisation and
relates to the interactions necessary to develop and maintain the networks necessary to
support change. These networks are important as they ground change in a broader context
by linking not only other service providers together, but also reinforcing the necessary
relationships with external government agencies that determine the necessity for change.
This supports the broader issue of advocacy to further strengthen staff support during
change complexities in an often highly emotional setting, given the nature of the clients
these organisations deal with on a day-to-day basis.

A further element to this implementation challenge is leadership understanding of the
work characteristics associated with such change. The NDIS implementations challenge
the historical understanding of client service delivery. Effectively, this shifts the focus from
the person who has a disability and is availing themselves of a particular service to one
where a more focused commercial arrangement evolves and the person with a disability
becomes the client of the service delivery organisation, and the services need to be delivered
in the context of a customer relationship (Rosenbaum and More 2021). This subtle, but
important, shift in the relationship, has challenged many service delivery personnel, and
understanding the human side of this shift becomes an important element for consideration.
Addressing this changing environment is considered fundamental to the ongoing mind
shift needed to guarantee success in the implementation. The focus on this rebalancing is
highlighted in Figure 2 with the fulcrum of change evidencing leadership and culture as
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having essential roles in ensuring effective change outcomes. Additionally, the impact of
stakeholders, both internal and external, and the skill characteristics of staff, along with
the interplay between these, reflect a level of both diversity and complexity that underpin
successful organisational change in this sector.

This is diagrammatically represented in Figure 2 above.

3.3. The Australian National Disability Insurance Scheme as the Research Setting

As identified earlier in this paper, the primary research setting is the implementation
of Australia’s National Disability Insurance Scheme. We have focused our analysis on
several disability service providers operating in the nonprofit sector, where nonprofit
service providers compete with for-profit service providers. Our interest in nonprofit
service providers stems from an understanding that these organisations face the challenges
of managing transformational change, as outlined above. These challenges bring into sharp
focus the extra dimension of traditional mission/margin conflicts within these institutions,
which are less prevalent amongst commercial providers entering the market later and not
having to address the pre-implementation challenges faced by their nonprofit competitors.

4. Research Context: Australian Nonprofit Disability Service Sector

This research embraces a quantitative approach, motivated by a need to understand
the past of nonprofit disability service delivery in this complex environment and to inform
the future design and implementation aspects critical to the ongoing success of such a large
generational shift in the NDIS social initiative, especially considering its escalating costs.

Our NDISIF (Rosenbaum and More 2022) is premised on the key factors of organisa-
tional readiness for change, the organisational implementation strategies that support the
implementation, and the sustainability challenges (see Figure 3: Conceptual Framework)
that must be addressed to make the change successful. These factors appear in Table 1
above, including the elements that support them.

Figure 3. Conceptual framework developed and applied in this research stemming from the NDIS
Implementation Framework developed in the earlier qualitative research, as reported in Rosenbaum
and More (2022).
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4.1. Hypotheses and Associated Methodology

4.1.1. Readiness

H1a: Change readiness is significantly influenced by internal communication.

H1b: Change readiness is significantly influenced by leadership.

H1c: Change readiness is significantly influenced by culture.

H2a: Change readiness has a direct positive impact on growth.

H2b: Change readiness has a direct negative impact on risk.

H3a: Change readiness has a positive impact on growth mediated by commitment to change.

H3b: Change readiness has a negative impact on risk mediated by commitment to change.

H4a: Commitment to change has a significant mediating effect between change readiness and
growth.

H4b: Commitment to change has a significant mediating effect between change readiness and risk.

4.1.2. The Mediating Effect of Change Readiness between Change Drivers of Unfreezing
and Refreezing (Sustainability)

H1a: Change readiness has a significant mediating effect between internal communication and
growth.

H1b: Change readiness has a significant mediating effect between leadership and growth.

H1c: Change readiness has a significant mediating effect between culture and growth.

H2a: Change readiness has a significant mediating effect between internal communication and risk.

H2b: Change readiness has a significant mediating effect between leadership and risk.

H2c: Change readiness has a significant mediating effect between culture and risk.

4.1.3. The Mediating Effect of Commitment to Change between Readiness to Change
(Unfreezing) and Sustainability (Refreezing)

Growth

H3a: Change readiness and commitment to change has a significant mediating effect between
internal communication and growth.

H3b: Change readiness and commitment to change has a significant mediating effect between
leadership and growth.

H3c: Change readiness and commitment to change has a significant mediating effect between culture
and growth.

Risk

H4a: Change readiness and commitment to change has a significant mediating effect between
internal communication and risk.

H4b: Change readiness and commitment to change has a significant mediating effect between
leadership and risk.

H4c: Change readiness and commitment to change has a significant mediating effect between culture
and risk.
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4.2. Methodology

Research problems and research objectives were initially explored through qualitative
data collection, with the conceptual framework and the hypotheses being also developed
using qualitative research and previous original research. The study reported here follows
this former exploration with quantitative data that are collected from a larger sample so
that the results can be better concluded for the population of interest. The purpose of
collecting the quantitative data is to examine the variables with a larger sample and then
perform a deeper exploration of some NDIS cases known during the qualitative phase.
In particular, this quantitative study determines whether there are different mediating
effects of the implementation constructs (e.g., commitment and risk) between readiness
and sustainability in the NDIS Implementation Framework (NDISIF).

4.2.1. A Three-Stage Model Comparison

The main objective of this quantitative study is to examine whether the hypotheses
regarding planned organisational change management developed in the qualitative study
demonstrates differences in the drivers of change among the three stages of pre-, during,
and post-implementation. This quantitative study employs a two-step analysis, namely
empirical estimation and three-stage model comparison. First, this quantitative study
investigates how the “moving” variables, such as “change readiness” and “commitment to
change”, intervene in the relationships between the unfreezing and refreezing variables. It
provides findings from an empirical relationship testing of how change drivers of unfreeze
factors, such as internal communication, leadership, and culture, have significant effects on
the institutionalisation of organisational changes of both sustainability and risk. Second,
we deal with a three-stage model comparison. The three-stage model refers to the testing
of the planned organisational change management model in three different circumstances,
namely pre-, during, and post-change. In this second step, a comparative analysis of the
empirical testing of planned organisational change management models in three different
circumstances is presented.

4.2.2. Sample and Procedure

This study applied partially mixed sequential qualitative—quantitative methods
(Leech and Onwuegbuzie 2009). The qualitative study was conducted prior to the quantita-
tive empirical study. The qualitative phase of the study produced a conceptual framework
of planned organisational change management, as presented in the previous sections. The
quantitative phase of the study recruited additional participants to those in the qualitative
phase.

The questionnaire for this study was designed to expose participants to the three
stages mentioned above in managing transformational change attributed to the NDIS
implementation. The same set of questions was purposely designed to investigate whether
there were differences in transformational changes in three different scenarios. In total, 135
employees from nonprofit service organisations completed the online questionnaire. The
response rate was approximately 73%. After data cleaning and validation of excluding
nonsensical responses on items, the total number of respondents who completed a set of
questions pre-, during, and post-NDIS implementation totalled to 68%.

Nearly two-thirds of the sample were male (63.3%; female: 36.7%), the average age was
43.4 years (SD = 9.84), and the mean tenure was 17.85 years (SD = 11.25). Most of the sample
worked in a non-managerial position (90.8%). More than half (56.2%) held a predominantly
operational position, while 43.8% of the sample held a predominantly support position
(administrative, IT, HR, or finance tasks supporting the operational processes).

4.2.3. Operationalisation Definition and Measurement

To analyse the data, this study employed partial least square (PLS) implemented in
the SmartPLS program. Prior to conducting model testing, the process of turning abstract
concepts of planned organisational change management into measurable observations
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was developed based on the qualitative study. Table 2 shows the change driver latent
variables of unfreezing as specified by the three dimensions of internal communication,
leadership, and culture. The mediating variables of moving are specified by the dimensions
of change readiness and commitment to change. Lastly, the refreezing variables are implied
by sustainability and risk.

Table 2. Operational indicators of latent dimensions.

Construct Dimension Definition Indicator

Unfreezing

Internal
communication

Contains elements of strong top-down but coordinated
communication pathways; consistency regarding the
change messaging; communication that underpins a
strong understanding of the role that customer choice
plays in both programme design and service delivery;
recognising the need to minimise the deleterious
impacts of organisational silos in the delivery of
integrated services; and the effective use of
wide-ranging brainstorming sessions which involve
extensive cross-sections of the organisation in order to
consistently address implementation challenges.
Dimensions include the nature and style of language,
ability to positively react to bottom-up communications,
use of relevant communication media, and
acknowledging authenticity and sincerity in messaging.

Intcom1: I have considered
leaving this sector as a direct
result of the move to a
commercial model for service
delivery.
Intcom2: I have reluctantly
shifted my approach towards
the commercial realities of
service delivery in the
post-NDIS environment.

Leadership

Focuses on the application of Servant Leadership as the
appropriate focus for nonprofit disability service
organisations, where leadership focuses on followers
and the ability of leaders to enable followers to fully
realise their own potential.

Lead1: Team-based award is a
vital emotional support
mechanism.
Lead2: I feel that my views are
considered in
decision-making.

Culture

Culture is represented by a range of attributes which
highlight the internal organisational conflict between
the purposeful mindset of service provision, based on
mission, with the pragmatic reality of commercialism, as
represented by the shift from a supply-driven to a
demand-driven business model. This is further defined
by the existence of organisational sub-cultures
evidenced in internal operational silos that have
historically existed within many disability service
organisations. This understanding of cultural attributes
is further supported by both change optimism as well as
change pessimism within these organisations.

Culture1: I believe commercial
practices are appropriate for
nonprofit disability service
providers in dealing with the
NDIS implementation.
Culture2: Different aspects of
our organisational culture
helps us to overcome
difficulties.

Change readiness

Change readiness identifies the extent to which the
organisation can effectively introduce the necessary
changes. It contains two key elements. On the one hand
is the extent to which human resources within the
organisation have the necessary personal skills to accept
and deal with change, whilst on the other hand, it is the
organisational infrastructure that supports staff as they
work with the change. This latter element highlights the
importance of training and upskilling staff so that the
challenges of change, at the human level, can be
addressed.

Ready1: People who work
here feel confident that the
organisation can get people
invested in implementing this
change.
Ready2: People who work
here feel confident that they
can keep track of progress in
implementing this change.
Ready3: People who work
here want to implement this
change.
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Table 2. Cont.

Construct Dimension Definition Indicator

Moving
Commitment to
change (Willingness
to change)

Change willingness tends to be a direct product of
change readiness as it is the result of the application of
change skills that can then be applied to the practice of
change. Willingness to change is a product of numerous
factors, including an individual’s understanding of
change, the skills that the individual has and/or has
developed to cope with change, and the attitude of the
individual with regard to change. The latter can also be
the product of a common vision which focuses attention
on the need for change and, in the case of nonprofit
disability organisations, the belief that clients of the
organisation will benefit from the proposed changes.

Will1: I intend to put effort
into achieving the goals of the
change.
Will2: I am supportive of the
change.
Will3: People who work here
are motivated to implement
this change.

Refreezing

Sustainability of
growth

Sustainability refers to the extent to which the
organisation, having undertaken the implementation
and is progressively moving through the process, is able
to maintain the changes over a longer period, especially
when the initial change focus, which can coincide with
heightened internal activity, tends to wind down. A key
issue for nonprofit disability service organisations is the
ability to have an ongoing focus on the original mission
of the organisation to provide services to people with
disabilities, whilst keeping an eye on the commercial
realities that are necessary in a changing demand-driven
environment.

Sustain1: I feel that my DSO
has maintained its focus on its
original mission and values.
Sustain2: I feel that any
changes to our mission
and/or values are consistent
with my DSO’s focus on its
clients.
Sustain3: I agree with the
need for my DSO to be
‘profitable’.
Sustain4: I accept the
changing focus of my
organisation regarding
commercial outcomes that are
in line with client outcomes.

Risk

Risk, in the context of our nonprofit disability service
organisations, is the process of understanding and
managing the opportunities that invariably arise with
the movement from a supply-driven to a
demand-driven business model. Evaluating and
mitigating risk to conceive and deal with opportunities
are the foundations for ongoing sustainability by these
organisations. This moves these organisations from a
traditional conservative approach to one that is more
reactive to options that may provide potential for
growth, in terms of expanded service offerings and,
therefore, financial positioning.

Riskop1: Lived experience
within the organisation is
considered necessary for our
DSO’s success.
Riskop2: I believe that our
DSO needs to be bold when it
comes to service design in
order to remain competitive.

Unless otherwise stated, items of indicators are measured on 5-point Likert scales from 1 = strongly disagree to 5 =
strongly agree.

The initial results of the qualitative study found many operational indicators to mea-
sure the dimensions of the conceptual model. After conducting a principal component
analysis to reduce the items of the indicators into a set of interpretable factors for confirma-
tory factor analysis (CFA), an item-level analysis was used to examine the unidimensional
aspects of the latent variables. The indicators of each of the latent dimensions that were
used in the questionnaire are operationalised by the items, as shown in Table 2.

4.2.4. Strategy of Data Analysis

This study uses two steps of fit measurement evaluation, which includes the measure-
ment model, and structural model evaluation (Chin 2010). The first step of the measurement
model evaluation focuses on the validity and reliability of the indicators that are used for
each latent variable, as shown in the conceptual model. The objective of the measure-
ment model is to justify whether there are relationships between the latent variables and
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its measures/indictors. Since, in this study, the conceptual model consists of reflective
measurement models for all latent variables, composite reliability (rho A), convergent
validity (AVE), indicator reliability (factor loading), and discriminant validity (HTMT) were
evaluated (Benitez et al. 2020). The second step of structural model evaluation focuses
on the assessment of the theoretical model (Akter et al. 2011). To examine the fit of the
theoretical model, predictive relevance (Q2) and GoF index were used.

4.2.5. Assessment of the Reflective Measurement Model

The quality of the reflective measurement model was assessed using the measurement
model evaluation criteria of Cronbach’s alpha, rho A, average variance extracted (AVE),
weight factor, and loading factor. For the first criterion, the composite reliability was
assessed using Dijkstra–Henseler’s rho A to estimate the correlation between the latent
variable and the construct scores. The composite reliability checks the amount of random
error contained in the construct scores, which is expected to be limited. The values of
Dijkstra–Henseler’s rho A for internal communication, change readiness, commitment to
change, and sustainability as shown in Table 3, and are larger than 0.707. These values can
be considered as reasonable, indicating reliable construct scores. However, the values of
Dijkstra–Henseler’s rho A for other latent variables, such as leadership, culture, and risk,
are lower than the standard criterion of 0.707.

Convergent validity represents the extent to which the indicators’ variance is explained
by a latent variable. It indicates that the indicators belong to one latent variable measure, or
the same construct. The average variance extracted (AVE) was used to evaluate convergent
validity. Table 3 shows that all values of AVE of the latent variables are greater than 0.5,
indicating that there is empirical evidence for the convergent validity of all latent variables.
It means that more than half of the variance is explained by the latent variables (Bagozzi
and Yi 1988).

The next assessment is indicator reliability, which measures the amount of variance
presented in a latent variable in terms of the contribution of each indicator. The loadings,
also called factor loadings, are a good measurement of this matter (Henseler et al. 2014).
In this study, the standard estimate of factor loading is 0.707 or higher, indicating that
more than 50% of the indicator variance is explained by the corresponding latent variable
(Benitez et al. 2020). Table 3 shows that the factor loadings are all significant with a p-value
less than 0.001, with estimates ranging from 0.780 to 0.919. The factor loading estimates are
greater than 0.707, suggesting that the measures are reliable.

The last measurement model assessment is discriminant validity, which measures dif-
ferentiation between the different aspects measured by the latent variables. It shows the de-
gree to which a measure of construct diverges from (or has no correlation with) another mea-
sure, which underlying construct is conceptually unrelated to it. The Heterotrait-Monotrait
Ratio of Correlations (HTMT) is used to provide evidence for discriminant validity. Table 4
shows that almost all the HTMT estimates are under 0.85, except HTMTleadership-culture
and HTMTculture—commitment to change which are under 0.9. Discriminant validity is verified
through cross loadings (Benitez et al. 2020) for pre-, during, and post-NDIS implementation,
as presented in Appendix B.
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Table 3. Measurement model evaluation.

Construct Indicator
Pre-NDIS Implementation During NDIS Implementation Post-NDIS Implementation

rho A AVE Weight Loading rho A AVE Weight Loading rho A AVE Weight Loading

Internal
communication 0.729 0.76 0.737 0.71 0.79 0.761

Intcom1 0.567
***

0.888
***

0.735
***

0.924
***

0.688
***

0.927
***

Intcom2 0.561
***

0.886
***

0.427
***

0.752
***

0.445
***

0.814
***

Leadership 0.665 0.7 0.656 0.719 0.646 0.697

lead1 0.591
***

0.872
***

0.496
***

0.797
***

0.469
***

0.759
***

lead2 0.565
***

0.858
***

0.675
***

0.896
***

0.713
***

0.904
***

Culture 0.632 0.74 0.657 0.708 0.708 0.741

culture1 0.479
***

0.764
***

0.477
***

0.775
***

0.482
***

0.812
***

culture2 0.705
***

0.899
***

0.698
***

0.902
***

0.671
***

0.908
***

Change
readiness 0.897 0.83 0.858 0.771 0.898 0.826

ready1 0.357
***

0.897
***

0.416
*** 0.91 *** 0.375

***
0.923

***

ready2 0.354
***

0.934
***

0.354
***

0.885
***

0.335
***

0.917
***

ready3 0.389
***

0.897
***

0.368
***

0.836
***

0.391
***

0.886
***

Commitment to
change 0.752 0.78 0.79 0.697 0.858 0.779

will1 0.387
***

0.829
***

0.354
***

0.806
***

0.367
***

0.913
***

will2 0.434
***

0.869
***

0.407
***

0.874
***

0.372
***

0.885
***

will3 0.403
***

0.749
***

0.436
***

0.824
***

0.395
***

0.849
***

Growth 0.905 0.78 0.906 0.759 0.922 0.777

sustain1 0.281
***

0.869
***

0.273
***

0.864
*** 0.3 *** 0.88 ***

sustain2 0.294
***

0.895
***

0.324
***

0.911
***

0.327
***

0.928
***

sustain3 0.251
***

0.835
***

0.238
***

0.842
***

0.219
***

0.816
***

sustain4 0.313
***

0.905
*** 0.31 *** 0.865

***
0.282

***
0.899

***

Risk 0.786 0.74 0.896 0.751 0.647 0.735

riskop1 0.458
***

0.831
***

0.389
***

0.781
***

0.549
*** 0.84 ***

riskop2 0.67 *** 0.925
***

0.737
***

0.944
***

0.616
***

0.875
***

4.2.6. Assessment of the Structural Model

The second step of fit measurement evaluation is the assessment of the structural
model. Since this study compared the role of transformational change drivers in those
three different implementation stages, the Partial Least Squares Multi-Group Analysis (PLS
MGA) was employed to analyse the differences in the transformational changes. To perform
PLS MGA, measurement invariance must be assessed to confirm that the measurement
models specify measures of the same attribute under different conditions (Henseler et al.
2014). The measurement invariance test is meant to ensure that the construct measures
are invariant across the groups (Steenkamp and Baumgartner 1998; Sarstedt and Ringle
2011). Before discussing the fit measurement testing results of the structural model, the
measurement invariance was examined.
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Table 4. Overall construct correlation matrix (HTMT).

Change
Readiness

Culture
Internal

Communication
Leadership Risk Growth

Commitment
to Change

Change
readiness

1

Culture 0.742 1

Internal
communication

0.332 0.525 1

Leadership 0.791 0.89 0.38 1

Risk 0.274 0.524 0.319 0.326 1

Growth 0.549 0.841 0.578 0.595 0.499 1

Commitment to
change

0.819 0.869 0.576 0.733 0.568 0.783 1

Note: Construct correlation matrix for pre-, during, and post-NDIS implementation is presented in Appendix B.

4.2.7. Test for Measurement Invariance

To assess measurement invariance, this study used the measurement invariance of
composite models (MICOM) procedure developed by Henseler et al. (2014). Appendix A
presents the results of three comparisons’ MICOM test of compositional invariance and
composite equality estimates. The results of the measurement invariance test confirmed
that, generally, the multigroup comparison test results corresponded very closely since
the compositional invariance and full measurement invariance were established. The
justification of compositional invariance was supported by the parametric test that yielded,
in all cases, higher t-values than the permutation test (all p-values were insignificant). It
was also shown by the fact that all “original correlations” were greater than/equal to the
5% quantile. The establishment of full invariance is justified by the composite equality
test, as shown in Appendix A, in which most of the mean differences and all variance
differences fall between the 2.5% and 97.5% boundaries. The measurement invariance test
discovers that, in respect of all three structural model relations, the three path coefficients
are equal across the three stages (pre-, during, and post-NDIS implementation). Since
the measurement invariance test using the MICOM procedure is achieved, the group
comparisons can be proceeded with Multigroup Analysis (MGA).

4.2.8. Test for Structural Model

The last step of a fit measurement evaluation is a structural model assessment, which
evaluates, with respect to the estimates and hypothesis tests, the causal relations between
the exogenous and endogenous variables. The results of overall fit of the estimated model,
such as path coefficient estimates, effect sizes (f2), and coefficient of determination (R2),
meet the minimum model fit, as shown in Table 5. The overall fit of the estimated model was
evaluated using a bootstrap-based test of the overall model fit and the SRMR. The purpose
of this evaluation is to measure of approximate fit to obtain an empirical model for the
proposed theory. Table 5 contains the value of the complete model SRMR, which is below
the recommended threshold value of 0.080 (Henseler et al. 2014; Hu et al. 1992). However,
the values of the SRMR for pre- and post-NDIS implementation are slightly greater than
the threshold value due to the small sample size (N) and low degree of freedom (df) (Baron
and Kenny 1986). Hu and Bentler (1999) advised that the model should be neglected if the
SRMR is greater than 0.1.
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Table 5. Structural model evaluation.

Path Coefficient f-Square

P1 P2 P3 Complete P1 P2 P3

Internal
communication ->
Change readiness

−0.092 ns 0.208 *** −0.007 ns 0.18 0.011 0.089 0.232

Leadership ->
Change readiness

0.289 ** 0.442 *** 0.485 *** 0.005 0.089 0.25 0

Culture -> Change
readiness

0.372 *** 0.279 *** 0.331 *** 0.109 0.128 0.096 0.157

Change readiness ->
Commitment to

change
0.567 *** 0.727 *** 0.782 *** 0.003 0.475 1.122 0.006

Change readiness ->
Growth

−0.113 ns 0.29 *** 0.082 ns 0.376 0.017 0.074 0.36

Commitment to
change -> Growth

0.754 *** 0.444 *** 0.662 *** 0.941 0.748 0.174 1.579

Change readiness ->
Risk

−0.143 ns −0.156 ns −0.164 ns 0.185 0.018 0.013 0.316

Commitment to
change -> Risk

0.531 *** 0.45 *** 0.653 *** 0.014 0.244 0.109 0.015

R Square

Complete P1 P2 P3

Change readiness 0.427 0.308 0.557 0.507

Risk 0.194 0.217 0.124 0.286

Growth 0.452 0.484 0.468 0.529

Commitment to change 0.485 0.322 0.529 0.612

Overall fit of the estimated model Value

SRMR 0.072 0.099 0.069 0.085

d_ULS 0.883 1.685 0.824 1.229

d_G 0.475 0.719 0.589 1.114

The second evaluation of the structural model is path coefficients and their significance
levels. The path coefficient estimates for the hypothesised relationships range from −0.164
to 0.754. Most of these coefficient estimates are significant at a 5% significance level. The
next structural model evaluation is to examine the effect sizes of the relationships between
the constructs. This study used f2 values to measure the magnitude of an effect independent
of the sample size. The effect sizes range from weak to large, with the relationship between
Leadership and Change Readiness having the weakest effect size. The final evaluation
of the structural model is R-square which assesses goodness of fit in regression analysis.
The R-square value gives the share of variance explained in a dependent construct. An
evaluation of R-square values should be judged relative to studies that investigate the same
dependent variable (Benitez et al. 2020). In this study, the R-square values range from 0.124
to 0.612, which are considered to be acceptable values since this study of transformational
change in non-profit organisational setting is in its initial stages.

Findings

The purpose of this quantitative study is to examine empirically the moderating effects
of commitment to change on the relationships between change readiness (ready to change)
and organisational sustainability in three scenarios of transformational changes—pre-,
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during, and post-NDIS implementation. Table 6a presents the path coefficients of the direct
relationships between change readiness and sustainability, and the indirect relationships
between change readiness and sustainability moderated by commitment to change. The
results of the partial least squares (PLS) analysis show the significant relationships between
change readiness, commitment to change, and sustainability at different levels of effects.

Table 6. a. Three-stage model comparisons. b. Regression coefficient comparison.

a

Pre- During Post-NDIS Implementation

Path Coeff
(STDEV)

p-Value
Path Coeff
(STDEV)

p-Value
Path Coeff

(STDEV
p-Value

Internal
communication ->
Change readiness

−0.092 (0.097) 0.342 0.208 (0.062) 0.001 −0.007 (0.08) 0.927

Leadership ->
Change readiness

0.289 (0.105) 0.006 0.442 (0.071) 0.000 0.485 (0.083) 0.000

Culture -> Change
readiness

0.372 (0.109) 0.001 0.279 (0.07) 0.000 0.331 (0.091) 0.000

Change readiness ->
Risk

−0.143 (0.114) 0.21 −0.156 (0.126) 0.217 −0.164 (0.136) 0.227

Change readiness ->
Growth

−0.113 (0.073) 0.122 0.29 (0.084) 0.001 0.082 (0.112) 0.465

Change readiness ->
Commitment to

change
0.567 (0.101) 0.000 0.727 (0.047) 0.000 0.782 (0.046) 0.000

Commitment to
change -> Risk

0.531 (0.159) 0.001 0.45 (0.119) 0.000 0.653 (0.146) 0.000

Commitment to
change -> Growth

0.754 (0.062) 0.000 0.444 (0.081) 0.000 0.662 (0.101) 0.000

b

Pre- vs. During During vs. Post- Pre- vs. Post-

Path
Coeff Diff

p-Value Path Coeff Diff p-Value Path Coeff Diff p-Value

Internal
communication ->
Change readiness

0.301 0.006 0.216 0.034 0.085 0.506

Leadership ->
Change readiness

0.153 0.23 −0.043 0.696 0.195 0.145

Culture -> Change
readiness

−0.093 0.479 −0.052 0.655 −0.041 0.773

Change readiness ->
Risk

−0.013 0.936 0.008 0.983 −0.021 0.925

Change readiness ->
Growth

0.403 0.001 0.208 0.142 0.195 0.144

Change readiness ->
Commitment to

change
0.16 0.114 −0.055 0.39 0.215 0.027

Commitment to
change -> Risk

−0.082 0.671 −0.203 0.282 0.122 0.585

Commitment to
change -> Growth

−0.31 0.003 −0.218 0.095 −0.092 0.435
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4.3. The Effects of Change Readiness on Sustainability

Internal communication, both in terms of quantity and design, has been determined
to be a key ingredient by employees in order to support organisational readiness to change
during the implementation of the NDIS. The quantitative analysis supports the view that,
during the implementation of the NDIS, internal communication, along with culture and
leadership, supports the ability of employees to support organisational growth, leading to
organisational sustainability, whilst having no effect on risk (see Table 6a). As it is presented
in the difference testing of the regression coefficients, the role of internal communication
is significantly different during the implementation of NDIS from the pre-NDIS imple-
mentation (see Table 6b, path coefficient difference = 0.301, p-value < 0.01) and post-NDIS
implementation phases (path coefficient difference = 0.216, p-value < 0.05)). This means
that internal communication plays a significant role largely during the implementation of
NDIS. It can, therefore, be determined that internal communication, as described above,
assists employees to accept the necessary organisational changes driving the shift from
the previous supply-driven model to the newly created demand-driven model for service-
provision design and delivery. In this manner, it becomes an important feature in overall
change readiness considerations, both from a timing and an execution perspective.

In all three phases, employee attitude towards leadership and culture has a significant
influence on the creation of organisational sustainability (growth and risk) mediated by
change readiness and commitment to change.

During the implementation of the NDIS, employees must be ready to change, as
reflected in Table 6a. Change readiness has both a direct and an indirect effect on the
sustainability of organisational growth. Based on Table 6a, the direct effect of change
readiness on organisational growth and sustainability is significant in the scenario of
“during” NDIS implementation (standardised coefficient = 0.29, p-value < 0.001). However,
change readiness does not directly affect organisational risk in relation to sustainability in
the three scenarios of transformation change.

4.4. Commitment as a Change Moderator

In routine/regular activity, which occurs in the pre-and post-NDIS implementation
phases, change readiness alone is not enough to impact organisational sustainability unless
employees also have adequate commitment to the change process and recognise the need
for change. Our research reflects the interdependencies associated with change readiness
and change commitment. Commitment to change is needed in all situations to drive
employees to make the necessary organisational changes that can lead to sustainability,
both from a growth and a risk perspective (see Table 6a), recognising that the latter also
reflects opportunities associated with the organisational view of a future in a post-NDIS
environment. However, during the implementation of the NDIS, change commitment
has a lower significant role compared to the other two phases of NDIS implementation
(see Table 6a,b the regression of coefficient of implementation is lower than those of the
other two phases with p-value < 0.001). Our research suggests that there may be higher
levels of change readiness and change commitment after the implementation phase of the
NDIS than before. This points to the realities of the implementation of the NDIS moving
employees to a state of acceptance that could support any ongoing post-implementation
changes that may be required. Accordingly, the fact that employee commitment grows as
the implementation progresses reinforces the view that the pre-NDIS implementation and
the implementation phases play an important role leading to the full implementation.

4.5. Sustainability: The Outcome of Change

Our research suggests that, in all stages, organisational sustainability (both risk and
growth) is affected by the levels of change readiness and change commitment. The path
coefficients between commitment to change and sustainability (both risk and growth) range
from 0.44 to 0.754, with p-value < 0.001. However, the influence of change commitment on
the growth factors of sustainability, after the implementation of the NDIS, is lower than
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that before the implementation (path coefficient of 0.754 compared to 0.662), meaning a
timely focus on change commitment is an important overall ingredient. Although the
path coefficient difference between the pre- and post-NDIS implementation phases is not
significant (−0.92, p-value = 0.435), commitment to change has a significant contribution
effect on organisational growth and sustainability (see Table 5, R-squares are around 0.5).

5. Discussion

Continuous change in most organisations seems to be the norm, especially in health-
care, although not all are as radical a change as is the introduction and implementation
of the NDIS. It appears to have proven even more complex and challenging since its first
steps in 2016 and, as it continues to grow and escalate in costs, it is imperative to increase
our understanding of such change and its management for success. This represents on-
going challenges for organisational leadership in this sector as the NDIS reflects societal
expectations which must be interpreted and managed at an organisational level, ensuring
that service design and delivery can meet the expectations of those whom the NDIS was
designed to service. Other challenges associated with the NDIS highlight possible linkages
with socio-economic issues (Cortese et al. 2021), which, whilst focused on a policy level,
will impact service delivery organisations over time as service design and delivery could,
to some extent, be partially impacted by Australia’s geography and population locations
(Wiesel et al. 2017).

Both positive and negative views of major change management theories and models
abound. Most recently, Chowthi-Williams and Davis (2022, p. 1) claim that “readiness
for change could provide the energy, motivation, and engagement for successful change
management. . . . ” urging that leaders must deal with change management inhibitors and
focus more on their people and energy.” Lailla (2022, p. 404) found that “organizational
change was related to changes in strategy, culture, employee attitudes, organizational
structure, technology, communication leadership, and employee development affecting
employee performance.”

But, here, rather than taking on an a priori model and testing it, we have developed a
pragmatic framework from the change management experience of a variety of nonprofit
organisations dealing with the challenges wrought by implementing the NDIS. In doing so,
some of the views expressed above, coming after our work, nevertheless come to the fore
in our research.

Consequently, there were many lessons learnt during this research on the move from
a supply-driven to a demand-driven approach, which has challenged the structures, skills,
processes, and mindsets that are long-embedded and need to change in a competitive
environment where client service delivery is turned on its head. The sustainability of the
participating organisations emerges as a key challenge in the generational shift, leading
us to explore the efficacy of the framework for successful NDIS implementation in the
nonprofit sector. This is a broad change management approach in terms of its characteristics,
instead of a narrow prescriptive model that would inhibit useful individual organizational
characteristics and idiosyncrasies that are necessary in innovation and resilience.

Across change readiness, implementation, and sustainability, we teased out critical
components for consideration, leading to the creation of the NDISIF for the sector. Stake-
holder analysis, both internal and external, is important, as are other components, such as
leadership and culture. Based on a qualitative study of seven organisations using grounded
theory and framework analysis, for the quantitative study to consolidate and teste the
findings of the original work, five more organisations were added.

The lessons learnt are in the success factors across readiness, implementation/commitment,
and finally sustainability-leadership, culture, change management, organizational founda-
tions, service utility, communication, externality, mission, risk, and opportunity. These are
found to be crucial in both the qualitative and quantitative research studies.
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6. Conclusions

6.1. Implications for Theory

First, the research undertaken and reported in this study adds to the body of change
management work in the nonprofit sector, which is often ignored in favour of the for-
profit sector. Moreover, the mixed methods approach we used is different from many
other studies, ending in the creation of a novel framework, which is grounded in the
initial qualitative work, through interviews primarily, and then re-examined and tested for
validity in the quantitative work through surveys.

6.2. Implications for Practice

Given the ongoing critiques of the NDIS and the government body overseeing its
operations, the National Disability Insurance Agency (NDIA), since its pilot trials in 2016,
it remains important in 2022 and beyond to provide the sort of framework that our research
has produced, the NDISIF, to assist the ongoing NDIS implementation challenges in the
nonprofit sector. Moreover, whilst the original figure of those to be serviced by the NDIS
was given as 45,000, this has now grown to be 560,000 and continues to grow, as does the
ballooning cost and risks of the scheme, a challenge for whatever government is in office.
Furthermore, with the current challenges of rising inflation, competition for workforce
talent, and other economic and political challenges, it is imperative that research provides
the much-needed support for disability organisations in the nonprofit sector to succeed,
or we will fail both the provider organisations and their clients. The ramifications for
nonprofit NDIS service delivery organisations are substantial. Managerial challenges for
leadership in these organisations are embodied in sustainability issues stemming directly
from an inability to mitigate the substantial risks associated with implementation, whilst
on the other hand, failure to identify and act, in a timely fashion, on the equally substantial
opportunities that present themselves as a direct result of the changes to service design and
delivery that the NDIS relies on. Accordingly, the implementation of the NDIS will result
in “winners” and “losers” both at the organisational level as well as amongst service users
(Green and Mears 2014).

6.3. Future Research

We are hoping that the NDISIF framework, in providing guidance and an approach
necessary, we believe, for success, can also be a useful framework for other similar social
systemic change management, including both large-scale change projects as in, for example,
aged care services, housing, and education, as well as other smaller-scale change projects
within organisations.

We also hope to refine our methodological approach to see how useful it is in under-
standing some of the current “wicked problems” confronting society, especially so we can
enhance it for future research in the nonprofit sector and publication in a proposed future
Handbook in Nonprofit Change Management.

6.4. Limitations

A key limitation is that we will need to broaden the focus area of NDIS implementation
as it may not always be a basis for the change management framework we have devised
when the framework is tested against other change management approaches, contexts, and
locations, given its characteristics may not cross over well into other challenging areas. The
addition of new organisations only in the quantitative part of the research may also have
had unintended consequences, although we feel this strategy enhanced the richness of the
data for the study. The issue of the usefulness of the NDISIF in the for-profit sector is also
yet to be explored more fully.
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Appendix A. Measurement Invariance of Composite Models (MICOM)

Compositional Invariance Composite Equality

Original
Correlation

Correlation
Permutation

Mean
5.00%

Permutation
p-Values

Mean—
Original

Difference

Mean—
Permutation Mean

Difference
2.50% 97.50%

Permutation
p-Values

Variance—
Original

Difference

Variance—
Permutation Mean

Difference
2.50% 97.50%

Permutation
p-Values

Pre vs. During

Change readiness 0.999 0.999 0.997 0.474 −0.362 0 −0.27 0.267 0.002 0.191 0 −0.39 0.387 0.358

Culture 1 0.994 0.978 0.984 −0.054 0.006 −0.249 0.267 0.699 0.012 −0.003 −0.38 0.368 0.957

Internal communication 0.989 0.965 0.873 0.549 0 0.001 −0.253 0.253 0.992 −0.081 0 −0.29 0.272 0.578

Leadership 0.994 0.997 0.99 0.147 −0.051 0.004 −0.259 0.252 0.717 −0.126 0 −0.38 0.381 0.55

Risk 0.998 0.991 0.966 0.632 −0.169 0.004 −0.261 0.265 0.196 0.108 −0.004 −0.43 0.452 0.691

Sustainability 1 0.999 0.998 0.808 0.005 0.001 −0.253 0.261 0.959 −0.027 0.003 −0.39 0.391 0.899

Commitment to change 0.999 0.999 0.996 0.532 −0.216 0.008 −0.237 0.253 0.092 −0.102 0.001 −0.34 0.346 0.555

During vs. Post

Change readiness 1 0.999 0.998 0.474 0.26 −0.001 −0.24 0.235 0.043 −0.053 0.002 −0.34 0.317 0.381

Culture 1 0.996 0.983 0.856 −0.086 0.001 −0.223 0.243 0.25 −0.025 0.005 −0.32 0.345 0.457

Internal communication 1 0.985 0.944 0.88 0.047 0 −0.227 0.228 0.362 0.002 −0.009 −0.24 0.209 0.486

Leadership 0.999 0.997 0.99 0.64 0.083 0.001 −0.223 0.226 0.267 0.05 0.003 −0.32 0.339 0.408

Risk 0.99 0.992 0.968 0.259 0.182 0.004 −0.22 0.23 0.096 −0.01 0.003 −0.26 0.283 0.496

Sustainability 1 0.999 0.998 0.516 −0.16 0.002 −0.219 0.237 0.11 0.11 −0.002 −0.36 0.367 0.305

Commitment to change 1 0.999 0.998 0.629 0.23 0.003 −0.234 0.236 0.055 −0.274 0.003 −0.36 0.364 0.097

Pre vs. Post

Change readiness 1 1 0.999 0.826 −0.112 0.003 −0.234 0.234 0.214 0.142 −0.008 −0.32 0.33 0.224

Culture 1 0.994 0.977 0.878 −0.138 −0.002 −0.237 0.225 0.159 −0.013 0.005 −0.27 0.274 0.456

Internal communication 0.994 0.951 0.794 0.679 0.047 0.002 −0.237 0.238 0.378 −0.078 0.002 −0.25 0.259 0.283

Leadership 0.99 0.996 0.985 0.126 0.042 0.002 −0.235 0.239 0.393 −0.083 −0.005 −0.34 0.32 0.361

Risk 0.997 0.993 0.972 0.559 0.003 0.003 −0.226 0.225 0.508 0.121 −0.004 −0.43 0.395 0.345

Sustainability 0.999 0.999 0.997 0.355 −0.156 0.001 −0.249 0.236 0.142 0.08 0.007 −0.33 0.347 0.363

Commitment to change 1 0.999 0.997 0.66 0.031 0.002 −0.247 0.229 0.426 −0.373 0.005 −0.35 0.362 0.032
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Appendix B. Construct correlation matrix of Pre-, During, and Post-NDIS Implementation

Pre-NDIS Implementation During NDIS Implementation Post-NDIS Implementation

1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7

1: Change
readiness

1 1 1

2: Culture 0.655 1 0.853 1 0.739 1

3: Internal
communication

0.103 0.579 1 0.514 0.487 1 0.384 0.523 1

4: Leadership 0.607 0.808 0.191 1 0.911 1.055 0.344 1 0.876 0.768 0.637 1

5: Risk 0.194 0.532 0.234 0.264 1 0.193 0.342 0.292 0.165 1 0.447 0.816 0.472 0.646 1

6: Sustainability 0.346 0.843 0.54 0.5 0.465 1 0.691 0.758 0.64 0.678 0.388 1 0.656 0.961 0.551 0.601 0.743 1

7: Commitment
to change

0.691 1 0.469 0.588 0.602 0.833 1 0.876 0.855 0.657 0.792 0.435 0.769 1 0.883 0.798 0.589 0.795 0.704 0.812 1
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Abstract: The purpose of this study was to emphasize that the Data Envelopment Analysis (DEA)
method is an important benchmarking tool which provides necessary information for improving
business performance. To fulfil the abovementioned goal, we used a sample of 48 Slovak companies
involved in the field of heat supply. As their position in the economic and social environment of
the country is essential, considerable attention should be paid to improving their performance. In
addition to the DEA method, we applied the Best Value Method (BVM). We found that DEA is a
highly important benchmarking tool, as it provides benchmarks for units that have problems with
performance and helps us to reveal risk performance factors. The DEA method also allows us to
determine target values of indicators. The originality of this paper is in its comparison of the results
of the BVM and the DEA methods.

Keywords: benchmarking; best value; business; data envelopment analysis (DEA); performance;
risk factors

1. Introduction

In the current turbulent period, it is necessary for every company to monitor market
changes, not only in the areas of marketing and innovation, but also in the field of business
performance and the application of financial indicators in its measurement. Businesses
are looking for different ways to increase their performance and achieve a competitive
advantage over their competitors. Therefore, they use different methods, techniques
and indicators. One of the methods than can be applied in this area is benchmarking.
Benchmarking finds the best practices for knowledge and know-how by learning from
other companies, competitors and industry leaders to gain a competitive advantage in
global competition (Tian and Ketsaraporn 2013).

Benchmarking is part of the concept of quality management. It is a method of ana-
lyzing and comparing practices and experiences in various areas of business operations
(Kaczmarska 2010). This method was first used in the 1980s by the Xerox Corporation to
improve its competitive position (Demjanová 2006). According to Veber (2000), bench-
marking is based on two principles. The first is the principle of the Chinese general Sun-c
(500 BC): “If you know the enemy and know yourself, you need not fear the result of a
hundred battles.” The second principle is being the best of the best.

The purpose of benchmarking is to be inspired by the best competitors (best practices).
This, however, does not imply imitation. This is also confirmed by one of the definitions of
benchmarking by R. C. Camp as “finding best practices in business that lead to excellent
results” (Kisel’áková and Šofranková 2014). Benchmarking is currently one of the most
widely used management tools, and it is applied in order to increase business performance
(Bogetoft 2012). Benchmarking includes the benchmarking of products and services,
business processes and performance measures (Maleyeff 2003).

Based on the above, we set the research problem and aim of the paper. The research
problem is the following: Which benchmarking method is able to identify performance
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risk factors? The aim of the paper considers how to improve businesses’ performances by
applying selected benchmarking methods.

The next part of the text is structured as follows: The first section outlines the theo-
retical basis of benchmarking, performance benchmarking, performance benchmarking
tools and performance risk factors. The second section describes the research sample
and the methodology. The research problem and research questions are formulated in
this part of the paper. When addressing the research problem, we made use of selected
financial indicators, the BVM, the DEA and the Spearman’s rank correlation coefficient.
The third section includes results and a discussion of the results achieved. This section lists
scores and rankings of companies obtained by the BVM and the DEA. The strength and
association between rankings are determined by Spearman’s rank correlation coefficient. A
special part of this section is devoted to the calculation of target values—benchmarks for
improving businesses’ performances. The final part of the paper is the conclusion, which
provides recommendations for improving business performance and the benefits of the
DEA in terms of performance improvement. The process of the research is illustrated in
Figure 1.

Figure 1. Flowchart of the research. Legend: CRP—Country Risk Premium, ERP—Equity Risk
Premium, β—systematic risk.
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2. Literature Review

Benchmarking studies can be divided according to the type of benchmarking into:
process, functional and performance benchmarking studies (Nenadál et al. 2011). A sim-
ilar classification is given by (Fong et al. 1998 in Anand and Kodali 2008), who divide
benchmarking according to its content into process, functional, performance and strategic
benchmarking. As part of our research, we focused on solving the issue of performance
benchmarking, with the aim of increasing the performance of businesses.

Performance benchmarking is used by an organization to determine its market position
compared to the performance characteristics of other organizations. To maintain ethical
rules in the commercial environment, it is appropriate to use a third party for this type of
benchmarking. It is the most common type and will probably be the starting point for any
procedures aiming at the overall operation of an organization (Pogranová et al. 2011).

Performance benchmarking is a combination of two methodologies: benchmarking
and performance management. According to Camp (1995, p. 16), the aim of benchmarking
performance measures is to set and validate goals for several vital performance measures
which guide an organization. Benchmarking is imperative for performance (Krishnamoor-
thy and DLima 2014). Many organizations include benchmarking as a component of their
performance management system (Maleyeff 2003).

Benchmarking is also an important tool for identifying key performance indicators
(Ho et al. 2000). Well-known key performance indicators are related to financial analysis
(Bogetoft 2012). If we, during a performance measurement, find out which key financial
indicators are lagging behind our competitors, it is advantageous for us to improve their
values while preventing other indicators from creating an imbalance. Conversely, if we find
out in which aspects we are significantly better than our competitors, and this indicator does
not have a negative impact on other financial objectives, we can present this as a competitive
advantage. Benchmarking is not only a measurement tool but a process of identifying gaps
in performance, while the elimination of gaps and continuous improvement can bring the
company closer to its competitors (Zairi and Leonard 1996).

When comparing businesses’ performances, it is possible to apply different indicators
(Štefko et al. 2012). Bogetoft (2012) states ROA, gross margin, debt ratio and price/book
(stock capitalization/book values) are important performance indicators. According to
Štefko et al. (2021), these measures include selected indicators of liquidity, profitability,
capital structure and activity. According to Wood and McConney (2018), important per-
formance indicators include, for example, return on assets (ROA), return on equity (ROE),
return on capital employed (ROCE) and net interest margin (NIM). Additionally, according
to Bărbută-Misu et al. (2019), the most used performance measures include ROA and
ROE, but they mention also liquidity, leverage, productivity, solvency and assets turnover.
One of the modern benchmarking models of enterprise performance evaluation is the
Creditworthy Model (CWM), which is the most suitable model for the comparison of
financial performance between two or more enterprises (Kisel’áková et al. 2018).

The selection of indicators must be based on the definition of performance. Business
performance is understood by most authors as the ability of a business to value the
investment invested in its business activities in the best way (Johnson and Kevan 2000).
Therefore, the most commonly used performance measurement indicators are financial
indicators based on the primary objective of business—to maximize profits. We talk about
financial indicators (profitability, liquidity, indebtedness, activity and market value), but
new indicators are being added, such as EVA (economic value added), MVA (market value
added), CVA (cash value added), WACC (weighted average costs of capital), RONA (return
on net assets) and the like (Neumaierová and Neumaier 2002; Ittner et al. 2003; Frost 2005;
Šulák and Vacík 2005; Petřík 2009; Kislingerová et al. 2011).

Accounting measures of performance have been the traditional mainstay of quantita-
tive approaches to organizational performance measurement. However, over the past two
decades, a great deal of attention has been paid to the development and use of non-financial
measures (customer loyalty, customer satisfaction, capacity utilization and prevention of
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heat losses, renewal of production facilities, employee satisfaction, employee qualification,
water protection, waste reduction, employee environmental awareness) of performance
(Neely 2002; Otley 1999).

When solving the given problem, various methods from the area of performance
benchmarking were applied in individual studies. For example, in the gas industry, the
following methods were applied: Agrell and Bogetoft (2007) estimated the efficiency of gas
distribution in Germany by applying a method of the Ordinary least squares, the Stochastic
frontier analysis and the DEA; Rossi (2001) estimated the efficiency of the gas distribution
sector in Argentina, and he used the Stochastic frontier and Malmquist index; Farsi et al.
(2007) estimated the economic efficiency of the gas distribution sector in Switzerland
by applying SFA; Erbetta and Rappuoli (2003) estimated the optimal scale and technical
efficiency of the Italian gas distribution industry with the use of the DEA (Goncharuk 2008).

Significant methods that can be applied in the field of evaluation, and improvements
in business performance include multidimensional benchmarking analyses based on the
measurement of a number of criteria. These methods include, e.g., network charts, AHP
maturity index and Z charts (Vochozka et al. 2017). Multidimensional methods also include
the BVM method. It is possible to mention the following studies of authors who applied the
BVM method in the field of performance benchmarking. Magd and Curry (2003) focused
on the application of this method in the public sector. The Best Practice methodology was
also applied in an article by Asrofah et al. (2010), in terms of increasing the efficiency of the
manufacturing industry. The interconnection of DEA and BVM methods was realized in
an article by the authors Yang et al. (2016), who, using the given methods, searched for
winners in the field of supply and provided for their needs. A more detailed description of
the BVM method is given in the section Data and Methodology.

An effort in the application of benchmarking methods in business performance im-
provement has been to develop benchmarking models that are able to perform multidi-
mensional measurement (Vochozka et al. 2017). Benchmarking can be seen as a process
of determining valid measurements for comparing the performance of comparable units
in order to determine their relative positions and thus set the standard for highest quality.
In this regard, the DEA method can be considered as a multidimensional benchmarking
tool. This quantitative analysis method for evaluating the relative efficiency of a set of
comparable, homogenous decision-making units (DMUs) has been often used as a prac-
tical benchmarking tool in management (An et al. 2021). The foundations of the DEA
method were laid by Farrell (1957). At that time, this researcher thought methods such
as measuring labor productivity or capital productivity were restrictive, as they did not
cover the possibility of combining multiple input measurements, and were thus insufficient
for expressing the overall efficiency of the company. These shortcomings have resulted
in a more relevant approach applicable to any company, leading to a broader concept of
productivity and a more general concept of efficiency. He was inspired by the work of
Vilfred Paret, who, in his welfare theory, considered, in addition to increases and decreases,
their importance, and assigned them some weights—this principle is now known as the
Pareto criterion. Farrell is considered to be the father of the DEA, as DEA is based on the
principles of linear programming. The basic task of DEA models is to compare DMUs
within a group of units with the same or similar units. The definition of DMU is relatively
flexible. DMU is the entity responsible for converting inputs to outputs, the effectiveness of
which needs to be evaluated (Cooper et al. 2007; Cooper et al. 2011; Hatami-Marbini 2019;
Ruiz and Sirvent 2019).

Klieštik (2009) explains that input-oriented approaches measure efficiency based on
input variables and, in order to improve efficiency, a company should reduce the volume
of inputs. Opposite these are output-oriented approaches that recommend increasing
outputs to improve efficiency. Another criterion for the breakdown of DEA models is the
return on scale. Constant returns to scale (CRS) occur when a 1% increase in input yields a
1% increase in output (CCR models). Variable returns to scale (VRS) occur when output
increases by 1% or output changes by less than or more than 1% (BCC models).
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The disadvantage of CCR and BCC models, the need to choose whether we are
input or output oriented, has been overcome by the SBM model (Slack-Based Measure)
by Tone (2001). The model works well for complicated tasks where it is not possible to
determine whether a DMU should minimize inputs or maximize outputs; therefore, it is
necessary to combine these requirements (Zimková 2015).

Measuring business efficiency using DEA models also has various advantages and
disadvantages. The advantages, according to Majorová (2007) and Klieštik (2009), include
working with multiple inputs and outputs at the same time, not requiring the normality
of data distribution and quick identification of inefficient companies (companies below
the efficiency limit), a comparison of such companies with efficient companies or objective
measuring.

Another advantage of the DEA method is that it provides a more scientific basis for
setting goals, and thus allows inefficient firms to find the easiest way to improve their
performance. In 2008, Goncharuk applied three DEA models, as well as other performance
benchmarking tools, to increase efficiency and effectiveness in the gas industry. The
DEA method was used as a benchmarking method by Ruiz and Sirvent (2019), who
applied it to improve business performance. Using the DEA for benchmarking ensures an
evaluation in terms of targets that are attainable. Determining benchmarking information
through closest efficient targets is one of the relevant topics in the recent DEA literature
(Aparicio et al. 2014).

The above was confirmed also by Cooper et al. 2004, in Shewell and Migiro 2016,
who state that studies of benchmarking practices using DEA have shown inefficiencies
in some of the most profitable firms; therefore, DEA has been found to provide a better
vehicle for establishing benchmarks than using profitability as a criterion. The DEA method
was also used as a benchmarking method by Deville (2009), who compared branches and
regional banks of a large French banking group. He applied DEA in the area of operational
performance and, as a comparative variable, used the DEA score.

The benefits of the DEA method are also described in the work of Díaz et al. (2004).
According to these authors, the DEA method can be used to assess and compare quantita-
tive efficiencies and the weighting of any performance indicator, permitting managers to
obtain a well-defined performance ranking.

The disadvantages of the DEA method include inefficiency deviations, which may be
due to statistical distortion and a non-parametric approach that make it difficult to test
hypotheses about inefficiency and the structure of the production function. DEA is non-
statistical method; therefore, it does not yield estimates that can be easily validated with
conventional statistical procedures (Banker 1990; Färe et al. 2001). Other disadvantages
of the method concern its sensitivity to outliers (Coelli et al. 1998) and the fact that the
method deals with relative efficiency (Farantos 2015). Another disadvantage of the DEA
method is the sensitivity of its results to the selection of inputs and outputs, so their relative
importance needs to be analyzed prior to the calculation. However, there is no way to
test the appropriateness of inputs and outputs. Additionally, the number of DMUs on
the frontier tends to increase with the number of inputs and outputs entering the model
(Berg 2010; Zbranek 2013).

3. Data and Methodology

The research aimed at improving performance with the use of benchmarking methods
was carried out on a sample of 48 Slovak companies in the field of heat supply. Companies
in this sector use local district heating systems. Their sources and distribution of heat were
built together with the development of urban agglomerations. Systems of these companies
enable the efficient use of various energy sources produced in the city, including renewables,
waste heat, etc. These systems are integrators of energy infrastructure, which can effectively
link production and consumption and allow the storage of energy (in the form of heat) in
times of surplus (Janiš 2018). The structure of these systems is provided by the climate and
segmentation of the territory, historical development, demographic conditions, regional
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structure, the nature of residential, commercial and industrial construction, economic
activity and the availability of fuel sources for heating (Antimonopoly Office of the Slovak
Republic 2013). The analyzed industry is important from an economic as well as a social
point of view, and plays an important role in the daily life of society and consumers. In
this industry, a larger number of companies go bankrupt every year when compared to
other Slovak industries. These companies have an important position in many Slovak
districts. They are not subsidiaries of the parent company, but they are independent entities.
They do not have interconnected management and each company represents a separate
unit. In the area of fixed indicators and legislation, these companies have regulated heat
prices. They are used to protect risk groups of the population from existential problems.
Low energy prices have a positive effect on inflation, as well as on business development.
However, on the other hand, heat management companies, in many cases, cannot adjust
their variable and fixed costs to the level of regulated prices. Other important regulated
indicators are indicators of environmental policy and environmental protection—emission
limits for pollutants in the air, emission limits for pollutants in the water, wastewater limits
or limits for waste reduction. The analyzed companies are not able to pay the costs and
meet limits; therefore, they go bankrupt. However, they could be beneficial for the state
and its people, as they provide alternative options for heat production and heat supply.
Since they have an important position in many Slovak districts, in this paper, we focused
on the evaluation, comparison and improvement of the performance and competitiveness
of these companies. The data from the financial statements for the year 2016 were obtained
from the Slovak analytical agency CRIF—Slovak Credit Bureau, s.r.o (CRIF 2016). The
comparison of performance and subsequently competitiveness of these companies was
realized with the use of two benchmarking methods—the BVM and the DEA.

In our research, we focused on the following 9 financial indicators which have a
significant impact on the basic financial objectives of these companies. These indicators are
the following: current ratio (CL) (1), average collection period (ACP) (2), creditors payment
period (CPP) (3), return on assets (ROA) (4), return on equity (ROE) (5), return on sales
(ROS) (6), equity ratio (ER) (7), interest coverage (IC) (8) and cost ratio (CR) (9).

Table 1 lists descriptive statistics for the analyzed businesses. The median of the
current ratio indicates that half of the analyzed sample of businesses achieves a value
of liquidity higher than 0.93, which can be considered appropriate in relation to the
characteristics of the industry. The analyzed businesses have high creditors payment
periods, the median of which is 183 days. They also achieve good results in profitability
indicators in terms of both median and average. The capital structure of these companies
is, on average, 30%: 70% in favor of debt, which may be the reason for the lower stability
of these companies. From the point of view of interest coverage, the analyzed businesses
are able to pay interest. The median of the cost ratio is 0.66.

Table 1. Descriptive statistics for the analyzed businesses.

Variable
Descriptive Statistics

Valid N Mean Median Minimum Maximum Std. Dev.

Current ratio 48 2.5220 0.9337 0.032532 55.580 8.4011
Average collection period 48 61.6805 34.8444 5.028613 651.676 97.9389
Creditors payment period 48 297.3943 182.3338 2.176053 2941.961 473.0657

Return on assets 48 0.2332 0.1384 0.110630 2.071 0.3052
Return on equity 48 0.7502 0.5733 0.125611 6.227 0.9378
Return on sales 48 0.6160 0.2982 0.018377 7.215 1.4150

Equity ratio 48 0.3008 0.1814 0.054834 0.733 0.2190
Interest coverage 48 111.7940 5.1498 0.000000 2242.891 384.1357

Cost ratio 48 0.6862 0.6594 −0.251537 0.976 0.2139
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As we stated in the Introduction, the research problem is as follows: Which bench-
marking method is able not only to evaluate but also to improve business performance? In
line with the research problem, we asked these research questions:

RQ1: What performance do individual companies achieve based on the BVM?
RQ2: What performance do individual companies achieve based on the results of an input-

oriented DEA?
RQ3: What is the strength and direction of the association between the rankings achieved

by the BVM and the DEA?

To analyze differences among businesses in space, we used a multidimensional map
of objects, which uses an output of multidimensional scaling (MDS). Several authors
(Rhee et al. 2009; Zema et al. 2020) used MDS as benchmarking technique. This map was
also applied by Lukáčová et al. (2020) when analyzing and applying indicators in the field
of tax harmonization and competitiveness. MDS allows us to test whether and how certain
criteria by which one can distinguish among different objects of interest are mirrored in
corresponding empirical differences of these objects (Borg and Groenen 1997). To express
how well a data are represented by an MDS map, we applied Kruskal’s Stress, which is
the most widely used goodness-of-fit statistic. Stress is calculated according to Formula (1)
(Kruskal 1964):

Stress =

√√√√√∑
m
k=1

(
dij − d̂ij

)2

∑
m
k=1 d2

ij

(1)

where d̂ij expresses the predicted distance between objects i and j, and dij is the actual
distance between objects i and j.

The smaller the value of the Stress, the more the calculated and entered object coordi-
nates fit. According to Kruskal (1964) Stress around 0.20 means insufficient overlap, while
0.10 is sufficient, 0.05 is good, 0.025 is excellent and 0.00 is a perfect fit. When applying
MDS, an important task is to determine the total number of required dimensions. The goal
is to keep the number of dimensions as small as possible (usually, we choose 2-dimensional;
maximum is 3-dimensional space). The number of dimensions is chosen based on the
lowest possible value of the Stress criterion.

To deal with the research problem, we applied two methods. Using the BVM method,
we selected the companies that achieve the best values within the individual indicators.
Subsequently, the sum of the final evaluation of individual indicators was processed to
the final ranking of companies. The DEA method worked with an already created model,
which processed all input values of indicators and created a ranking of companies in the
field of performance, according to the achieved values of indicators.

In order to answer the research question 1 (RQ1), we used the benchmarking tool which
we adopted from the product benchmarking methodology (Koval’ová and Nogová 2016;
Vrábliková and Loučanová 2017). This method is used to determine innovative intention of
a product, and consists of the following steps:

• Selection of subjects for comparison (48 companies operating in the heating industry);
• Selection of evaluation criteria (9 indicators);
• Determining the weight of the criteria by means of a paired comparison under the

questionnaire survey (48 respondents—financial managers of surveyed companies).
The weight of the criteria is determined as follows:

� Average significance: Øvi = 100/number of criteria;
� Significance coefficient: ki = frequency of occurrence (based on pairwise com-

parison);
� Average significance coefficient: Øki = ∑ki/number of criteria;
� Conversion using deviation: D = (ki − Øki) × d;
� Deviation: d = ∑vi/∑ki;
� Real significance: w = Øvi + D.
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• the last phase is the BVM, which is based on the knowledge of the fair values of
the benchmarking criteria and the real significance (w), resulting from the previous
benchmarking steps. The tendency of the criterion (t) may increase or decrease
depending on whether we want to maximize or minimize the criterion value. In order
to identify the global benchmark, we proceed as follows:

� The actual values of the criteria (x);
� Transformed criterion values (a): if the criterion’s tendency increases: a = ac-

tual value/highest value; if the criterion’s tendency decreases: a = lowest
value/actual value;

� Point values for individual criteria (b): b = a × w;
� Total score for the company (B): B = ∑b
� Ranking of businesses according to their score.

The aim of the second step (RQ2) was to measure the performance of companies with
the application of the input-oriented DEA CCR model. To solve this problem, we chose a
model that was built as a dual task of linear programming, which uses the same data as
the multiplicative model but reduces the number of model constraints (Kočišová 2012).
Klieštik (2009) also considers it more advantageous and practical to work with a model that
is a dual-model to the primary CCR model. In this case, the dual model will have (m + s)
constraints and (n + m + s + 1) variables. Let us denote λj, j = 1, 2, . . . , n, as dual variables
belonging to the first set of constraints of the model, θo as scalar dual variable assigned to
the next constraint and s+k , k = 1, 2, . . . , s, and s−i , i = 1, 2, . . . , m, as dual variables assigned
to the lower limits for weights of outputs and inputs (slacks). A dual input-oriented CCR
model can be written as follows (2):

Minimize θo − ε
(
∑

m
i=1 s−i + ∑

s
k=1 s+k

)
s. t. ∑

n
j=1 xijλ j + s−i = θoxio,

n

∑
j=1

ykjλ j − s+k = yko,

λj ≥ 0, s−i ≥ 0, s+k ≥ 0.

(2)

Complementary variables are introduced in this model s−i and s+k (3):

s−i = θoxio−∑
n
j=1 xijλj,

s+k = ∑
n
j=1 ykjλj − yko

(3)

Slacks indicate how far the unit (DMUo) is from the efficiency frontier. The variable
s−i expresses excessive input consumption and s+k expresses the lack of outputs. The unit
that is effective in the CCR model has a value of the objective function θo = 1, and values
s−i and s+k (slacks) equal to zero in every optimal solution.

The DEA model also provides information on how the DMU has to change its behavior
to become efficient. The DMU, which is a projection of an inefficient unit on the efficiency
frontier, is called a peer-unit. The inputs and outputs of this unit are target values of inputs
x′io and target values of outputs y′ko, which can be calculated in two ways using optimal
values of variables θ∗o , λ∗j , s∗−i , s∗+k and the following Formulas (4) and (5):

x′io =
n

∑
j=1

xijλ
∗
j , i = 1, 2, . . . , m,y′ko =

n

∑
j=1

ykjλ
∗
j , k = 1, 2, . . . , s. (4)

x′io = θ∗o xio − s∗−i , i = 1, 2, . . . , m,y′ko = yko + s∗+k , k = 1, 2, . . . , s. (5)

The aim of the final step (RQ3) was to measure the strength and direction of association
between the results achieved in the case of the BVM and the input-oriented DEA model.

We used Spearman’s rank correlation coefficient to determine the correlation between
the rankings of companies. We calculated the Spearman’s correlation coefficient according
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to relationship (6) (Štiglic 2009), as there were several identical orders in the database
of companies:

p =
1
6 (n3−n)−∑

n
1 d2

i −Tx−Ty√
[ 1

6 (n
3−n−2Tx)]∗[ 1

6 (n3−n−2Ty)]
,

Tx = ∑
Sx
1

(
t3
i(x)

− ti(x)

)
,

Ty = ∑
Sy

1

(
t3
i(y)

− ti(y)

)
.

(6)

where Tx, Ty, for each repeated value in the group X, Y is the number of repetitions
deducted from the third power of the repetition in question, and the results are summed
as Sx, Sy, number of repetitions in the group X (Y), ti(x), ti(y) represents the number of
repetition of the value Xj, Yj in the group X (Y).

For larger sets (n > 30), the probability distribution can be approximated by a t-distribution
with (n − 2) degrees of freedom. Then, the test statistic for the Spearman coefficient has the
form (7):

t = p

√
(n − 2)
(1 − p2)

(7)

We use this random variable even if the groups X and Y feature several repeated values.
The null hypothesis H0, which states that there is no statistically significant relationship
at significance level α = 0.05, is rejected (we accept alternative hypothesis H1), assuming
that |t| ≥ t1− α

2
(for one-sided test); |t| ≥ t1−α (for two-sided test), t1− α

2
; (t1−α) is the

critical value of Student’s t-distribution, with (n − 2) degrees of freedom. We chose the
correlation coefficient based on the results of the normality tests and a two-dimensional
point diagram with an ellipse of 95% constant probability density. This verification, as
well as the calculations of test statistics and Spearman’s coefficient, were performed using
software Statistica.

4. Results and Discussion

The starting point for assessing the performance of the analyzed sample of businesses
was the calculation of nine financial indicators listed in Data and Methodology.

As the next step, we performed an initial analysis of businesses in space with the use of
an MDS map (Figure 2). We were looking for an optimal MDS solution for analyzed sample
of businesses with the use of software Statistica. We applied three dimensions, since MDS
with four and five dimensions provided the same results. The number of dimensions was
chosen based on Kruskal’s Stress. Value of Stress for the three-dimensional model achieved
0.003. Therefore, we can state that the fit of objects in the constructed MDS map is perfect.
On the left side of Figure 2, we can see a cluster of businesses. The distances between these
businesses and the values of their indicators are highly correlated. We can say that the
distances represent the values of indicators well in a linear sense. The cluster marked in
Figure 2 with a red circle is created by these businesses: 19, 20, 21, 22, 23, 26, 27, 28, 29, 31,
32, 33, 34, 35, 36, 38, 40, 41, 44, 45, 46, 48. They occur in the area of the negative values of
dimension one and dimension two, but dimension three ranges from negative to positive
values. These businesses have low liquidity, high indebtedness and are undercapitalized.
According to the DEA, they achieved an efficiency score of 0.4–0.6. Business 48 is located
near businesses 46, 40, 28, 35, 31 and 32; these businesses have a high creditors payment
period, low interest coverage, insufficient liquidity and are undercapitalized. Business 43,
which has a negative value of dimension three, is highly undercapitalized. Business 30
stands out from the cluster. It has a positive value in dimension one and negative values
in dimensions two and three; the only indicator which achieved negative values is ROS.
Business 13 has positive values in all dimensions, and all indicators achieve very good
results. Business five also has positive values in all dimensions. It achieves a high average
collection period and creditors payment period, but they are also balanced. Business two
has negative values in dimensions one and two; it achieves a high creditors payment period
and is undercapitalized.
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Figure 2. MDS map.

Depending on the tendency of the indicator (increasing or decreasing), we applied the
BVM, which represents the final stage of benchmarking. We first found local benchmarks
(LB 1–9) for each criterion and then the global benchmark (GB), which is DMU1. DMU1 is
also a local benchmark, as it reaches the best values in ROA (4) and interest coverage (8).
Overall, DMU2 finished in second place, and is a local benchmark in profitability indicators
ROE (5) and ROS (6). DMU44 achieved the best values in terms of current liquidity (1) and
the creditors payment period (3), and ended up in fourth place overall. The score (B) of all
48 companies is shown in Table 2.

Table 2. Score and ranking of DMUs in the research sample, according to the BVM.

DMU Score (B) Ranking DMU Score (B) Ranking DMU Score (B) Ranking

DMU1 42.27 1 DMU17 7.56 23 DMU33 2.95 39
DMU2 36.12 2 DMU18 3.07 36 DMU34 4.04 30
DMU3 15.20 5 DMU19 4.72 29 DMU35 9.89 16
DMU4 −45.14 48 DMU20 9.07 18 DMU36 2.92 41
DMU5 27.30 3 DMU21 2.96 38 DMU37 2.65 45
DMU6 13.62 7 DMU22 3.37 33 DMU38 8.12 21
DMU7 14.28 6 DMU23 2.80 42 DMU39 2.33 47
DMU8 11.45 11 DMU24 7.56 22 DMU40 5.34 28
DMU9 11.00 14 DMU25 3.14 35 DMU41 2.66 44
DMU10 9.78 17 DMU26 3.95 31 DMU42 5.37 27
DMU11 5.93 26 DMU27 3.06 37 DMU43 10.65 15
DMU12 11.57 10 DMU28 8.60 20 DMU44 19.99 4
DMU13 11.19 13 DMU29 3.34 34 DMU45 6.36 25
DMU14 12.67 8 DMU30 3.78 32 DMU46 2.53 46
DMU15 6.43 24 DMU31 11.39 12 DMU47 2.69 43
DMU16 8.75 19 DMU32 2.95 40 DMU48 12.60 9

LB4 = DMU1, LB5 = DMU2, LB6 = DMU2, LB7 = DMU35, LB9 = DMU6, LB1 = DMU44, LB2 = DMU5, LB3 = DMU44, LB8 = DMU1,
GB = DMU1.
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The results of input-oriented DEA (RQ2) shows that 12 companies achieved an effi-
ciency score of “1” (DMU1, DMU2, DMU3, DMU6, DMU13, DMU19, DMU27, DMU30,
DMU34, DMU43, DMU44 and DMU47). We can say that these companies use inputs
efficiently, since they achieve zero slacks. The least efficient business is DMU36, which
achieved a score of “0.23648”. This company achieves very low liquidity, at the level of
0.07, a high creditors payment period of 2941 days, an equity ratio of 12% and is highly
undercapitalized. The overall score and ranking of the companies’ performances are shown
in Table 3. The DEA model was processed in DEAFrontier (Zhu 2019).

Table 3. Score and ranking of DMUs in the research sample, according to the DEA.

DMU Score (B) Ranking DMU Score (B) Ranking DMU Score (B) Ranking

DMU1 1.00000 1 DMU17 0.27254 47 DMU33 0.62739 23
DMU2 1.00000 1 DMU18 0.32642 44 DMU34 1.00000 1
DMU3 1.00000 1 DMU19 1.00000 1 DMU35 0.36533 43
DMU4 0.29331 46 DMU20 0.39885 38 DMU36 0.23648 48
DMU5 0.71299 21 DMU21 0.42563 36 DMU37 0.62626 24
DMU6 1.00000 1 DMU22 0.56887 26 DMU38 0.39143 39
DMU7 0.69771 22 DMU23 0.79442 20 DMU39 0.56164 27
DMU8 0.79822 19 DMU24 0.45843 32 DMU40 0.43853 33
DMU9 0.88252 15 DMU25 0.31385 45 DMU41 0.81895 18
DMU10 0.50705 28 DMU26 0.39032 40 DMU42 0.91712 11
DMU11 0.84913 16 DMU27 1.00000 1 DMU43 1.00000 1
DMU12 0.90023 14 DMU28 0.41295 37 DMU44 1.00000 1
DMU13 1.00000 19 DMU29 0.45948 31 DMU45 0.43431 35
DMU14 0.83223 17 DMU30 1.00000 1 DMU46 0.48972 29
DMU15 0.47912 30 DMU31 0.36818 42 DMU47 1.00000 1
DMU16 0.61270 25 DMU32 0.37122 41 DMU48 0.43446 34

The DEA method allowed us to calculate target values-benchmarks for analyzed
businesses, which were not efficient according to the DEA model. Since we used an input-
oriented DEA model, we were able to calculate target values for inputs. Figure 3 shows
current and target values of indicators ACP and CPP for inefficient businesses. The red line
in the figure represents 90 days. Values of ACP and CPP above this line can be evaluated
negatively. A majority of the businesses achieved current values of CPP above 90 days,
and current values of ACP below 90 days. When calculating goal values, we can see a
significant reduction in ACP and CPP. A majority of target values of these indicators are
below 90 days.

We also calculated the target values of indicator CR for inefficient businesses with
the use of the DEA. Figure 4 shows the comparison of current and target values of this
indicator. The red line represents the value above which this indicator can be evaluated
negatively. Despite the fact that all current values of CR are below the red line, businesses
need to reduce them to target values in order to be efficient.

The third task of our research was to determine the strength and association between
the abovementioned rankings (RQ3), where the first variable was the order of individual
enterprises determined by the BVM and the second variable was the order of companies
determined by the DEA.
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Figure 3. Comparison of current and target values of ACP and CPP (days). Legend: ACPc—current Average collection period,
ACPt—target Average collection period, CPPc—current Creditors payment period, CPPt—target Creditors payment period.

Figure 4. Comparison of current and target values of CR. Legend: CRc—current Cost ratio, CRt—target Cost ratio.

The Spearman’s coefficient is 0.314965, i.e., 31.50%, which is a medium positive
dependence. Table 4 shows the value of test statistic t (n − 2). The quantile of Student’s
distribution found in the statistical tables for reliability of 1-α and degrees of freedom
(n − 2) is t0.95 (45) = 1.671 (statistical tables). After determining the right-hand critical
domain W ≤ 1.671, ∞), we found out that the test variable is located in the critical domain;
therefore, we reject the null hypothesis and accept the alternative hypothesis of H1. We
conclude that there is statistically significant relationship between rankings achieved by
the BVM and the DEA.
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Table 4. Spearman’s Rank Order Correlation.

Pair of Variables Valid N Spearman R t (n − 2) p-Value

BVM ranking and DEA ranking 48 0.314965 2.250750 0.029224
Spearman’s rank order correlations; marked correlations are significant at p < 0.05000.

The financial ratios used in this paper have an impact on the overall performance
of the company. However, when applying benchmarking based on the BVM, weights
are determined subjectively, according to a financial managers’ preferences (pairwise
comparison). With DEA, the measurement is more objective and accurate; however, it does
not have to take into account a managers’ preferences when making financial decisions. In
order to determine the performance of a company in business environment, it is appropriate
to combine these forms effectively.

5. Conclusions

In order to remain in a stable financial situation, a company must not only monitor
the development of key financial indicators over time or in the future, but also analyze
the status of the indicators in the industry with regard to its direct competition, and to be
inspired by competition when solving financial problems (look for “best practices”).

This research focused on measuring the financial performance of 48 Slovak compa-
nies in the field of heat supply. We calculated nine key financial indicators of analyzed
companies and identified three research questions: determining the financial performance
of the company through BVM, determining the financial performance of the company
through DEA and analyzing the strength and direction of the association between the
results achieved.

Benchmarking based on the BVM is one of the more subjective methods of measuring
performance, as it uses a paired comparison method to determine the weights of indicators.
This has to be carried out through a questionnaire survey. The advantage of using bench-
marking is the motivation of financial managers to prioritize financial decision making.
Financial managers evaluated the indicators as expected. The most important indicators
are profitability indicators ROA, ROE and ROS, which were confirmed by several other
authors (Wood and McConney 2018; Bărbută-Misu et al. 2019; Bogetoft 2012). These are
important financial indicators which determine internal risk factors, such as business risk.
The least preferred indicator is interest coverage. DMU1 became the benchmark, DMU2
came second, DMU5 was third, DMU44 was fourth and DMU3 was fifth. Compared to the
BVM, the DEA is a benchmarking tool that offers more objective results, while inputs to
the DEA model can be indicators expressing the preferences of managers. In our case, the
input-oriented DEA CCR model was applied. Within the sample, there were 12 businesses
that used their inputs efficiently (including DMU1, DMU2, DMU3 and DMU44).

Based on the Spearman’s rank correlation coefficient, there is a 31.50% dependence
among the companies’ rankings. It is a positive dependence, and it is at a given level of
significance. The value of the correlation coefficient may be lower due to the different
nature of the methods and the fact that the BVM is a more subjective method than the DEA.

The originality of the paper is in its the use of a combination of DEA and BVM
methods to improve performance. Both these methods are multidimensional ones. Both
are also benchmarking methods, while each comes from a different set of benchmarking
techniques which are used to improve performance. The contribution to the literature is
that DEA can be considered a benchmarking tool and can be mentioned in the literature as
a benchmarking technique for increasing business performance.

Some limitations of the research may be the smaller sample of companies or the
subjective and benevolent attitude to managers when completing questionnaires. In our
future research, we will improve these shortcomings.

For business practice, we recommend combining these methods, depending on
whether the goal is to clarify priorities in terms of preference for financial ratios or to
accurately determine financial performance. At the same time, DEA can be an important
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learning tool for managers to understand the importance of their decisions and their impact
on business performance. It can motivate and stimulate them to focus on those indicators
that are significant in terms of the financial situation of an enterprise. It can also be a tool
to implement the need to identify key business performance indicators and performance
risk factors.

Based on the obtained results, we can also generalize some recommendations for
comparison, which could be useful for any company:

- To make a comparison with competitors as a multi-criteria comparison and not only
on the basis of one criterion (for each indicator, the benchmark was also achieved by
another company);

- To convert values of indicators into common unit;
- To involve managers in the selection of appropriate indicators and take into account

their view on the significance of the applied indicators;
- To apply at least two evaluation methods when evaluating enterprises and compare

their results;
- To monitor and optimize the profitability of the company, which has been confirmed

as an important indicator of business performance.
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Lukáčová, Marta, Jaroslav Korečko, Sylvia Jenčová, and Mária Jusková. 2020. Analysis of selected indicators of tax competition and tax

harmonization in the EU. Entrepreneurship and Sustainability Issues 8: 123–37. [CrossRef]
Magd, Hesham, and Adrienne Curry. 2003. Benchmarking: Achieving best value in public-sector organisations. Benchmarking: An

International Journal 10: 261–86. [CrossRef]
Majorová, Matina. 2007. Reference Materials for Course Optimal Programming II—Part DEA—Data Envelopment Analysis. Nitra: Faculty of

Economics and Management, Slovak University of Agriculture. (In Slovak)
Maleyeff, John. 2003. Benchmarking performance indices: pitfalls and solutions. Benchmarking: An International Journal 10: 9–28.

[CrossRef]
Neely, Andy. 2002. Business Performance Measurement. Theory and Practice. Cambridge: Cambridge University Press—The Edinburgh

Building.
Nenadál, Jaroslav, David Vykydal, and Petra Halfarová. 2011. Benchmarking—Myths and Reality. Praha: Managemet Press, ISBN 978-80-

7261-224-6. (In Czech)
Neumaierová, Inka, and Ivan Neumaier. 2002. Performance and Market Value of the Company. Prague: Grada Publishing. (In Czech)
Otley, David. 1999. Performance management: A framework for management control systems research. Management Accounting

Research 10: 363–82. [CrossRef]
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Abstract: In this paper, we examine the impact of risk disclosure practices on trade credit. We
hypothesize that risk information could reduce information opacity that arises between companies
and their suppliers. We collected annual reports for Tunisian listed companies for the period 2008–
2013. This gives us 146 firm-year observations. We find that risk disclosure has a positive impact on
the level of trade credit. Our paper offers a new empirical evidence on the role of risk disclosure in
reducing information asymmetry and increase companies’ access to short-term external funds. Our
study provides managerial implications for firms, suppliers, and regulatory authorities.

Keywords: risk disclosure; trade credit; content analysis; Tunisian listed companies

1. Introduction

Access to finance is a challenge for companies worldwide to preserve and enhance
their growth. This was also considered a major problem for emerging companies
(Brown et al. 2011) and particularly for African ones (Fowowe 2017). Many African
countries have witnessed many financial reforms (e.g., financial regulatory framework,
monetary policy framework, supervisory framework, etc.) over the last three decades to
overcome a long period of weak performance (Banya and Biekpe 2017). Debt financing
and trade credit used to be the two main sources of financing. Nevertheless, the first refers
to loans provided by financial institutions and the latter refers to loans provided by sup-
pliers for a short period when firms purchase their products (Xu et al. 2020). Researchers
believe that using trade credit may help firms to access bank loans since it is considered
a good signal (Andrieu et al. 2017). Moreover, firms are likely to use trade credit rather
than bank credit during a tight money period (Xu et al. 2020). In this context, in Tunisia,
the Arab spring undoubtedly mitigates bank credit availability for Tunisian firms. Many
reforms took place to improve the financial soundness indicators and financial stability.
The restrictive monetary policy conducted by the Tunisian Central Bank (BCT) since 2017
with five increases in the interest rate had a considerable effect on the evolution of loans to
the economy which severely decreased to reach +4.9% in August 2019 against +5.7% in July
and + 10.9% in August 2018. Furthermore, to protect banks against excessive risk-taking,
the BCT, through circular n◦ 2018-10 of 1 November 2018, instituted a new credit/deposit
ratio. This was a restriction likely to rationalize the granting of loans since Tunisian banks
must not exceed the limit of 120% for this latter. Consequently, a clear slowdown in the
pace of credit evolution has been established. Accordingly, firms are likely to search for
other financing sources. For that, the trade-credit was considered one of the most important
short-term financing sources.

Although the important role of trade credit as one of the most important sources
of the short-term financing, the association between corporate risk disclosure and trade
credit remains largely unexplored. Recently, there are only a few researchers, such as
(Xu et al. 2020) and Ceustermans et al. (2017) that have started to examine, respectively,
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the impact of the readability of annual reports on trade credit; and the impact of corporate
voluntary disclosure on trade credit for small private firms.

The objective of our paper is to examine the impact of risk disclosure on trade credit.
We aim to answer to the following research question “Does risk disclosure matter for trade
credit? To achieve our research objective, we measured levels of risk disclosure for a sample
of Tunisian listed firms during 2008–2013 and manually collected accounting information
from corporate annual reports. We find that risk disclosure determines the trade credit
provided by suppliers to their customers. Indeed, risk disclosure mitigates information
asymmetry which leads to a positive association with the obtained trade credit. Moreover,
risk disclosure sends signals to suppliers helping them to assess adequately the firm risk
situation and to avoid any misinterpretation or to imagine the worst situation. This helps
suppliers to extend more trade credit. Our results are robust after using, on the one hand, a
log transformation and, on the other hand, another measure of trade credit.

Our paper offers interesting contributions to disclosure literature. We focus on the
Tunisian context, as an example of an emerging market during a period of crisis. Moreover,
we contribute to the economic consequences of risk disclosure literature by examining
its impact on trade credit, which has received a considerable attention since the global
financial crisis. To the best of our knowledge, no study, to date, has examined the impact of
risk disclosure practices on trade credit.

The rest of the paper is organized as follows. In Section 2, we review the literature and
develop our research hypothesis. In Section 3, we discuss the research method (sample,
research model, and variables’ measurement). In Section 4, we present and discuss our
findings. Section 5 concludes the paper.

2. Literature Review and Hypothesis Development

2.1. Motivations of Trade Credit

Trade credit appears when firms have differed payment of sales or purchases. Overall,
the payment period is about 30 days and it could be extended according to the arrangement
between customers and suppliers. Trade credit is omnipresent in different industries
and economies (Islam and Wheatley 2020). It was considered the second most important
source of short-term financing behind bank financing as well for developed countries or
developing countries (Fisman 2001). Moreover, prior researchers state that trade credit
is most used in developing countries, where credit from financial institutions is limited
(Giannetti et al. 2011). Many empirical studies find that trade credit could be a substitute
for bank loans particularly in the early stage and then it could become its complement
(Huyghebaert et al. 2007).

The motivations of trade credit could be classified into financial, operational/transaction,
and commercial ones. Firstly, according to the financing theory market imperfections
lead to limited credit accessibility for several firms (Schwartz 1974). Also, suppliers are
likely to extend credit to their customers at lower costs than their financial institutions due
to information asymmetry for the latter (Petersen and Rajan 1997). Secondly, according
to commercial theories extending trade credit may build a long-term relationship and
reinforce the loyalty of customers to the firms’ products (Cheng and Pike 2003), or even
expand their markets by attracting new customers (Van Horen 2005). Moreover, the trade
credit could be used as a quality guarantee to allow customers verifying products’ quality
before the pay for these products. In addition, it could be used by suppliers as a signal for
the quality of their goods (Long et al. 1993; Smith 1987).

2.2. Risk Disclosure Literature

Corporate risk disclosure (CRD) is one of the hottest research areas as it offers man-
agerial and policy/regulatory implications. The first studies on risk disclosure have been
conducted to understand the attitudes of stakeholders and the relevance of such practice
for their decision-making (e.g., Deumes 2008; Solomon et al. 2000) and its usefulness to
investors since it alleviates the information asymmetry (Miihkinen 2013). Furthermore,
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many studies were conducted to investigate the determinants of risk disclosure rather than
its relevance. Those studies consider corporate governance mechanisms and firm charac-
teristics as potential drivers for corporate risk disclosure. Through prior studies, we find
that studies in developing countries (Al-Maghzom et al. 2016; Alzead and Hussainey 2017)
are scarce compared to developed ones (Abraham and Cox 2007; Beretta and Bozzolan
2004; Elshandidy et al. 2013; Elshandidy and Shrives 2016; Elzahar and Hussainey 2012;
Linsley et al. 2006; Miihkinen 2012, 2013). Prior empirical studies (Al-Maghzom et al. 2016;
Alkurdi et al. 2019; Allini et al. 2015; Alzead and Hussainey 2017; Bufarwa et al. 2020;
Elshandidy and Neri 2015; Haj-Salem et al. 2019; Nahar et al. 2020) have been mainly fo-
cused on the determinants of risk disclosure such as corporate governance attributes (board
size, independent directors, CEO duality, ownership structure, audit quality, etc.) and
firm-specific characteristics (firm size, growth, industry type, etc.). Moreover, the economic
consequences of the risk disclosure practices start being investigated (Haj-Salem et al. 2020).
In our paper, we are wondering whether the risk disclosure may enhance or hinders suppli-
ers to extend trade credit as it is one of the most important sources of short-term financing.
No study has investigated this issue, to the best of the authors’ knowledge. Recently,
few researchers start investigating the association between trade credit and disclosure in
general and particularly annual report readability (Xu et al. 2020) or voluntary disclosure
(Ceustermans et al. 2017). For instance, Ceustermans et al. (2017) found that voluntary
disclosure is positively related to the level of trade credit for small and private companies.
They argued, that providing more financial information mitigates traditional information
asymmetry between firms and their creditors. Consequently, trade creditors are likely to
react louder than banks to voluntary disclosure since they do not ask usually for private
information from their customers to keep their trust relationship. In the same vein, the
results of Xu et al. (2020) indicate that firms with more readable annual reports are likely to
benefit from more trade credit.

Since empirical research linking risk disclosure with trade credit has not been yet
undertaken despite the importance to understand this association, our study aims to fill
this void in the literature and we expect that risk disclosure practices influence creditors’
behaviors.

2.3. Hypothesis Development

The agency theory shows that, there is information asymmetry between principals and
agent (Fama and Jensen 1983; Jensen and Meckling 1976). Accordingly, the agent (the firm)
tries to undertake several ways to mitigate the information asymmetry with the principals
(stakeholders). For that, prior studies considered risk disclosure as a mean to alleviate this
information opacity with stakeholders, since it enables the latter to estimate the firm risk
profile. Moreover, overall companies disclose risks and the way to manage them. This
information will be relevant for different stakeholders (investors, creditors, etc.) before
making financial decisions (Haj-Salem et al. 2020). Accordingly, risk disclosure could have
a positive impact the level of trade credit. Moreover, based on signaling theory, the risk
disclosure could be considered as a signal for suppliers and tend to mitigate the information
asymmetry. This signal may enhance the company’s reputation and its market valuation
(Al-Maghzom et al. 2016). Indeed, a higher information asymmetry is likely to increase the
risk of customers’ payment default. Consequently, suppliers may hinder granting trade
credit (Ceustermans et al. 2017). Furthermore, suppliers rely more on available information
rather than asking for sensitive information from their customers since this may destroy
their trust relationship (Arruñada 2010). Accordingly, to overcome any misinterpretation
suppliers need more risk information to better assess the firm situation, otherwise, they will
consider it as withholding the worst possible information (Spence 1973) which will refrain
from lending decisions. Prior researchers indicate that companies using more trade credit
are more likely to provide financial statements (Yohn and Allee 2009). Moreover, others
predict a positive association between disclosure and a firm’s dependence on external
finance (Diamond and Verrecchia 1991). Recently, Ceustermans et al. (2017) find that
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voluntary disclosure mitigates information asymmetry and consequently there is a positive
association between disclosure in financial statements and the ability to receive more trade
credit. Furthermore, the empirical findings of Xu et al. (2020) indicate that suppliers are
likely to grant more trade credit to customers with more readable annual reports. We
therefore hypothesize that:

Risk disclosure positively affects the level of trade credit.

3. Research Method

3.1. Our Sample

Our sampling process started by collecting annual reports of non-financial listed
companies from the BVMT (Tunisian Stock Exchange) for the period 2008–2013.

In line with prior research (Haj-Salem et al. 2020), we excluded financial companies
because of their specific requirements and regulation for risk disclosure. Our initial sample
involves 28 Tunisian listed firms which represent approximately 90 percent of all non-
financial Tunisian listed companies. We manually collect our data from corporate annual
reports and CMF (Financial Market Council). We focused on annual reports since there
were considered as the primary mean of information for stakeholders (Marston and Shrives
1991; Miihkinen 2013).

We checked the existence of outliers to avoid bias in our findings. This is in line with
prior literature. For that, using a Student’s t-test helps us to remove all observations with a
t greater than 2 in absolute value (Fox 2015). This gives us a final sample of 146 firm-years
observations.

We choose Tunisia as a context for our study for many reasons. Tunisia is an emerging
market, and recently there are several calls for more research on CRD in developing
countries (Khlif and Hussainey 2016). Moreover, during constraint’s periods, firms are more
vulnerable to financing, and the dependence on bank financing and trade credit increases (
Lin and Qiao 2020). Furthermore, firms usually suffer from bank credit-granting during
the crisis and tend to use more trade credit (Chen et al. 2019). For that, suppliers were
considered as viable financing sources during the global financial crisis (Bazzana et al. 2019)
and play an important role in the survival of Small to Medium Enterprise (SMEs) during
the crisis (Pattnaik et al. 2020). Accordingly, it is interesting to investigate the association
between risk disclosure and trade credit in the Tunisian context during 2008–2013, since
it was a period characterized by economic and political instability. It is important to
highlight that the year 2014 was characterized by a political transition in Tunisia, which
was the legislative and presidential elections that were considered an official beginning
for a democratic transition. This new political system may undoubtedly impact the socio-
economic situation of the country. For that, our sample period ends on 2013. Table 1
provides a description of our sample by industry.

Table 1. Sample description.

Industry Firms Numbers

Telecommunications 2
Consumer services 5

Health 2
Consumer goods 8

Industrials 7
Basic Material 3
Oil and Gas 1

TOTAL 28
Original sample 168

(−) Missing reports 13
(−) Outliers 9
Final sample 146
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3.2. Measuring Trade Credit

The dependent variable in our study is trade credit (TC). According to prior works
(e.g., Deloof and La Rocca 2015) there are several measures that could be used. For instance,
the accounts payable over total assets are used to take into account trade credit demand.
Moreover, in order to reflect the supply of trade credit the accounts receivables over total
assets is more suitable. In addition, we could measure the net trade credit by the differences
of the two latter proxies. Furthermore, other researchers (e.g., Chen et al. 2019) used the
sum of customer deposits, accounts payable and notes payable, divided by the cost of
goods sold. For our study, and following prior research (e.g., Ceustermans et al. 2017;
Chen et al. 2017; Islam and Wheatley 2020; Petersen and Rajan 1997; Xu et al. 2020), we
measure the trade credit as the ratio of accounts payable to total assets as shown on the
balance sheet.

3.3. Measuring the Risk Disclosure

We use the content analysis method to measure risk disclosure levels in Tunisian
annual reports. We refer to the definition of risk disclosure as advanced by (Linsley et al.
2006) as “any opportunity or prospect, or of any hazard, danger, harm, threat or exposure,
that has already impacted upon the company or may impact upon the company in the
future or of the management of any such opportunity, prospect, hazard, harm, or threat
or exposure”. Following prior research (Al-Shammari 2014; Amran et al. 2008; Beretta
and Bozzolan 2004) we use “sentence” as the unit of our textual analysis. We also use a
disclosure index adapted to the Tunisian context, developed by Haj-Salem et al. (2020). This
index is composed of 48 items and it was inspired by Linsley et al. (2006) and Moumen et al.
(2015) (“Appendix A”).

We use the stability, reproducibility, and accuracy tests to check the reliability of our
risk disclosure measure Krippendorff (2004). For that, five annual reports were indepen-
dently coded by the coder at different times. Moreover, another coder used the same
index to code the same annual reports. After comparing results using the “ReCal” online
statistical software the results present a satisfactory level of inter-coder reliability.

3.4. Our Control Variables

Our regression model includes a number of control variables. Consistent with prior
literature, we control for firm age measured by calculating the natural logarithm of the
number of years since the incorporation of the company (Xu et al. 2020). There is no
consensus about the impact of firm age on trade credit. Some researchers find that there is
a negative association between trade credit and firm age (Chen et al. 2017). Nevertheless,
others believe that the use of trade credit is more important in older firms (Petersen and
Rajan 1997). In our study, we expect a negative impact of firm age on trade credit since
younger firms are likely to have difficulty, comparing to older ones, obtaining bank loans.
Accordingly, they rely more on trade credit as a source of short-term finance (Deloof and
La Rocca 2015).

We control for firm size measured by calculating the natural logarithm of total assets.
Larger firms are considered more creditworthy. They are more likely to have access easily
to trade credit thanks to their negotiation power with suppliers (Ceustermans et al. 2017).

We also control for profitability measured by market to book value. This is consistent
with prior works on trade credit (Xu et al. 2020). We expect a negative coefficient since
firms with higher profitability may easier have more financing from other sources because
they have less default risk than less profitable firms. Accordingly, they will use less trade
credit (Chen et al. 2017; García-Teruel and Martínez-Solano 2007; Petersen and Rajan 1997).

We control for solvency. We use equity divided by total assets as a measure for solvency
(Ceustermans et al. 2017). We also control for liquidity measured by the calculation of
the ratio of current assets to current liabilities. Overall, firms with liquidity shortages
are likely to use more trade credit to overcome such situations (Boissay and Gropp 2007).
Moreover, according to financing and pecking order theory, more solvent and liquid
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firms tend to rely less on trade credit due to their higher costs compared to bank loans
(Ceustermans et al. 2017). Accordingly, we expect a negative Effect of both solvency and
liquidity on trade credit.

We control for firm growth. This was measured by the difference between profit
current year and profit of previous year; divided by profit of previous year (Lin and
Qiao 2020). We believe that the more it is the more is the need to finance new investments
(Lin and Qiao 2020; Van den Bogaerd and Aerts 2014). Accordingly, they rely on an external
source of finance particularly trade credit. We expect to have a positive coefficient.

Following prior research, firms with an inventory ratio will undoubtedly have more
purchases and hence, they will use more trade credit (Elliehausen and Wolken 1993). We
therefore control for inventory ratio. The inventory ratio is measured by the ratio of
inventory to total assets. We expect to have a positive association between trade credit and
inventory ratio.

Finally, we included accounts receivable as a control variable. It is measured by the
ratio of accounts receivable to total assets. We expect a positive coefficient with trade credit
since companies are likely to compensate accounts receivable with accounts payables (Paul
and Wilson 2007).

3.5. Research Model

TC i,t = α0 + β1 CRDi,t + β2 AGEi,t + β3 SIZEi,t + β4 TQi,t + β5 SOLVEi,t +
β6 LIQUIi,t + β7GROWTH i,t + β8INVEN i,t + β9AR i,t + ε

where:

α = the intercept.
β1, . . . , β9 = Regression coefficients.
ε = Error term.

The following Table 2 presents variables’ description:

Table 2. Variables’ description.

Variable Symbol Description

Trade credit TC Accounts payable/total assets
Corporate Risk disclosure CRD Risk disclosure index as described in “Appendix A”

Firm age AGE Natural logarithm of the number of years since the incorporation of the company
Firm size SIZE Natural logarithm of total assets at the end of the year

Profitability TQ (Market value + total debts)/total assets
Inventory INVEN Inventory/total assets
Solvency SOLVE Equity/total assets
Liquidity LIQUI Current assets/current liabilities
Growth GROWTH (Profit current year (N)- profit of (N-1))/profit (N-1)

Accounts receivable AR Accounts receivable/total assets

4. Empirical Analysis and Robustness Check

4.1. Descriptive Analysis

Table 3 reports our descriptive analysis. On average, during 2008–2013, the accounts
payable-to-total asset ratio (TC) is about 0.138. This is consistent with prior research
(Ceustermans et al. 2017). The CRD is on average about 5.424. Accordingly, there is a low
level of risk disclosure for Tunisian-listed companies. This is in line with previous studies
on risk disclosure in emerging markets particularly in Tunisia (e.g., Haj-Salem et al. 2020).
The average age of the companies in our sample is about 44 years (the natural logarithm
of age is on average 3.790). Hence, overall, our sample is characterized by old firms. The
mean value of logged total assets (SIZE) is 7.96. We can consider that the companies in our
sample are medium-sized with approximately a total asset of 2864.07 TND. Furthermore,
the market value of the companies (TQ) generates a mean of 1.660 and a mean of inventory
(INVEN) ratio of 20.94%. Regarding, solvency (SOLVE) and liquidity (LIQUI) ratios they
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report a mean of 47.69% and 217%, respectively. Moreover, the growth ratio (GROW) is
about −13.72%. Hence, Tunisian firms during 2008–2013 are facing a period of crisis that
negatively influence firms’ profitability and growth. Finally, accounts receivables make up
an average of 17.810% of total assets.

Table 3. Descriptive analysis.

Variable Obs Mean Std. Dev. Min Max

TC 146 0.1382692 0.1033652 0.0019 0.399
CRD 146 5.424658 3.062196 1 13
AGE 146 3.790805 0.4049906 2.5649 4.5643
SIZE 146 7.965512 0.4891449 7.0494 9.2242
TQ 146 1.660255 0.9608301 0.3574 5.8751

INVEN 140 0.2094964 0.1964394 0.0012 0.9219
SOLVE 146 0.4769548 0.379287 −1.2082 0.993
LIQUI 146 2.170023 1.751522 0.3241 9.3967
GROW 146 −0.1372239 6.637974 −42.1083 34.5245

AR 146 0.1781027 0.1522464 0 0.5895
Note: This table presents the descriptive statistics for our variables. All variables are defined in Table 2.

4.2. Correlation Analysis

Table 4 reports the Spearman correlation. The multicollinearity issue is checked using
this matrix. No value is greater than 0.8 which confirms the non-existence of multicollinear-
ity between variables. Furthermore, we addressed also multicollinearity by examining
the variance inflation factors (VIF) which provides a VIF that does not exceed 10. This is
presented in Table 5. Hence, the multicollinearity assumption was not breached.

Table 4. Correlations matrix.

Variables (1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

(1) TC 1.00
(2) CRD 0.05 1.00
(3) AGE 0.09 −0.08 1.00
(4) SIZE 0.01 0.17 * 0.21 * 1.00
(5) TQ 0.06 −0.27 * 0.34 * 0.02 1.00

(6) INVEN 0.03 −0.11 0.00 −0.22 * −0.08 1.00
(7) SOLVE −0.20 * −0.24 * 0.17 * −0.12 −0.01 −0.09 1.00
(8) LIQUI −0.34 * −0.15 0.01 −0.25 * 0.03 0.17 0.57 * 1.00

(9) GROWTH −0.04 0.06 0.10 0.20 * 0.01 0.00 0.06 0.06 1.00
(10) AR 0.24 * 0.02 −0.09 −0.32 * −0.01 −0.11 −0.05 −0.04 −0.17 * 1.00

Note: This table demonstrates the correlation matrix among variables utilized in the study’s model. All variables are defined in Table 2.
* demonstrate the levels of significance at 0.10.

Table 5. Variance inflation factors (VIF).

Variable VIF 1/VIF

SOLVE 1.98 0.504221
LIQUI 1.93 0.519378
SIZE 1.63 0.614319
TQ 1.33 0.750454

AGE 1.33 0.754157
INVEN 1.25 0.802816

CRD 1.22 0.821464
AR 1.12 0.892728

GROW 1.12 0.894476

Mean VIF 1.43
All variables are defined in Table 2.
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4.3. Regression Results

We conducted a panel data approach. Before starting, we checked for omitted vari-
ables. This was done through the Ramsey test. We found an F (3, 127) = 0.85 and Prob >
F = 0.4665. Hence, no omitted variables are revealed for our model. First, we generated the
specification panel test to judge the homogeneity or heterogeneity among individuals. The
Chow test showed a prob > F = 0.000. Accordingly, the null hypothesis of homogeneity is
rejected. Secondly, we check for the individual effect. For that, we generate respectively, a
fixed-effect model, and a random-effect model. The comparison between the two models,
by the Hausman test, we found that the random effect is the most suitable model since
chi2(8) = 13.73 and Prob > chi2 = 0.0890. Hence, the interpretations are according to the
findings of the random effect regression. Moreover, we check for homoscedasticity. The
Breusch and Pagan Lagrangian multiplier test for random effects was generated. Con-
sequently, the findings of this test report that chibar2(01) = 125.31 and Prob > chibar2
= 0.0000. This indicates, that there is a heteroscedasticity problem. This issue has been
corrected to avoid unbiased results following the method of White (1980). Furthermore,
the autocorrelation between residuals was checked following the test of the Wooldridge
(2002). According to the F statistics displayed through this test, the null hypothesis of
autocorrelation is rejected (F (1, 25) = 1.118; Prob > F = 0.3005).

Table 6 reports the findings of the random effect model. The results show a positive and
significant association between CRD and trade credit. This suggests that firms with higher
risk disclosure receive more trade financing from suppliers. The results are consistent with
H1. The results could be explained according to signaling and agency theory. Indeed,
the CRD decrease information asymmetry. Consequently, suppliers may avoid customers’
risk payment default, better assess the firm wealth, and are likely to provide more trade
credit (Ceustermans et al. 2017). Moreover, retaining information may send a bad signal
for suppliers and they will consider it as withholding the worst possible information
which may refrain from lending decisions (Spence 1973). Our findings are consistent with
previous studies (Ceustermans et al. 2017; Xu et al. 2020).

Table 6. Results.

TC Coef. Std. Err. z P > z [95% Conf. Interval]

CRD 0.002461 0.0013731 1.79 0.073 * −0.0002303 0.0051523
AGE 0.0295114 0.0146549 2.01 0.044 ** 0.0007883 0.0582346
SIZE 0.0250873 0.0108888 2.30 0.021 ** 0.0037457 0.0464289
TQ −0.0078299 0.0056521 −1.39 0.166 −0.0189078 0.0032479

INVEN 0.0771459 0.0221102 3.49 0.000 *** 0.0338108 0.120481
SOLVE 0.0533021 0.0163949 3.25 0.001 *** 0.0211687 0.0854355
LIQUI −0.0218254 0.003589 −6.08 0.000 *** −0.0288596 −0.0147912
GROW −0.0002238 0.0007146 −0.31 0.754 −0.0016244 0.0011768

AR 0.1756127 0.0317851 5.52 0.000 *** 0.113315 0.2379104
_cons −0.203238 0.094263 −2.16 0.031 −0.3879901 −0.0184858

Note: This table illustrates the findings of the random-effect model after dealing with the heteroscedasticity
problem. ***, **, and * demonstrate the levels of significance at: 0.01, 0.05, and 0.10, respectively.

Looking at the coefficients on the control variables, we find that respectively, age, size,
inventory, solvency, and accounts receivable are positively and significantly associated
with trade credit. Indeed, larger firms are more likely to have access easily to trade credit
(Ceustermans et al. 2017). This is in line with our expectations. However, we expected
that there is a negative association between solvency and trade credit since, according to
financing and pecking order theory, more solvent and liquid firms tend to rely less on trade
credit. Additionally, we find a negative and significant association between trade credit
and liquidity, which suggests that firms with a lower liquidity ratio use more trade credit.
No association was revealed between profitability, growth, and trade credit.
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4.4. Robustness Check

It is crucial to check for the robustness of the empirical findings to ensure their
validity. According to previous studies (Cooke 1998), the transformation allows solving
several issues such as non-normal distribution, non-linearity between dependent and
independent variables, etc. Hence a log transformation for the dependent variable is
performed. Table 7 provides the findings of the random effect regression and those after,
both, log transformation and using another measure for trade credit. The similarity of the
results allows us to conclude about their validity.

Table 7. Robustness check.

Robustness Check

Different Measure for the
Dependent Variable

Log
Transformation

Results

0.014 *** 0.020 * 0.002 * CRD
(4.46) (1.82) (1.79)

0.091 *** 0.266 ** 0.030 ** AGE
(2.99) (2.39) (2.01)
−0.023 0.040 0.025 ** SIZE
(−0.74) (0.38) (2.30)
−0.017 −0.047 −0.008 TQ
(−1.63) (−1.31) (−1.39)
−0.012 0.803 *** 0.077 *** INVEN
(−0.23) (3.94) (3.49)
0.212 *** 0.436 *** 0.053 *** SOLV

(9.86) (3.78) (3.25)
−0.007 −0.250 *** −0.022 *** LIQUI
(−0.85) (−7.46) (−6.08)

0.000 −0.001 −0.000 GROW
(0.10) (−0.16) (−0.31)

0.229 *** 1.688 *** 0.176 *** AR
(2.92) (6.45) (5.52)
−0.028 −3.694 *** −0.203 ** _cons
(−0.10) (−4.00) (−2.16)

140 140 140 N
***, **, and * demonstrate the levels of significance at: 0.01, 0.05, and 0.10, respectively.

5. Conclusions

We investigate the impact of risk disclosure on trade credit for Tunisian listed compa-
nies during 2008–2013. We find that risk disclosure determines the trade credit provided by
suppliers to their customers. Hence, risk disclosure mitigates information asymmetry and
this leads to a positive association with the obtained trade credit. Moreover, risk disclosure
sends signals to suppliers helping them to assess adequately the firm risk situation and
to avoid any misinterpretation or to imagine the worst situation. This helps suppliers
to extend more trade credit. Our results are robust after using on the one hand a log
transformation and on the other hand another measure of trade credit.

We choose Tunisia, as an example of the emerging economies, to undertake our
analysis and hence we are filling an important research gap in the literature. In addition,
examining the impact of risk disclosure on trade credit is a novel feature of our paper.

Our findings have several implications for different stakeholders. First, our study
showed that the risk information in annual reports is important for a firm since it helps
for having more trade credit which is an important source of financing. Accordingly,
managers and the board of directors have to pay attention to the communication of more
risk information when preparing annual reports to beneficiate from more trade credit.

Second, this study may be relevant to regulators to emphasize the importance of
risk disclosures since it will have a positive impact on economic growth. Finally, we may
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consider the risk disclosure relevant to suppliers who are likely to grant more trade credit
to their customers.

Our study is subject to a number of limitations. The first limitation is the relatively
small sample. Nevertheless, this is due to the unavailability of annual reports in addition
to the manual data collection. However, our sample is representative since it is composed
most of non-financial-listed companies. The second limitation is inherent to the subjectivity
of manual content analysis. However, we followed previous literature to assess the reli-
ability and validity of our scores. Further research could investigate this association for
other research contexts. Further research could also investigate the impact of governance
mechanisms on the disclosure–trade credit relationship.
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Appendix A

Risk disclosure level index adopted from Haj-Salem et al. (2020). *: Items added after
reading annual reports.

Operations Risk

Customer satisfaction
Product development
Efficiency and performance
Sourcing
Stock obsolescence and shrinkage
Product and service failure
Environmental
Health and safety
Brand name erosion
Out of stock *

Quality of products *

Suppliers *

Employees *

Empowerment Risk

Leadership and management
Outsourcing
Performance incentives
Change readiness
Communications
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Control *

Information Processing And Technology Risk

Integrity
Access
Availability
Infrastructure
Integrity Risk

Management and employee fraud
Illegal acts
Reputation
Litigation risk *

Strategic Risk

Environmental scan
Industry
Business portfolio
Competitors
Pricing
Valuation
Planning
Life cycle
Performance measurement
Regulatory
Sovereign and political
Financial risk

Interest rate
Exchange rate
Commodity
Liquidity
Credit
Solvency ratio *

Profitability ratio *

Management ratio *

Working capital fun *

Downside risk *
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Abstract: This paper reviews the case of nuclear energy. Currently, the worldworld is facing one of
the greatest energy crises due to the Russo-Ukrainian war. This conflict has lead to limited sources of
gas, causing a dramatic decrease in energy supply, leading to emerging energy crisis risks. This is
one on the main purposes of reviewing nuclear energy as a possible energy alternative in the future.
Apart from presenting the basis of nuclear energy and nuclear reactors, we attempt to compare this
source of electricity with other renewable energy forms, such as solar, wind and hydroelectric power.
Furthermore, we illustrate the benefits and drawbacks that have been observed regarding nuclear
power as well as its contribution to economic growth and the impact it has had on the environment.
It has been said that, with the use of nuclear power, air pollution will be reduced because of the
elimination of greenhouse gases. However, nuclear power, apart from the final product, generates
waste that in this case is radioactive, meaning that the management and disposal techniques are
of the utmost importance. Of course, unfortunate events that involved nuclear power do exist and
are unfortunately engraved in our memories. Both the nuclear accidents, such as Three Mile Island,
Chernobyl and Fukushima, and nuclear weapons usage by military forces, the well-known atomic
bombing of Hiroshima and Nagasaki, bring great controversy regarding the adaptation of nuclear
power. As is presented in the paper, since the beginning of the new millennium the scheme of energy
production and electricity production appears to have changed drastically. By using available data
reported by BR, we illustrated that the production of energy and electricity has increased over the
last 22 years (2000–2021) due to excessive demand; however, what is more important to mention
is the share of both electricity and energy derived from renewable forms such as solar, wind and
hydroelectric power. It is shown that more and more countries adopt those sources of energy than
did in previous decades. It is crucial to note that it is not the science that causes catastrophic events,
but rather the errors of humans.

Keywords: energy crisis risks; nuclear energy; renewable energy; greenhouse gases emissions;
nuclear accidents; nuclear weapons; nuclear waste management

JEL Classification: Q01; Q40; Q42; Q52; Q53

1. Introduction

In present times, humanity is facing one of the most difficult periods in modern
history. Over the last years, the quality of the environment has changed dramatically.
Halkos and Zisiadou (2019) mention that nature acts independently, and human beings
cannot manipulate the results of this independency. Nevertheless, this statement refers
to the natural phenomena that occur on Earth, such as earthquakes, volcanic eruptions,
tsunamis, etc., so even if we exclude human activity from the scheme, it is logical that
the Earth will continuously transform. However, the impact of human activity should
always be taken into consideration because it causes significant, and sometimes disastrous,
alterations. It has been said that technology can either be a blessing or a curse depending
on the way it is used (Halkos and Zisiadou 2020a).
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Since the advent of the Industrial Revolution, there has been a sharp increase in
the demand for electricity, and as a result the massive production of electricity by non-
renewable sources. Because of the use of fossil fuels as main production raw materials,
leading to enormous greenhouse gases emissions, environmental quality has been degraded.
Greenhouse gases have caused the increase in the temperature of the terrestrial atmosphere,
which is also known as global warming, and combined with air pollution caused due to
increased industrialization, the Earth is facing the phenomenon of climate change. The
situation is getting worse year by year due to the fact that there is a global annual increase
in energy demand. In order to generate these amounts of energy needed, we should
either increase the production of electricity using fossil fuels, which will then increase
the greenhouse gases emissions and air pollution in general (Barros and Managi 2016),
or we should promote more sustainable forms of energy. Solar, wind, hydroelectric and
nuclear power can generate electricity while at the same time reducing greenhouse gases
and carbon dioxide emissions. Renewable sources of energy (solar power, wind power and
hydroelectric power) characterized by unpredictable power production (Basit et al. 2020) do
not totally fulfill the criteria of sufficient productivity (Mastrocinque et al. 2020; Mourmouris
and Potolias 2013) due to the fact that they are affected by the acts of nature. Nuclear power,
on the other hand, may be a suitable option for power production replacement.

Another problem that the worldEarth is currently facing is the energy crisis that has
resulted from the Russo-Ukrainian war. Following Alam et al. (2022) and Prohorovs’s (2022)
work regarding the Russo-Ukrainian war, we aim to underline possible alternatives that
can be used to address the global energy crisis. Researchers emphasize that the existing
war has pushed the global economy to a crucial point (Alam et al. 2022; Prohorovs 2022),
where increased inflation rates observed globally as well as the instability of commodity
markets and the increased uncertainty indicate a not so prosperous economic future. The
limited fossil fuels that are available in nature, together with the energy embargo of Russia
have led to a sharp increase in prices, with consequences to the global economy through
inflation. Prohorovs (2022) examined the consequences for European countries’ businesses
and economies and highlighted that most countries need to expedite their development
of sufficiency with regard to enerty resources. This appears to be a powerful factor that
brought nuclear power into discussion as an attempt to ensure that there is going to be
sufficient energy worldfor the Earth, inthe following years, and at the same time provide
sustainable solutions for the next generations. What is important to examine, however, is
whether nuclear energy appears to be trustable by nations around the worldworld as a
source of energy production. For that reason, we are going to investigate, using reported
data, whether nuclear energy has been adopted by more countries over the last two decades.
Moreover, based on the same dataset, we are going to address the questions regarding
renewable forms of energy and electricity production. A main question raised about
renewables is if they are assumed to be a possible extension of energy production. Do
nations trust and adopt those sources in order to cover a part of the needed energy and
electricity production? Do they increase their share of global production?

The structure of the paper is as follows following: Section 2.1 provides a literature
review on nuclear energy and specifically the reactors, while Section 2.2 presents the
other renewable energy forms. Section 2.3 underlines the advantages and disadvantages of
nuclear power, while Section 2.4 draws attention to the economic growth and environmental
impact that have resulted from it. The following section provides information regarding
nuclear waste management and disposal. Sections 2.6 and 2.7 review the most known
nuclear accidents and military attacks using nuclear weapons. Section 3 illustrates the
current conditions regarding the global energy mix and electricity since 2000. Finally, the
last section concludes with significant statements regarding the topics analyzed above.
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2. Literature Review

2.1. Nuclear Energy

Over the last several years, more and more nuclear power reactors have been con-
structed in an attempt to increase the nuclear energy produced globally. Many reasons are
hidden behind these decisions, but energy sufficiency and climate change appear to be the
most important. The first nuclear power plants in the world started operating in the 1950s.
Since then, their expansion has been noticeable. Deutch et al. (2003), underline that during
this time, 44 new nuclear power plants were under construction in 12 different countries,
with most of the constructions being in China, India, Korea and Russia. As for the USA,
at that point there was no plan for additional nuclear power plant construction. A fewew
years later, Ozcan et al. (2016) showed that new power plants were being constructed.
At that period of time, the number of reactors under construction increased to 59, with
four more countries entering into their construction. Akyuz (2017), emphasizes that, to
date, 31 countries around the world have nuclear power plants, with a total of 447 nuclear
reactors which annually produce about 17% of the world’s electricity (da Mata et al. 2017).
Elliott (2016) highlights that the net nuclear power capacity equals to 392 gigawatts (GW).

Topal-Namli and Namli (2014) provide information regarding the percentage of nu-
clear power of a portion of total energy for some countries. More specifically, 75% of the
electricity used in France derives from nuclear power, while other european countries such
as Belgium, the Czech Republic, Hungary, Slovakia, Slovenia, Sweden, Switzerland and
Ukraine depend on nuclear power for up to 1/3 of their total consumption. Additionally,
more than 30% of the electricity used in South Korea, Bulgaria and Finland derives from
nuclear power. High dependency on nuclear power is also reported in USA, United King-
dom, Spain and Russia, with nuclear power consumption reaching almost the 20% of the
total energy expenditures. Japan, which is known for its nuclear facilities, derives than
25% of its annual electricity supply from nuclear power. Lastly, countries such as Italy and
Denmark that do not have any nuclear power plants satisfy approximately 10% of their
electricity demand through nuclear power.

The great concern that has been raised regarding the phenomenon of climate change in
recent years has forced scientists and policy makers around the world to explore new forms
of energy production. What makes nuclear power a great candidate is the fact that, unlike
oil and gas, the raw materials that are used in nuclear power plants, such as uranium, are
available in large quantities in nature, which can ensure adequate energy production in the
present, but also in the long-run, maintaining the viability of this form of energy (Jewell 2011;
NEA 2008; Macfarlane and Miller 2007). Moreover, as da da Mata et al. (2017) mention,
nuclear energy tends to be more competitive compared to other forms of energy, due to
the fact that it produces a large amount of electric power, with low operational costs and
minimum polluting gas emissions, which mainly occur during material and waste transport,
while at the same time providing great financial returns. Additionally, Brook et al. (2014),
indicate that nuclear fission has the lowest environmental impact, especially because of
limited gas emissions, a statement which classifies nuclear energy among the cleanest sources
of power. This statement, together with the increasing concern regarding climate change,
has forced governments and policy makers to rethink the possibility of launching national
nuclear power programs (Adamantiades and Kessides 2009; Nuttall 2005; Sauga 2008).

Reactors

Vaillancourt et al. (2008) released a thorough analysis regarding the reactors that are
currently in use worldwide. Based on their analysis, there are five different types of reactors
available, from which four types of reactors produce electricity with nuclear fission using
uranium as a fuel, while only one of the reactor types produces electricity with nuclear
fusion using tritium, which is produced from lithium, as a fuel. More specifically, the
five available reactor types are: (a) Light water reactors (LWR), (b) Advanced light water
reactors (A-LWR), (c) Pressurized heavy water reactors (PHWR), (d) High-temperature
gas-cooled reactors, and (e) Fusion power reactors.
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More analytically, these five types of reactors are divided into those categories based
on the technology used to produce electricity, as well as the primary fuel they are using
during the main procedure. Starting from the first type of reactor, the Light water reactor
(LWR), it is important to mention that it is a second-generation reactor and based on
the NEA (Nuclear Energy Agency) (NEA 2005), 90% of the total reactors in use globally
belong to this specific type of reactor. The two subtypes of Light water reactors are
the pressurized water reactors (PWR) and the boiling water reactors (BWR). The OECD
(Organization for Economic Co-operation and Development) (OECD 2001) mentions that
the development of the Light water reactors took place in the USA and FSU (Former
Soviet Union). Vaillancourt et al. (2008) explain that LWR tend to be replaced by newer
technologies and more advanced reactors when their useful life cycle expires.

The second most common type of reactor worldwide is the Advanced light water
reactor (A-LWR), which is described as an upgrade of the LWR. These third-generation
reactors (Hamacher and Sheffield 2004) appear to be the upgraded version of LWR in terms
of lower investment and operational costs, a higher availability factor, and a longer lifetime,
and as mentioned above they are part of the LWR replacement process. It is interesting to
note that 80% of the under-construction reactors globally are of this type (NEA 2005). On
the contrary, a not so selected reactor is the Pressurized heavy water reactor. As EIA (2006)
illustrates, the PHWR is designed by Atomic Energy of Canada Ltd., and includes amongst
others the CANDU (Canada Deuterium Uranium) reactor. However, Vaillancourt et al.
mention that only 5% of the reactors in use globally belong to this category, and only
constitute 15% of the under-construction reactors. Moreover, apart from Canada, which is
their country of origin, five more countries have adopted these types of reactors, including
Argentina, China, India, Romania and South Korea. India and Romania are currently
constructing more of the PHWR (EIA 2006).

The next two types of reactors, the High-temperature gas-cooled reactor and the
Fusion power reactor, are under development, with the expectation that they will be
released around 2030 and 2050, respectively. More specifically, the High-temperature gas-
cooled reactor is characterized as the fourth-generation reactor, is developed in United
Kingdom, and its main difference, compared to the previous three reactors, is the fact that
it uses helium as a coolant element instead of water, and is planned for construction in
South Africa (OECD 2001). Last is the Fusion power reactor, which is an ITER project, and
it is also currently under development. Researchers support the belief that this type of
reactor will be available in 2050 based on estimates (Fiore 2006; Hamacher and Sheffield
2004; Tokimatsu et al. 2003). Based on Fiore (2006), the factor that establishes the Fusion
power reactor as the best possible choice is its difference with regard to the type of fuel
used. As already mentioned, the first four reactors use uranium as a fuel, while the
fifth reactor will use lithium, an element for which reserves are reported to be unlimited
and, indeed, will be available for a thousand years (Vaillancourt et al. 2008; Fiore 2006).
What is crucial to mention is that there are more types of reactors such as the Small
Modular Reactor (SMR), Gen-IV reactors and others; however, the five reactors analyzed
above by Vaillancourt et al. (2008) are assumed to be the most common globally. Reviews
regarding the Gen-IV reactors and the status of their operations has been conducted by
many researchers focused on the nuclear energy (Lorusso et al. 2018; Kim 2013; Murty and
Charit 2008; Driscoll and Hejzlar 2005). Similarly, regarding the operation and progress
of SMR and whether this type of reactor can be the cheapest and safest choice of nuclear
energy production as a result the possible future of energy globally has been discussed by
numerous scientists (Kumar et al. 2021; Rowinski et al. 2015; Cooper 2014; Liu and Fan 2014;
Vujić et al. 2012; Wang et al. 2011).

2.2. Renewable Energy Sources

Renewable energy forms have gained great public attention over the last years, possi-
bly due to the opposition of institutions to nuclear energy and with regard to their efforts in
reducing GHG emissions (Hossain et al. 2022; Immonen and Kopsakangas-Savolainen 2022;
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Zhao et al. 2022; Brook et al. 2014). As has already been mentioned, there is a great concern
in the circles of environmental and social scientists due to the sharp increase of reported
Greenhouse Gases (GHG) emissions and the adverse outcomes leading to climate change.
In an attempt to reduce GHG, a great majority of countries are trying to adopt alternate
forms of energy. As Brook et al. (2014) underline in their paper, institutions and public
opinion appear to be against nuclear energy production because of the belief that this form
of energy is assumed to be unsustainable, uneconomic and unsafe, while it increases the
risk of nuclear weapons production and use. Renewable energy appears to be one of the
main options countries have, with some nations announcing that their main purpose is to
substitute, if not all, at least the majority of their electricity production by using renewables
(Brook et al. 2014). Another reason that made people turn their focus to renewables is
the realization that there is a limited availability of fossil fuels, meaning that in the future
they will not be able satisfy the required energy demands. Thus, if we exclude the energy
produced by fossil fuels and/or nuclear energy, the alternatives we have are (a) solar
power, (b) wind power, (c) hydroelectric power, (d) geothermal power, and (e) biomass.
Regarding the sustainability of renewable energy, it is crucial to mention that a source can
be assumed as sustainable only if it can provide a great amount of energy in the long-run,
is capable of fulfilling daily demands, without depriving future generations, while at the
same time being reliable, safe and environmentally friendly, and of course economically
feasible. Therefore, the origin of renewable energy types (sunlight, wind, water etc.) sets
limitations on the availability of energy production due to weather phenomena, leading to
the belief that they may not be able to be characterized as sustainable (Brook et al. 2014).
However, what is important to mention is that due to the development of technology, more
and more solutions have been found in order to solve the problems that are occurring. In
other words, scientists try to advance the technology with regard to the energy storage.
Alkhalidi et al. (2022), Kebede et al. (2022), and Aneke and Wang (2016) have made a
thorough analysis of all available energy storage technologies that are currently available
around the world and may be assumed as a solution to the renewable source projects by
improving the efficiency of energy production as well as the energy storage applications.

As Aneke and Wang (2016) mention, there are two different types of energy storage
technologies, the electrical and the thermal, with subtypes such as mechanical energy stor-
age (MES), chemical energy storage (CES), electrochemical energy storage, superconducting
magnetic energy storage (SMES), cryogenic energy storage, sensible heat storage, latent
heat storage, thermochemical heat storage, and possibly even more subtypes of energy stor-
age technologies. The importance of energy storage technologies has also been described
by Rahman et al. (2020), who also reported the challenges attached to the stability and
reliability of renewables with regard to sufficient energy supplies. Through an overview
of energy storage technologies, Rahman et al. (2020) have concluded that energy storage
systems may provide a solution to the uncertainty regarding the sufficiency of energy
produced and stored by renewable sources. Having these solutions in mind, more nations
will be able to adopt the renewable forms of energy production, and hopefully in the future
the environmental impact of energy production will be reduced.

2.2.1. Solar Power

One of the most common forms of renewable energy is solar. It is based on solar
radiation, which is captured through photovoltaic cells (PV), which, by heating water,
produce electricity. As da Mata et al. (2017) underline in their paper, the photovoltaic flat
plates can be installed either on buildings or special structures. In recent years there has
been a significant increase in the number of sales of photovoltaic modules, which therefore
led to a decrease in their price. Although there was a significant price drop, the average
cost per photovoltaic unit is still high, sometimes even estimated at 10 times the cost of
more common sources of electricity. This drawback may be a limitation to the expansion of
the solar power industry.
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2.2.2. Wind Power

Another form of renewable energy that has gained increasing attention in recent years
is wind power. According to da Mata et al. (2017) there has been a recorded annual increase
of about 20% over the last 5 years. Brook et al. (2014) emphasize that fact that wind power
is one of the most ancient types of power generation. Over the centuries, wind provided
great benefits to humanity for everyday activities such as wheat grinding, wood sawing
and water pumping. Moreover, for many centuries, travelling around the world was only
possible due to wind used in sailing, making transportation possible. One of the main
drawbacks of wind power, however, is the limited availability. Electricity, or power in
general, cannot be produced when there is no wind. In previous centuries, in there was
no wind for a day or two, transportation was likely to be delayed. However, in current
times, if there is no wind, the electricity already produced may not be able to cover the
daily power demands.

2.2.3. Hydroelectric Power

Another renewable form of energy da Mata et al. (2017) illustrate is hydroelectric
power, which is also believed to be an ancient type of energy production. The generation of
hydroelectric power can be achieved through the use of the force of water, usually taking
the form of rivers and dams. In contrast to solar and wind power, which are not fully
reliable due to the possible lack of sunlight and/or wind, hydroelectric power appears to
be a more stable source of energy. da Mata et al. (2017) underline the fact that by 2015, 16%
of global electricity was provided by hydroelectric power, with some countries depending
mainly on it as their main energy source. Characteristic examples are Norway, with 99%
of the country’s electric consumption produced by hydroelectric power, while Canada,
Switzerland and Sweden have usage percentages of 58%, 55% and 45%, respectively.

Obviously, this type of energy does have its own disadvantages. The first and most
serious disadvantage is the fact that in order to have a sufficient, continuous water supply,
there is a need to construct dams, which has been shown to cause significant environ-
mental damage to the surrounding ecosystem. The other noticeable disadvantage is a
possible drought occurrence, which will decrease the volume of the available water, a
phenomenon which is currently more visible due to climate change and global warming
(da Mata et al. 2017).

2.2.4. Geothermal Power

Geothermal power, which is recognized as a renewable energy resource (Rybach 2003)
is the energy created by the heat of the Earth, as Kagel et al. (2005) have mentioned.
Kagel et al. (2005) analyzed the geothermal energy produced by United States since 1960
and pointed out that due to the fact that during geothermal energy production no fossil
fuels are used, there are no harmful air emissions that will burden the environment. More-
over, they clarify that although sulfur dioxide is not directly emitted during the energy
production through geothermal power plants, the hydrogen sulfide is transformed into
sulfur dioxide and sulfuric acid when released to the atmosphere. Rybach (2003), following
the Kyoto Protocol suggestions, emphasizes that although all different types of energy
production may have an impact on the environment, the technology used during the
energy production is what affects the level of encumbrance. As for geothermal power
production, based on figures presented by Rybach (2003), coal, oil, and gas have higher
GHG emissions, while hydroelectric, solar and wind have lower GHG emissions. These
indications characterize geothermal as an attractive alternative solution for GHG emissions
reduction. Based on Kagel et al. (2005), due to the fact that the Earth’s interior temperature
is expected to remain high for billions of years, geothermal energy can be assumed to be a
sustainable alternative for a long time.

Regarding the main disadvantages of geothermal energy production, Bagher et al. (2014)
underline that this source of energy cannot be available everywhere in the world, while at
the same time the power plant sites are not close to the distribution areas. Moreover, when
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analyzing the investment cost, the steam power plant cost is relatively high, and it is not
certain whether a depreciation of such an investment will be achieved.

2.2.5. Biomass

Another renewable energy source alternative is biomass, which is assumed to be a
great source of energy that can contribute to the increased energy demands of the modern
society (Bridgwater 2006). Compared to other renewable energy sources, biomass is the one
that produces the most emissions during energy generation that burdens the environment
with gases (HCI, SO2, HF, HCN, NOx and CO), particulates (PM 2.5, PM 10), as well as
toxins that, if not handled properly, may become hazardous (Song and Hall 2020). A great
disadvantage of biomass as described by Vassilev et al. (2015) is the high investment cost
required for a biomass power plant installation, thus increasing the risk of non-depreciation,
as is the case with geothermal energy.

2.3. Advantages & Disadvantages of Nuclear Energy

Living in the real world, none of the decisions or actions human beings choose is
perfect. The same idea is observed in terms of nuclear energy as well. When examining the
option of adopting a new process, we have to thoroughly comprehend all different aspects,
positive and negative, that may appear, so as to weight them properly on our final decision.
For that reason, before we reach any conclusions about nuclear energy, we need to evaluate
both the advantages and disadvantages that exist. As has already been mentioned above,
90% of the in-use reactors belong to the LWR type. Based on Schiermeier et al. (2008),
this specific type of reactor can produce electricity with a cost varying between $0.025 and
$0.07 USD per kilowatt-hour, with the fluctuation appearing due to the design and/or
requirements of each reactor. The equivalent cost per kilowatt-hour when using natural gas
is approximately $0.05 USD. The low cost of production is mainly affected by the low cost
of raw material (Temurçin and Aliağaoğlu 2003). A similar comparison between nuclear
energy and production cost was also made by Akyuz (2017) and Aras (2013). That factor
highlighted the fact that nuclear energy can sometimes be an cheaper solution compared to
the known and excessively used methods.

Following the shame concept, other researchers have estimated the cost per MWh
both for nuclear energy generation and renewable energy generation. More specifically,
Korkmaz and Önöz (2022) provide evidence that the average cost system cost regarding the
nuclear energy scenario equals to $64 USD per MWh (giving a $0.064 USD per KWh), while
the renewable energy scenario provides an average system cost of $62.3 USD per MWh
(giving a $0.0623 USD per KWh). As they mention, the reported costs are the levelized
costs of electricity generation (LCOE). Barthelmie and Pryor (2021) reported the LCOE of
wind energy generation and underlined that regarding the onshore wind en-ergy LCOE is
almost $40 USD per MWh in U.S.A and Europe (giving a $0.04 USD per KWh) and almost
$60 USD per MWh in Asia (giving a $0.06 USD per KWh) while the offshore LCOE is
higher compared to the onshore LCOE and ranges between $106-$171 USD per MWh in
specific countries (giving a $0.106-$0.171 USD per MWh). The results provides by Korkmaz
and Önöz (2022) and Barthelmie and Pryor (2021) are comparable with those provides by
Schiermeier et al. (2008). Hansen (2019) followed a similar ap-proach in reporting LCOE
of many different electricity generation sources, however, the results are presented in €.
As Hansen (2019) mentions, onshore wind power has the lowest LCOE, which equals
to €34 per MWh (€0.034 per KWh), followed by coal power plants with LCOE equal to
€39 per MWh (€0.039 per KWh), followed by large-scale hydro-power with a LCOE equal
to €40 per MWh (€0.04 per KWh) and small-scale hydro-power with a LCOE equal to
€45 per MWh (€0.045 per KWh). Combined Circle Gas Turbines provide a LCOE equal to
€58 per MWh (€0.058) while the offshore wind power gives a LCOE equal to €66 per MWh
(€0.066 per KWh) and nuclear power generations provides a LCOE equal to €69 per MWh
(€0.069 per KWh). Similarly, large-scale photovoltaics (solar power) report a LCOE equal to
€72 per MWh (€0.072 per KWh) while small-scale photovoltaics report a LCOE equal to
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€104 per MWh (€0.104 per KWh). Finally, biomass power plants provide a LCOE equal to
€88 per MWh (€0.088 per KWh).

If we compare nuclear energy to other renewable energy forms such as solar power
and/or wind power, it is proven that nuclear energy is assumed to be a sustainable source
due to the fact that it fulfills all required criteria. Renewable energy forms depend on
meteorological conditions, as we have already stated. Those conditions may reduce or even
eliminate electricity production using solar, wind or hydroelectric power. Nuclear power,
on the other hand, is not affected by similar conditions, leading the supporters of the NNPs
to emphasize that sustainability is one of the main advantages of nuclear energy (Coskun
and Tanriover 2016). Researchers (Akyuz 2017; Kok and Benli 2017; Kurt 2014; Aras 2013)
who have analyzed Turkey’s case regarding its dependence in oil and natural gas imports
conclude that the country is heavily dependent of those imports, and even a slight decrease
on those imports may have a huge negative impact to the electrical situation of the entire
nation. If establishing nuclear power plants in Turkey, they firmly believe that the risk of
electrical insufficiency is drastically reduced. Moreover, apart from the risk of sufficient
supply, Topal-Namli and Namli (2014) state that Turkey will also be able to reduce energy
expenditures.

Another great advantage supporters of NPPs underline is the longevity of the main
equipment of the nuclear power plants, the reactors. More specifically, the initial reactor
designs were guaranteeing a 40-year operational lifespan of the reactors used; however, the
evolution of technology extends their operational ability up to 80 years (Ozcan et al. 2016).
This is the strongest and most alluring benefit that nuclear energy has to offer. Contrary
to fossil fuels, which are the main producers of greenhouse gas emissions, causing global
warming and climate change, nuclear power plants do not emit greenhouse gases during the
process of electricity production (Akyuz 2017; Ilhan et al. 2010; Sirin 2010; Erdogdu 2007).

Although nuclear energy and nuclear power plants have numerous benefits, both
for the economy and the environment that have already been mentioned, their opponents
express their firm dissatisfaction based on their significant drawbacks (Akyuz 2017). The
initial statement that is raised by Gunay and Iseri (2017) is related to the insufficient
and ineffective regulations that many countries have regarding nuclear energy. More
specifically, many countries around the world, such as Turkey, do not have sufficient
and laws and regulations, nor highly-trained operators, that are required to observe and
guarantee nuclear safety. This factor significantly increases the risk of a potential industrial
accident. In order to tackle this possibility, the governments of these countries should
establish a comprehensive nuclear energy plan in an attempt to reduce current uncertainty
(Topal-Namli and Namli 2014).

Despite the fact that Schiermeier et al. (2008), underline the low cost of production
compared to fossil fuels, Akyuz (2017), states that nuclear energy can be assumed to
be a very costly energy source due to the excessive investment cost. This is a critical
reason for Turkey’s NPP cancellations. Another factor that increases the operational costs
of NPPs is nuclear waste management, which requires substantial standard techniques
and equipment (Ozcan et al. 2016). Regarding waste management and disposal, this
will be thoroughly described in a following Section (see Section 2.5), Cohen (1983) and
Sirin (2010), emphasize the great danger that lies beneath waste management and disposal.
Nuclear power plants create toxic, radioactive and extremely hazardous waste that remains
hazardous for sometimes even hundreds of thousands of years. Cohen (1983) specifically
mentions that 99% of their contaminants remain on materials even after 600 years. Even
if we dispose of them in the burying zones, there is an unacceptable level of risk both for
people and the environment.

Regarding spent fuel and its recycling process, apart from being costly, it increases
the possibility of nuclear theft risk. Due to the fact that nuclear weapons can be created
from nuclear energy fuel residuals, the proliferation danger is increased. (Sokolski 2010).
Moreover, nuclear power plants can produce plutonium for military purposes (Akcay 2009),
and although most countries of the world have signed the Non-Proliferation Treaty (see

188



J. Risk Financial Manag. 2023, 16, 45

Section 2.7.3), no one can ensure that they will not create nuclear bombs which will disturb
worldwide peace.

History shows that the next three drawbacks sometimes may be connected with each
other. Topal-Namli and Namli (2014) state that nuclear power plant locations are chosen
based on their surroundings, due to the fact that those facilities have need immediate
access to water for cooling purposes. Therefore, seaside, riverside and lakeside areas are
the perfect location for the construction of a nuclear power plant. On the other hand,
based on recorded events, nuclear power plants are vulnerable to natural phenomena,
such as earthquakes and tsunamis. The most well-known case is the Fukushima Daiichi
Nuclear Power Plant case (see Section 2.6.3), a facility which was built close to the coast
in order to have access to water for cooling purposes, and a tsunami caused the cooling
system shutdown, leading to the greatest nuclear disaster of the new millennium. The last
disadvantage mentioned by Akyuz (2015) is the risk of nuclear accidents in general. In
spite of not being a frequent phenomenon, with only 33 accidents and incidents reported to
date, the disastrous impact of such events is devastating. The worst case in history was the
Chernobyl disaster (see Section 2.6.2).

2.4. Economic Growth and Environmental Impact

Another aspect that authorities have to weigh for a possible expansion of nuclear
energy is the economic growth that will accrue to each nation along with the range of
environmental impacts. An in-depth study by Apergis and Payne (2010) examined the
linkage between nuclear energy consumption and economic growth for a period of 26
years (1980–2005) and included 16 countries. The factor that triggered the researches to
examine this linkage was the highly volatile price of oil and gas, including the fact that a
great number of countries depend on the imports of such products, as well as the excessive
greenhouse gases emissions produced from fossil fuels that have a negative impact on the
environment. As stated by Fiore (2006) as well as Toth and Rogner (2006), nuclear energy
may be be highly significant when used in regions where energy demand growth is rapid
if we consider that the scientific society has announced that fossil fuel reserves will not be
sufficient to cover the global energy demand sometime in the near future.

One of the most well-known environmental hypotheses that provides a linkage be-
tween economic growth and environmental pollution is the Environmental Kuznets Curve
(EKC) hypothesis, which graphically is presented as an inverted U-shaped relationship
(Iwata Hiroki and Samreth 2010). Based on this theory, during to the initial stages of
economic growth and increasing incomes, environmental pollution and natural resource
degradation is observed, while after a certain point of increasing income, an additional
unit of income leads to a reduction in environmental pollution. A number of scientists
have focused their research on CO2 emissions and energy consumption, mainly nuclear
and renewable energy. Irfan and Shaw (2017) state that renewable energy leads to carbon
emissions reduction, while non-renewable energy leads to an increase in it. Apergis and
Payne (2010) underline that renewable energy consumption does not have a decreasing
impact on carbon emissions, a similar finding to the Menyah and Wolde-Rufael (2010)
study. Forsberg (2009) and Heal (2009) emphasize that this reduction may not have been
achieved due to the lack of adequate storage technology for renewable energy; however,
in the long-run renewable energy technologies appear to improve environmental quality.
Regarding the environmental impact that s connected to the nuclear energy production, it
is crucial to mention that uranium mining may increase the risk of environmental danger.
The good news, however, is that due to the new technology in nuclear reactors, the quantity
of uranium needed for nuclear energy production will sharply decrease. In that way, the
volume of waste that needs to be managed and isolated, as well as radioactivity hazards,
will be drastically reduced (Brook et al. 2014).

Franco et al. (2017) undertook a study in India for the period 1901–2011 and their
findings indicate that although urbanization leads to economic growth and improvements
in quality of life, carbon dioxide emissions are significantly increased due to the higher
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levels of energy consumption. Many researchers (Shafiei and Salim 2014; Jebli Mehdi
Ben and Ozturk 2016), when examining the CO2 emissions in OECD countries, separate
the energy variable into two subcategories, renewable and non-renewable, indicating
that non-renewable energy increases CO2 emissions, while renewable energy decreases
CO2 emissions in these countries. Lastly, Al-Mulali et al. (2015) examine the Vietnam
case and observe that although non-renewable energy consumption increases CO2 emis-
sions, renewable energy consumption has no effect on carbon dioxide emissions. On the
other hand, Al-Mulali et al. (2016), examine the Kenya case (1980–2012) and find that
renewable energy consumption reduces carbon dioxide emissions, while non-renewable
energy consumption and urbanization increase carbon dioxide emissions, and as a result,
environmental pollution.

Paramati et al. (2017), on their econometric analysis over the period 1990 to 2012,
regarding developing countries, state that renewable energy consumption can positively affect
economic growth, as well as the quality of the environment. Menyah and Wolde-Rufael (2010),
underline the fact that the economic impact of the global warming phenomenon can be
incredibly costly and lead to a 25% decline of global GDP (Gross Domestic Product). If we
take into consideration the energy crisis many countries will face due to the fact that energy
imports will be declined (Hedenus et al. 2010), we can imagine the great decrease that will
be reported in the global GDP. It is crucial to understand that the phenomenon of global
warming is not only an environmental disaster, but also a huge threat to the global economy
(Adamantiades and Kessides 2009; DeCanio 2009; Reddy and Assenza 2009).

Omri et al. (2015) conducted an in-depth study in order to examine the causality be-
tween nuclear and renewable energy consumption and economic growth. They proposed
four hypotheses regarding causality, the growth hypothesis, the conservation hypothesis,
the neutrality hypothesis and the feedback hypothesis. The growth hypothesis indicates
that there is a unidirectional causal relationship running from energy consumption to
economic growth. The conservation hypothesis indicates that it is assumed to be a unidi-
rectional causality running from economic growth to energy consumption. The neutrality
hypothesis indicates that there is no causality between energy consumption and economic
growth, and the feedback hypothesis posits that there is a bi-directional causality between
energy consumption and economic growth. Regarding nuclear energy, the growth hypoth-
esis is accepted for Belgium and Spain, while the conservation hypothesis is accepted for
Bulgaria, Canada, The Netherlands and Sweden. The neutrality hypothesis is accepted for
Finland, Hungary, India, Japan, Switzerland and the U.K. Finally, the feedback hypothesis
is accepted for Argentina, Brazil, France, Pakistan, and the United States (Omri et al. 2015).
Similarly, regarding renewable energy, the growth hypothesis is accepted for Hungary,
India, Japan, The Netherlands and Sweden, while the conservation hypothesis is accepted
for Argentina, Spain, and Switzerland. The neutrality hypothesis is accepted for Brazil
and Finland. Finally, the feedback hypothesis is accepted for Belgium, Bulgaria, Canada,
France, Pakistan and the United States (Omri et al. 2015).

2.5. Waste Management & Disposal

As we have already mentioned in Section 2.1, nuclear energy production, like any
other type of production, apart from the final product, also produces waste. However, not
all waste is the same. In the case of nuclear waste, we should always have in mind the
statement that Corkhill and Hyatt (2018) made regarding the high radioactivity of fission
products and actinides. In other words, the most crucial process after power generation is
the procedure of waste management and disposal. These radioactive materials need to be
treated and stored properly so that they will not have a hazardous effect on humans and the
environment (Corkhill and Hyatt 2018; Keeney and Winterfeldt 1994). As is well-known,
the level of radioactivity declines over the years. Nevertheless, this is a lengthy process that
in some cases may exceed hundreds of thousands of years. The two terms used in order
to describe the period of time that is needed for nuclear waste to reduce its radioactivity
are half-life and hazardous life, with half-life being the period of time that is needed to
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decay half of the element’s radioactivity, while hazardous life refers to the period of time
that is needed to decay to a thousandth or millionth of an element’s original amount of
radioactivity, and this amount is usually is 10 or 20 half-lives.

For instance, the half-life of Tritium is 12 years, while its hazardous life is equal to
120–240 years. Similarly, the half-life of Strontium-90 equals 28 years, while its hazardous
life equals to 280–560 years. A great example is Nickel-25, which has a half-life equal to
76,000 years, and a hazardous life equal to 760,000–1,520,000 years. Having this a priori
information in mind, it is essential to mention that is not only important how the waste is
treated after nuclear power production, but it is also crucial to find suitable methods and
storage for these radioactive elements in the long-run, and of course avoid the corrosion of
the storage material before the end of the hazardous life, otherwise the radioactivity will
be spread to the environment. This is the main reason why nuclear waste management is
significantly more expensive compared to nuclear energy production.

The four main nuclear waste types are the following: Spent Nuclear Fuel (SNF), High-
Level Waste (HLW), Intermediate-Level Waste (ILW) and Low-Level Waste (LLW). Each
type of waste has a different process of management and disposal. Before we move forward
to the waste management and disposal processes, it is important to clarify the differences
between these types of waste. The nuclear fuel used in a reactor in order to produce
electricity is uranium oxide. Since uranium oxide has undergone fission, it is removed
from the reactor and is called Spent Nuclear Fuel (Corkhill and Hyatt 2018) and is assumed
to be the most controversial type of nuclear waste (Ramana 2018; Flynn et al. 1995), due
to the fact that it continuously transforms and includes high levels of radioactivity. If a
person was exposed to such level of radioactivity, they would absorb a lethal dose in less
than a minute. The most common method of SNF management and disposal is to cool
the fuel for several years (2–5 years) under water in special engineered cooling ponds and
then stored in containers and transferred to long-term storage locations. Moving forward,
nuclear waste that includes concentrations of radionuclides, which increase radiogenic
self-heating, are known as high-level waste, and contain substantial levels of radioactivity.
Similar to the high-level waste, the intermediate-level wastes contain significant levels
of radioactivity, but it is lower compared to high-level waste, and still requires caution
with regard to the waste management and disposal process. Last are the low-level wastes
which cannot generate heat, have low levels of radioactivity, and do not require any special
consideration with regard to the management process (Corkhill and Hyatt 2018). Below,
we will analyze all possible methods that can be used in the process of waste management
as well as waste disposal.

Waste immobilization is a waste management technique that is divided into two types
based on the materials used. The purpose of waste immobilization is to ensure that the
radioactive materials will be handled, transported and stored safely, minimizing the po-
tential risks to human health and the environmental. In other words, the material should
remain stable during the transport and storage, as well as remain stable under required
temperature ranges and radiation fields, and finally, durable and not easily dissolvable un-
der conditions of long-term storage and disposal. Vitrification using borosilicate glass is an
attractive immobilization technique, especially for high-level wastes. Not only can borosili-
cate glass be used during this process, but other kinds of glass, such as aluminophosphate
glass, are commonly used in Russia (Corkhill and Hyatt 2018; Stefanovsky et al. 2004; Yim
and Linga Murty 2000; Weber et al. 1997; Lutze 1988). The second waste immobilization
technique is cementation. In contrast to borosilicate glass, cementation is preferable for
intermediate-level waste. In this process, the radioactive waste is simply surrounded or
encapsulated by a wet cement paste which gradually turns into a hard cement block. A
great advantage of this process is the fact that cement is a low-cost material which can be
simply processed and handled. (Corkhill and Hyatt 2018; Yim and Linga Murty 2000).

Another option for waste management that has been proposed was to remove nuclear
waste from the Earth and to store it in space. A more suitable option is assumed to be
the removal of nuclear waste from the surface of the Earth. The reason behind this is
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that the upper layers of the surface are exposed to environmental risks, such as climate
change, tectonic plate movements, and of course human intrusion. Thus, geological dis-
posal of high-level waste is proposed, basically by burying the wastes several hundreds
of meters or more below ground into special containers. This concept is suitable for the
long-term storage of nuclear waste (Corkhill and Hyatt 2018). In order to successfully
dispose of nuclear waste using this proposed method, it is crucial to follow the proposed
principle so as to maintain safety. This concept is known as the multi-barrier concept
and indicates that, first of all, specially engineered multi-layer barriers will contain the
nuclear waste until the moment that the majority of the radioactivity will be decayed.
Secondly, the host geology will successfully isolate the barrier from the biosphere so as to
reduce the likelihood of human intrusion and, finally, the location of the storage facility
will be several hundreds of meters below ground and will ensure long transport path-
ways to decay any significant migration of radionuclides from the waste to the biosphere
(Corkhill and Hyatt 2018). Based on Hench et al. (1986), an engineered waste package is a
seven-layer container consisting of (a) alkali borosilicate glass or titanate based polyphase
serving as a host matrix for the high-level waste, (b) a metal canister, usually stainless steel
surrounding the glass compartment, (c) a metallic overpack such as mild steel ductile iron,
pure titanium, titanium alloy, or nickel alloy, (d) a sleeve which is used in order to assure
the clearance for the package, (e) the backfill of a material contained between the other
engineered waste package components and the host rock, (f) a buffer, which is a material
used to facilitate the conditioning of the ground water, and (g) filler, which can be any
material used to fill the space between the other components of the waste package.

2.6. Nuclear Accidents

The majority of individuals who oppose nuclear power plants, and nuclear energy
in general, are probably adversely affected by the worst nuclear disasters of the century.
These events have raised great public attention and obvious negative publicity. However, it
is crucial to mention that science, when used properly and with the required respect, is not
disastrous. Irrational decisions, overuse and/or reckless use or other external factors may
lead to catastrophic results. Three main events will be described below, where different
initial factors led to environmental hazards. However, one of the initial nuclear accidents
that occurred was during a fission reaction by Slotin and his colleagues in 1946 leading
to Slotin’s death and giving us the knowledge regarding the negative results of exposure
to radiation. More specifically, on 21 May 1946, at Los Alamos Scientific Laboratory, a
nuclear experiment was conducted by Louis Slotin and seven other laboratory members
(McLaughlin et al. 2000). Based on McLaughlin et al. (2000), two of the members, Louis
Slotin and Alvin Graves, were directly involved in the experiment, while the other six
individuals were observing the demonstration. Malenfant (1996), who reported four similar
laboratory accidents between 1945 and 1946, reported detailed information regarding the
LA-1 accident during Slotin’s demonstration, and mentioned that the eight personnel were
exposed to excessive levels of radiation. More specifically, Oettingen (2018) underlined
that Slotin was exposed to 2100 rem, leading to his death nine days after the occurrence
of the accident, while Graves received 360 rem, and recovered several weeks after the
experiment. Regarding the six observers, Hempelman et al. (1979) mentioned that they
were exposed to lower levels of radiation, and thus there were no major impacts on their
health. Malenfant (1996) indicated that this accident, as well as similar accidents to Slotin’s,
have a great significance because they provide information about the undesirable effects
when potentially hazardous experiments were conducted without the appropriate planning,
preparation and safety measures. In other words, Slotin’s accidents and similar accidents
of the past provided us with the knowledge that nuclear energy can be hazardous and
disastrous if used without respect for safety measures. This information was not always
kept in mind during operations in nuclear power plants. Our review will not focus on the
laboratory experiments and failures, not because they are assumed to be insignificant, but
due to the fact that the aftermath of these events does not have a catastrophic impact to

192



J. Risk Financial Manag. 2023, 16, 45

the environment, society and economy compared to the industrial accidents analyzed in
this review. However, these laboratory failures should teach us the lessons of preparedness
and respect for nuclear energy in order to avoid or at least minimize the possibility of the
occurrence of industrial disasters.

Before continuing further to the brief description of the most known events, we believe
that is relevant to describe the International Nuclear and Radiological Event (INES) scale
established in 1990 by the International Atomic Energy Agency (IAEA). As described on
the IAEA official website, all members of IAEA make use of the 1-to-7 scale when a nuclear
event occurs in order to describe its severity, with 1 being the lowest value and referring to
a simple anomaly, and 7 being the worst instance of nuclear disaster and officially referred
to as a “major accident”.

As seen in Figure 1, values 1 to 3 indicate incidents with not so severe impacts on
the environment and society in total, while values 4 to 7 indicate nuclear accidents that
are catastrophic in most case outcomes. Although the scale was created in 1990, after the
occurrence of some of the greatest nuclear accidents, scientists estimated the given INES
Scale score for those events as well.

Figure 1. International Nuclear and Radiological Event (INES) Scale. Source: International Atomic
Energy Agency official website—https://www-news.iaea.org/InesScale.aspx (accessed on 5 May 2022).

2.6.1. Three Mile Island (1979)

Perrow (1981), just two years after the Three Mile Island event, mentioned that acci-
dents are likely to happen; however, factors that can eliminate their occurrence or impact
do exist. The partial meltdown of the Three Mile Island Unit 2 reactor (TMI 2) occurred
on 28 March 1979, in Pennsylvania, USA, causing a nuclear accident with high levels of
radiation diffusion that experts categorized as a level-5 nuclear accident on the INES scale.
As Perrow (1981) mentions, although some industrial accidents can be predicted and
their occurrence can be prevented, Three Mile Island was not one of them. The literature
tended to describe this event as a “normal accident”; however, Hopkins (2001) criticizes
Perrow’s “normal accident theory” by explaining that major accidents tend to occur due
to management failures, and more specifically due to the lack of the communication of
information. More specifically, Hopkins (2001) emphasizes the fact that Perrow’s theory
was endeavoring to shift the blame away from front line operators.

2.6.2. Chernobyl (1986)

The worst disaster in nuclear history occurred on 26 of April 1986. As Jaworowski (2010)
states, the Chernobyl disaster is believed to be the worst possible catastrophe since the ad-
vent of nuclear energy. As the records mention, it was the early hours of 26 April when
Chernobyl personnel ran a safety test on a flawed reactor design. The fact that this specific
test was held during the night shift with insufficiently trained personnel, together with
human errors and inaccurate decisions, led to the misuse of the No. 4 reactor, whose power
dropped unexpectedly, causing consecutive failures and finally the reactor’s shutdown. This
moment was the beginning of the deadliest and most catastrophic nuclear disaster in history

193



J. Risk Financial Manag. 2023, 16, 45

so far. The explosion following this event destroyed a huge part of the nuclear power plant,
and radiation was diffused uncontrollably. The International Atomic Energy Agency (IAEA)
categorized this catastrophe as a level-7 major accident on the INES scale.

The Vladimir Lenin Nuclear Power Plant, or Chernobyl Nuclear Power Plant as it
is commonly known, is located close to the city of Pripyat, Ukraine, close to the Belarus-
Ukraine border (16 km), and 100 Km north of Kyiv, the capital city of Ukraine. After this
devastating accident, Pripyat turned into an abandoned city due to high levels of radiation
and contamination. It is firmly believed that neighbor cities and countries have faced the
negative impact of this disaster mainly due to transboundary pollution. Jaworowski (2010),
illustrates that in the days following the accident, the recorded concentration of radiocesium
over Poland was 2% to 6% of the maximum level of at the ground level, where the maximum
equals 36.1 mBq/m3. The outcomes of the Chernobyl disaster are uncountable. Not only
was it enormous economic disaster due to the collapse of a great part of the reactor, but
the whole NPP was abandoned and therefore out of order, which led to a reduction in
electricity production. The government had to face the evacuation and relocation of the
population from the hazardous areas. Both the health and environmental impacts were
tremendous. Jaworowski (2010) examined the cancer risk factor of the nuclear workers,
not only in Chernobyl but also in other countries such as Canada, the USA and the United
Kingdom. However, it is crucial to mention that the level of cancer in the general population
increased in the neighbor areas of the accident due to the uncontrollable diffusion. The
most commonly observed cancer in those areas, as an aftermath of the accident, was thyroid
cancer and leukemia, and was mainly diagnosed in children (Moysich et al. 2002).

2.6.3. Fukushima (2011)

In contrast to other nuclear disasters, the Fukushima Daiichi Nuclear Power Plant
disaster was not an accident caused due to human errors or misconceptions. More specif-
ically, on 11 March 2011, a 9 MW earthquake close to the north-eastern coast of Honshu
(Japan) triggered a series of large tsunami waves which devastated all regional coastal
areas (Kenta and Managi 2016; Managi and Guan 2017; Behling et al. 2019). As Halkos
and Zisiadou (2020b) state, this series of events led to a shutdown of 11 nuclear power
plants. Regarding the Fukushima Power Plant, a shutdown of its cooling system due to the
flood of the tsunami waves caused the most catastrophic nuclear accident since Chernobyl.
The International Atomic Energy Agency (IAEA) initially categorized this catastrophe as a
level-5 accident on the INES scale. However, after reassessment, the score was upgraded to
level-7 (Halkos and Zisiadou 2020b), a score that to that point had only been given to the
Chernobyl disaster (Norio et al. 2011).

2.7. Nuclear Weapons

Nuclear energy can be a blessing or a curse, depending on the way someone uses it.
As we have already mentioned, science and scientific achievements are not dangerous for
humanity. What makes them dangerous and sometimes catastrophic, however, is the way
humans handle them. In other words, the misuse, the overuse or the inappropriate way
of adopting and using scientific achievements is what may cause fatalistic consequences.
An example of such a case is the use of atomic bombs, also known as nuclear weapons.
Einstein’s famous equation regarding energy (E = mc2) can turn into the deadliest weapon
in the wrong hands.

2.7.1. Nuclear Weapons Used in Military Attacks

Following the latest news regarding the Russo-Ukrainian war, we would like to
present the first and only two uses of nuclear weapons as a reminder of. Although nuclear
energy has been described above as a source of electricity production, with its benefits
and drawbacks, the real case was not always like that. More specifically, during World
War II, the world witnessed the first and last time that military authorities decided to use
the power of nuclear science as a form of attack. These two attacks became the sharpest
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memory of World War II, and passed from generation to generation as the most catastrophic
military missions. The cities of Hiroshima and Nagasaki became globally famous overnight
as the victims of these American attacks.

Hiroshima (1945)

Hiroshima was the first target city of the atomic bombing. As Zolberg (1998) mentions,
on 6 August 1945, the American Boeing B-29 Superfortress, also known as the Enola Gay,
flown by Paul Tibetts, dropped the first nuclear weapon above Hiroshima. The atomic
bomb was called “Little Boy”, with a blast yield equal to 15 Kilotons (Kt), and caused more
than 90,000 fatalities.

Nagasaki (1945)

Similar to the Hiroshima case, another Japanese city had to face a nuclear attack three
days after the initial mission. Specifically, another American Boeing B-29 Superfortress,
known as Bockscar, flown by Charles Sweeney, attacked Nagasaki on 9 August 1945. The
atomic bomb was called “Fat Man”, with a blast yield equal to 21 Kilotons (Kt), and caused
more than 39,000 fatalities.

2.7.2. Nuclear Weapons under Testing

As can be seen in Figure 2, “Little Boy” and “Fat Man” were not the only two nuclear
weapons created in history. However, the rest of the weapons were not used during warfare
but were only tested from laboratories. The representation in Figure 2 was created by Los
Alamos National Laboratory, which is the laboratory that designed “Little Boy” and “Fat
Man”. Since the last atomic bombing, three more confirmed tests were run globally, the
“Castle Bravo” in 1951, the “Tsar Bomba” in 1961 and the Licorne in 1970.

Figure 2. Nuclear Weapons Comparison. Source: Los Alamos National Laboratory (LANL) https://
www.lanl.gov/discover/publications/national-security-science/2020-summer/vela-feature.shtml (ac-
cessed on 5 May 2022).

In 1951, just 6 years after the atomic bombing during World War II, the US Government
decided to create and test another nuclear weapon under the name of “Castle Bravo”, which
was several times more powerful than “Little Boy” and “Fat Man”. As reported, the “Castle
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Bravo” blast yield equalled 15 Megatons (Mt). Following the American testing, Russia,
then the Soviet Union, launched and tested its own nuclear weapon in 1961, under the
name “Tsar Bomba”, meaning the King of Bombs, with a blast yield equal to 50 Megatons
(Mt), which was the greatest nuclear weapon created to date. Another test that has been
ran and not represented in Figure 2 was the French nuclear weapon tested in 1970, under
the name of “Licorne”, with a blast yield equal to 1 Megaton (Mt), significantly smaller
compared to previous tests.

Brook et al. (2014) in their paper make a reference to nuclear weapons. More specif-
ically, they explain that in order for a country or industry to produce nuclear weapons,
they should ensure access to the main weapons-grade materials of high purity such as
the isotope Pu-239 or the isotope U-235. Regarding the isotope Pu-239, this element is
obtained by the irradiation of U-238, while the isotope U-235 is produced by enrichment
from the mined natural uranium. Knowing that the availability of those chemical ele-
ments is unlimited in nature, we can assume that the production of those weapons is a
simple task for countries that already have the know-how, the facilities and the technology
required. In other words, countries that have nuclear power plants can easily produce
nuclear weapons. The danger that is hidden behind such actions and the increased fear and
uncertainty regarding nuclear weapons after the Hiroshima and Nagasaki cases triggered
powerful countries to establish an anti-nuclear weapon treaty.

2.7.3. Non-Proliferation Treaty

The Treaty on the Non-Proliferation of Nuclear Weapons (NPT) was initially proposed
and signed in 1968, having as its main goal the prevention of nuclear weapons proliferation
around the world. Currently, most countries have signed the Non-Proliferation Treaty,
which for them is a commitment to reducing the production, spread and use of nuclear
weapons (Brook et al. 2014). The responsibility of ensuring that the Treaty will be respected
and followed by all members was assigned to the United Nations. More specifically, the
International Atomic Energy Agency (IAEA) is responsible for the verification of adherence
by all member states to the Non-Proliferation Treaty. As Brook et al. (2014) mention, no
production of weapons-grade materials is observed globally, with the only exception being
the dual-purpose RBMK-type reactors that have been constructed in the Soviet Union. The
Non-Proliferation Treaty consists of 11 Articles (Article I–Article XI) which promote global
safety regarding the nuclear weapons. As the Treaty mentiones in Article X, paragraph 2,
with the completion of the first 25 years of its effectiveness, a conference should be held in
order to evaluate the progress of the Treaty and decide on its continuation, a conference
that the United Nations held and where the continuation of the Treaty was agreed upon by
the parties involved.

3. The Energy Scheme of the New Millennium

The global community is watching the warfare in Europe between Russian Federation
and Ukraine with intense concern since, in addition to the stakes of democracy, it has
affected the global economy and the production and supply of energy. Russia is one
of the main energy suppliers in terms of natural gas, a source that is used in electricity
production as well as a heating fuel in many countries across the world. Moreover, the
production line relies on electricity, which nowadays became a mercurial component due
to the occurring limitations.

Over the last years, countries across the world, taking into consideration climate change
as well as the reduction of the inventory of fossil fuels, have attempted to adopt alternative
and specifically renewable forms of energy production. The most common sources of energy
have already been mentioned in previous sections. Based on available data, we are aiming
to illustrate the current situation since the beginning of the new millennium by using the
reported values by BP’s Statistical Review of World Energy (BP 2022).
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Methodology

Before we analyze the results presented in Tables A1 and A2, we need to clarify the
methodology used in order to create the tables presented below. Tables present the total
values of energy and electricity production globally per year. We calculated the share of
production of each type of energy and electricity source by dividing the total value (last
column of each table) by the value of each type of energy and electricity source. The sum-
mations per year and the percentages based on the total energy mix were calculated by the
authors. The number of countries using each specific form of energy source were calculated
by the authors simply by subtracting the zero filled countries of the total 79 countries of
the sample regarding the energy mix and the 207–209 countries regarding the electricity
production.

Initially, we observed the energy mix used since 2000 on an annual basis for the
reported countries. Table A1 (Appendix A) presents the summations per energy source per
year over the last 22 years (2000–2021). As we can observe, nine different possible energy
sources are reported, including biofuels, solar, wind and hydroelectric power, nuclear
energy, gas, coal, oil, and finally geothermal, biomass, and other energy sources. As is
mentioned in the BP database (2022), the values reported refer to TWh. Following the
note of Table A1 (Appendix A), we will initially discuss the results of the total energy mix
per year due to the fact that the records in brackets are based on these values. First and
foremost, the total energy mix per year is the summation of all forms of energy sources
of all 79 included countries. What is illustrated is the fact that, since the beginning of
the new millennium and over time, the total amount of energy needed, produced and
consumed by the nations globally is steadily increasing. More specifically, there has been a
48.61% increase in the total energy mix over the last 22 years, reaching 158,160.8 TWh of
energy in Total. This significant increase indicates the excessive need of energy by society,
which can lead us to worst case scenarios regarding the latest energy crisis observed due to
the aforementioned warfare. The world demands greater amounts of TWh year by year,
amounts that may not be able to be produced due to the lack of natural resources such as
gas or fossil fuels.

Another aspect that is crucial to take into consideration is the sources from which
all this energy amount is produced. In 2000, the three main sources of energy mix were
gas, coal and oil, which covered the 22.131%, 25.364% and 38.529% of total energy mix,
respectively. More specifically, in total, 91,551.77 TWh were produced based on these three
energy sources, when the total amount of energy produced globally was reaching the
106,425.3 TWh. The majority of the countries examinedwere basing their energy on those
sources, whereby 76 countries were using gas, 71 were using coal, and all 79 were using oil.
Regarding the share of energy coming from the renewable energy forms including solar,
wind and hydroelectric power in 2000, the values reported were significantly low. Only
6.825% of the total energy produced came from solar (0.003%), wind (0.087%) and hydro-
electric (6.735%) power. Although 70 countries have already adopted the hydroelectric
power as an alternative source of energy, only 7167.738 TWh were produced globally, while
solar and wind power were used only by 28 and 39 countries, respectively, with their share
of the total energy mix being dramatically low.

As the task here is to review the case of nuclear energy, in 2000, nuclear energy was
adopted by 30 countries, providing 7317.65 TWh in total, reaching the share of 6.876% of the
total energy mix. The number of countries trusting nuclear energy is low compared to other
sources, which have been proven to be pollutants such as coal. A possible reason for the
non-use of nuclear energy may be assumed to be the negative theory regarding the nuclear
accidents. Indeed, history has shown us that nuclear accidents can be deadly and disastrous
for the economy, the society and the environment. However, it is important to weigh the
drawbacks of other sources of the energy mix. Oil spills cause great environmental disasters
as well; however all 79 countries included in BP’s review use oil as one of the main sources
of energy. The production of energy using coal has been proven to be harmful both for the
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environment and human life, and today the world still depends on coal for a significant
part of its energy production.

The Energy Mix scheme has drastically changed in 2021. The three main sources of
energy mix were gas, coal and oil, which accounted for 24.834%, 27.743% and 30.648%
of the total energy mix, respectively. More specifically, in total, 131,629.22 TWh were
produced based on these three energy sources, when the total amount of energy produced
globally was reaching 158,160.8 TWh. The majority of the countries examined were basing
their energy on those sources, and 76 countries were using gas, 75 were using coal, and
all 79 were using oil. Regarding the share of energy coming from the renewable energy
forms including solar, wind and hydroelectric power in 2021, the values reported are
still significantly low, however, there has been a noticeable increase. Only 11.192% of
the total energy produced came from solar (1.685%), wind (3.049%) and hydroelectric
(6.458%) power. What is really important to mention, however, is the number of countries
adopting renewable sources of energy. Compared to 2000, in 2021 the majority of countries
have turned to more ecofriendly sources of energy. Currently, solar power is used in 78
out of 79 countries included in the research, indicating a sharp increase compared to the
28 countries in 2000. Similarly, wind power is used in 70 out of 79 countries, where in 2000
only 39 countries were using wind power as part of their energy mix.

The energy produced by the renewable forms has significantly increased. Solar power
in 2000 was producing only 3.11549 TWh globally, while in 2021 the energy produced
by solar power equals 2664.65 TWh, giving 854.28 times more energy production based
on solar power. Similarly, wind power produced 51.35 times more energy in 2021, while
hydroelectric power produced 0.42 times more energy. However, regarding the low per-
centage change of hydroelectric power, we need to take into consideration the fact that
solar and wind power were established in many countries as new sources of energy, while
hydroelectric power was already prevalent as a source of energy. These changes indicate
that communities around the world have started changing, or at least enhancing the energy
mix with ecofriendly options, taking into account the climate change phenomenon and its
impacts to the environment.

Moving forward, as of 2021 nuclear energy has been adopted by 32 countries, provid-
ing 7026.322 TWh in total, reaching the share of 4.443% of the total energy mix. Although
there was a slight increase in the number of countries using nuclear power, from 30 to
32 countries, what is observable is the fact that the TWh produced globally in 2021 were
291.33 TWh less than those produced in 2000. More specifically, the global production of
nuclear energy in 2021 was 3.98% lower compared to the 2000 values. This decrease may
indicate a possible hesitancy with regard to the use of nuclear energy.

Using the same Review by BP (2022) and the data published, it is feasible to display
the existing condition regarding the electricity production specifically and not just with
regard to the energy mix in general. The difference between those two terms is the fact that
electricity constitutes one of the three components of energy, while transport and heating
constitute the other two components.

When facing energy crises similar to the one that is currently occurring in the world, it
is crucial to know the share of electricity, and not only energy, produced by each source.
This knowledge will give us the needed information to create a plan regarding each
country’s autonomy.

Table A2 (Appendix A) presents the summations per electricity source per year over
the last 21 years (2000–2020). As we can observe, eight different possible electricity sources
are reported, including solar, wind and hydroelectric power, nuclear energy, gas, coal, oil,
and finally renewables including bioenergy and other electricity sources. As is mentioned
in the BP database (2022), the values reported refer to TWh. Following the note of Table A2
(Appendix A), we will initially discuss the results of the total electricity per year due to
the fact that the records in brackets are based on these values. First and foremost, the total
electricity per year is the summation of all forms of energy sources of all included countries.
What is illustrated is the fact that, since the beginning of the new millennium and over
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time, the total amount of electricity needed, produced and consumed by nations globally is
steadily increasing. More specifically, there has been a 74.30% increase in total electricity
over the last 21 years, reaching 26,106.839 TWh of electricity in total. This significant
increase indicates the excessive need for electricity by society, which can worry us once
again about the worst case scenarios regarding the latest energy crisis observed due to the
present warfare that is taking place.

Figure 3 shows a stacked bar graph which has been constructed in an attempt to
visualize the evolution of the global energy mix per year since the beginning of the new
millennium. It has been created using the share of energy coming from each specific source
to the total energy produced annually.

Figure 3. Global Energy Mix (2000–2021). Constructed by the authors.

Another aspect that is crucial to take into consideration is the source from which all
of the total electricity amount is produced. In 2000, the main sources of electricity were
coal and gas, and the three most common electricity sources were hydroelectric power
and oil, which which accounted for 38.153%, 17.969% and 17.527% of total electricity,
respectively. More specifically, in total, 11,031.31 TWh were produced based on these three
electricity sources, when the total amount of electricity produced globally was reaching
12,978.305 TWh. The majority of the countries studied were basing their energy on those
sources, whereas 91 countries were using gas, 70 were using coal, and 146 were using
hydroelectric power. Regarding the share of energy coming from the renewable energy
forms including solar and wind power in 2000, the values reported were significantly low.
Only 0.215% of the total energy produced came from solar (0.007%) and wind (0.208%)
power. Another source that has not been discussed yet regarding electricity production
is oil.

In contrast to the energy mix analyzed above, oil as a form of electricity source is not a
common component. More specifically, in 2000, 175 countries globally were using oil in
the electricity production process; however, only 1191.85 TWh were being produced using
this source, accounting for a share of 7.957% of total electricity. Moving forward, we once
again are aiming to separately discuss the case of nuclear energy. In 2000, the electricity
production of nuclear energy was adopted by 31 countries providing 2505.93 TWh in total,
reaching the share of 16.730% of total electricity. Similar to the energy mix, the number
of countries trusting nuclear energy is low compared to other sources that have been proven
to be pollutants, such as coal.

Following the same path of the energy mix scheme, electricity production has drasti-
cally changed in 2020. The three main sources of electricity were coal, gas and hydroelectric
power, which were covering 35.296%, 23.047% and 16.516% of total electricity, respec-
tively. More specifically, in total, 19,543.22 TWh were produced based on these three
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electricity sources, while the total amount of electricity produced globally was reaching
26,106.839 TWh. With regard to the share of energy coming from the renewable energy
forms including solar and wind power in 2020, the values reported are still significantly low;
however, there has been a noticeable increase. Only 9.276% of the total energy produced
came from solar (3.197%) and wind (6.079%) power. What is really important to mention,
however, is the number of countries adopting renewable sources of energy. Compared to
2000, in 2020 the majority of countries have turned to more ecofriendly sources of energy.
Currently, solar power is used in 151 out of 209 countries included in the research, indicat-
ing a sharp increase compared to the 15 out of 207 countries in 2000. Similarly, wind power
is used in 105 out of 209 countries, where in 2000 only 36 out of 207 countries were using
wind power as part of their electricity production.

The electricity produced by the renewable forms has significantly increased. Solar
power in 2000 was producing only 1.08 TWh globally, while in 2020 the electricity produced
by solar power equalled to 834.63 TWh, providing 771.81 times more electricity production
based on solar power. Similarly, wind power produced 49.93 times more energy in 2020.
Once again, these changes indicate that communities around the world have started
changing, or at least enhancing the energy mix with ecofriendly options, taking into
account the climate change phenomenon and its impacts to the environment.

Moving forward, in 2020 energy production resulting from nuclear energy was
adopted by 33 countries, providing some 2635.81 TWh in total, accounting for 10.096%
of total electricity. Although there was a slight increase in the number of countries using
nuclear power, from 31 to 33 countries, what is observable is the fact that the share of
electricity produced by nuclear energy globally in 2020 is lower compared to the share
from 2000.

Figure 4 is a stacked bar graph which has been constructed in an attempt to visualize
the evolution of global electricity per year since the beginning of the new millennium. As
is obvious, it has been created using the share of energy coming from each specific source
to the total energy produced annually.

Figure 4. Global Electricity Production (2000–2020). Constructed by the authors.

4. Conclusions

The purpose of this paper was to review the case of nuclear energy and to discuss the
issue of coping with energy crisis risks. More specifically, apart from presenting the basics
of nuclear energy and nuclear reactors, we attempted to compare this source of electricity
with other renewable energy forms such as solar power, wind power and hydroelectric
power. It has been seen that, over the last years, there has been an increase in reactor
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construction globally. Having as an example the countries that gain the majority of their
electricity from nuclear power plants, such as France, even more countries have decided to
invest in this source of energy.

Supporters of nuclear energy believe that this source of power can be the best solution
for sustainable energy production as well as climate change. The fact that during nuclear
power production there are no emissions of greenhouse gases and carbon dioxide makes this
source of energy a clean and eco-friendly option. The factor that supports its sustainability
is uranium, the fuel used during production, which apart from being inexpensive is also
unlimited in nature. Renewable energy forms (solar, wind and hydroelectric power) may
be great options regarding eco-friendly energy production, but they unfortunately appear
to be unsustainable due to their limited availability, making them likely unable to meet
daily energy demands.

Nuclear energy, on the other hand, requires expensive investments in equipment and
facilities, as well as expensive methods of waste management and disposal. The fact that
the waste produced is radioactive and remains radioactive for hundreds of thousands of
years, raising great concern about the negative impact that this may have to human beings
and/or the environment with regard to potential cases of misuse. Another drawback of
nuclear power plants is the fact that they are extremely vulnerable to natural environmental
hazards such as earthquakes and tsunamis. The case of the Fukushima Daiichi Nuclear
Power Plant Disaster of 2011 serves as a reminder of this.

Regarding the increase of income and the increase of environmental degradation up
to a specific level of income and the decrease of environmental pollution afterwards, as
proposed by the Environmental Kuznets Curve hypothesis, this has been proven to be
accepted as the case in some countries (Halkos 1996, 2003, 2013). Moreover, some countries
have proven that there is a causal relationship between economic growth and energy
consumption. However, this has not been proven in all cases.

As is presented in the paper, since the beginning of the new millennium the scheme
of energy production and electricity production appears to have changed drastically. By
using the available data reported by BR, we illustrated that the production of energy and
electricity has increased over the last 22 years (2000–2021) due to the excessive demand;
however, what is more important to mention is the share of both electricity and energy
derived from renewable forms such as solar, wind and hydroelectric power. It has been
shown that more and more countries have adopted those sources of energy compared to
previous decades.

What is important to examine, however, is whether nuclear energy appears to be
trustable as a source of energy production by the nations of the world. As we have seen
above, over the last 22 years there has been a slight increase in the number of nations
trusting nuclear sources of energy both in terms of energy production and electricity
production. Nuclear energy has been adopted by more countries over the last two decades,
yet regarding the electricity production only 33 out of the 209 countries included in BP’s
sample use nuclear energy in order to produce electricity. These values indicate that it
is probable that most countries either do not trust this source of energy or there may be
an economic reason behind this situation. Knowing that nuclear power plants are an
expensive investment, countries may avoid the investment in these facilities. Another
possible scenario may be the combination of those two cases, as both the expense of
investment and the risk of nuclear power plants may have led to a slight increase of nuclear
energy adoption globally. Regarding renewable forms of energy, it has been proven that
more and more nations around the world trust and adopt these sources in order to cover a
part of their needed energy and electricity production. There has been a sharp increase in
the countries creating power plants for renewable sources of energy such as hydroelectric
power, solar and wind power. There has been a reported increase in their share of global
production. To the best of our knowledge, there is no evidence as to whether there is a
better source of energy when comparing the reported forms.
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Lastly, when discussing the case of nuclear energy, we should of course mention all
the aspects connected to the subject, but we have to always remember the nuclear accidents,
which, although they may not happen frequently, the results are disastrous for the economy,
the environment and human health. They can either be caused by human error or by acts
of nature, but the aftermath is always the same, leaving devastated and abandoned regions
with people suffering from chronic illnesses and probable increases in cancer rates, if not
immediate death.

Regarding further research, we would like to mention that it is crucial to examine
which alternative sources have proven to provide sufficient energy for peak demands and
what their impact to the environment is based on their production process. Moreover, it is
important to investigate and analyze the taxonomy regulations established by countries and
organizations and provide evidence whether nuclear energy and renewable energy sources
can be a possible solution to the European or global energy crisis, as well as to use those
forms as an instrument to enhance climate protection and provide greener alternatives for
a more prosperous future.
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Appendix A

Table A1. Energy Mix by source (all in TWh).

World Biofuels Solar Wind Hydro Nuclear Gas Coal Oil
Geo Biomass

Other
Total

Energy Mix

2000
114.3912 3.115499 92.11011 7167.738 7317.65 23,552.75 26,994.11 41,004.91 178.5533 106,425.3
[0.107%] [0.003%] [0.087%] [6.735%] [6.876%] [22.131%] [25.364%] [38.529%] [0.168%]

8 28 39 70 30 76 71 79 48

2001
110.8154 4.155243 111.9642 6932.966 7475.607 23,839.47 27,420.84 41,312.93 185.3455 107,394.1
[0.103%] [0.004%] [0.104%] [6.456%] [6.961%] [22.198%] [25.533%] [38.469%] [0.173%]

8 29 43 70 30 76 74 79 51

2002
140.2483 5.221885 151.7197 6999.372 7545.317 24,529.58 28,508.64 41,617.19 199.8919 109,697.2
[0.128%] [0.005%] [0.138%] [6.381%] [6.878%] [22.361%] [25.988%] [37.938%] [0.182%]

13 31 44 70 30 76 75 79 52

2003
159.5752 6.500787 182.5275 6923.877 7345.786 25,198.69 31,040.4 42,525.45 211.0865 113,593.9
[0.140%] [0.006%] [0.161%] [6.095%] [6.467%] [22.183%] [27.326%] [37.436%] [0.186%]

14 31 46 70 30 76 74 79 52

2004
191.2764 8.510881 245.5105 7409.625 7630.364 26,148.16 33,196.87 44,149.89 227.9709 119,208.2
[0.160%] [0.007%] [0.206%] [6.216%] [6.401%] [21.935%] [27.848%] [37.036%] [0.191%]

17 35 52 70 30 76 74 79 55

2005
230.3407 11.90605 298.5086 7617.337 7600.611 26,850.21 35,695.61 44,458.48 247.37 123,010.4
[0.187%] [0.010%] [0.243%] [6.192%] [6.179%] [21.828%] [29.018%] [36.142%] [0.201%]

19 37 53 70 30 76 74 79 55

2006
288.3931 16.28421 378.4353 7878.779 7647.21 27,560.27 37,584.38 44,911.86 262.9176 126,528.5
[0.228%] [0.013%] [0.299%] [6.227%] [6.044%] [21.782%] [29.704%] [35.495%] [0.208%]

22 38 57 70 30 76 75 79 57

2007
379.0338 21.95076 483.5379 7958.067 7444.62 28,659.4 39,783.74 45,456.76 286.0014 130,473.1
[0.291%] [0.017%] [0.371%] [6.099%] [5.706%] [21.966%] [30.492%] [34.840%] [0.219%]

22 40 59 70 30 76 75 79 58

2008
510.4845 35.42512 620.8337 8406.951 7375.647 29,357.17 40,301.37 44,961.1 305.3945 131,874.4
[0.387%] [0.027%] [0.471%] [6.375%] [5.593%] [22.261%] [30.560%] [34.094%] [0.232%]

22 45 60 70 30 76 75 79 60
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Table A1. Cont.

World Biofuels Solar Wind Hydro Nuclear Gas Coal Oil
Geo Biomass

Other
Total

Energy Mix

2009
579.0933 58.49998 770.5533 8330.405 7226.256 28,762.58 39,744.99 43,977 327.9855 129,777.4
[0.446%] [0.045%] [0.594%] [6.419%] [5.568%] [22.163%] [30.626%] [33.886%] [0.253%]

23 52 61 70 30 76 74 79 62

2010
664.4033 93.42596 958.3268 8698.284 7367.101 30,885.52 41,565.2 45,463.5 369.0992 136,064.9
[0.488%] [0.069%] [0.704%] [6.393%] [5.414%] [22.699%] [30.548%] [33.413%] [0.271%]

24 59 61 70 29 76 75 79 62

2011
696.9326 179.6672 1210.853 8821.638 7015.404 31,631.98 43,581.74 45,909.24 390.4146 139,437.9
[0.500%] [0.129%] [0.868%] [6.327%] [5.031%] [22.685%] [31.255%] [32.925%] [0.280%]

24 66 62 70 30 76 75 79 63

2012
717.1511 276.3121 1448.305 9155.181 6494.912 32,457.17 43,761.25 46,558.83 422.5592 141,291.7
[0.508%] [0.196%] [1.025%] [6.480%] [4.597%] [22.972%] [30.972%] [32.952%] [0.299%]

24 71 62 70 30 76 76 79 63

2013
775.1474 375.1109 1722.897 9435.65 6507.32 32,974.96 44,430.93 47,050.79 456.5064 143,729.3
[0.539%] [0.261%] [1.199%] [6.565%] [4.527%] [22.942%] [30.913%] [32.736%] [0.318%]

24 76 67 70 30 76 76 79 65

2014
823.7569 528.3576 1898.331 9668.559 6600.271 33,146.83 44,727.26 47,346.81 493.7744 145,233.9
[0.567%] [0.364%] [1.307%] [6.657%] [4.545%] [22.823%] [30.797%] [32.600%] [0.340%]

24 76 68 70 29 76 76 79 65

2015
856.9625 679.3229 2216.853 9608.963 6648.553 33,834.85 43,615.22 48,291.22 532.091 146,284
[0.586%] [0.464%] [1.515%] [6.569%] [4.545%] [23.130%] [29.815%] [33.012%] [0.364%]

24 76 69 70 30 76 76 79 68

2016
893.1888 865.4356 2549.634 9859.68 6708.681 34,611.59 43,027.98 49,210.73 540.1048 148,267
[0.602%] [0.584%] [1.720%] [6.650%] [4.525%] [23.344%] [29.021%] [33.191%] [0.364%]

24 77 67 69 30 76 76 79 68

2017
912.9255 1171.459 3006.434 9928.638 6728.184 35,571.81 43,175.31 49,898.69 576.2781 150,969.7
[0.605%] [0.776%] [1.991%] [6.577%] [4.457%] [23.562%] [28.599%] [33.052%] [0.382%]

24 78 67 69 30 76 76 79 69

2018
983.5064 1505.385 3323.316 10,106.86 6850.746 37,376.67 43,720.89 50,538.79 621.7367 155,027.9
[0.634%] [0.971%] [2.144%] [6.519%] [4.419%] [24.110%] [28.202%] [32.600%] [0.401%]

24 78 68 69 30 76 76 79 69

2019
1049.003 1829.434 3699.318 10,250.11 7067.73 38,058.26 43,071.78 50,613.4 651.8196 156,290.9
[0.671%] [1.171%] [2.367%] [6.558%] [4.522%] [24.351%] [27.559%] [32.384%] [0.417%]

24 78 70 69 30 76 76 79 69

2020
996.0236 2191.175 4145.35 10,492.24 6782.355 37,444.33 41,311.4 45,884.39 681.3334 149,928.6
[0.664%] [1.461%] [2.765%] [6.998%] [4.524%] [24.975%] [27.554%] [30.604%] [0.454%]

24 78 69 69 32 76 75 79 69

2021
1065.024 2664.65 4821.799 10,214.18 7026.322 39,277.3 43,878.03 48,473.89 739.5754 158,160.8
[0.673%] [1.685%] [3.049%] [6.458%] [4.443%] [24.834%] [27.743%] [30.648%] [0.468%]

24 78 70 69 32 76 75 79 69

Note: The table illustrates the TWh produced by each specific form of energy source, the values in the brackets
report the percentage of total energy produced by each specific form of energy source, while the values in
the parentheses represent the number of countries each form of energy source by year. Regarding the sample,
79 countries were included in the sample by BP during the time span 2000–2021. The summations per year and
the percentages based on the total energy mix were calculated by the authors. The number of countries using each
specific form of energy source were calculated by the authors simply by subtracting the zero filled countries of the
79 countries of the sample.
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Table A2. Sources of Produced Electricity (all in TWh).

World
Electricity from

Coal
Electricity from

Gas
Electricity from

Hydro

Electricity from Other
Renewables Including

Bioenergy

Electricity from
Solar

Electricity from
Oil

Electricity from
Wind

Electricityfrom
Nuclear (TWh)

Total Electricity

2000
5714.63 2691.5 2625.18 216.975 1.08 1191.85 31.16 2505.93 14,978.305
38.153% 17.969% 17.527% 1.449% 0.007% 7.957% 0.208% 16.730%

70 91 146 79 15 175 36 31

2001
5800.45 2830.28 2564.48 210.898 1.35 1179.25 38.17 2572.31 15,197.188
38.168% 18.624% 16.875% 1.388% 0.009% 7.760% 0.251% 16.926%

69 92 147 82 17 174 41 31

2002
6055.75 3034.61 2603.17 225.229 1.69 1158.97 52.06 2600.35 15,731.829
38.494% 19.290% 16.547% 1.432% 0.011% 7.367% 0.331% 16.529%

69 93 149 83 18 177 43 31

2003
6461.59 3163.44 2606.15 238.931 2.07 1180.67 63.44 2576.19 16,292.481
39.660% 19.417% 15.996% 1.467% 0.013% 7.247% 0.389% 15.812%

70 95 151 85 18 177 43 31

2004
6686.57 3400.97 2798.14 256.838 2.71 1167.61 85.27 2681.18 17,079.288
39.150% 19.913% 16.383% 1.504% 0.016% 6.836% 0.499% 15.698%

70 95 150 86 19 176 52 31

2005
7030.91 3573.12 2902.91 280.742 3.78 1164.64 103.9 2685.38 17,745.382
39.621% 20.135% 16.359% 1.582% 0.021% 6.563% 0.586% 15.133%

72 97 150 91 20 177 55 31

2006
7427.3 3791.98 3005.2 297.064 5.11 1076.33 132.8 2719.87 18,455.654

40.244% 20.546% 16.283% 1.610% 0.028% 5.832% 0.720% 14.737%
73 97 150 92 22 176 56 31

2007
7919.28 4114.69 3049.54 321.125 6.94 1094.31 170.93 2665.34 19,342.155
40.943% 21.273% 15.766% 1.660% 0.036% 5.658% 0.884% 13.780%

73 98 151 95 27 178 58 31

2008
7915.68 4217.95 3230.7 336.825 11.38 1049.16 220.09 2654.51 19,636.295
40.311% 21.480% 16.453% 1.715% 0.058% 5.343% 1.121% 13.518%

73 98 151 97 30 176 58 31

2009
7807.02 4255.26 3232.81 364.058 19.21 974.4 275.9 2617.32 19,545.978
39.942% 21.771% 16.540% 1.863% 0.098% 4.985% 1.412% 13.391%

73 99 152 99 36 177 64 31

2010
8346.96 4687.57 3409.23 408.989 31.08 970.96 346.22 2686.63 20,887.639
39.961% 22.442% 16.322% 1.958% 0.149% 4.648% 1.658% 12.862%

74 99 151 103 51 177 68 30

204



J. Risk Financial Manag. 2023, 16, 45

Table A2. Cont.

World
Electricity from

Coal
Electricity from

Gas
Electricity from

Hydro

Electricity from Other
Renewables Including

Bioenergy

Electricity from
Solar

Electricity from
Oil

Electricity from
Wind

Electricityfrom
Nuclear (TWh)

Total Electricity

2011
8807.69 4773.18 3476.16 430.049 61.93 1074.46 439.9 2576.2 21,639.569
40.702% 22.058% 16.064% 1.987% 0.286% 4.965% 2.033% 11.905%

78 102 152 105 59 181 69 31

2012
8827.26 5011.8 3641.36 459.53 95.43 1122.18 528.9 2403.18 22,089.64
39.961% 22.688% 16.484% 2.080% 0.432% 5.080% 2.394% 10.879%

78 102 152 105 69 182 75 31

2013
9284.01 4912.86 3768.39 496.037 131.45 1081.27 640.06 2419.42 22,733.497
40.838% 21.611% 16.576% 2.182% 0.578% 4.756% 2.815% 10.643%

79 102 152 110 81 182 81 31

2014
9453.32 5047.91 3860.08 535.863 195.9 1019.78 716.8 2468.28 23,297.933
40.576% 21.667% 16.568% 2.300% 0.841% 4.377% 3.077% 10.594%

81 102 152 112 103 180 91 30

2015
9134.76 5379.57 3869.91 568.046 254.23 1027.27 829.08 2501.5 23,564.366
38.765% 22.829% 16.423% 2.411% 1.079% 4.359% 3.518% 10.616%

83 102 152 117 114 181 96 31

2016
9186.42 5625.7 3999.9 581.325 328.48 982.41 959.41 2533.12 24,196.765
37.965% 23.250% 16.531% 2.402% 1.358% 4.060% 3.965% 10.469%

83 103 151 119 127 181 100 31

2017
9476.27 5729.38 4049.15 608.876 443.29 884.9 1136.94 2548.19 24,876.996
38.093% 23.031% 16.277% 2.448% 1.782% 3.557% 4.570% 10.243%

84 105 151 119 140 181 100 31

2018
9837.67 5859.29 4170.02 654.59 567.8 876.2 1268.43 2620.13 25,854.13
38.051% 22.663% 16.129% 2.532% 2.196% 3.389% 4.906% 10.134%

83 108 150 120 145 182 104 31

2019
9617.54 6083.4 4219.16 688.912 694.5 843.58 1420.08 2723.79 26,290.962
36.581% 23.139% 16.048% 2.620% 2.642% 3.209% 5.401% 10.360%

84 108 151 119 151 181 106 31

2020
9214.62 6016.79 4311.81 712.899 834.63 793.34 1586.94 2635.81 26,106.839
35.296% 23.047% 16.516% 2.731% 3.197% 3.039% 6.079% 10.096%

83 108 154 119 151 181 105 33

Note: The table illustrates the TWh produced by each specific form of electricity source, the values in the brackets report the percentage of total electricity produced by each specific form
of electricity source, while the values in the parentheses represent the number of countries each form of electricity source by year. Regarding the sample, the provided dataset includes
207 countries for the period 2000–2004, 208 countries for the period 2005–2011, and 209 for the period 2012–2020 in the sample by BP during the time span 2000–2020. The summations
per year and the percentages based on the total electricity were calculated by the authors. The number of countries using each specific form of energy source were calculated by the
authors simply by subtracting the zero filled countries of the total countries of the sample per year.
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Abstract: Companies and countries have needed to adapt their activities to the consequences of the
Russian war in Ukraine. The analysis in this article shows that both the Russian war in Ukraine and
the subsequent trade restrictions have become a powerful trigger, significantly increasing the level of
inflation and exacerbating the existing issues of economies. As a result, the confrontation between the
West and Russia has greatly escalated, which will have a long-term, large-scale negative impact on
most European companies and economies. There could also be a lasting restructuring of world trade.
The article notes that not only the end date of the war in Ukraine may be important for business and
economies, but also which of the trade and financial restrictions can be lifted from Russia, and when.
The article also makes recommendations that may help company leaders plan, in a timelier and more
accurate fashion, the changes necessary to maintain company sustainability.

Keywords: war in Ukraine; Europe; consequences; economy; business; companies; embargo

JEL Classification: G12; G14; G15

1. Introduction

A little more than two years have passed since the beginning of the COVID-19 pan-
demic, and it is not clear whether it has finally ended. However, companies and countries
face an unexpected new challenge: the need to adapt their activities to the consequences of
the war in Ukraine.

To do this, company leaders, entrepreneurs, and policymakers need to know and
take into account the possible consequences of the ongoing hostilities on business and
the economy.

Yet, as a rule, the studies we found on the possible consequences of the war in Ukraine
for the economy constitute “mono-analysis”, that is, they do not include the results of
various sources of information and are often based on the data from recent months, rather
than weeks and days, which can significantly affect the accuracy of the predictions.

As of the beginning of May, only Lim et al. (2022) have stated that the war in Ukraine
could have a negative impact on business through limited access to funds, reduced purchas-
ing power, an increasing inflation rate, and a threat to sustainable growth and restrictions
on trade as a result of sanctions. It was also noted that the recent COVID-19 crisis, also
caused by non-economic factors, has particularly affected small businesses, which have
experienced a rapid decline in profitability, combined with difficulties in adjusting costs
quickly enough (ECB 2022d).

However, we did not find any publications addressing the main risks that could have
a negative impact on the activities of the majority of companies.

Therefore, in this article, based mainly on data from late April to mid-June 2022, we
will consider the already occurring and expected consequences of the economic shocks and
their possible duration, which will allow company leaders, stakeholders and policymakers
to make better decisions.
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Our analysis will contribute to a deeper understanding of the economic and business
issues that have occurred and may continue to arise as a result of the war in Ukraine,
and how long such consequences will continue. The recommendations made may help
company leaders, stakeholders, and policymakers to plan and implement, in a timelier
and more accurate fashion, the changes necessary to adapt and increase sustainability and
competitiveness, in order to respond effectively to the emerging challenges, now and in
the future.

The article is structured as follows: in the first section, an analysis of supply, price
and supply chain shocks is made; in the second section, the growth prospects and the
duration of high inflation are discussed; in the third section, the growth prospects for the
economy are addressed; the fourth section analyses the prospects for employment and
unemployment; and the fifth section looks at the possible consequences of confrontation
between the West and Russia; this is followed by a conclusion and recommendations
for companies.

2. Shocks of Price, Supplies, and Supply Chain

As a result of the war in Ukraine, there will be supply and commodity price shocks
with wide-ranging long-term consequences. Production, consumption, and trade in com-
modities will change as countries move towards greater self-sufficiency, creating opportuni-
ties for new suppliers. The war is leading to costlier trading patterns and a major diversion
in energy trade, and the outlook for commodity markets is highly dependent on the length
of the war and the disruption it causes in supply chains (World Bank 2022a). A war in
Ukraine will trigger a massive negative supply shock in the global economy (Roubini 2022).
The price shocks will have global consequences. In addition, the war in Ukraine will
exacerbate the structural problems of post-pandemic Europe (International Monetary Fund
2022a). Georg Zachmann of the Bruegel think tank notes that the sanctions on Russia will
have dramatic long-term effects on prices, starting with energy but then spreading to the
entire economy. In his opinion, Lithuania, Latvia, and Estonia remain more vulnerable
than many other European countries and may be among the first whose economies will
feel the blow (Washington Post 2022). Vulnerability can be explained by the share in and
structure of EU countries’ international trade with Russia. For example, in 2021, Latvian
exports to Russia accounted for 7.3% of total exports, while imports accounted for 9.1%
(CSB 2022). This is significantly higher than the EU average of 4.1% and 7.5%, respectively
(Eurostat 2022b).

A war between Russia and Ukraine will exacerbate the supply chain problems and
drive up commodity prices further. The sectors with long global production–supply
chains and high reliance on energy and metal supplies will face the strongest hurdles
(S&P Global 2022).

The energy-dependent sectors, especially oil refining and power generation, trans-
portation services, metallurgy, and chemicals, will be the first to suffer, as Europe uses
Russia as a resource supplier (S&P Global 2022). An embargo on Russian energy resources
could lead not only to higher prices, but also to the rationing of energy consumption
(Bundesbank 2022a).

According to the world’s leading oil and gas analytics agency, Rystad Energy, global
LNG demand in 2022 is expected to be 436 million tons and supply is expected to be
410 million tons (GWN 2022). This means that the demand will exceed supply by 6.3%,
meaning there is not enough LNG to meet demand. For a specific example, consider how
supply shocks can affect prices.

Austria receives about 80% of its gas supplies from Russia and has warned that a
shutdown from its largest supplier will lead to a recession in the country; it has begun
holding tenders to replenish its storage facilities. In the first tender, Austria paid a 45%
premium on European base prices to create a strategic gas reserve before the start of the
heating season (Bloomberg 2022b).
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Rystad Energy notes that LNG may not be enough to replace Russian gas in freezing
weather. They predict that the price of gas in the EU will rise to $3500 per 1000 cubic meters,
almost 300% higher than a year ago (GWN 2022). Rystad Energy notes that “replacing a
significant part of Russian gas will be extremely difficult, with far-reaching consequences
for the population, the economy and the role of gas in the region’s energy transition” and
that the supply-balanced demand for LNG will only be possible after 2024 (GWN 2022).
This means that, as a result of the supply shock, if Russian gas is phased out, LNG prices in
Europe will remain high for several years.

Note that the high gas prices will contribute to a significant increase in prices for other
energy sources, including affordable ones. For example, this year, firewood prices in Latvia,
which is a major exporter of various wood products, have risen from 120 to 200 euros
(TVNET 2022), although the heating season is still far away.

Due to the heavy dependence on raw material imports from Russia and Ukraine, Eu-
rope is more vulnerable than the other major economies in the world (RaboResearch 2022).

The war is already severely disrupting the narrow food, energy, and financial markets.
Persistent disruptions and elongations in the global supply chains and burgeoning transport
costs further complicate the situation (United Nations 2022).

To summarize this section, economies and companies will experience price shocks
and supply constraints on key commodities, with wide-ranging long-term effects. There
will be an increase in the cost of supply chains, and it will also be necessary to reconfigure
supply chains to be shorter and more reliable.

3. Inflation

One of the main reasons for the increase in inflation is the increasing demand for
natural resources since the economy started to recover in 2021 (Elbahnasawy and Ellis
2022). A supply shock will reduce growth and further increase inflation, at a time when
inflation expectations are already unsustainable (Roubini 2022). A surge in oil and food
prices will raise an inflation rate that is already too high (Krugman 2022).

According to the forecast of one of the world’s largest investment companies, Black-
Rock, in 2022 the EU countries will spend more than 9% of their GDP on energy. This is the
highest share in 40 years and more than double the rate predicted in the US, although, two
years ago, the figure for both economies was about 2% (Bloomberg News 2022a). Higher
commodity prices exacerbate the already high inflationary pressures around the world
(World Bank 2022a). According to the European Central Bank, half of the recent rise in
inflation has been driven by higher energy prices (ECB 2022a).

As a result of a sharp increase in commodity prices, the industrial production price
growth index in Germany in March 2022 was 30.9%, and in April increased to 33.5%
(DeStatis 2022). At the end of March 2022, inflation increased for another month in a row,
amounting to 7.8% in the EU, 15.6% in Lithuania, 14.8% in Estonia, 11.5% in Latvia, and
7.6% in Germany (Statista 2022). Consumer prices in Germany in March 2022, compared to
February, seasonally adjusted, increased by 2.5%. Such a level of inflation in Germany was
last seen in 1981, during the First Gulf War (Bundesbank 2022b).

However, despite already being high and increasing in March 2022, the inflation rate
continued to rise in April—to 8.1% (by 0.3 percentage points) in the EU, to 16.6% (by 1
point) in Lithuania, to 19.1% (by 4.3 points) in Estonia, to 13.1% (by 1.6 points) in Latvia,
and to 7.8% (by 0.2 points) in Germany (Eurostat 2022a).

Among the Eurozone countries, Estonia, Lithuania, the Czech Republic and Latvia
have significantly higher inflation rates than the other EU countries.

However, for policymakers, entrepreneurs, and the upper management of companies,
it is important when planning to know not only the current inflation rate, but also what
it might be at the end of 2022. Therefore, using the forecast of the Bank of Latvia as an
example, we will consider whether the inflation forecasts presented for 2022 are optimistic
or realistic.
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According to the Bank of Latvia’s forecast of 30 March 2022, the inflation rate in
Latvia will rise to 9.5% in 2022 and decrease to 3.7% in 2023 (Latvijas Banka 2022a). The
commentary to this forecast states that it is based on the fact that energy prices will decline
in the second half of the year.

Note that, according to the World Bank (2022b) forecast, the natural gas prices in
Europe in 2022 will be twice as high as in 2021, while the coal prices will be 80 percent
higher, and will remain at historically high levels until the end of 2024. Taking into account
this forecast and other indicators, including the prices for raw materials, the Bank of Latvia
forecast for the inflation indicator for 2022–2023 seems too optimistic. It should be noted
that on 12 June, the Bank of Latvia raised the inflation forecast to 14.8% for 2022 and to 7%
for 2023 (Latvijas Banka 2022b). However, the gas prices for households for the second
half of 2022 increased by 60–89% (Latvijas gāze 2022). Although half of the increase in gas
prices for households will be compensated by the state (Delfi 2022), the updated inflation
forecast of the Bank of Latvia still seems too optimistic, both based on the arguments listed
in this section, and based on the fact that inflation in May 2022 in the annual terms in
Latvia increased by 3.8 percentage points and amounted to 16.9% (Latvijas Banka 2022c).
It is possible that the publication of more optimistic forecasts is justified by the monetary
authorities’ desire to maintain consumer activity.

The war in Ukraine has exacerbated the dilemma faced by central banks on both sides
of the Atlantic, namely, how to tighten financial conditions quickly and intensively in an
environment of inflation that can no longer be seen as simply temporary and reversible, and
at the same time not reduce the pace of economic activity and not provoke financial turmoil
(Canuto 2022). Although the interest rate in America was 0.25 percentage points higher
than in the EU, on May 4 the Federal Reserve raised the rate by another 0.5 percentage
points to counter inflation (Wall Street Journal 2022). As of 16 June 2022, the rate in
America was raised to 1.5% and became 1.5 percentage points higher than in the euro area
(Countryeconomy 2022). The transition to a green economy and a possible slowdown
in globalization are likely to increase inflation in the medium term (ECB 2022a). It will
then have to be decided how high to raise the rate to fight inflation, as this may deepen a
possible recession (ECB 2022a). However, in today’s environment, with inflation rising, and
as central banks are already behind schedule, slower policy tightening could accelerate the
weakening of inflation expectations, further exacerbating stagflation (Roubini 2022). High
inflation is forcing the region’s central banks to prioritize efforts to curb price pressures
over growth-supporting policies. The currencies of the countries of Central and Eastern
Europe, especially the Hungarian forint, have entered a period of heightened geopolitical
instability and are in a precarious position (Oxford Analytica 2022). Although Goldman
Sachs notes that the Eurozone economy is shrinking and that inflation is approaching 8%,
a rate hike by the European Central Bank in 2022 is unlikely (Bloomberg 2022a), even if
the ECB has tentatively authorized a minimum (0.25 percentage point) rate hike in July
(ECB 2022b).

Agustin Carstens, CEO of the Bank for International Settlements, says we should not
expect inflationary pressures to ease anytime soon, as many of the factors behind high
inflation remain in place and new ones are emerging. Moreover, the structural factors that
have kept inflation low in recent decades may weaken as globalization retreats, and the
inflationary paradigm may change accordingly (Carstens 2022).

It should be noted that increasing inflation may be of a structural nature, and, in
this case, its decline will mainly depend not on an increase in the interest rate, but on
a significant reduction in energy prices; accordingly, the monetary authorities’ ability to
reduce inflation may be very limited.

We should also note that the increase in interest rates is leading to an increase in the
cost of servicing the debt of both companies and countries.

Corporate debt has been growing worldwide for more than a decade and high levels
of corporate debt can make restrictive monetary policy less effective in curbing inflation
(Goodhart et al. 2022).
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Thus, the ECB notes that the increased level of corporate debt since the COVID-19
pandemic makes firms more vulnerable to increased risks, higher interest rates, or falling
profits, while weaker corporate balance sheets pose a risk to banks (ECB 2022d). Some
developed countries, as well as a number of low-income countries, are already at high
risk or are in a debt crisis (United Nations 2022). For example, Italy’s yield on ten-year
bonds increased to 3% per annum, although it was less than 0.5% in the summer of 2021
(Tradingeconomics 2022a). Italy’s debt/GDP ratio exceeded 150%, and the amount of debt
reached 2.75 trillion euros (Tradingeconomics 2022b, 2022c). Since 2008, the amount of
Italy’s debt has been growing continuously (Tradingeconomics 2022c), but Italy, unlike
the US and Japan, cannot “print” money on its own. Therefore, the situation of rising
rates and weakening economic growth may pose a threat to countries with high levels of
debt, such as Italy, Portugal, Spain, and especially Greece, whose debt is close to 200%
of GDP and exceeds the levels of the period when Greece needed financial assistance
from the IMF (Tradingeconomics 2022d; International Monetary Fund 2019). Accordingly,
under the worst-case scenario, some of the countries with high levels of public debt, high
interest rates, and an unwillingness of investors to take on increased risks may require
certain financing instruments from the EU; as was the case, for the first time, to finance the
reduction in the negative impact of the COVID-19 pandemic on the economies of the EU
countries. It should be noted that the design and structure of EU funding, which was first
used to reduce the negative impact of the COVID-19 pandemic, is quite complicated and,
accordingly, impossible to agree on quickly, since such decisions require the consensus of all
countries. Based on this, it should be taken into account that, if decisions on the allocation
of financing at the EU level are required to solve the problems of the debt crisis of some
countries in the euro area, certain risks will arise for the economies of some countries. The
adoption of such decisions will become a new challenge and a test of the strength of both
the common European currency (the euro) and the EU as a whole. It should also be taken
into account that such decisions may be related to loose monetary policy and, accordingly,
not help to reduce inflation.

Summing up this section, we note that the increase in inflation in 2021 and 2022
has mainly been due to an increase in demand and, accordingly, an increase in energy
prices. The main factors that can influence the persistence of high inflation, or even its
increase, include shocks in the price and supply of energy and other commodities and basic
goods. The inflation rate in the EU and a number of other countries may remain high for
several years or more and be a significant threat both to the economies of the countries and
to companies.

4. Employment and Unemployment Rate

The consequences of the Russian war in Ukraine may complicate and slow down
the recovery of the labor market in Europe after the COVID-19 pandemic (International
Monetary Fund 2022d). The recovery of the labor market will be negatively affected by a
slowdown in the economy and, for some countries, by significant migration flows as well
(International Monetary Fund 2022d). Due to economic sanctions, disruption of supply
chains and resource flows, as well as the inevitable inflationary consequences, European
companies will face a decline in employment (Eurofound 2022). Research carried out by
Central Bank of Ireland economist, Reamonn Lydon, notes that job postings in the 21 coun-
tries of Europe slowed down after the start of Russia’s war in Ukraine (Bloomberg 2022c).
Employment was hardest hit in the countries that are most dependent on Russian imports,
and energy-intensive sectors, such as manufacturing and transport. The impact could
spill over to other sectors if high inflation continues to impact on consumer spending
(Bloomberg 2022c).

A slowdown in manufacturing growth will negatively impact hiring activity in Ger-
many, according to a business survey conducted by S&P Global (The Business Times 2022).
However, according to Indeed, the number of job postings remains 45% higher than before
the COVID-19 pandemic (Bloomberg 2022c).
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Since unemployment is one of the most important macroeconomic indicators, it seems
appropriate to discuss the possible methods for forecasting employment and the factors
that may affect it as a result of the continuation of Russia’s war in Ukraine.

Let us consider which of the last two economic crises is more suitable for predicting
the level of employment as a result of the war in Ukraine, if we apply the extrapolation
method for this purpose.

The COVID-19 pandemic led to the sharpest contraction on record in employment
and total hours worked in the second quarter of 2020. There were 5.2 million fewer persons
employed in the second quarter of 2020 than at the end of 2019, a fall of 3.2% (ECB 2020).
The unemployment rate increased by 1.2 percentage points in half a year and has not risen
again (Eurostat 2022c). There has been no increase in the unemployment rate in the EU for
almost four months, since the start of the war in Ukraine (Eurostat 2022c). The literature
reviewed in this article notes that the war in Ukraine may be protracted and continue
to have a negative impact on the economy and business, and, accordingly, on the level
of employment, for not months, but years. In addition, the increase in unemployment
during the COVID-19 pandemic was significantly affected by the introduction of a number
of restrictions, which was especially true for the service and retail sectors, as well as for
unvaccinated workers.

Next, let us consider how the unemployment rate changed after the 2008–2009 Global
Financial Crisis.

The unemployment rate, which measures the proportion of persons unemployed
to the total labor force, rose from 7.2% in March 2008 to 9.5% in May 2009 in the euro
area. In the same period, the rate in the EU surged from 6.7% to 8.9% (Eurostat 2009).
Unemployment rose in all of the countries of the EU, but the increase was very uneven,
ranging from over 10 percentage points in Estonia, Spain, Latvia, and Lithuania to less than
one percentage point in the Netherlands and Denmark (Eurostat 2009).

In 2013, the unemployment rate in the euro area reached its highest level in over
four years, rising to 12.2%, i.e., by five percentage points (Eurostat 2022c). The growth of
unemployment during the years of the Global Financial Crisis was uneven. In the first
year, unemployment increased by 2.2 percentage points; after that, for more than a year,
the unemployment rate remained at the same level and even decreased slightly, and, over
the course of another year and a half, it increased to 11% in the EU and to 12.2% in the
euro area (Eurostat 2013). The average annual increase in unemployment since the Global
Financial Crisis has been 1.2 percentage points.

Based on a brief analysis of the unemployment rates during the last two crises, in
applying the extrapolation method to predict the level of employment in the EU as a result
of the war in Ukraine, it is more suitable to analyze the change in the level of employment
after the Global Financial Crisis.

There are a number of factors to consider when extrapolating post-Global Financial
Crisis unemployment rates to the rise in unemployment as a result of the war in Ukraine.

The main factors that could hold back the increase in the unemployment rate in the EU
include the following. Firstly, before the Global Financial Crisis, the unemployment rate in
the EU was higher, at 7.1%, and in April 2022 the unemployment rate in the EU reached
its lowest level—6.2%. That is, a greater increase in unemployment will be hampered by
a record number of vacancies for the EU, which reached 3.1% in the first quarter of 2022
(Eurostat 2022c) due to high demand for labor and the early retirement of older workers
(International Monetary Fund 2022d). Secondly, the COVID-19 pandemic has accelerated
structural transformations, including through digitalization and automation, and these
transformations entail a significant redistribution of workers among sectors and professions
(International Monetary Fund 2022d). Thirdly, the experience of remote work gained in
recent years allows employees not only to move between sectors and professions, but
also to get a job in other countries without changing their place of residence (Prohorovs
and Bistrova 2022). In addition, a significant number of migrants requires the creation of
additional jobs in the host country in order to provide the migrants with necessary services,
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which leads to a small increase in employment (and also increases the demand for goods
and services in the host country).

Let us consider the main factors that may have an impact on the decline in employment.
The first is a higher inflation rate. Thus, in 2008, the highest ever average annual inflation
rate, of 3.3%, was recorded for the euro area (Eurostat 2009), while the average annual
inflation rate in the euro area was 8.1% in May 2022 (Eurostat 2022a), which is almost
2.5 times higher than in 2008. The second comprises the problems related to economic
sanctions, disruption of supply chains, and resource flows (Eurofound 2022). The third
is the high level of migrants from Ukraine, especially given the protracted nature of the
war in Ukraine. The increase in the hostilities is forcing refugees to stay in their host
countries longer than expected and, accordingly, they may seek employment in the labor
market of these countries (ILO 2022). Approximately 2.75 million refugees from Ukraine
are of working age, of whom 1.2 million worked before the start of the war in Ukraine and,
accordingly, could enter the EU labor market. The refugees from Ukraine will have the
highest impact on the growth of unemployment in Moldova—unemployment growth may
increase from 2.5 to 6.9 percent. In Poland, it may increase from 3 to 5.3 percent, and in
Slovakia, Romania, Hungary, and the Czech Republic, unemployment may increase by
more than one percentage point, while in other countries, the increase in unemployment
will not exceed one percentage point (ILO 2022).

The Polish economist, Sobolewski, notes that in addition to the 185,000 Ukrainian
refugees already legally working in Poland, there may be another 100,000 who work in
the shadow economy, for example, helping their Polish hosts around the house or in small
businesses (BIRN 2022). Based on the data presented by Sobolewski, two conclusions can
follow. Firstly, the reception of refugees from Ukraine has an impact on the growth of the
shadow economy in the host country. Secondly, in countries with high levels of refugees
from Ukraine, the real employment rate will be higher than reflected in the statistics.

The following conclusions can be drawn from this section. It is most likely that the
unemployment rate in the EU will grow unevenly both over time and across countries
within two to four years. The highest pressure on employment will occur in countries that
have had a higher volume of trade relations with Russia and the greatest dependence on
Russian resources, that is, through price and supply shocks. In most cases, these are the
countries of Central and Eastern Europe and, first and foremost, the Baltic countries, as
well as energy-intensive sectors, such as manufacturing and transport.

Unless other countries become directly involved in the war in Ukraine and extremely
negative scenarios are realized, for example, a complete cut-off of gas supplies from Russia,
it is very unlikely that the unemployment rate in the EU will approach the maximum
unemployment rates that were experienced after the Global Financial Crisis in 2013.

5. The Economy Growth Prospects

The JPMorgan Chase CEO, Jamie Dimon, said on 4 May that it is very, very unlikely that
the Federal Reserve can tame inflation without triggering a recession (CNN Business 2022).
Historical experience shows that once the inflationary genie is out of the bottle, regardless of
the policy response, a recession would already be hard to avoid (RaboResearch 2022). The
slowdown in business activity is due to the fact that its surge after two years of lockdowns
led to a shortage of energy, food, and transport at the end of 2021. This caused disruptions
in world trade and accelerated inflation. Consumption is falling because life is becoming
more expensive and people are saving, while investment is decreasing as lending rates rise
with prices, uncertainty increases, and company profits fall (International Monetary Fund
2022a). The war and the total embargo only exacerbate these problems, since Russia is the
largest exporter of oil and gas, and, together with Ukraine, it is also the leading supplier of
food (BBC News 2022). According to experts, the Introduction of fiscal support measures
in Germany compensates for only a small part of the losses of households and companies
(Bundesbank 2022a).
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Both America and the Eurozone will face recession in 2022 and 2023 (McKinsey 2022).
The recession forecasts have already begun to come true. Thus, in the first quarter of 2022,
America’s GDP decreased by 1.4 percent year-on-year, while personal income, adjusted
for taxes and inflation, decreased by 2.0 percent (Bureau of Economic Analysis U.S. 2022).
The Eurozone economy grew by 0.2 percent QOQ in the first quarter of 2022, below the
forecasts and the lowest indicator since the EU emerged from recession last year (Trading
Economics 2022). There is also a risk that some EU countries may enter a technical recession
in 2022 (International Monetary Fund 2022a). Thus, at the end of April, the Bundesbank
warned that, in the event of an embargo on Russian gas, Germany’s real GDP would fall
by almost 2% this year (The Guardian 2022). The researchers of the Institute for Monetary
and Financial Stability gave a more radical assessment of a possible fall in Germany’s GDP
in the event of a suspension of energy supplies from Russia—3–6%. At the same time,
they note that the impact on GDP of a complete cessation of Russian energy supplies to
Germany may be comparable to the impact of the Global Financial Crisis or the COVID-19
crisis, but neither the overall consequences nor the political recipes that follow from them
can be compared with the consequences of the cessation of energy imports from Russia
(Berger et al. 2022).

Under unfavorable scenarios, the decline in the Eurozone economy in 2022 could
range from 1.2 to 1.4%, and the recession could continue into 2023 (ECB 2022c).

The decline in economic growth in Western and Eastern Europe will also be affected
by the fact that many companies of these countries have stopped or restricted international
trade and other operations in Russia (Canuto 2022). According to Eurostat (2022b), in 2021,
Russia was the EU’s fifth largest merchandise export partner (4.1%), and third largest mer-
chandise import partner (7.5%). Accordingly, the countries whose companies had a higher
level of international trade with Russia may suffer more if the companies fail to reorient
themselves to other markets. In addition, it must be taken into account that sanctions
also exist for Belarus, and trade with Ukrainian companies is limited by the circumstances
related to the war. If companies fail to reorient themselves to other markets, the above
restrictions on trade will lead to a decrease in net turnover, income, and, respectively, the
profits of numerous companies. This will negatively affect economic growth indicators
and will have a negative impact on countries’ budget revenues, which will also limit their
ability to support households and businesses, which is especially important in the context
of both an economic downturn and high inflation.

There is a risk that persistently high commodity prices, which are likely to continue
until the end of 2024, will lead to stagflation—sluggish economic activity combined with
strong pressure on the cost of living (World Bank 2022c). According to BlackRock re-
searchers, there is a risk of stagflation in Europe (Bloomberg News 2022a). The European
Central Bank is facing such a crisis and potential stagflation for the first time. Given the
nature of the supply shock, tightening policy will not reduce inflation. Conversely, addi-
tional stimulus will not be able to prevent an economic downturn if it is caused by a lack of
supply (RaboResearch 2022).

As a result of the Russian war in Ukraine, the impact on countries’ economies will be
heterogeneous and asymmetric and will also differ greatly depending on the economies’ gas
intensity (International Monetary Fund 2022b). The blow to Europe will be one and a half
times more tangible than to the United States, and the energy war will cause the greatest
damage to the European economy (BBC News 2022). The economic and financial impact
of the war and the associated stagflation shock will be greatest in Russia and Ukraine,
followed by the European Union, due to its heavy dependence on Russian gas (Roubini
2022). Europe and the fragile emerging markets will be hit hardest (Oxford Analytica 2022).
The head of the Center for Macroeconomics and Development, former Executive Director of
the World Bank (Canuto 2022), has the same opinion. The economies of European countries
are the most negatively affected, of which the countries of Central and Eastern Europe will
be the most negatively affected (Coface 2022).
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Summing up this section, we can state that there is a significant likelihood that in
2022–2023, a recession or even stagflation could begin in a number of EU countries.

6. Possible Consequences of Confrontation between the West and Russia

Due to the Russian war in Ukraine and the subsequent economic sanctions against
Russia, a process of transformation of the architecture of the world economy has begun,
according to Papava (2022). In his opinion, the hallmark of this process is the relative
fragmentation of the world economy into countries that adhere to the economic sanctions
against Russia and countries that are allies of Russia or maintain a certain neutrality in this
confrontational economic scheme.

The Russian–Ukrainian conflict will reshape international trade and redefine global
value chains, leading to decentralized value chains and improved trade efficiency (Estrada
and Koutronas 2022).

The S&P Chief Economist, Paul Gruenwald, notes that there could be a strong realign-
ment of global trade and that the global economy is becoming more regionalized—shorter
supply chains with reliable partners (CNBC 2022). The director of research at global
consulting firm Wood Mackenzie, Peter Martin, notes that the global economy may be
undergoing more constant change, thereby increasing the importance of reliable trading
partners (CNBC 2022). As a result of the war in Ukraine, a geopolitical division will occur,
fragmenting the world economy (Oxford Analytica 2022). The push for deglobalization,
started during the pandemic, will intensify and one can expect an increase in the influence
of geopolitics in international payments and in access to certain types of commodities
(Canuto 2022). If energy trade changes, the supply chains reconfigure, payment networks
fragment, and countries rethink their reserve currency holdings; this could fundamentally
change the global economic and geopolitical order in the long term (International Mon-
etary Fund 2022c). Growing geopolitical tensions further increase the risks of economic
fragmentation, especially in trade and technology. War between Russia and Ukraine could
be a prelude to a new geopolitical era, in which businesses may need to be able navigate
an altered map of globalization (KPMG 2022). The consequences of the Ukrainian crisis
and the wider geopolitical depression it portends could be anything, but there is no going
back to the original state of things (Roubini 2022). However, Paul Krugman (2022) finds
that, although the consequences of the Russian war in Ukraine for the global economy
will be bad, they will not be catastrophic. In his opinion, the shock of the confrontation
between Russia and the West is unlikely to be as serious as the oil shock that shook the
world economy in the 1970s.

Ukraine’s location has drawn more attention to it compared with other conflicts,
making the prospect of a protracted war more likely, not least because the EU and NATO
have a strong interest in maintaining Ukraine’s sovereignty (Serhan 2022). Thus, the British
Foreign Secretary, Liz Truss, has said that the war in Ukraine could last up to 10 years
(NDTV 2022). US and European officials increasingly believe that the war will not end in
the short term (CNN 2022). European countries need to prepare for the fact that the war
will last for a long time (Gressel 2022). The U.S. National Security Adviser, Jake Sullivan,
has also said that the fighting in Ukraine is likely to be protracted (CNN 2022). According
to NATO Secretary, General Jens Stoltenberg, the war could last for years, and the military
alliance should not stop supporting Ukraine (Bloomberg News 2022b).

The periodical literature reports that Russia’s war in Ukraine could end in a relatively
short time, due to the very significant restrictions on Russian exports, but Pestova et al. (2022)
find that the Russian economy is difficult to undermine through oil and gas embargoes.

For business, however, not only will the end date of the war in Ukraine be important,
but also what trade and financial restrictions can be lifted from Russia and Belarus and
within what time frame. Sanctions are usually imposed much faster than they are lifted
(Blinken 2015; Grauvogel and Attia 2019). The rapid lifting of economic sanctions and a
return to the pre-war situation seems completely illusory, even if a peace agreement is
signed between Russia and Ukraine (Coface 2022). The possible duration of the sanctions
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imposed against Russia may be influenced by a number of factors, some of which are
difficult to predict. For example, at what rate will there be a sustainable increase in
the capacity of alternative energy sources and its storage, what will be the cost of these
processes, and what will be the price and availability of some raw materials. In addition, it
should be taken into account that both within the European Union and in other countries
that have imposed sanctions, there may be different economic and geopolitical goals and
priorities, which may complicate and therefore lengthen the period for lifting sanctions.
We should keep in mind that adverse economic shocks may lead to a wider dissemination
of ideological politics (Ash et al. 2021); therefore, the parties to the conflict may consider
the imposed sanctions for geopolitical purposes, as well as for the purposes of economic
and/or technological dominance, which may increase the timing of the lifting of some
of the sanctions. As Roubini (2022) points out, one must bear in mind that sanctions
against Russia, no matter how large or necessary for the future containment of Russia, will
inevitably hurt not only Russia, but also the US, the West, and the emerging markets.

From the analysis carried out in this section, we can conclude that, firstly, the war
in Ukraine has transformed into a confrontation between the West and Russia and will
have wide-ranging long-term consequences for the countries’ economies and for business.
Secondly, one can expect an increase in the influence of geopolitics in the banking and
financial sphere and in international trade.

Thirdly, there could be a lasting realignment of world trade: the global economy is
becoming more regionalized—shorter supply chains with reliable partners.

Fourthly, the world economy may be subject to more constant change, which in the
long run could change the global economic and geopolitical order.

7. Conclusions and Recommendations

Russia’s war in Ukraine has further exacerbated the economic problems arising from
the American–Chinese trade confrontation, the impact on the economy of the COVID-
19 pandemic, and 14 years of loose monetary policy. The trade restrictions imposed
against Russia and Belarus and the countersanctions became a powerful trigger which has
significantly raised the inflation rate and negatively impacted economic growth, creating
the threat of stagflation. Among Western countries, European countries will be the hardest
hit. Among the European countries, the countries of Central and Eastern Europe, especially
those that had closer trade relations with Russia, will suffer more severely.

The war in Ukraine has greatly increased the level of uncertainty in the economy
and business. Thus, almost half of British firms identified the war in Ukraine as the most
important source of uncertainty for their business. A survey of UK firms shows that energy
use, demand, trade, and ownership are the most important determinants of business
uncertainty (Anayi et al. 2022).

As a result of the war in Ukraine, the confrontation between the West and Russia
has greatly escalated, which will have a long-term negative impact on most European
companies and economies. The negative impact of the consequences that have already
occurred cannot be fully measured yet, and some of the consequences are not yet known.
This means that companies and countries will have to make and implement decisions in
the face of a very high degree of uncertainty, adjusting action plans in a timely manner if
the changing circumstances require it.

In our opinion, as a result of the shocks taking place in the economy, the majority of
companies have faced or will face at least two big problems at once, that will put pressure
on profits. Firstly, there is a decrease in sales volumes and marginality, which in itself
will lead to a decrease in income. Secondly, for the reasons stated in our article, there
will be an increase in costs. A significant decline in revenues, along with a significant
increase in expenses, will lead to a large decrease in profits and/or increased losses for
many companies.

The negative pressure on companies’ profitability will also influence the projected
increase in central bank rates and, accordingly, an increase in the price of credit resources,
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as well as the fact that, due to a decrease in companies’ performance, their ability to attract
financing may be limited. Based on the above factors, many companies will not be able
to maintain the ratio of income and expenses necessary to continue business without
restructuring and/or changing their business models.

Therefore, company management needs to assess how much income their companies
will be able to receive in a few months, six months, or maybe a year, and bring expenses to
a level that corresponds to current and forecasted circumstances and updated company
development plans. In the case of restructuring planning, the company’s management
should take into account that there is a risk of a further decline in demand in many sectors,
and the risk of rising prices for raw materials and logistics also remains. If costs are
reduced without taking this factor into account, companies will have a fairly high risk of
re-restructuring. The companies that resume operations with a profit will find it easier to
negotiate with banks to continue lending beyond certain covenants, for example, tying the
lending limit to EBITDA.

When planning restructuring, it should be taken into account that, due to the loss
of the Russian and Belarusian markets, and, in some cases, the logistical and other com-
plications of working with companies from Ukraine, exporting companies will have to
look for opportunities to enter new markets. To maintain sales volume, this will need
to be completed by almost all of the export companies of all of the countries that have
exported their products to the aforementioned countries. Therefore, it can be expected that
competition will increase both in the foreign and domestic markets, and because of this,
marginality may decrease significantly. In addition, if the company has plans to enter new
markets, restructuring must take into account that such entry will incur additional costs.

According to a survey of 2300 IT directors by the American consulting company,
Gartner, destruction is the new normal (Gartner 2022). Specialists of the Boston Consulting
Group (BCG) believe that resilience is at the core of a company’s ability to absorb stress,
recover critical functions, and thrive in changing circumstances (Reeves et al. 2020).

After a very long break, and with a two-year interval, two crises occurred in the world
economy, caused by non-economic factors. Based on this, the companies that want to
prosper in the future need to organize their activities so that they are ready for the fact that
destruction is the new normal, and that resilience is the ability to absorb stress, as stated in
the aforementioned BCG and Gartner theses.

Therefore, in order to maintain and, better yet, strengthen their competitiveness,
entrepreneurs, companies, and countries need to adjust their strategies, business models,
and management models in such a way as to be ready for an effective response to crises,
including the shocks caused by non-economic matters.

8. Suggestions for Future Research

In future research, it would be advisable to develop a quantitative econometric model
that could be used to quantify the consequences of Russia’s war in Ukraine. The restoration
of the Ukrainian economy and sources of its financing might also be a relevant topic for
future research.
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Abstract: The present paper is inspired by the notions of “financial risk” and “financial uncertainties”
and transfers their basic reasoning to social science analysis; that is, it develops a theoretical analysis
in order to explain social and political change. We know that the degree of social and political change
depends on the set of established institutions in a society. Societies can face two extremes: volatility,
e.g., rapid changes that lead to instability, which increases the risk of a system or regime collapsing,
or rigidity, which does not permit necessary adaptation and change and thus may again increase the
risk of the regime collapsing. Thus, an optimal (or ideal) point of change is between the two extremes,
permitting change that is neither too sudden and fast nor too slow and inflexible. To illustrate this,
we analyze two cases from ancient Greece: Sparta, as a society and state with too many institutional
checks and balances that led to rigidity and collapse, and Athens, which in the 5th century BCE
had an institutional setting with very limited checks and balances, which again led to near collapse
until the late 5th century BCE, when new institutions that were related to some efficient checks and
balances were introduced that enabled the state to survive in a world of changing circumstances and
balances of power.

Keywords: institutional volatility; institutional rigidity; political and social change; regime risks;
Sparta; Athens

JEL Classification: D72; H50; N13; P26

1. Introduction

The issue of the risks that are associated with the survivability (or not) of a regime
when social and political change occurs has occupied a central place in the writings of
philosophers, historians, political scientists and economists, since at least the time of the
ancient Greek thinkers such as Plato, Aristotle and Thucydides. Such questions were
revived by 17th–18th-century authors such as John Locke, David Hume, Adam Smith,
Montesquieu, Voltaire and Jean Jacques Rousseau, and then by Karl Marx, his followers and
his opponents, as well as institutional economists. Among the latter, North (1981, 1990, p. 2)
argues that inadequate institutions are uprooted while effective ones survive and so there is
a gradual evolution of more adequate forms of economic, political and social organization.
This actually means that, when a sociopolitical regime fails to provide effective policy
measures, for example, on economic policy issues, the risk of its final collapse increases
significantly, as Toynbee (1951), Acemoglu and Robinson (2013), Economou and Kyriazis
(2019) and others have observed (from different perspectives).

In general, an environment that promotes the evolution of the institutions of a society,
that is, institutional change, through an innovative spirit is crucial for economic growth
(North 1990; Grossman and Helpman 1991). Societies with economic institutions that
encourage innovative ideas can achieve prosperity in the long run (Acemoglu and Robinson
2013). This is because according to Kuznets (1966), innovations that are related to structural
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change are directly related to economic growth. This also reduces the risk of a regime
collapsing due to internal or external factors. Regarding the internal factors, this, for
example, is related to failures in establishing efficient institutions that are necessary for
long-term economic growth such as property right protection, the rule of law in general and
sound money (Rodrik 2000, 2007; Acemoglu and Robinson 2013; Economou and Kyriazis
2019). Regarding external factors, this is related to failures in properly handling an external
threat such as a military invasion that actually tests the endurance and the ability of reaction
or survivability of a system or regime, as Toynbee (1951) argued in his seminal work, The
Study of History.

For example, the radical transformation of the Athenian economy of the Classical
period (508–322 BCE) from an agrarian economy of primitive structures to an extroverted
maritime economy where market forces (by the standards of the time) and international
trade values were present was the result of the need to face an imminent external threat,
the Persian invasion. This was achieved by the Athenians, under their democratic leader,
Themistocles, by introducing a vast shipbuilding program of warships so as to repel the
enemy. The shipbuilding program was related to many risks and financial uncertainties,
but in the end, it was crowned with success, saving the Athenian city-state itself and
transforming the structure of the Athenian economy from an agrarian into a maritime and
commercially extroverted one (Kyriazis and Zouboulakis 2004; Halkos and Kyriazis 2010;
Economou and Kyriazis 2019; Bitros et al. 2020; Economou et al. 2022).

In this paper, being inspired by the notions of “financial risk” and “financial uncer-
tainties”, we transfer their basic reasoning to social science analysis, that is, give them a
sociopolitical diastasis, so as to explain how and why the need for institutional change
may lead to the survival and the evolution of a sociopolitical regime or, alternatively, to
its collapse. To the best of our knowledge, this is an innovative approach. As will be
analyzed in Section 2, there is a vast bibliography that connects financial risk to sociopoliti-
cal risk. For example, in their important contributions, Alesina et al. (1992) and Alesina
and Perotti (1996) have analyzed the nexus between economic growth (due to, among
other factors, efficient financial institutions) and a political regime that safeguards political
stability. In this paper we expand the above findings by transferring the basic reason-
ing of the well-established notions of financial uncertainties, risk and volatility to social
science analysis.

In particular, in our paper, we focus on the ancient Athenian and the Spartan sociopo-
litical systems during the Classical times (508–323 BCE), as case studies, and then draw
some inferences for modern societies. We argue that there are both benefits and drawbacks
for any society characterized by flexible political and economic institutions such as the
ancient Athenian one. The benefits are related to the ability of the sociopolitical regime to
evolve and progress through time. The drawbacks are that flexibility may slip to extreme
volatility1, leading to detrimental policy outcomes and the risk that finally the system and
the regime may collapse as a whole. On the other hand, a rigid political system, like that of
Sparta, may ostensibly look strong enough during a specific, even long, period of time, but
the risk of collapse may prove high when the socioeconomic circumstances that demand
significant institutional changes cannot be met by such a rigid regime.

Thus, the ideal scenario is an “optimal” level of change, that is, the efficient level
of change which permits a society’s adaptation to new ideas and institutional proposals
without a breakdown of the regime, which ensures its durability in the long run. In other
words, we argue that the best option that significantly diminishes the risk of a regime
collapsing is a system which is neither too volatile and flexible regarding sociopolitical
change nor too rigid, tending to appear ossified.

Our paper is organized as follows: Section 2 explains the nexus between financial and
political risks for a state. In principle, there is a strong correlation between the two. This
section links the findings of the international bibliography regarding the nexus between
financial and political risks to the discussion that follows in the next sections. Furthermore,
Section 3 defines the concepts of “rigidity”, “volatility” and the “optimal level of change”
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regarding the structure of a sociopolitical regime by relating them to the logic of “risk” and
“uncertainties” as concepts that are transferred from the field of financial economics into
sociopolitical analysis.

Based on the logic of Sections 2 and 3, Sections 4–7 analyze as case studies the political
institutions of Sparta and Athens. They explain how these institutions functioned in
practice and, furthermore, why Sparta failed to introduce institutional changes and finally
collapsed, while Athens managed to effectively transform its 5th century BCE institutions
so as to successfully handle the challenges of the 4th century. It is further argued that the
Athenian political system came to an end, not because of internal pressure and collapse,
but because of defeat by an “external” factor, the superior Macedonian navy in 322 BCE, in
the Lamian War.

Our argument is that during the period 508/7 to 416 BCE, Athens provides an example
of a sociopolitical change that illustrates the extreme of too high volatility, while during the
period 415–322 BCE it illustrates the ideal level of change, defined as “optimal”. Sparta,
on the other hand, illustrates the other extreme, that of rigidity during the period 508–372,
followed by its inability to reform in the period 371–192, which led to its final collapse.
Section 8 provides a synopsis of the previous sections. It also discusses the limitations
and the opportunities for further research under the logic that was described throughout
this paper.

2. The Nexus between Financial and Sociopolitical Risks: A Review

There is a vast bibliography that connects financial risk (FR) to political risk (PR).2 For
example, Kirikkaleli (2020), by using the wavelet coherence technique with quarterly data
from 1984 to 2018, showed how PR affected the economic and financial risk in Venezuela.
He found that PR had a strong power for explaining economic risk from 1995 to 2005,
while between 1984 and 2010, economic risk and PR were positively correlated at different
frequency levels. In general, he found that in the long run, changes in PR significantly led
to changes in FR in Venezuela.

The strong nexus between PR and the financial sector is highlighted in the definition
provided by Bekaert et al. (2014) where the relation of PR with the value of investments is
highlighted. In general, academics argue that PR is influential on financial markets (Stiglitz
1993) as well as concerning firms (Faccio et al. 2006; Tran et al. 2021). Barro (1991) has
found that in periods of political turbulence, entrepreneurs with a risk-averse mentality are
likely to shift their investments to other countries that offer more relative safety and less
risk. Thus, when PR increases in general, investors try to diversify their portfolios between
different countries so as to minimize their FRs (Kinsella and Rubins 2005). In the same vein,
Tabassam et al. (2016) have found that political uncertainties in a country change the nature
of investment and the patterns of spending, which has negative effects on economic growth.
Thus, in principle, political institutions that induce policy uncertainties are harmful to
investments in the long run (North 1990; Weingast 1993; Georgiou et al. 2015).

PR also reduces the likelihood of entry in a particular market of a multinational
company for making a foreign direct investment, as various authors have found so far
(Henisz and Delios 2001; Delios and Henisz 2003; Uhlenbruck et al. 2006). PR is also
related to central banks and the stock market. Major central banks such as the Federal
Reserve and the European Central Bank support that PR factors are found to be influential
on volatility embedded in financial intermediaries and have exerted major shocks on
commercial banks. Furthermore, authors such as Charfeddine and Al Refai (2019) have
found that stock markets are adversely affected by rising political tension in both domestic
markets and in the international arena. In particular, Wang (2019), utilizing synthetic control
methods (SCMs), estimated the causal impact of a political shock, the Taiwan Strait Crisis
in 1995–1996, on Taiwan’s stock market. His major findings are consistent with existing
literature which reveals the causality between political uncertainty and stock prices in
emerging markets.
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Another part of the bibliography relates FR to the quality of governance. Such risks
derive from uncertainties such as the extent to which a country is governed by the rule
of law, the effectiveness of a country’s court system, the issue of enforcement (or not)
of contracts between firms and their local trading partners and violation of intellectual
property rights (Uhlenbruck et al. 2006).

Another sub-category that connects FR to PR is related to the so-called geopolitical
risk of a country in the international system. According to the important contribution
of Caldara and Iacoviello (2022), geopolitical risk is associated with wars, terrorist acts
and tensions between states that affect the normal and peaceful course of international
relations. Relevant research on the topic includes the work of Kyriazis and Economou (2021)
who explored whether the Turkish geopolitical uncertainty exhibits significant linkages
with fluctuations in the Turkish lira values against other currencies during the Erdoğan
administration period (March 2003 up to the present). Their econometric outcomes revealed
that geopolitical risk uncertainty led to the devaluation of the Turkish lira against the US
dollar, the Swiss franc and the Swedish krona but in a non-significant manner, whereas
mixed results emerged concerning the impacts of macroeconomic or financial variables. In
a similar study, Economou and Kyriazis (2021) have explored the nexus between Russia
and Turkey regarding their geopolitical uncertainty during the Putin administration era in
Russia. They implemented the innovative Caldara and Iacoviello indices and the vector
autoregressive (VAR) methodology. The nexus between geopolitical risk in Turkey and
Russia was found to be unstable. They found that uncertainty in Turkey constitutes both a
negative and a positive determinant of geopolitical stability in Russia, depending on the
time horizon of the impact. Russia could take advantage of Turkish positive effects in the
medium run. This could be alarming for investors but could also prove beneficial as they
should not invest in Russian assets when the country’s geopolitical risk is elevated due to
Turkey’s geopolitical instability. Table 1 summarizes the above analysis.

Table 1. The nexus between financial and sociopolitical risks.

Financial Risk (FR) and Political Risk (PR) Bibliographical References

PR negatively affects financial markets (Stiglitz 1993)

A strong nexus between PR, economic risks
and FR in general

(Alesina et al. 1992; Alesina and Perotti 1996;
Georgiou et al. 2015; Kirikkaleli 2020)

A strong nexus between PR and economic
governance

(North 1990; Weingast 1993;
Uhlenbruck et al. 2006)

A strong nexus between PR and the financial
sector in general

(Bekaert et al. 2014)

PR negatively affects firms’ profitability and
survivability

(Faccio et al. 2006; Tran et al. 2021)

PR negatively affects investments
(Barro 1991; Kinsella and Rubins 2005;

Tabassam et al. 2016)

PR negatively affects the stock market (Charfeddine and Al Refai 2019; Wang 2019)

PR discourages multinational companies from
entering a market

(Henisz and Delios 2001; Delios and Henisz
2003; Uhlenbruck et al. 2006)

Geopolitical risks, which are directly related to
PR, affect the financial sector and markets

(Caldara and Iacoviello 2022; Economou and
Kyriazis 2021; Kyriazis and Economou 2021)

As a general comment, the above findings certify that there is a strong and negative
correlation between FR and PR on a global scale. As a final comment, the nexus between
political instability and financial crisis applies also vice versa. This is verified by Geithner
(2014), among other authors, who found that financial crises have led to changes in gov-
ernments and smaller or greater political instability, as in the cases of Mexico, Thailand,
Indonesia and South Korea.
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3. Defining Further Political and Social Change in Democratic Regimes

The question of the appropriate level of political and social change for a society, not
too sudden and fast, not too slow and inflexible, is a central issue of all polities, old and
new, democratic and authoritarian.

It can be argued in general that the institutional set-up of democracies (either repre-
sentative and, perhaps, with “direct” elements) is more adaptable to institutional change,
which may be related to the adoption of new constitutional arrangements, because the alter-
ation of parties in government introduces new strategies, some of which are adopted and
may prove to be successful. This is a kind of continuous trial and error procedure. It cannot
be excluded that new strategies may be introduced in other forms of government (political
regimes) such as oligarchies or monarchies. However, what historical examples seem to
show is that authoritarian regimes (oligarchies, centralized monarchies and empires, or
20th-century communist states) are less reluctant to introduce new strategies, because this
may trigger a chain of events that cannot be controlled, thus increasing the risk for the
collapse of such regimes. This built-in rigidity proved in most cases to be short-sighted,
leading to the regimes’ eventual breakdown. Such cases, of course, in the modern era
include both the Soviet and the Eastern European socialist regimes during and after the
Cold War (Kornai 1990; Gorlizki and Khlevniuk 2020). On the other hand, dictatorships or
kingships may appear to be stable, but in many cases have proved to be unable to adapt,
increasing the risk to their long-term survivability and, finally, leading to their overthrow
by revolutions (for example the French and the Russian revolutions) or internal collapse (as
in the case of the communist states after 1989). Thus, the appropriate level of sociopolitical
change of institutions is difficult to specify in actual terms: we therefore introduce it as a
theoretical benchmark. We focus on the rate of change of the institutions of governance.

Political decision-makers of a state society face a set of choices in each period of time.
According to the institutional setting of each state, the decision makers are different. They
may be a king with his supporting elite; a more diffuse oligarchic body; an all-powerful
citizen body in ancient direct democracies; or what Achen (2022) and Hodgson (2022),
among others, define as “mixed” cases of regimes. We postulate that the decision makers
try to maximize their individual welfare, which may be a mixture of economic values and
“intangible” ones such as prestige, religion, a particular way of life and freedom.

Thus, according to who the decision makers are in each case, a different welfare
function is maximized, but in all cases, the decision makers are postulated as being rational,
trying to maximize their individual welfare as they perceive it. Thus, the function to be
maximized at each period is:

max (S1, S2, . . . , Sn) (1)

where S1 . . . Sn are the various strategies on the decision makers choice set, linked to
different welfare levels. During each period of time, new strategies may be introduced
and old ones may drop out, as no longer practicable. External and internal circumstances
modify the set of strategies available, a point that will be made clear in the following
discussion of the case studies.

During each period of time, the decision makers adopt one of the available strategies,
and this shapes the decision tree probabilities as illustrated in Figure 1 below. Figure 1
shows that if strategy S2 is chosen at time period 1, to the exclusion of strategies S2 and
S3, then at time period 2 the strategies S4, S5, S6 and S7 are given as options, and if S5 is
chosen, then at time period 3 strategies S8 to S10 are available, etc.

Thus, in theory, there may be two extremes: In the first case, it is possible that many
new strategies can be introduced. New ones can be adopted with high frequency and older
ones may be discarded. This could lead to a political system that is very adaptable, but
also too fickle and variable, with a high degree of uncertainty and low predictability which
increases the risk of its collapse.
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Figure 1. Decision tree probabilities and the adoption of new strategies.

In the second case, the system seems to be characterized by great stability and pre-
dictability, such as the strategies S1 and S3 with very few new strategies being introduced,
and even fewer being adopted, no breaks, low adaptability to new ideas, being unable
to successfully face new challenges, a system that tends to be “ossified”. Such a system
resembles a deterministic model with perfect predictability in future steps. Such a regime
may become too unstable if circumstances require significant institutional changes that the
system is not prepared to perform. In such a scenario, the risk of collapse of the regime
increases significantly.

The above discretion resembles the structure of the Athenian and Spartan regimes.
During the 5th century BCE, Athenian democracy’s institutional arrangements and post-
constitutional policies were decided directly by the Assembly of citizens, and the distinction
between rules for policy making and policy measures was sometimes blurred. As will be
argued later in Section 5, in the late 5th century (from 415 and later), some new institutional
mechanisms were introduced that could be seen, to some degree, as “checks and balances”
mechanisms to the Assembly’s decision. For example, Themistocles’ Naval Law of 483/2
BCE inaugurated a “turning to the sea” policy, which, as already mentioned in Section 1,
in practical terms, had to do with the introduction of a vast ship-building program of
200 warships so as to face the imminent Persian threat. According to North’s (1990,
1991) spectacles, this “turning to the sea” strategy could be seen as the driving force for
institutional change through creating opportunities for the players in the society to change
the rules of the game. On the other hand, it may be argued that Sparta had a ‘constitution’,
known as the Great Rhetra, which included rigid checks and balances (Cartledge 1987;
Rahe 2016).

Thus, Figure 2 below actually describes three cases of sociopolitical regimes. Vertical
axes exhibits the ‘regime change’ and horizontal axis the ‘time period’ that is, how much
time is need in the long run for a regime to change. Regime 1 (red line) denotes great
stability, almost rigidity over time. Such a sociopolitical regime, where few new strategies
are introduced and even fewer are adopted, results in a system characterized by stability
and predictability, policy continuity and low adaptability to new ideas. This system tends
to be “ossified” and may not be able to succeed against new challenges which may cause
its collapse. Such a system may give the impression that the risk of collapse in the long run
is extremely low.

Regime 1 describes Sparta whose institutional structures proved to be rigid. Although
this had benefits for a considerable period of time, 750–372 BCE where Sparta was the
mightiest city-state in metropolitan Greece, as will be further explained in Section 3, the
system of governance ultimately failed to adapt after 371 when the historical necessity
for institutional sociopolitical changes arose. The Spartan regime faced a combination of
shocks which eventually led to its collapse. Cases of rigidity are found in many other
historical cases, such as the Kingdom of Croesus in Lydia in the 6th century BCE, Spain in
the 16th century, France during the 16th-18th centuries where the ancien regime broke down
with the French Revolution, the Indian Mughal Empire which broke down at the beginning
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of the 18th century and the Soviet regime in 1989 (Economou and Kyriazis 2019; Gorlizki
and Khlevniuk 2020; Ober 2022).

Figure 2. The three different cases of a regime change. Figure based on Economou et al. (2016).

Regime 2, as depicted by the ongoing series of (blue color) curves in Figure 2, de-
notes extreme volatility, where its intensity increases through time. The Regime 1 case is
characterized by great certainty and predictability. By contrast, Regime 2 is characterized
by great uncertainty and no predictability, where a large number of new strategies are
introduced and adopted with high frequency, while older arrangements and institutions
are discarded. This could lead to a political system that is adaptable but is subject to the
risk of becoming too fickle, with a high degree of uncertainty and low predictability. This
regime is characterized by extreme volatility resulting in great uncertainty, and the risk of
collapse in the long run is extremely high. As it will be further argued in Sections 6 and 7,
5th century BCE Athens comes close to Regime 2, where many new ideas and proposals
were offered and implemented which caused the regime to make wrong decisions (e.g., the
Sicily campaign) leading to the verge of collapse (after the loss of the Peloponnesian War).

At this point, we have to clarify that we do not argue that a sociopolitical regime
introducing a multitude of proposals always leads to instability and collapse. This further
means that if a political regime is hit by a multitude of shocks (in our case, proposals as
presented in Figure 1), it may make good sense to respond with a range of policy measures,
each one addressing the source of a different shock. If these policy measures prove effective,
the political–social regime avoids collapse. Thus, what is for sure is that the introduction of
a large number of proposals by a regime may increase its volatility and the risk of collapse,
but this does not (necessarily) mean that the regime will finally become unstable, or
even collapse.

The third type, Regime 3 in Figure 2 (green exponential curve), is the intermediate case,
the efficient one, which displays gradual (institutional) change through time; new ideas
are introduced and accommodated, leading to an evolutionary regime change. Thus, the
Regime 3 case represents the “optimal” or ideal rate of change that prevents collapse, which
is a high probability in the previous two cases due both to internal and external shocks.
Faced with external and internal shocks, the systems of the first and second cases are more
likely to collapse than the system of the third case which is more adaptable. Figure 2
illustrates the three cases. We consider the Regime 3 type as the ideal case scenario. It
satisfies the following criteria: (i) it makes the regime durable and prevents collapse; (ii) it is
adaptable to external and internal shocks (accommodating them and thus again preventing
collapse); and thus, as a result, (iii) it prevents failure. An “optimal” or ideal level of
change is thus a benchmark that guarantees the longevity of a regime and safeguards it
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against the risk of collapse when facing internal or external challenges. A system of checks
and balances (see Buchanan and Tullock 1962), in modern terminology, would thus be
considered as successful if it comes close to the ideal level of social and political change.
As will be further explained in Sections 6 and 7, 4th century Athens resembles the third
case, when Athens introduced a number of institutional reforms that restricted, to some
degree, the unfettered power of the demos (the people) which then resulted in less volatile
policy changes.

4. Sparta: The Structure of Political and Economic Institutions

This section explains the institutional rigidness of the Spartan sociopolitical regime by
taking into account various aspects.

4.1. Political Institutions

Sparta may claim to have had the first ever constitution, the so-called Great Rhetra,
introduced allegedly in approximately 750 BCE by the lawgiver Lycurgus. The institutional
setting of Sparta incorporated a complex system of checks and balances: two kings provided
by two royal families, the Agiadai and the Eurypodidai; the Council of the Five Ephors who
were high-ranking officials, elected annually and sharing power with the Spartan kings;
the gerousia of 30 (the Senate) which included the two kings; and the Apella, or popular
Assembly of all male Spartan citizens, the so-called homoioi, meaning “equals”, that is, full
citizens (Cartledge 1987; Gagarin 2013, pp. 231–32).

By the mid-10th century BCE, Sparta on the Eurotas River, in the southwest part of
the Peloponnese, had been settled by the Dorian branch of Greeks, which enslaved the
earlier population, turning them into helots. They then expanded to neighboring Messenia,
which they conquered after war, also turning the Messenians into helots. The word helot is
rendered by modern historians as slave, but some see it as a kind of serf (Cartledge 2001).
The population of helots outnumbered the Spartans by an unknown multiple. The Spartans
lived in fear of a revolt by the helots (which happened, for example, in the 460s BCE), and
in the face of this threat, transformed themselves into “the first hoplite republic in Greece
through a unique package of reforms” (Cartledge 1987, p. 15). Hoplites were free citizen
soldiers of ancient Greek city-states. To defend their city-states, they financed their military
equipment (primarily spears, breastplates, greaves, helmets and shields) themselves and
participated in the phalanx formations, which were the main military organization under
which hoplites fought on the battlefields (Kagan and Viggiano 2013).

The essence of the social reforms that were adopted after the emergence of the phalanx
type of warfare and organization was as follows: firstly, Spartan citizenship depended
on the possession of an allotment (Greek: klaros) from the production of which a Spartan
“equal” (citizen) was required to pay a fixed minimum contribution on a monthly basis
to a common mess (common meal, Greek: syssition). Thus, citizenship depended on
economic qualifications, something which was true of most of the city-states of the period,
where full citizenship depended on hoplite status. What was different was that Spartans
provided not only presumably their hoplite equipment, but also the fixed “common mess
contribution”. Secondly, all Spartans served as hoplites in the army. Thirdly, all Spartans
participated in the popular Assembly known as Apella, one of the main institutional bodies,
and they had the right to vote on peace or war, by acclamation. Fourth, socially, in
order to produce the desired uniformity, solidarity and unquestioning obedience and
discipline, a comprehensive system of public education, the agoge, was rigidly enforced
by the central authorities. Sparta was the only Greek city-state with such a kind of public
education system.

The Spartan social classification included the additional class of perioikoi (those living
around the main city-state, Sparta) who lived in about 80 settlements scattered all over
Lacedaemon and Messene. The perioikoi were free and had local autonomy but had no pub-
lic political rights whatsoever. They probably made some financial contribution, possibly
in the form of taxes, in kind, to the Spartan state, and they participated in the army. By
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the 4th century, they served as hoplites, brigaded in the same units as the Spartan hoplites,
and probably had to provide their arms and armor by their own means (Cartledge 1987,
pp. 15–16; 2001; Cartledge and Spawforth 2002).

The Spartan political system (constitution), was considered already by Aristotle (1944,
pp. 20–35) and modern authors such Rahe (2016, chp. 2) as a mixed system, characterized
by Rhodes (2007, pp. 58–60) as a peculiar kind of oligarchy. One of the many particularities
of the Spartan constitution was that during the Classical period, it retained a system of two
kings when monarchies no longer existed except on the fringes of the Greek world, as in
Macedonia and Epirus. Sparta inaugurated an early type of constitutional monarchy since
each king acted as a check on the other but more importantly they were both checked by the
ephors. The kings were the military commanders during war. Once back in Sparta, the king
could, in effect, be called to account by trial before his peers, in which case, the 30-member
gerousia sat as a mixed ad hoc supreme court together with the five ephors. Through their
exclusive power of jurisdiction, the gerontes (old men, being over 60 years of age) in these
and other capital cases wielded a strong influence on the conduct of foreign and domestic
policy. Even strong kings such as Cleomenes I and Pausanias (in 403 BCE) faced trials. The
gerousia was the most senior political body, and its members served for life. The gerontes
were elected by the Assembly of the Spartan citizens.

Probably only those from aristocratic families could be elected as gerontes. Apart
from functioning as a Supreme Court, empowered to put even kings on trial, the gerousia
had two other crucial functions. Together with the Council of the ephors, it had general
supervision of Spartan laws, which were unwritten. This entailed two separate functions:
(i) interpretation of the laws, and since they were unwritten, the gerousia had a wide latitude
in sharing power as far as the legal system is concerned, which was somewhat akin to
common law practice; (ii) according to the Great Rhetra, the gerousia was empowered to both
introduce and refuse to introduce proposals at the Assembly, thus controlling its agenda
and policy making in general. In modern terminology, the gerousia enjoyed the right of
both prospective and retrospective veto (Cartledge 1987, pp. 121–25; Rahe 2016).

The five ephors were elected for a year and probably could not be re-elected. They were
possibly elected, in the same manner as the gerousia, or they were somehow nominated
or co-opted by the gerousia. The ephors had executive, judicial and religious duties. They
controlled contacts between Spartans and foreigners, received foreign embassies, had the
power to send away foreigners residing in Sparta (a procedure known as xenelasia), granted
or withheld permission to Spartans to reside abroad and engaged in negotiations with
other states, having more or less the functions of a modern foreign office.

In times of war, two ephors accompanied a king on campaigns, supervising him, and
they were empowered to give orders to overseas commanders. They also determined
the age-groups of the army to go on campaigns and were responsible for logistics, e.g.,
provisions and technical staff, and presumably, siege engines and their servants. At home,
they supervised the agoge (the military training of boys until they reached manhood) and
policy functions, including the supervision of the helots’ to ensure that no revolts took
place. The crypteia (hidden force), the Spartan “Secret Service”, was also administered
by them. Together with the gerousia, they had the power to bring kings to trial. Their
judicial powers included preliminary hearings of capital cases in order to decide whether
a case should come to court. They also judged all civil suits individually. In non-capital
criminal cases, they might impose and exact fines ad hoc, and the proceeds were supposed
to go to the public treasury, of which they were the comptrollers. They supervised the few
taxes raised on Spartans and foreign tribute. One of the ephors presided at the Assembly’s
meetings. Thus, in today’s terminology, the ephors combined elements, of the executive
branch (foreign affairs, finance, defense) and the judiciary.

The Spartan Assembly had very limited powers: it made the final decisions concerning
war and peace and legislation, but without the power of initiative, since the agendas and
the proposals were introduced by the gerousia placed before it by the presiding ephor. No
ordinary citizen had the right to speak (Cartledge 1987, pp. 128–29).
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In addition to the above institutional setting, Spartan society was characterized by
respect for the laws and the officials, military discipline, and the system of common messes
to which all citizens were obliged to participate (and contribute) up to the age of 60. The
system of agoge was deemed to create a uniformity of values and societal norms, which
placed the state above the individual. Thus, it is probably no exaggeration to call the
Spartan state and society both collectivist and militarist.

4.2. Economic Institutions

Sparta’s peculiar institutional system extended to the economy, which was also unique
among Greek city-states.:Being professional soldiers, Spartans did not have civilian occupa-
tions as in other city-states, such as farmers, handicraft workers, employment in services
(e.g., trade, banking, shipping like in Athens) or entrepreneurs (bankers, factory owners,
ship-owners, etc.). Sparta was, to a higher degree than the average city-state, an agricultural
state, but agriculture was carried out by helots and perioikoi (Cartledge and Spawforth 2002).
We do not have sufficient extant comparative evidence to see if this absenteeism led to
lower efficiency and productivity in Sparta, compared to other states, where farmers, being
owners and laborers at the same time, had incentives to maximize output and efficiency.

The services sector was very small, mainly concerning trade, probably again in the
hands of perioikoi and possibly some foreigners. There were no Spartan banking services
and almost no commercial shipping activity. Foreign trade was also relatively small since
the Spartan way of life frowned at luxuries or works of art and had autarky as its ideal.
Manufacturing and handicrafts were again in the hands of helots and perioikoi, and possibly
some foreigners, but catered mainly to basic needs, such as weapons, utensils and furniture,
rather than luxuries and goods for export. An even greater peculiarity was the aversion to
a monetized economy. Sparta originally had only unwieldy iron coins instead of silver or
gold. However, this changed during the Hellenistic period, and the Spartan economy was
monetized (Hodkinson 2009).

Once more, we do not have sufficient extant evidence, but the inference we can draw
from ancient sources and modern interpretations seems to indicate that, similarly to the
political institutions, the Spartan economy too was stationary. In contrast to Athens and
other city-states, it recorded no growth and was ill-adapted to face serious challenges.

5. Evaluation of Sparta’s Political and Social System

In this section, we argue that Sparta, with its systemic checks and balances, failed to
undertake an efficient management of geopolitics and internal affairs; failed to follow the
new trends in military organization, though a militarist society itself; and finally failed to
make the necessary socioeconomic changes so as to avoid its final collapse.

5.1. Rigidity in Managing Geopolitics and Internal Political Affairs

The Spartan politico-economic system was probably in place already by the second
half of the 7th century BCE and endured to the end of the 3rd century BCE, when it
broke down. During this period, Sparta faced the challenges of the second Persian inva-
sion 480/479, the third Messenian War (the uprising of helots in 464), the Peloponnesian
War during 431–404 BCE and the so-called Corinthian (395–387 BCE) and Theban wars
(378–375 BCE), among other challenges.

After the long-drawn Peloponnesian War (431–404 BCE), Sparta was at the apex
of its power and took over the “Athenian empire”.3 It established Spartan supervisors
(harmostes) in many city-states. This opened Sparta to foreign influences. In general,
harmostes mismanaged their tasks, so much so that less than a decade from the end of the
Peloponnesian War, old allies such as Corinth and Thebes took arms against Sparta, together
with a revitalized Athens. The wars continued with changing alliances up to 362 BCE,
when the Spartan army suffered a crushing defeat at Mantineia (after two previous defeats
at Tegeira and Leuctra in 371 BCE), where the Spartan king and commander Kleombrotos
died (Cartledge 2001). After Leuctra, the Theban commander, Epaminondas, freed the
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Messenian helots from Spartan rule. Sparta thus lost half its territory, which it never
regained, and became a second-rate power. During the following years, Sparta chose a
policy of isolation instead of participation in the coalition of southern Greeks against the
Macedonians. Next, Sparta chose not to participate in the Macedonian-led Greek coalition
against Persia, established by Philip II and Alexander the Great, but in 330 BCE chose
to challenge alone the Macedonian regent in Greece (Alexander fighting against Persia
in Asia).

During the second half of the 3rd century BCE, King Agis IV tried to introduce
reforms (including cancelation of debts), but the ephors had him murdered. His successor,
King Cleomenes III, introduced sweeping reforms that abolished the old system. He
abolished the ephors and the gerousia, but he governed with almost absolute power, much
like a Roman emperor, at the same time introducing social reforms by granting Spartan
citizenship to many non-citizens such as the perioikoi, as well as land reform. However, he
again confronted the Macedonians alone and suffered a crushing defeat by King Antigonos
Doson, again at Sellasia in 222. As a result, he was forced into exile. Continuing its
isolationist policy, Sparta chose not to participate in the reborn Achaean League. It became
a member of the Achaean League only by force in 191 BCE (Economou 2020). Finally, the
system completely collapsed when Sparta was converted into a kind of dictatorship under
Machanidas in 211 and under Nabis in 207 and subsequently fell under Roman rule.

We believe that this mismanagement of foreign policy and geopolitics which affected
Sparta’s geopolitical decline during the 4th and 3rd centuries BCE must be attributed
to the rigidity of the Spartan political system which did not accommodate change after
external and internal shocks. Spartan policymakers proved unable to handle Sparta’s grand
strategy after 403 BCE. The reason is that the Spartan political regime was characterized by
a peculiar system of checks and balances, which discouraged the implementation of new
ideas, protected the ruling elite and prevented reformers from challenging the status quo.
Only small, occasional shifts of power could take place when an innovative king reigned
(such as Cleomenes I).

5.2. Failure to Adapt to New Trends in Military Organization

At the same time, Sparta showed an inability to adopt military innovations. It did not
introduce military reforms, for example equipping itself with a strong cavalry, which proved
to be necessary during the Peloponnesian War. It neglected the new, lightly equipped
skirmishers (peltastai), at whose hands it suffered a grave defeat at Lechaion during the
Corinthian war, in 390 BCE, where the Athenian general Iphicrates, who introduced inno-
vative military tactics, managed to crush a whole Spartan unit. Of course, Sparta developed
its navy during the Peloponnesian War, but in the tactical field, in which the Spartans
were supreme to the end of the 5th century, it failed to adapt during the 4th century, thus
suffering some crucial defeats at the hands of the outnumbered Thebans and Boeotians,
when General Epaminondas introduced his so-called “oblique” approach military tactic.

During the 4th century, Greek armies combined heavy and light infantrymen with
cavalry, while the Spartan army remained mainly a heavy infantry one. However, even
in this, we believe that it suffered critical defeats because the percentage of professional
Spartan soldiers in its ranks diminished sharply, as the number of Spartan homoioi fell
dramatically from about 8000 in the 480s BCE to about 3000 at the beginning of the 4th
century. So, in order to maintain the numbers of the phalanx, perioikoi and neodamodeis

increasingly served in the ranks of the phalanx, alongside Spartans (Cartledge 2001).4

However, perioikoi and neodamodeis were not professional soldiers, and thus we presume
that they were no better than the average hoplite of other Greek city-states.

In the end, the Spartans through the decision taken by king Cleomenes III adopted
the superior Macedonian type of phalanx, but this came too late to change the fate of
Sparta. The Spartan army was crushed in Sellasia by the Macedonian and the Achaean
League armies, and then Sparta, until its subjugation by Rome in 146 BCE, declined almost
completely and played only a minor role in Greek affairs (Economou 2020).
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5.3. Failure to Establish a Series of Necessary Socioeconomic Changes

In addition, the Spartan institutional setting failed to accommodate internal pressures.
A common theme among contemporary writers was the diminishing number of the homoioi
citizens, which did not happen, at least not to the same degree, in other city-states. This
shortage of manpower (oliganthropia) intrigued not only ancient writers such as Herodotus
and Aristotle but also modern writers (Crawford and Whitehead 1983, pp. 503–4; Hod-
kinson 2009). The Peloponnesian War forcefully brought Sparta into contact with the
mainstream of Greek socioeconomic developments, thus creating tensions beneath the
constitutional facade, which emphasized the equality of the Spartan citizens and their ideal
of concord (same-mindedness, homonoia) among themselves.

In fact, there always had been rich and poor Spartans, but the Peloponnesian War
increased this disparity: the wealthy upper class possessed land in addition to the klaros
(allotment), the minimal land plot attributed to every Spartan citizen, which enabled it to
contribute to the common mess and provide itself with hoplite equipment. Rich Spartans,
in order to preserve their social status, apparently aimed to limit their male offspring to a
single son and would seek to marry off their daughters to the sons of other wealthy families.
Poor Spartans also tended to restrict their offspring, because if they had many sons, then
their klaros would have to be divided among them, thereby becoming too small to permit
any of them to retain the necessary minimal mess contribution. These social forces of the
institutional setting brought about a gradual decrease in population. Another source of
demographic decrease was manpower losses, which were severe also for Sparta, especially
during the last period of the Peloponnesian War in the naval battles which they lost.

During the Peloponnesian War, Sparta had to acquire fleets in order to combat Athens
in the Aegean. However, fleets were very costly, both to build and to maintain, and the
rudimentary non-monetized (at that time) Spartan economy had to turn to contributions,
in money (coins), to their allies and even more to the Persian Empire. So, in a decade,
Sparta became de facto a monetized economy, a tendency which continued after the war
with the Spartan governors and garrisons in many city-states, paid in coins. However, the
distribution of this monetary inflow was uneven: admirals, ship captains, governors and
officers serving abroad received the lion’s share, increasing the gulf between rich and poor.

Thus, wealthy Spartans had now a surplus of liquid funds to invest. However, since
the backward Spartan economy did not offer a diversity of investment opportunities, the
only investment outlet they had within the Spartan state was the acquisition of additional
land. Poor Spartans had fallen into debt by raising a “mortgage” on the security of the
crops raised on their land, or on the land itself, in return for coined money which the rich
Spartans had now in surplus. This led to land concentration and downward social mobility
from Spartan status to ypomeiones (those who did not have sufficient land for the mess
contributions and their hoplite equipment) which then explains the diminishing number
of Spartan citizens during and after the Peloponnesian War (Cartledge 1987, pp. 169–70).
This is why we stated above that the monetization of the Spartan economy “corrupted” the
Spartan citizens, which could be seen as a “curse in disguise”.

5.4. A Comprehensive Assessment of the Socioeconomic and Political System of Sparta

We conclude that the Spartan regime, with its checks and balances, diffusion of
power, respect for authority and tradition, lack of incentives and alternatives for economic
activity, the stifling of the initiative of outstanding individuals and the mismanagement
of geopolitics and grand strategy, was the outcome of an endogenous systemic rigidity.
As a result, the lack of adaptability both to internal change and external shocks increased
the risk of the collapse of the regime and finally led to its breakdown at the end of the 3rd
century BCE.

Under A. Toynbee (1951).logic it could be argued that Spartan history shows a rigid
regime that fails to adapt when facing pressures from new, unexpected, external and
internal conditions. Sparta won the Peloponnesian War but proved ill-adapted to lead the
Greek world. An interesting counterfactual would have been for Sparta to have willingly
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decided to participate as a member state of the Achaean League during the second half of
the 2nd century BCE or later during the first half of the 1st century BCE. However, Sparta
chose to continue its isolationist policy, and it finally joined the Achaean League only for a
short period of time and only after it was forced to do so, during the 192–146 BCE period
(Economou 2020).

In terms of our model, this would have meant the adoption of a new strategy after
404 BCE. Additional strategies to address internal social problems would have been to
prohibit rich Spartans from buying land belonging to the poor, thus avoiding downward
social mobility, and to grant full citizenship to perioikoi and helots before the Cleomenes
III reforms in the 240s BCE, by which time it was too late. Thus, as our analysis indicates,
having failed to introduce new strategies at crucial periods, Sparta declined, and its political
system broke down by the end of the 3rd century, when Machanidas and Nabis established
dictatorships. This is not to deny the earlier success of the Spartan institutions. During
the period 650–372 BCE, Sparta was the most powerful city-state in ancient Greece. What
can be argued is that when circumstances changed in certain important ways, the same
institutional rigidity that had been Sparta’s strength became, instead, a liability.

6. Athens: An Adaptable Society with Collective Decision-Making Procedures

6.1. The Political Structure

Since the political history of Classical Athens is relatively well-known (see, among
others, Ober 2008, 2017; Cartledge 2018), we will not analyze it in detail. The Athenian
democracy emerged in 510–507 BCE through the reforms of Cleisthenes and was strength-
ened gradually through the introduction of the Athenian Naval Law (Decree of Themistocles)
which initiated Athens’ “turn to the sea” shipbuilding program in order to repel the Persian
invasion and opened the way to full political rights for all citizens. This “turn to the
sea” strategy along with the reforms of Ephialtes and Pericles gradually reshaped Athens’
socioeconomic and political institutions from an aristocratic dispensation during the 6th
century BCE to a direct democracy and a free market type of economy during the 5th and
4th centuries (Economou and Kyriazis 2019; Bitros et al. 2020).

Ober (2008) explains the emergence of democracy in Athens as a shift of power
between, on the one side, the aristocracy and, on the other side, the middle (hoplites)
and poor (thetes) classes, leading to a bottom-up democratic and perhaps spontaneous
revolution in 510–507 BCE. The aristocracy found the expansion of democratic rights
to be in its interest. In contrast to Athens, Sparta had a militarily focused, aristocratic
government that had little incentives to grant voting rights to the agricultural workers
(Fleck and Hanssen 2006)

By the mid-5th century BCE, Athens was the most complete direct democracy the
world had known. Major decisions about all aspects of external and domestic policy were
made by the Assembly of the demos through regular voting. Judicial powers were vested
in the popular courts to which jurors were appointed by lot, as was also the case with the
Council of Five Hundred which set the agenda for the Assembly’s meetings. The Athenian
political system was based on equality of political rights. Citizens over 20 had the right to
vote in the people’s Assembly. Full political rights were obtained at the age of 30 when a
citizen was allowed to present himself at the annual election of magistrates (Bitros et al.
2020).5 All citizens had the same opportunity to occupy state posts through selection by lot.

The only posts not filled by sortition (selection by lot) were those deemed to demand
a proven ability and experience by the occupant, such as those of the 10 generals (leaders
of the army, requiring military ability) and judges who judged special commercial cases
known as dikai emporikai (Cohen 1992). Equality was encapsulated in the principles of
isonomia (equality in front of the law), isegoria (equality of all to speak, e.g., to introduce
proposals for policy, laws and decrees to be voted by the Assembly) and isocratia (equality
of political rights, to be appointed to public posts including the courts) (Bitros et al. 2020;
Cartledge 2022; Ober 2022).
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Contrary to the Spartan system, the 5th century Athenian political setting until 415
BCE had almost no provisions for checks and balances, since the people (demos) were
supreme in political, military, judiciary and public finance policy making. As it is further
argued in Section 6, this entailed the risk of too high volatility in decision making.

6.2. The Economy

The Athenian economy was flourishing and growing during the 5th and 4th centuries
BCE. It was highly diversified and export-oriented. It had established a regime of property
rights protection and implementation of contracts, and for the first time in history, the
contribution of the manufacturing (e.g., metallurgy; carpentry; shipyards and dockyards
for warships, the triremes, and merchant ships; pottery; artifacts) and services sectors (in
areas such as trade, shipping, insurance services for commerce, maritime loans and banking
services, even primitive versions of joint-stock companies) was higher in GDP terms than
the overall annual agricultural production, giving thus to Athens the characteristics of the
“first modern economy”.6

During the 5th century, Athens benefited from the revenues of its empire. Remarkably,
during the next century, after Athens lost its empire, it made an economic and financial
recovery by introducing various economic policy measures promoting trade. Under these
policy measures, Piraeus became the entrepôt of the Mediterranean world and Athens one
of the main manufacturing centers, mainly for high-quality and value-added goods, such
as jewelry, works of art, utensils, pottery, honey and figs (Cohen 1992; Halkos and Kyriazis
2010; Halkos et al. 2021). After the reforms of Eubulus and Lycurgus, who introduced
extensive public work programs as opposed to a continuing war strategy, public revenues
increased from a low of 130 talents7 in the 350s to 400 talents in the 340s and 1200 talents in
the 330s; the latter figure is comparable to the imperial revenue of the 440s (Economou and
Kyriazis 2016; Bitros et al. 2020).

7. Reducing Systemic Risks When Institutional and Political Change Occurs: Athens
during the 4th Century

Contrary to the Spartan system of diffusion of power, the Athenian system was
characterized by a concentration of power in the hands of the citizens, through the Assembly
(mainly) and the courts (Ober 2008, 2017). Possibly, there was some kind of a relative
blocking (or vetoing) power as far as the courts are concerned during the 5th century
BCE (the extreme volatility period according to our analysis). However, what is for sure
is that the veto power of the courts increased significantly during the 4th century BCE.
This became a necessity due to some very serious and costly strategic mistakes that the
Athenians made, becoming also victims of demagogy, such as, first, the Sicilian campaign
which lead to the Athenian disaster at Syracuse in 415–413; second, the condemnation of
the victorious generals after the Battle of Arginousae in 406; and third, the volatility in
decision making concerning foreign policy which is related to a high propensity of the
Athenians to shift their alliances very often. According to Schwartzberg (2004, pp. 316–17),
this made them look quite unreliable, in comparison to the Spartans, and this led to the
loss of many important allies since the Athenians were considered untrustworthy.

Recognizing the weaknesses of the democratic constitution of the previous period,
with its too high volatility in decision making and abrupt policy swings, the Athenians
introduced institutional changes which made decision making more stable.

The most important institutional reforms were the following three: The first, which
took the form of a checks and balances mechanism, was the graphe paranomon procedure,
introduced in 415 BCE, through which any citizen could sue (within a year) the proposer
(known as ho boulomenos) of a decree with a charge that his proposal was unconstitutional,
that is, it contradicted with the existing laws of the state, or that his proposal did not follow
the correct procedures when it was submitted to the Athenian Assembly (Schwartzberg
2004, pp. 319–20). Under the same reasoning, any citizen could sue the proposer of a law
through the graphe nomon me epitedeion theinai procedure, with a charge that the proposal

240



J. Risk Financial Manag. 2022, 15, 416

was unconstitutional, or that it did not follow the correct procedures when it was submitted
to the Athenian Assembly (Canevaro 2018). Fines were very severe for those who proposed
such laws or decrees. For a graphe paranomon that was rejected by the nomothetai (see below),
the proposer could be fined with 1000 drachmae, while for a rejected graphe nomon me

epitedeion theinai, the proposer could even face a death penalty.8

Linked to these two kinds of graphai, at the end of the 5th century, possibly in 404
BCE, two new special boards were introduced, the nomothetai (meaning those who are
establishing new laws) and the thesmomothetai. The nomothetai board was drawn from the
annual group of judges serving in the Heliaia courts. It could be a large gathering of judges.
For example, Demosthenes (Against Timocrates, 24.27) mentions a case of 1001 judges.

The nomothetai could be summoned (i) if the Assembly called them for revisions to the
existing laws, (ii) if an Athenian citizen proposed a change in the laws or (iii) if they were
asked by the thesmothetai (see below). Thus, the main duty of the nomothetai was to certify
that a decree or law proposed by a citizen did not contradict any other existing laws (Harris
2013, pp. 244–45; Canevaro 2018). If the proposed laws did contradict any other existing
laws, they were rejected. It was actually a two-tier board where the first board (elected by
the Council of the Five Hundred) had also the right to propose new laws while the second
(elected from the Athenian municipalities—demes) voted on whether to ratify each law
and add it to the existing laws (Harris 2013). Thus, this body, in addition to the role of
inspecting the “constitutionality” of the proposed laws against the current legislation, also
had the power to propose new laws.

The thesmothetai were an institution with similar or supplementary duties to those of
nomothetai. According to the orator Aeschines (Against Ctesiphon, 3.38–3.40), the thesmothetai

were a board of six archons9, whose duties were to review the existing laws annually to
determine whether there were inconsistencies, duplications or invalid laws in force and,
if so, to inform the nomothetai to rectify them. Schwartzberg (2004, p. 320), among others,
accepts this interpretation. These boards were connected with the restoration of democracy
in 404 BCE.

The above description shows that the nomothetai actually had a veto right on law
proposals to be decided by the Assembly. Even if a proposal was accepted and became
state law, it could be annulled at a later time by procedures run (i) by the Assembly, (ii)
the citizens (graphe paranomon, graphe nomon me epitedeion theinai) and (iii) the nomothetai.
Harris (2013, p. 244) argues that in the 5th century, the constitution of the Athenians placed
that legislative power in the hands of the Assembly, but in the 4th century, that legislative
power was placed in the hands of the Assembly and the nomothetai. The introduction
of these checks and balances institutions does not mean that the Athenian citizens (the
demos) were deprived of their ability to make decisions. Demos remained the superior
political institution concerning decision making. Harris (2013, p. 244 ftn. 78) clarifies this by
arguing that:

“Even though the nomothetai gave final approval to the laws in the fourth century,
it was the Assembly that initiated all laws and submitted them to the nomothetai.
Their authority derived from the citizens of Athens, which is why they were
called the laws of the Athenians (not the laws of the nomothetai).”

What we are arguing is that democracy became more moderate, mature and less
volatile in the 4th century in comparison to the previous century, which proved beneficial
for the survival of the political regime, and Athens avoided the risk of internal collapse at
the end.

Returning to the narrative of the main political/military events that took place in the
4th century, after the unsuccessful attempts of the Athenians to establish a viable Second
Athenian League which culminated with the so-called Social War during 357–355, Athenian
public revenues were falling to 130 talents per year, a very low sum in comparison, say,
to the Periclean era. However, the innovative spirit of the Athenians then again led them
to a new key strategic choice that proved beneficial in the long run. They introduced a
pacifist grand strategy by avoiding new war engagements, and they replaced large war
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expenses with large fiscal expansionary programs of a Keynesian nature, and this led them
to impressive economic growth; in 322, after just 33 years, their public revenues rose to
1200 talents from 130 in 355 (Economou and Kyriazis 2016; Bitros et al. 2020).

The Athenian democracy was abolished in 322 BCE after Athens was defeated by the
Macedonians at sea at the battle of Amorgos. This means that the system did not “fail” or
collapse internally like Sparta’s, as was argued in Section 4, but that it failed to effectively
repel a stronger enemy in military terms, the Kingdom of Macedon. The Athenians also
made an unsuccessful effort to expel the Macedonian garrison in the 3rd century during the
Chraemonidean War (267–261 BCE) and later managed to do so, paying off the garrison, as
an inducement for them to leave Athens. Showing its strong roots, Athenian democracy
more or less functioned (but with interruptions) until about the middle of the 2nd century
and the Roman conquest (but we lack the information to trace institutional changes), even
though Athens was no longer a major power in Greece.10

The above historical facts prove that although Athens failed in military terms, it still
continued to be a successful example of socioeconomic organization during the Hellenistic
period. Thus, in the end, it did not “collapse” as it happened with the Spartan case. Thus,
Athenian society during the period 508–404 BCE comes close to the case of Regime 2 in our
model, the high-volatility case, where the risk of collapse is extremely high, but after 403
and more profoundly during the period 355–322, it seems to be closer to the case of Regime
3, that is, a system with an optimal level of change that successfully accommodates external
shocks and internal changes so that the risk of internal collapse diminishes significantly. By
contrast, Sparta, although it managed to remain the greatest power in geopolitical terms in
ancient Greece from 650 to 372 BCE, due to the reasons that were described in Sections 4
and 6, failed to adapt.

8. Concluding Remarks

The objective of this paper was to transfer the well-established notions of “financial
risk” and “financial uncertainties” to social science analysis, that is, to give them a sociopo-
litical diastasis. The theoretical implications of the paper are that it defines what kind of
institutions are needed so that an efficient level of social and political change takes place
so that, on the one hand, the risk of a regime’s collapse is avoided and, on the other hand,
social prosperity and progress continue in the long run. We have presented an analysis of
sociopolitical rigidity versus volatility of a regime that permits a sociopolitical regime to
avoid the risk of collapse and adapt both to external shocks and internal change, making it
thus durable. The practical implications of the paper are that we have presented Sparta and
Athens as two examples, the first for rigidity, the second for high volatility during almost
the 5th century (until 415 BCE) and then, during the 4th century, as approaching the ideal
or “optimal” level of change.

According to our argumentation, Athens during the 5th century was a very volatile
regime, but it avoided collapse during the 4th century due to institutional changes which
made the socioeconomic and political structure more moderate regarding decision making.
By contrast, Sparta remained in a state of rigidity due to the structure of its institutions, and
when some visionary leaders such as Cleomenes III tried to introduce changes, it was too
late for Sparta to become successful; this resembles what happened with the Soviet regime
when Michael Gorbachev tried to introduce a radical package of institutional reforms of
socioeconomic and political nature, perestroika and glasnost, but he failed since, obviously,
the regime could not be saved due to its chronic pathogens and structural weaknesses.

To the best of our knowledge, this is the first attempt to interpret sociopolitical change
by simultaneously comparing Sparta and Athens from such an analysis perspective. The
limitations regarding this particular case study, Sparta vs. Athens, are related to the absence
of cliometric–statistical data for testing our model and hypotheses. We however believe
(and hope) that this analysis could be further used by social scientists to interpret not
only historical case studies, as happens with this paper, but also recent cases, such as
the current Chinese regime or the European Union. For example, based on the logic of
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the above analysis, an interesting issue for future research would be to try to define the
optimal level of economic and sociopolitical reforms that the current Chinese regime needs
to introduce so as to further expand its economic might in the future combined with a more
democratically oriented package of political institutions. Equally interesting would be to
explain how any institutional changes regarding sociopolitical matters may occur in China
in the long run based on factors such as the authoritarian characteristics of the Chinese
Communist regime.

Another interesting case study for future research is the European Union’s further
political integration (as a process of sociopolitical change), which is strongly related to the
achievement (or not) of high financial performance throughout the union, since this will
increase prosperity among the member states in the long run.

We hope that this article sets the appropriate stimuli for further research on related
topics in the near future.
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Notes

1 A notion that derives from financial economics.
2 Due to space limitations, we cannot retrieve all of this bibliography here, but only a representative part of it.
3 The term refers to the so-called Delian League or Athenian Alliance of the 478–404 period. It was an association/military alliance

of more than 300 Greek city-states, under the leadership of Athens, whose initial purpose was to continue fighting the Persian
Empire. Gradually, Athens acquired a hegemonic role within it. For a financial aspect regarding the functioning of the Alliance,
see Figueira and Jensen (2021).

4 Neodamodeis (new citizens) were given citizenship whenever the state deemed it necessary, mainly, we guess, when the city
needed to replenish the ranks of the citizens after severe manpower losses, such as after the earthquake of about 461 BCE, the
losses from the Peloponnesian War, and the crushing defeats of the Spartan army by the Thebans and Boeotians in 371 and
362 BCE.

5 Only Athenian male citizens enjoyed full political rights. Slaves, metics (citizens that came to Athens from other city-states for
work) and women were excluded from political participation.

6 See, among others, Cohen (1992), Ober (2008), Halkos and Kyriazis (2010), Lyttkens (2013), Bergh and Lyttkens (2014), Bitros et al.
(2020), Economou et al. (2021a, 2021b), Halkos et al. (2021, 2022) and the references cited therein.

7 One talent was equal to 6000 drachmae. As a measure of comparison, the daily wage of an unskilled worker during the 4th
century BCE was 1.5 drachmae.

8 Due to space limitations, we cannot retrieve all this evidence here, but a detailed analysis of such legal and judicial procedures is
provided by Schwartzberg (2004), Harris (2013), Lyttkens et al. (2018) and Canevaro (2018), among others.

9 They were members of the nine archons, an ex-aristocratic body.
10 A very interesting historical analysis regarding Athens during the Hellenistic and Roman periods until the time of Mark Antony

is provided by Habicht (1999).
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Abstract: Copula modelling is a popular tool in analysing the dependencies between variables.
Copula modelling allows the investigation of tail dependencies, which is of particular interest in risk
and survival applications. Copula modelling is also of specific interest to economic and financial
modelling as it can help in the prediction of financial contagion and periods of “boom” or “bust”.
Bivariate copula modelling has a rich variety of copulas that may be chosen to represent the modelled
dataset dependencies and possible extreme events that may lie within the dataset tails. Financial
copula modelling tends to diverge as this richness of copula types within the literature may not
be well realised with the two different types of modelling, one being non-time-series and the other
being time-series, being undertaken differently. This paper investigates standard copula modelling
and financial copula modelling and shows why the modelling strategies in using time-series and
non-time-series copula modelling is undertaken using different methods. This difference, apart from
the issues surrounding the time-series component, is mostly due to standard copula modelling having
the ability to use empirical CDFs for the probability integral transformation. Financial time-series
copula modelling uses pseudo-CDFs due to the standardized time-series residuals being centred
around zero. The standardized residuals inhibit the estimation of the possible distributions required
for constructing the copula model in the usual manner.

Keywords: financial; non-stationary; time-series; copula; dependence; risk; univariate; bivariate

1. Introduction

In investigating copula modelling, it is often stated within the literature that the
Gaussian (Normal) copula is to blame for the financial crash of 2007 and 2008. This general
statement is a bit of an oddity, as copula modelling can be a virtually automated process.
It can be a semi-automated, or even a totally manual process, based on goodness of fit
estimates in copula selection. Which method is used is up to the modeller by following a
copula modelling process. Blame is squarely put in using the Gaussian copula, see Salmon
(2009), by financial traders in selling vast quantities of new securities and expanding
financial markets to unimaginable levels. Zimmer (2012) highlights that the Gaussian
copula’s inability to account for tail dependence limits its use in estimating relationships
in housing price movements that can lead to model miss-specification, which is what
happened in the financial crash of 2007 and 2008.

However, the problem is not with using the Gaussian copula, just with the modellers
for not using a properly specified copula model, see Salmon (2009). A properly specified
model may have resulted in another copula shape apart from the Gaussian copula. It
is interesting to think how a totally wrong copula model can be selected that does not
represent the datasets dependencies when a copula model can be generated quickly and
easily with just a few lines of code, with many examples to follow within the literature.

Parametric copula modelling can be undertaken following a clear process, from identi-
fying and determining the model’s distributions, transforming the distributions to marginal
distributions (usually uniform), through to copula selection. This process is widely used
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and recommended, see Hofert et al. (2018) and Vuolo (2017), with other examples scattered
throughout the copula modelling literature.

Upon investigating copula modelling using financial data that contain a time-series
component, even though non-time-series copula and time-series copula modelling are
based on the same underlying theorem, Sklar’s Theorem, Section 3, different modelling
strategies must be employed. These differences are that the time-series and the volatility of
the time-series data must be modelled separately before copula modelling methods can
be used, see Patton (2012) and Zhang and Singh (2019). It is this time-series and volatile
nature of financial data that makes copula modelling more challenging compared to the
standard copula modelling process.

Financial copula modelling, should it contain a time-series component, needs to have
the time-series and possible volatility parameters estimated. Then, the copula model can
only be undertaken using a pseudo-CDF. Standard non-time-series copula modelling can
be undertaken using either an empirical CDF or pseudo-CDF for the estimation of the
marginal distributions, see Hofert et al. (2018). Using an empirical CDF for the probability
integral transformation allows for determining outliers, influential data points and insight
on how well the distributions fit the modelled dataset. Using an empirical CDF allows for
the copula model to be estimated using actual observations, not the pseudo-observations
generated from a pseudo-CDF.

Standard, non-time-series copula models consist of a rich variety of copula types,
see Stamatatou et al. (2018). Popular copula model types include, but are not limited to,
Gaussian, Student-t, Clayton, Frank, Gumbel, Joe and an assortment of BB copula models,
see Schepsmeier et al. (2015). The variety of these copula models allows for the modelling
of no tail dependence, some tail dependence or even extreme tail dependence in either
survival or risk modelling Hofert et al. (2018). This also allows for a range of available
copula models that can be chosen to suit the dependence structure of the modelled data,
allowing for the correct model specification.

The aim of this paper is to highlight the difference between time-series copula modelling
and non-time-series copula modelling and where the modelling methods diverge and why.
In addition, we use the rich diversity of possible copula models Schepsmeier et al. (2015)
using time-series data, such as financial data—as the literature is limited mostly focused on
the common Gaussian, Gumbel, Clayton, Frank and Joe type copula models.

We proceed as follows: Section 2 introduces the background in financial copula
modelling; Section 3 is copula theory; Section 4, an overview of time-series modelling;
Section 5, a worked example of a financial copula model; Section 6, a brief discussion about
financial copula modelling; and Section 7, makes our conclusions.

2. Background in Financial Copula Modelling

The financial crisis and subsequent worldwide economic and financial developments
have made clear the importance of the analysis of financial data, see Guharay et al. (2013).
Research in financial economics has been centred on modelling and simulation, both to
gain insight into mechanisms of events (e.g., such as bubbles or crashes) and to characterise
the system’s stability Guharay et al. (2013).

Within economics and finance, there is a particular difficulty in copula modelling
Fermanian (2017) due to the time-dependence; significant advances have been observed in
terms of copula modelling of univariate and multivariate time-series. Although advances
have been made, financial copula modelling can be awkward as there are many different
modelling strategies and using a defined process can be difficult.

The dependence of financial markets during a period of extreme fluctuations has
received considerable attention within the literature, see Mensah and Adam (2020). The
copula co-movements capture how shocks in a specific market may transcend to other
currency markets. Therefore, measuring the co-movements and tail dependence struc-
tures and determining the volatility spill-over and evolution over time is essential in risk
management, diversification and pricing, see Mensah and Adam (2020).
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When modelling financial data that contain time-series, the serial correlations within
the time-series play a fundamental role in the statistical process. The observed data may
not be independent since the present conditions rely on the past. Appropriate models for
serial correlation dependence are necessary Emura et al. (2017). Financial institutions and
investors are concerned about volatility and global currency markets, which can dominate
the stock and bond markets, see Mensah and Adam (2020). Copula models that contain
time-series have been employed extensively to study the co-movement and tail dependence
structure of financial data.

Overall, copula modelling has shown to be a worthy tool in analysing highly de-
pendent phenomena Gródek-Szostak et al. (2019), such as financial market performance,
market confidence, market speculation, drought, floods, fire, rainfall or even crop oversup-
ply, to name a few. Overall, studies have found Bhatti and Do (2019) that copula models are
good at characterising joint dependence among variables, especially when extreme values
are clearly evident. Nevertheless, copula modelling is sometimes used in a “black box”
fashion Haugh (2016).

Copulas allow the compounding of joint distributions when only marginal distri-
butions are known with certainty. An important advantage is that they allow marginal
distributions from different families, such as the Elliptical and Archimedean distributions
Kayalar et al. (2017). Copulas also provide a flexible methodology for understanding asso-
ciations between related phenomena and their joint probabilities. The copula models ask
a fundamentally different question than typical techniques modelling conditional values.
Rather than how does variable X influence variable Y, copulas ask, “How do two variables
move together in unison and how strong is that con-current movement at various points in
the distribution” Vuolo (2017).

Copula modelling can be undertaken to explore extreme events, with the main advan-
tage of extreme value copulas Gródek-Szostak et al. (2019) being the possibility of analysing
above-average losses or profits in the fields of finance and insurance, but also in the case of
examining future agricultural products. Although there is an array of divergent definitions
that can cause ambiguity when it comes to the definition of extreme events, see Broska
et al. (2020), in the context of finance and insurance, extreme events relate to unexpected,
abnormal or extreme outcomes. Common extreme value and survival copulas are the
Student-t, Clayton, Galambos and BB8 (Joe-Frank) copulas.

Financial copula modelling is about identifying the time-series within the data, and
there are standard families of multivariate models for financial time series. These models
are the GARCH-type and/or stochastic volatility type models Fermanian (2017), and there
is a dominant use of GARCH models Mensah and Adam (2020). Econometric literature
contains a preponderance of evidence that the conditional volatility of economic time-series
changes through time, see Patton (2012).

3. Copula Theory

The basic definition of a bivariate copula Beare (2010) is a bivariate probability dis-
tribution function on [0, 1]2 for which the two univariate marginal distribution functions
are uniform on [0, 1]. Suppose that X and Y are real-valued random variables with joint
distribution function F(X,Y) and marginal distribution functions FX and FY. We say that X
and Y admit the copula C if C(FX(x), FY(y)) = F(X, Y)(x, y) for all x, y ∈ R.

Further to the above, suppose that X and Y are real-valued random variables with
joint distribution function F(X,Y) and marginal distribution functions FX and FY. We say
we can construct a copula C(FX(x), FY(y)) = F(X, Y)(x, y) for all x, y ∈ R if and only if the
Fréchet–Hoffding bounds hold true.

Sklar’s theorem ensures that for any random variable X and Y, there exists a copula C
such that X and Y admit C Beare (2010). Moreover, C is uniquely defined on the product
of the ranges of the marginal distribution functions of X and Y. Hence, C is unique if X
and Y are continuous random variables. If X or Y is not continuous, C may nevertheless be
uniquely defined by bilinear interpolation between uniquely defined values. The practical
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implication of Sklar’s theorem is that modelling of the marginal distributions can be
conveniently separated from the dependence modelling in terms of the copula Brechmann
and Schepsmeier (2013).

Based on the Sklar’s Theorem, the copula is a mathematical function, see Li et al.
(2018), of univariate marginal distribution functions for constructing the joint distribution.
For a bivariate case, if the marginal distribution function of the continuous random vectors
(X, Y) are Fx and Fy, the joint probability distribution function can be expressed as:

P(X ≤ x, Y ≤ y) = C[Fx(x), Fy(y); θ] = C(u1, u2) (1)

where C is a copula, θ is the copula parameter that summarizes the dependence structure
and u1 = Fx(x) , u2 = Fy(y) are marginal probabilities, x and y are the realizations of X
and Y. Copulas are functions Haugh (2016) that enable the separation of the marginal
distributions from the dependency structure of a given multivariate distribution.

Sklar’s Theorem (1959)

Theorem 1 (Sklar’s Theorem). For any d-dimensional d f H with univariate margins F1, . . . , Fd,
there exists a d-dimensional copula C such that:

H(x) = C(F1(x1), ..., Fd(xd)), x ∈ R (2)

The complete Sklar’s theorem and proof of the theorem can be found throughout the
literature. A proportion is provided there to highlight some of the important parts of the
theorem. According to Sklar’s theorem (1959), for any joint distribution F(y1, y2) with
marginal cumulative distributions F1(y1) and F2(y2) there exists a copula function:

F(y1, y2) = Cθ(F1(y1), F(y)) (3)

An important aspect of Sklar’s theorem is that the joint distribution of any two out-
comes y1 and y2 can be expressed as a copula function that is determined by the individual
marginal CDFs F1(y1) and F2(y2) and an association parameter θ that binds them together
Vuolo (2017). Given that CDFs are bound between 0 and 1, by definition, the function
takes a value on the square and product value on the unit value. For any two continuous
marginals, the CDF is uniform from 0 to 1, or F1, F2 ∼ U(0, 1).

A transformation on the dataset to make the standard uniform margins is a probability
transformation. Figure 1, as an example, shows the distributions that may be suited for
a probability integral transformation to obtain the empirical CDFs. Figure 2 shows the
uniform distribution generated from the chosen distributions by a probability integral
transformation.

Although the probability integral transformation usually transforms the distributions
to uniform marginal distributions, other distributions can be used, as long they are the
same type of distributions Vuolo (2017)—either two uniform or two normal distributions,
for example.

Figure 1. Example Distribution Estimation of a Datasets Distribution.
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Figure 2. Example uniform marginal distributions estimated from an empirical CDF.

This is a common method in copula modelling in the absence of time-series. Finan-
cial copula modelling diverges from standard bivariate copula modelling in obtaining
the uniform marginal distributions due to the time-series component, and we proceed
as follows.

4. Time Series Modelling

Time-series can be defined Li et al. (2020) as a sequence of observations on one or more
variables over time. Time is an important dimension because past events can influence
future events. The two main features of time-series Li et al. (2020) are the data frequency
and autocorrelation (the correlation between the observations of the same variable over
successive time intervals). These features must be carefully modelled to allow for correctly
specified residuals to be used within the copula model.

Time series modelling with no volatility can be undertaken using ARMA and ARIMA
methods. The ARIMA equation is where the stationary time series is linear, in which
the predictors consist of lags of the dependent variable. A nonseasonal ARIMA model is
classified as am ARIMA(p, d, q) model, where p is the number of autoregressive terms, d
is the number of nonseasonal differences needed for stationarity, and q is the number of
lagged forecast errors in the prediction equation.

The difference between an ARMA and the ARIMA is the number of needed differ-
ences in a series of observations to achieve stationarity. ARMA(p, q) is equivalent to
ARIMA(p, 0, q) and if d > 0, an ARMA(p, q) can be used after the differencing of the
original time-series has achieved stationarity.

Time-series may be identified by using sample autocorrelation (ACF) and partial
autocorrelation (PACF) functions for time-series, Xt : t = 1, ..., n. If the sample ACF falls
into the 95% confidence bound quickly, then the time series Xt may be considered stationary.
Otherwise, the time series is non-stationary and differencing is required to convert it to a
stationary time series, see Zhang and Singh (2019).

Time-series modelling can also include ARCH and GARCH methods when there is
the presents of volatility within the data. ARCH models are an AR model with conditional
heteroscedasticity. If the volatility does not necessarily happen at particular times, the
variance itself can be modelled with an AR(p) model. A GARCH (generalized ARCH)
model is a better fit for modeling time-series data when the data exhibits heteroscedasticity
and also volatility clustering.

The ARMA-GARCH time series models, model the time-series along with the volatility
contained within the data. The ARMA-GARCH models are used to remove the serial
correlations and conditional heteroscedasticity, see Albulescu et al. (2020).

5. Financial Copula Modelling

Financial copula modelling includes a time-dependent sequence, see Zhang and Singh
(2019). The copula modelling process must account for each variables’ univariate time-series
structure. The model’s residuals must be estimated from the fitted univariate time-series
model and then applied to the copula to model using standardized residuals.

Financial copula modelling uses pseudo-CDFs due to the standardized residuals
being centred around zero, with the fitting of gamma or lognormal distributions, as an
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example, to undertake the probability integral transformation not being possible. The
pseudo-observations from the standardized residuals by way of a pseudo-CDF is used.

Figure 3 shows the Australian Crude Oil WTI and Natural Gas weekly Futures prices
between the dates of 4 December 2012 and 28 November 2021. As an example, these
time-series datasets will be used to undertake a copula model, in highlighting the copula
modelling process for financial data that contains time-series.

Figure 3. Crude oil and natural gas time series plots.

The first steps in undertaking a financial copula modelling are determining the ARMA
model, then determining the GARCH component of the time-series, or if the GARCH
component is required. Once these have been obtained, the standardized residuals can
be modelled into a copula. This is the most critical part of the copula modelling process,
as determining the correct time-series model will allow for correct tail dependence to be
modelled by way of the standardized residuals.

Literature for copula time-series modelling using ARIMA-type models can be sparse,
whereas, the literature for copula time-series modelling using ARMA-GARCH models is
far more abundant Mensah and Adam (2020), as the ARMA or ARMA-GARCH process
models the volatility within the dataset, making them suitable for financial data. Testing
whether an ARMA or ARMA-GARCH model is appropriate should be undertaken. For
short time periods, an ARIMA may be appropriate, and a long time period may require the
ARMA-GARCH model.

Estimating the ARIMA and ARMA parameters for Crude Oil and Natural Gas was
undertaken using the auto.arima package within R software, https://CRAN.R-project.org/
(accessed on 10 April 2020), see Hyndman et al. (2020). This gave the results for Crude
Oil an ARIMA model of order (2,1,1) and Natural Gas as an ARIMA model (1,1,1). After
differencing, the ARMA estimated model for Crude Oil was of order (2,1) and Natural Gas
was (1,1). These values and the differenced data were used for the GARCH modelling.

Fitting a GARCH model to the data was used by the ugarchfit package within the R
software, https://CRAN.R-project.org/ (accessed on 10 April 2020), see Ghalanos (2020).
GARCH modelling for both Crude Oil and Natural Gas gave a GARCH model result of
(1,1). Using the GARCH, ugarchfit package, allowed for the fitting of the ARMA parameters
for the Crude Oil and the Natural Gas datasets and the obtained residuals were then
standardized.
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Both datasets contained heteroscedasticity, therefore a GARCH process was used to
model the volatility. The residuals conditional variance equation for Crude Oil was an
ARMA(2,1)-GARCH(1,1), and Natural Gas was an ARMA(1,1)-GARCH(1,1). The ARMA-
GARCH modelled the non-constant variance of the two datasets, which will produce
residuals N ≈ (0, 1). These models are used within the rest of the paper.

Figure 4, shows the histograms of the standardized residuals from the time-series
modelling results, which are overlaid with the normal distribution. The results show
that the x-axis values contain negative values. Estimation of log-normal and gamma
distributions that may better fit the residuals cannot be undertaken to estimate the copulas
marginal distributions. This highlights the need for copula time-series models to be based
on pseudo-CDFs.

Figure 4. Standardized residuals for the crude oil and natural gas datasets.

A graphical method to determine if any tail dependence is present can be represented
in a Q-Q plot of the two standardized residuals for crude oil and natural gas. The Q-Q plots
give an indication if the tails are not Gaussian, indicating possible tail dependence. The
Q-Q plots have been plotted and shown in Figure 5. Overall, the standardized residuals for
both datasets follow the Gaussian distribution, with the exemption that only a few points
at the tails fall outside a Gaussian distributions.

Figure 5. Q-Q plots for the standardized residuals.

The standardized residuals were then applied to the BiCopSelect function, see Schep-
smeier et al. (2015), with R software package, https://CRAN.R-project.org/ (accessed on
10 April 2020), to generate (estimate) the copula type and parameters. Figure 6, shows the
results, which produced a Gaussian (Normal) copula with a τ value of 0.15. The τ value
of only 0.15, which is a measure of dependence, a Pearson’s linear correlation coefficient,
shows that there is very little dependence between the crude oil and natural gas prices.

Figure 6, shows the estimated Gaussian copula which had a τ value of 0.15, with
Figure 7 being included to show the Gaussian copula dependence with a τ value of 0.15 and
a τ value of 0.7, which is considered a strong association value. A worthwhile endeavour
in any copula modelling situation is to plot the copulas dependence. The estimated copula
with the τ value = 0.15, shows significantly less dependence with no tail dependence.

Figures 8 and 9 show the comparison between the estimated Gaussian distribution
of τ = 0.15, to a strong dependence value of τ = 0.7. In Figure 8, the generated copula
distribution, shows a distribution that almost represents an independent copula, being that
u1 and u2, are almost independent with a τ = 0.15. Figure 9, shows a distribution with
another set of u1 and u2 values, having a strong dependency value of τ = 0.7.
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Figure 6. The estimated Gaussian copula.

Figure 7. Gaussian copula dependence.

Figure 8. The estimated Gaussian distribution, Tau = 0.15.

Therefore, we can conclude there was no dependence between the crude oil and
natural gas prices, as the estimated Gaussian copula had a τ = 0.15. Figure 8, confirms
this, as the estimated copula model represents an independent copula distribution, see
Hofert et al. (2018).
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Figure 9. Gaussian distribution, Tau = 0.7.

6. Discussion

In returning to the original statement that the Gaussian copula can be blamed for
the 2007-2008 financial crisis, Section 1, can be appreciated now. An easy approach was
undertaken by the financial traders in using a Gaussian copula model Zimmer (2012),
which inhibited any ability for tail dependence to be modelled and identified. This allowed
for missed opportunities in detecting the “up and coming” financial bust of 2007 and 2008.

With standard copula modelling, choices can be made to use CDFs or pseudo-CDFs to
model the copula. Using CDFs has the advantage of the copula model being modelled using
distributions with the actual values from a dataset. Undertaking the inverse probability
integral transformation using a CDF highlights potential issues within the dataset that may
allow for further exploration. Smaller datasets will benefit from using a CDF, as the CDF
and pseudo-CDF converge with large datasets.

Financial copula modelling requires the added process of extracting the standard-
ised residuals from a time-series model that will allow for a financial copula model to be
modelled. Unifying the time-series component and copula modelling process can be an
awkward process, as there are many different modelling methods and coding options avail-
able and little guidance within the literature in having these working together coherently.

This paper has highlighted the importance of the time-series parameters to be correctly
specified that will allow for the standardized residuals to be used within the copula model
that will allow for a correctly-specified copula model to be estimated.

Regardless, no dependence was found between the crude oil and natural gas prices.
The generated copula model is valid, assuming the correct time-series parameters were
estimated. This process should be used in the copula modelling using financial data when
time-series is involved, which allows for the copula modelling process in determining the
copula shape, allowing for the various copula types to be included within copula selection
that will allow for correct model specification Schepsmeier et al. (2015).

Not to be overlooked, a good source of information and coding when undertaking
financial copula time-series modelling can come from the ecological field, as an example.
Many ecological studies use time-series copula modelling, which can be taken advantage
of within the financial fields.

7. Conclusions

Both standard copula modelling and financial copula modelling follow the same
process, with financial copula modelling requiring the correct specification of the time-
series to be identified. Once the time-series is identified, copula modelling can proceed
using a pseudo-CDF to model the uniform marginal distribution to produce the copula
model. Only by correct specification of the time-series components can a correctly specified
copula model be produced.
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Using MA, ARMA-type models will only model constant variance. The ARMA-
GARCH types model the non-constant variance. Through the process of determining the
time-series components within the data, will a correctly specified copula model be pro-
duced.

Using the BCopSelect function, see Schepsmeier et al. (2015), within the R software,
https://CRAN.R-project.org/ (accessed on 10 April 2020), allowed for the opportunity for
many copula model forms to be considered for the copula model. This quick or exploratory
method allows for a valid copula model to be estimated.

Copula models that are popular, such as the Gumbel copula, and produce similar
likelihood, AIC or BIC values to a BB copula, as an example, could also be considered as a
final model. This may allow for a better audience understanding of the copula model, as
the literature is focused on these popular copula types.
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Abstract: Will there be a greater sense of solidarity and friendship during public crises? This study
aims to determine whether risk perception influences employees’ willingness to assist in times of
public crisis, taking COVID-19 as a specific research scenario and based on the theory of “tend and
befriend”. This study hypothesized that risk perception will influence employees’ helping behavior
via the in-group identity, with the degree of impact dependent on the COVID-19 pandemic’s severity.
A questionnaire survey of 925 practitioners from various industries in the pandemic area revealed
that: risk perception has a positive influence on employees’ helping behavior; in-group identity
plays a certain mediating role in the process of risk perception that influences employees’ helping
behavior; and the severity of a local pandemic negatively moderates the relationship between risk
perception and helping behavior, but positively moderates the relationship between risk perception
and in-group identity. Specifically, employees in high-risk areas are more likely to “align” (higher
degree of recognition by the in-group) but demonstrate less helping behavior, compared with those
in areas with moderate and low risk from the COVID-19. By contrast, employees in low-risk areas
display more helping behavior but have less in-group identity, compared with those in areas with
moderate and high risk from the COVID-19. This study expands the research on the relationship
between risk perception and helping behavior, enriches the research results on risk management
theory, and provides a practical reference for risk governance.

Keywords: COVID-19; helping behavior; in-group identity; risk perception; severity of a local pan-
demic

1. Introduction

Risk perception describes the attitude and intuitive judgment of people toward un-
certain events under specific scenarios and is highly variable and dependent on scenarios.
It comprises not only people’s intuitive judgment in the face of risks but also subjective
awareness based on rational and complex analysis. The subjective nature of risk perception
explains why people have different responses to the same sources of risk. Risk perception
concerning COVID-19 is a relatively new research topic. Severity of a local pandemic
and different coping measures by health departments may lead to public differences in
perceptions of COVID-19 risk (Wei 2020). However, as found by Zhang and Zhou (2021),
compared with other potential health threats, people have higher risk perceptions about
COVID-19. Excessive risk perception leads people to adopt excessive protective measures
(Savadori and Lauriola 2021), such as irrational behavior, including panic buying of foods
and medical supplies and discrimination against people in areas with more severe pan-
demic conditions (Zhang and Zhou 2021). Further confirmed, is a significant correlation
between perceptions of COVID-19 risk and negative emotions, such as loneliness and
anxiety (Han et al. 2021); it might also cause symptoms of depression among employees
(Yan et al. 2021). Obviously, most of the existing research on psychology and behavior in
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the aftermath of the COVID-19 pandemic focuses on negative emotions and self-centered
behavior.

However, recent studies have state in that in the event of disasters, such as earthquakes,
floods, and illness, individuals with an instinct for survival positively seek external support
and comfort and demonstrate prosocial behaviors to enhance their social linkage with
groups (Miao et al. 2021). (Taylor et al. 2000; Taylor 2006) call this response a “tend and
befriend.” As they state, stressed people long for social support to relieve their anxiety
and help them obtain comfort and protection, etc. Therefore, people engage in more
friendly and prosocial behaviors to maintain good social relations. COVID-19 features
strong infectivity and a high morbidity, and 90% of Chinese residents have been influenced
by the COVID-19 pandemic. Among them, two-thirds have expressed concern about
infection, whereas one-third believe COVID-19 infection has high mortality. The degree
of such mental panic reaches a high level of stress (Xue and Wang 2021). According to
the “tend and befriend” response mode, employees tend to perform in a prosocial manner
after perceiving the risks of COVID-19 pandemic. In fact, during the COVID-19 pandemic
outbreak, the population demonstrated a high level of prosocial behavior.

Based on these ideas, we take the COVID-19 pandemic as the starting point, and
introduces the theory of “tend and befriend” to establish a theoretical mechanism explain-
ing how employees’ risk perceptions influence helping behaviors. This phenomenon is
examined not only due to its prevalence during the COVID-19 pandemic outbreak, but
also because it contributes to the resolution of the following critical theoretical issues: (1)
Do individuals exhibit prosocial tendencies in the face of a significant public crisis, such as
demonstrating helping behaviors in organizations, and does the “tend and befriend” theory
hold true in public crises? (2) What effect does risk perception have on an individual’s
willingness to assist others, and what is the underlying mechanism? (3) Is risk (i.e., the
severity of the COVID-19 pandemic) a factor in the relationship between risk perception
and prosocial behavior? Are there distinctions between high and low risk situations in
terms of prosocial motivation and behavior? This study establishes a theoretical model for
risk perception that influenced employees’ helping behavior, with the in-group identified
playing a mediating role and the severity of local pandemic acting as a moderating variable.
The research hypothesis model in this paper is summarized in Figure 1. The research results
can more comprehensively and accurately reflect real awareness and behaviors involved in
employees’ risk perception from the theoretical perspective, thereby providing beneficial
references for the improvement of risk management and risk governance.

Figure 1. Research model.

2. Literature Review and Hypotheses Development

2.1. Risk Perception and Helping Behavior

The COVID-19 pandemic features rapid transmission, high infection rates, and high
morbidity. The theory of “tend and befriend” assumes that people want social support
to relieve their anxiety and comfort and protection through “alliances” under stress (Mai
et al. 2021), thus people engage in more friendly behaviors in order to maintain good social
relations (Taylor et al. 2000; Taylor 2006). This theory was first confirmed in the laboratory:
Von Dawans et al. (2012) used a number of tasks to investigate individuals’ prosocial
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behaviors under stress and found that stress groups showed more trust in one another,
more willingness to share, and placed a higher value on being trusted. Maier et al. (2015)
also verified that subjects in stress groups were more generous than those in the control
group. Levy et al. (2019) compared other reactions by men and women under stress and
found that women and men were both more likely to demonstrate caring and make friends
under stress. Not only adults but also children donate more money under stress than the
non-stress group (Alen et al. 2021).

The theory of “tend and befriend” has also been confirmed in the public crisis scenario:
through research on earthquake victims, Rao et al. (2011) found that they are more likely to
demonstrate prosocial behavior, and the more serious the disaster was, the more money
they gave to responders in the game. Wang and Sun (2021) also confirmed that people
who have suffered in major disasters, such as wars, terrorist attacks, and natural disasters,
display more helping behaviors, such as the donation of goods, money, and volunteering.
These research results demonstrate that when people perceive risks and threats, they
generally show more prosocial behaviors, and the “tend and befriend” reaction after stress
may be common. Recently, Schneider et al. (2021) investigated the relationship between the
perception of COVID-19 risk and prosocial behavior in the British public. They found that
in the initial stage of the COVID-19 pandemic, people performed more prosocial behaviors
to work together in fighting the spread of disease. Wang and Sun (2021) also compared the
differences in volunteer activities between Chinese and American people during COVID-19
and found that respondents in China generally participated in more volunteer activities
than those in the United States, while respondents in China participated in slightly fewer
volunteer activities than those in the United States in areas where the pandemic was more
severe.

Obviously, the relationship between perceived COVID-19 risk and prosocial behavior
has been preliminarily confirmed. Employee helping behavior is typical prosocial behavior,
which is embodied in helping colleagues solve problems and sharing work actively, sharing
their professional knowledge and experience with colleagues, helping new colleagues
adapt to the environment, and actively providing extra help to customers (Farh et al.
2007). The helping behavior represents a kind of cooperation-oriented, attribution-oriented
behavior outside the role, which helps to establish efficient interpersonal relationships and
strengthen social connections in a complex organizational environment (Tu et al. 2020).
Based on these research results, it can be predicted that employees are likely to implement
more helping behaviors after they perceive risks, so as to establish good social relations
and withstand risks. Therefore, we posit the following hypothesis:

Hypothesis 1 (H1). There is a positive relationship between risk perception and helping behavior.

2.2. Mediating Effect of In-Group Identity

When individuals are threatened by natural disasters or pandemic diseases, such as
earthquakes, typhoons, or floods, individuals often feel helpless and powerless. At this
time, in order to survive, human beings must choose to cooperate with others to withstand
external threats (Fowler and Christakis 2010). (Taylor et al. 2000; Taylor 2006) questioned
the appropriateness of the “fight or flight” response model and broke through it from the
perspective of social evolution and neuroendocrine, proposing, instead, the “tend and
befriend” response model of individuals under stress. They think that positive social
interaction after stress is conducive to mutual trust, dependability, and sharing behaviors,
which play an important role in controlling adverse reactions after stress. Therefore, “tend
and befriend” may be a protective reaction after stress, which can provide internal social
support for individuals, enable individuals to better self-regulate under stress, weaken
the sense of threat after stress, and cope with risk in a more positive way (Von Dawans
et al. 2012). Rao et al. (2011) investigated the cooperative behavior of residents in disaster
areas and nondisaster areas after the year of the Wenchuan earthquake and found that
residents in disaster areas had a higher tendency toward cooperative behaviors than those
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in nondisaster areas; the more serious the disaster was, the stronger was their cooperation
tendency. Based on this, Rao et al. (2011) put forward the view that disadvantages make
people more cooperative. When individuals encounter a crisis, their own strength is often
limited. At this time, seeking the cooperation of others is the best option. It can be said
that external crisis enhances people’s sense of belonging and recognition of the group to a
certain extent, as they hope that “we” can jointly withstand risks, instead of facing of the
crisis alone.

Prior researchers have also conducted examined the public crisis still ongoing and
found that in the face of sudden major threats, members of a group have greater cohesion,
which enhances internal effectiveness and group efficacy, thus maintaining the continuity of
ethnic groups (Xie et al. 2017). In this case, reducing interpersonal interaction leads to more
serious psychological problems. Zhu et al. (2020) found through investigation that COVID-
19 caused negative emotions, such as public anxiety, panic, and helplessness. Interpersonal
alienation played a positive role in regulating these emotions and posttraumatic stress
disorder (PTSD). A high level of interpersonal alienation leads to more serious PTSD, so
they suggest that families, enterprises, and communities actively build social support
systems and provide social support resources to individuals in various ways to reduce their
interpersonal alienation and expand people’s psychological energy. Among some survivors
of natural disasters, we find that their need for belonging increased significantly compared
with those in normal situations (Miao et al. 2021). Based on this analysis, we infer that
when employees perceive risks, they have a stronger in-group identity, and they are more
eager to obtain the warmth and support of the group, so as to reduce their perception of
real threats; thus we propose Hypothesis 2.

Hypothesis 2 (H2). There is a positive relationship between risk perceptions and in-group identity.

In-group identity refers to an individual’s recognition of the identity of a certain
social group to which he belongs and the values and emotions associated with the group
identity (Cikara and Bavel 2014). According to social identity theory, employees distinguish
their own group from other groups and pay more attention to the norms and values of
their own group, and think more about problems related to the interests of the group
and act in ways that are beneficial to the group, which result in more behavior that is
consistent with the group and conform to its norms (Meng et al. 2021). When the members
of a group have a higher recognition of the group, they maintain a higher-quality social
exchange relationship and are more willing to share resources, and there are more prosocial
behaviors in social interaction, such as cooperation and reciprocity (Hitlin et al. 2021).
When individuals strongly identify with the group to which they belong, the phenomenon
of in-group favoritism develops, which shows a more positive evaluation of the inner
group and helps the members of the inner group in a targeted way (Leyens et al. 2016).
For example, Vezzali et al. (2015) found that the higher an individual’s identity with an
in-group, the more intergroup helping behaviors were performed. In a further investigation
of the types of willingness to help, it was found that group identity could positively predict
self-directed willingness to help (Zhou et al. 2018). Moreover, a benign interaction arises
between employees’ identify with the group and altruistic behaviors. The stronger an
individual’s identification with the group is, the closer the connection between that person
and the group. In the face of threatening situations, people with high identity are more
inclined to adopt collective strategies, regarding group interests as the goal of emotional
and behavioral responses to promote more altruistic behaviors (Miao et al. 2021).

Xie et al. (2017) thinks that the implementation of intragroup helping behavior can
promote positive interaction between their bodies and minds, reduce the sense of body
load, and help to improve their adaptability. Externally, altruism is a signal to an individual,
which reflects that person’s individual qualities and shows other members that this person
is trustworthy and reliable, thus driving others in the group to choose opportunities to
cooperate with one another and gain status within the group. In-group identity is also an
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important way to satisfy people’s sense of belonging, which can make individuals realize
that they belong to a specific group and the emotional and value significance brought by
a group identity (Miao et al. 2021). Human beings belong to a social species that lives in
groups. Therefore, they offer assistance to others when they need help, perhaps through
a direct or indirect reciprocity mechanism, so that personal interests can be enhanced
(Rao et al. 2011). Therefore, mutual assistance and cooperation among groups affect one’s
entire social life and are key factors in human survival, development, and reproduction. In
particular, when individuals perceive huge external risks, they withstand them through
alliance and cooperation and perform more helping behaviors in the group, so as to
strengthen cooperation among group members and withstand risks together. Based on this
inference, we propose the following hypothesis:

Hypothesis 3 (H3). In-group identity mediates the positive relationship between risk perceptions
and helping behaviors.

2.3. Moderating Effect of the Severity of a Local Pandemic

Rao et al. (2011) used a dictator game and volunteer questions to evaluate the prosocial
behaviors of residents in earthquake-stricken areas and non-earthquake areas. The survey
results demonstrate that residents in non-disaster areas allocated fewer funds to strangers
and took part in volunteer activities less than those in disaster-stricken areas, while those
in areas stricken by a less serious disaster did so less than those in areas affected by a
moderate disaster. The most funds and volunteer activities came from people living in
areas with either moderate or severe disasters. The results demonstrate that the degree
of prosocial behaviors by residents increased with the degree of seriousness of a disaster.
The research on the relationship between stress and sympathy in daily life demonstrates
that the greater the severity of adversity experienced by an individual was, the more
sympathy he received, which leads to more prosocial behaviors (Lim and DeSteno 2016).
Xu (2018) believes that people who have experienced disasters change their feelings, such
as becoming more compassionate, seeking meaning, social status, and factors, such as
reciprocal social learning and a change in the environment, which lead to more prosocial
behaviors.

The theory that altruism comes out of suffering (Staub and Vollhardt 2008) and the
disadvantage hypothesis (Rao et al. 2011) both demonstrate that suffering makes individ-
uals more motivated to help others. Research on common experience and common fate
demonstrate that people tend to establish social connections with others who have the
same experience (Nakayachi and Ozaki 2014). Having the same experiences or common
risks put individuals and those who experience them in the same predicament, and they
expect each other to want to establish friendly relations with others like themselves, so
as to help each other and be together (Leyens et al. 2016). The COVID-19 continues to
spread all over the world, and mankind has encountered an unprecedented public health
crisis. Under those circumstances, the more serious the pandemic is, the more likely local
employees are to bring themselves into the same group as colleagues, customers, and other
stakeholders around them, and are willing to strengthen interaction and cooperation with
them in order to seek mutual comfort and support. The more serious the pandemic is, the
stronger people’s identity with their specific group identification will be, and the more
helping behaviors will be generated. Based on this, we propose the following hypothesis:

Hypothesis 4 (H4). The severity of a local pandemic moderates the relationship between risk
perceptions and helping behaviors such that the relationship is stronger when the severity of a local
pandemic is high, rather than low.
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Margittai et al. (2015) found in the research that people’s friendly behaviors under
stress are conditional, not for everyone, and only for those who are closely related. Debono
et al. (2020) hold the same view: humans choose objects discriminatively to establish
social relations with them and tend to choose objects that are more likely to establish
connections. Turner (1981) put forward the self-categorization theory on the basis of social
identity theory, which holds that people automatically divide themselves and others into
internal groups and external groups according to some clues, even some insignificant
clues, thus forming membership in different groups. Self-classification is an important
process of social identity, and social identity is an important mechanism for explaining the
connection between group psychology and individual psychology (Crane and Ruebottom
2011). Group identity is activated by a certain stimulus, and individuals will realize the
value and emotional meaning of being group members. Specific identity cognition forms
the identity of the group to which they belong (Vesa 2020).

Without external group comparison, common destiny and similarity among members
can also enhance in-group identity (Miao et al. 2021). The experience of “sharing weal
and woe” is an important adhesive in interpersonal relations. Miao et al. (2021) found
that sharing negative events, such as pain and disaster, can stimulate people’s need for
belonging, thus enhancing cooperation among those who share it. In the face of a common
threat, individuals turn greater attention to group identity (Kovoor-Misra 2009). This shift
in attention is an instinctive reaction by human beings in the long-term struggle with
nature. In the face of danger, people naturally band together and become more united.
COVID-19 features rapid transmission and great harm after infection, which makes people
avoid it. When a COVID-19 infection occurs in a certain place, disease prevention agencies
usually quickly isolate the area and enforce measures, such as isolation and screening. As a
result, many companies are seriously affected, and employees face not only the problem
of whether their working resources can be sustained but also the risk of infection. This
common experience is a very important and dominant social clue, according to which
employees are likely to classify themselves and those who have experienced it together,
showing greater in-group identity. Based on this analysis, we propose Hypothesis 5.

Hypothesis 5 (H5). The severity of a local pandemic moderates the relationship between risk
perception and in-group identity such that the relationship is stronger when the severity is high,
rather than low.

Furthermore, the severity of a local pandemic moderates not only the relationship
between risk perception and in-group identity but also the indirect effect of risk perception
on helping behavior through in-group identity. According to this reasoning, we posit the
following hypothesis:

Hypothesis 6 (H6). The severity of a local pandemic moderates the mediating relationship between
risk perception and helping behaviors, such that in-group identity has a stronger positive effect when
the severity is high, rather than low.

3. Procedure

3.1. Sample and Procedure

In July 2021, the COVID-19 pandemic with the Delta variant were found in China.
Because this strain is highly contagious, concealed, and harmful, a new round of COVID-
19 pandemic broke out in many places in China. As of 10 August 2021, China has 224
moderate- and high-risk areas, mainly concentrated in the Hunan, Henan, and Sichuan
provinces. The entire country immediately went into a state of preparedness, strictly locked
down the pandemic areas, and prohibited unnecessary commercial activities to slow the
rapid spread of the virus. Under these circumstances, we talked with the heads of 20
enterprises or departments engaged in retail, catering, tourism, consulting, education and
training, health care, and other industries in Henan and Sichuan, explained the purpose of
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the survey, and obtained their support. Afterward, we conducted a survey of the employees
at these enterprises through an online questionnaire platform from 1 to 20 August 2021.
This research was ethically approved by the Academic Committee of Henan University
and by the appropriate department at the enterprise. All participants were promised that
the survey results would be used only for academic research, and their answers would
be kept strictly confidential. After completing the questionnaire, participants received
cash compensation of 5 yuan. Before the questionnaire was distributed, we explained the
purpose and requirements of this survey to the respondents in detail, and then the person
in charge of the enterprise sent the link for the questionnaire to the employees. After the
employees completed the questionnaire, they submitted it anonymously through the online
questionnaire platform.

In this way, we collected a total of 952 questionnaires. Excluding 27 invalid ques-
tionnaires, we received 925 valid questionnaires, an effective rate of 97%. Among the 95
respondents, 55.3% were men (n = 512) and 44.7% were women (n = 413). The average age
of the respondents was about 36 years; 48.43% of the respondents have a college degree
or more (n = 448), and 2.4% have a postgraduate degree or more (n = 22); 92% of the
employees worked at the company for more than one year (n = 851); 83.8% (n = 775) of
the respondents are ordinary employees, and 16.2% (n = 150) hold management positions.
Among the respondents, 10.3% (n = 95) were unmarried, and 84.6% (n = 783) were married
or had children; 9.4% of the respondents lived or worked in areas at high risk of COVID-19
pandemic (n = 87). Among these respondents, 5% (n = 46) reported that they had been
quarantined at home, and 95% (n = 838) said that their work and life were affected by
the COVID-19 pandemic. On the whole, the distribution of the samples is suitable for
subsequent data analysis.

3.2. Study Variables

The questionnaire is written in Chinese. According to the standard “translation-back
translation” procedure, these scales were translated from the original English into Chinese
and then translated back into English. After repeated revisions, 15 employees were used as
pretest subjects, and the Chinese version of the questionnaire was preliminarily tested to
evaluate the reliability, validity, and usability of the scale. According to the results of the
pretest, the language used in the questionnaire was modified to make it more consistent
with the perspective of the interviewee. All items were measured from 1 (very inconsistent)
to 5 (very consistent). Risk perceptions are subjected to the psychological measurement
paradigm, based on the risk perception scale designed by Williams and Voon (1999), and
they were slightly modified to be suitable for the specific conditions in the COVID-19
pandemic. We used eight items, such as “COVID-19 pandemic makes me worried” and “I
think I am likely to be infected with COVID-19 pandemic.” In-group identity was subjected
to the scale compiled by Zheng et al. (2021), which consists of three items, including “I
am very similar to everyone else’s living conditions under the pandemic” and “I have
similar experiences with everyone under the pandemic.” The helping behaviors were
subjected to the scale compiled by Yue et al. (2017), involving five items, such as “Help
other employees when it is clear their workload is too high” and “Lends a helping hand to
coworkers when needed.” According to the COVID-19 pandemic prevention and control
requirements issued by the National Health Commission of the People’s Republic of China,
the severity of the local pandemic is divided into low-risk (no verified cases or no newly
verified cases for 14 consecutive days), moderate-risk (newly verified cases within 14 days,
no more than 50 cumulative verified cases, or more than 50 cumulative verified cases, with
no pandemic cluster within 14 days), and high-risk (more than 50 cumulative cases, with an
pandemic cluster within 14 days), which became the standard for measuring the severity
of the COVID-19 pandemic in China.
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4. Results

4.1. Reliability and Validity Tests and Correlation Analysis

In this study, Cronbach’s α coefficient was used to verify the reliability of each scale.
In general, the Cronbach’s α coefficient greater than 0.7 is considered acceptable, and
a coefficient greater than 0.8 is ideal. The test results demonstrate that Cronbach’s α

coefficients of risk perception, in-group identity, and helping behavior are 0.76, 0.86, and
0.94, respectively, which indicates that the internal consistency of each variable is high and
meets the measurement requirements. Then, the composite reliability (CR) and average
variance extracted (AVE) were used to test the validity of the scale. In general, the CR value
of a latent variable should exceed 0.7, but is acceptable over 0.6. The normal AVE should
be greater than or equal to 0.5 and is acceptable at 0.36–0.5. The test results demonstrate
that the CR values of the three variables are all above 0.8, indicating that the aggregate
validity of each variable is high. The AVE values of the three variables are all above 0.5,
which indicates that each scale has high differential validity.

Because the research conducted measurement at the same time point and adopted
the method of employee self-evaluation, it is necessary to further test for discrimination
between these variables. Mplus7.0 was used for confirmatory factor analysis. The fitting ef-
fect of the three-factor measurement model (risk perception, in-group identity, and helping
behavior) is better (χ2 = 223.997, df = 41, χ2/df = 5.46, CFI = 0.956, TLI = 0.941, RMSEA =
0.086). Furthermore, this study uses two-factor and one-factor measurement models to test
the discriminant validity. The test results show that the fitting effect is significantly worse
with one and two factors than with the three-factor model. The results of this analysis
demonstrate that the three variables in this study have significant differences, which also
demonstrates the absence of any serious problem with common method deviation in this
study.

Then, Pearson correlation analysis is used to test the correlation among the variables.
Table 1 shows the mean, standard deviation, and correlation coefficient of each variable.
Risk perceptions are positively correlated with helping behaviors (r = 0.20, p < 0.01), and
the risk perceptions are positively correlated with in-group identity (r = 0.42, p < 0.01).
There is a significant positive correlation between in-group identity and helping behavior
(r = 0.31, p < 0.01).

Table 1. Means, standard deviation, and correlations among variables (n = 925).

Variables Mean SD 1 2 3 4 5 6 7 8 9

Gender 1.39 0.49
Age 2.84 0.99 −0.45 **
Education 2.58 1.03 0.25 ** −0.45 **
Tenure of employment 4.30 1.29 −0.21 ** 0.42 ** −0.20 **
Marital status 2.79 0.65 −0.11 ** 0.41 ** −0.31 ** 0.48 **
Experience with the
pandemic 3.95 0.24 0.02 0.05 0.02 −0.01 −0.01

Severity of the local
pandemic 2.88 0.40 −0.04 0.11 ** −0.01 0.05 0.12 ** 0.03

Risk perceptions 4.13 0.89 −0.02 −0.05 −0.01 0.03 0.02 −0.03 −0.03
In-group identity 3.86 0.94 −0.08 * 0.09 ** −0.12 ** 0.10 ** 0.11 ** −0.01 −0.02 0.42 **
Helping behaviors 4.69 0.58 0.01 0.09 ** −0.15 ** 0.09 ** 0.17 ** 0.01 0.06 0.20 ** 0.31 **

Note: ** p < 0.01, * p < 0.05.

4.2. Hypothesis Testing

H1 test. As shown in Table 2, after controlling for gender, age, education level, marital
status, type of company, and experience with the pandemic, the standardized path coeffi-
cient of risk perceptions to helping behaviors is 0.230 (p < 0.001); the test results demonstrate
that risk perceptions have a significant positive impact on helping behaviors, thus H1 is
confirmed. The results of the influence of control variables on helping behaviors are shown
in Table 2, with gender (β = 0.092; p < 0.05) having a significant influence on helping
behaviors, which proves that women demonstrate more helping behaviors than men. The
education level (β = −0.136; p < 0.01) has a significant influence on helping behaviors,
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indicating that a higher education level is associated with less helping behavior. The type
of company (β = −0.101; p < 0.01) has a significant influence on helping behaviors, which
proves that employees at state-owned enterprises demonstrate more helping behaviors
than employees at private enterprises; experience with the pandemic (β = 0.112; p < 0.01)
has a positive effect on helping behaviors, which demonstrates that employees affected
by COVID-19 engaged in more helping behaviors than those who are unaffected. Other
variables, such as age (β = 0.031; p > 0.05), work tenure at the organization (β = 0.008; p >
0.05), and marital status (β = 0.021; p > 0.05) have no significant effect on helping behaviors.

Table 2. Direct effect and mediating role.

Variables Estimate S.E. Est./S.E. p-Value

Gender 0.092 * 0.037 2.531 0.011
Age 0.031 0.043 0.708 0.479
Education −0.136 ** 0.040 −3.418 0.001
Tenure of employment −0.008 0.039 −0.217 0.828
Type of company −0.101 ** 0.033 −3.091 0.002
Marital status 0.112 ** 0.039 2.886 0.004
Experience with the pandemic 0.021 0.077 0.651 0.515
RP → HB 0.230 ** 0.036 6.467 0.001
RP → IGI 0.558 *** 0.068 8.249 0.000
Mediating effect of in-group identity 0.097 *** 0.021 4.636 0.000

Note: RP is risk perceptions, IGI is in-group identity, and HB is helping behaviors. *** p < 0.001, ** p < 0.01,
* p < 0.05.

H2 and H3 test. The latent variable modeling method was used to estimate the me-
diating effect of in-group identity between risk perception and helping behavior with
Mplus7.0. The model tests the significance of the coefficient product directly with the boot-
strap method, setting bootstrap resampling to 5000 times to test H2 and H3. The test results
are shown in Table 2. Risk perceptions have a significantly positive impact on in-group
identity (β = 0.558, p < 0.001), confirming H2. The coefficient for the indirect impact of risk
perception on helping behavior through in-group identity was 0.097 (p < 0.001), and the
95% bias-corrected confidence interval ranged from LLCI = 0.084 to ULCI = 0.178, excluding
0, which proves that the mediating effect of in-group identity between risk perception and
helping behavior was established, confirming H3.

H4 test. The severity in the local pandemic is a variable divided into high, moderate,
and low-risk. In this study, the structural equation model was constructed with Mplus7.0
to compare whether significant differences exist between employees’ risk perception and
helping behavior in areas with high, moderate, and low-risk, and if significant differences
emerged, the moderating effect was confirmed. The test results are shown in Table 3. The
regression slope of employees’ risk perception to helping behavior in high-risk areas is
0.015 (p > 0.05), which fails to satisfy the test for significance. The regression slope of
employees’ risk perception to helping behavior in areas with moderate risk is 0.064 (p
> 0.05), which also does not satisfy the significance standard. The regression slope of
employees’ risk perception to helping behavior in low-risk areas is 0.135 (p < 0.001), which
satisfies the significance standard. A further comparison demonstrates that the difference
in the slopes among the three groups is −0.072 (p < 0.001), satisfying the significance
standard, and the 95% bias-corrected confidence interval ranged from LLCI = −0.114 to
ULCI = −0.038 (5000 bootstrap resamples); it does not contain 0, which confirms that the
severity in the local pandemic has a negative moderating effect on the relationship between
risk perception and helping behavior—that is, the higher the risk level, the less helping
behavior employees perform after perceived risk; the empirical results are the opposite of
our research hypothesis, thus H4 is rejected.
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Table 3. Results of moderated mediation analysis for the severity of the local pandemic.

Model Estimate S.E. Est./S.E. p-Value
95% CI

Lower Upper

H4

High-risk areas 0.015 0.082 0.185 0.853 −0.120 0.217
Areas with moderate risk 0.064 0.036 1.751 0.080 −0.003 0.144
Low-risk areas 0.135 0.032 4.164 0.000 0.080 0.204
Differences between groups −0.072 0.019 −3.679 0.000 −0.114 −0.038

H5

High-risk areas 0.790 0.151 5.245 0.000 0.430 1.048
Areas with moderate risk 0.413 0.047 8.845 0.003 0.318 0.501
Low-risk areas 0.428 0.040 10.645 0.001 0.325 0.506
Differences between groups −0.805 0.153 −5.255 0.002 −1.070 −0.441

H6

High-risk areas 0.056 0.067 0.830 0.406 −0.028 0.238
Areas with moderate risk 0.070 0.013 5.211 0.000 0.047 0.100
Low-risk areas 0.245 0.177 1.381 0.167 0.090 0.737
Differences between groups 0.119 0.189 0.627 0.531 −0.118 0.623

H5 test. The structural equation model was constructed using Mplus7.0 to compare
whether the employees’ risk perception in areas with high, moderate, and low risk was
significant for in-group identity. The test results are shown in Table 3. The regression
slope of the risk perception of employees in high-risk areas for in-group identity is 0.790
(p < 0.001), which satisfies the significance standard. The regression slope of employees’
risk perception for in-group identity in areas with moderate risk was 0.413 (p < 0.01),
which satisfies the significance standard; and the regression slope of employees’ risk
perception for in-group identity in low-risk areas was 0.428 (p < 0.01), which also satisfies
the significance standard. A further comparison shows that the difference in slope among
the three groups is −0.805 (p < 0.01), which satisfies the significance standard, and the
95% bias-corrected confidence interval ranges from LLCI = −1.07 to ULCI = −0.44 (5000
bootstrap resamples); it excludes 0, which indicates significant differences among the three
groups. H5 is confirmed—that is, the more severe the local pandemic is, the higher the
employee’s risk perception of in-group identity will be.

H6 test. Because the severity of a local pandemic is a variable divided into three
groups, multigroup analysis is used to compare whether significant differences exist in the
mediating effect of in-group identity in the three conditions, and the regression model is
constructed using Mplus7.0. The test results are shown in Table 3: In high-risk areas, the
mediating effectiveness is not significant (β = 0.056, p > 0.05); in areas with moderate risk,
the mediating effectiveness (β = 0.070, p < 0.001) satisfies the significance standard; in low-
risk areas, the mediating effectiveness is not significant (β = 0.245, p > 0.05). The intergroup
difference coefficient of three-group mediating effectiveness is 0.119 (p > 0.05), which fails
to satisfy the significance standard, and the 95% bias-corrected confidence interval ranges
from LLCI = −0.118 to ULCI = 0.623 (5000 bootstrap resamples) and includes 0; therefore,
H6 is rejected.

5. Discussion

First, the results discovered that risk perception caused by the COVID-19 pandemic
would motivate employees to engage in helping behaviors within the organization, thereby
confirming the “tend and befriend” theory’s applicability to public crises. Employees
actively help colleagues, customers, and other stakeholders around them because of their
perception of risk due to an external public crisis. Cannon first proposed the “fight or flight”
response pattern in individual behavior due to stress, stating that individuals under stress
react by either fighting or fleeing (Taylor et al. 2000). Therefore, existing research results
mainly discuss risk perception and negative emotion related to the COVID-19 pandemic,
such as fear, loneliness, anxiety, and depression (Han et al. 2021; Yan et al. 2021), and is
significantly related to self-interested protective behavior (Zhang and Zhou 2021). However,
the theory of “tend and befriend” assumes that people want social support to relieve their
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anxiety, comfort, and protection through “alliances” under stress, so people engage in more
friendly behaviors in order to maintain good social relations (Taylor et al. 2000; Taylor 2006).
During the outbreak of COVID-19 pandemic in China, many stories emerged about a large
number of ordinary heroes and touching interactions, and behaviors such as helping and
cooperating became commonplace. In view of these facts, the research introduces the “tend
and befriend” theory, which explains the mechanism of risk perception in helping behavior,
helps to enrich the explanatory framework of risk perception in altruistic behavior, and
expands the research on risk perception.

Second, this paper verified that risk perception influences helping behavior via
the mediating mechanism of in-group identity. This indicates that when a public crisis
increases individuals’ risk perception, they will first turn their attention to the organiza-
tion in the hope of obtaining the organization’s support and protection to jointly resist
risks and crises. As a result, their trust in the organization and sense of belonging are
enhanced. They become more willing to assist their colleagues and other stakeholders
when they have a stronger sense of identity and belonging to the organization. While
the “tend and befriend” theory has been widely accepted, the underlying mechanism
underlying the relationship between stress and prosocial behavior is primarily based on
physiological indicators. For example, Taylor thinks that humans demonstrate tending
and befriending responses to stress responses underpinned by the hormone oxytocin, by
opioids, and by dopaminergic pathways. Based on cognitive psychology, this paper elu-
cidates the internal mechanisms underlying risk perception and prosocial behavior. This
is in line with views of Yang et al. (2021): the prosocial behaviors displayed by stressed
individuals are more likely to be protective mechanisms. Additionally, individuals can
acquire additional instrumental resources by engaging in more prosocial behaviors that
mitigate threats and pressures. The research results enrich the theoretical research on
“tend and befriend” to a certain extent.

Third, this paper discovered that the severity of a local pandemic modifies the rela-
tionship between risk perception and helping behavior in a negative manner. Specifically,
employees in high-risk areas engage in less helping behavior than those in moderate and
low-risk areas, while employees in low-risk areas engage in the most helping behavior.
This contradicts the research hypothesis, but it makes sense. This might be because em-
ployees in areas with high and moderate risk are at constant risk of infection because of
the severity of the pandemic. This anxiety and concern might cause them to pay more
attention to their own needs and less attention to that of others. At the same time, because
of the measures intended to prevent and control the spread of infection, such as reducing
unnecessary contact and isolation at home, the opportunities to help others are reduced to
a certain extent. However, employees in low-risk areas live in a relatively safe environment,
so they are more likely to display altruistic behavior in groups after they perceive risks
and assist colleagues and customers, so as to build good social connections and collec-
tively withstand risk. The findings corroborate those of Wang and Sun (2021) regarding
the voluntary activities of Chinese citizens during COVID-19: the voluntary activities in
high-risk areas decreased. That is, the relationship between individual risk perception and
prosocial behaviors might be influenced by the intensity of risk stimuli. The boundary
further demonstrates that employees’ helping behaviors are not produced out of thin air,
and the relationship between risk perception and helping behaviors cannot be separated
from specific situational factors.

Forth, this paper verified that the severity of the local pandemic positively moderates
the relationship between risk perception and in-group identity. In other words, employees
in low-risk areas have a lower in-group identity than those in medium- and high-risk areas,
while employees in high-risk areas have the highest in-group identity. Through a combined
analysis of the research results on H4 and H5, we find an interesting phenomenon: when
risk is low, individuals fall into the “tend and befriend” response mode, they are not only
willing to “align” (i.e., improve their in-group identity), but also to engage in more helpful
behaviors. However, as the risk level increases, individuals do not fully engage in the “tend
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and befriend” response mode. They are fervent in their desire to “align” (i.e., in-group
identity is significantly improved), but significantly reduce helping behaviors. According
to the “tend and befriend” theory, individuals experiencing stress have two primary
behavioral responses: caring and alliances. This study adds to the body of knowledge
regarding the “tend and befriend” theory and further states that individuals exhibit distinct
behavioral responses to varying degrees of perceived risk. That is, “alliance” and “caring”
do not have to occur concurrently, and both can occur in low- and moderate-risk scenarios.
People are more likely to “forge an alliance” and less likely to “care” in high-risk situations.
As such, the prosocial behaviors of individuals under stress (e.g., helpful behaviors) might
also be a protective mode, and individuals can mitigate the threats and pressures they
face by participating in more prosocial behaviors (Steinbeis et al. 2015). The research in
this paper makes up for the lack of research on the role of the degree of risk between risk
perception and behavioral response in previous empirical studies and can further deepen
the discussion on the mechanism in the relationship between risk perception and altruistic
behavior.

6. Conclusions

This paper focuses on the COVID-19 pandemic, a major risk event. We obtained data
on 925 employees of 20 enterprises in August 2021, through an investigation of enterprises
in the Henan and Sichuan provinces, which experienced severe pandemic conditions. Using
structural equation modeling, we tested our research hypotheses. The results confirm, first,
that risk perceptions have a positive impact on helping behaviors. Second, risk perception
has a positive impact on in-group identity, and in-group identity plays a mediating role in
the relationship between risk perception and helping behavior. Third, the severity of the
local pandemic negatively moderates the relationship between risk perception and helping
behavior, but positively moderates the relationship between risk perception and in-group
identity.

In real life, people face various crises and risks, such as earthquakes, typhoons, floods,
and infectious disease. Studying the influencing mechanism in employees’ risk percep-
tions on helping behaviors in public crises and explaining employees’ psychological and
behavioral performance after risk perception under different risk levels can give managers
experience in risk management: in the face of huge external risks, employees often tend to
“huddle together for warmth” and engage in altruistic behaviors. At this time, managers
should strengthen the management of employees’ organizational identity and prosocial
behavior, form a good atmosphere for teamwork in the company, jointly withstand risks,
and help enterprises to survive difficulties. The research in this paper also provides an
explanation for various prosocial and altruistic behaviors, such as charitable donations and
volunteerism, which offers theoretical guidance to relevant government agencies on how
to effectively organize social forces and jointly confront risks in a time of crisis, and help to
further improve the national risk management system.

Our study has some limitations. First, the sample comes mainly from China, and no
similar work has been conducted in other countries around the world with a COVID-19
outbreak. Countries and regions have different cultural backgrounds, which vary from
that of China, whose culture is collectivist and subordinates individual interests to col-
lective interests. By contrast, the culture in Western countries emphasizes individualism
and advocates independence and freedom. Such differences in cultural background
could affect the results, so the generalizability of this study needs to be tested. Second,
the data used come from employees’ self-reporting, which could limit their effectiveness,
as self-reporting is easily influenced by variations in self-expression (self-deception;
impression management). Although our results pass tests of reliability and validity, the
problem of the common method deviation is inevitable. In the future, the empirical
sampling method, experimental method, multipoint investigation method, and so on
can be used to improve the accuracy and external validity of the results. Finally, this
paper discusses the influence of employees’ risk perception on helping behaviors, as
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well as the corresponding mediating mechanism and boundary conditions, which have
a certain theoretical value. However, the survey respondents are mainly employees of a
company, and their helping behaviors mainly involve stakeholders, such as colleagues
and customers. It is not clear whether they would display the same helping behavior in
dealing with strangers; therefore, that offers an avenue for future research. Thus, the
study could be expanded to encompass the general public to explore whether they also
would help strangers, so as to further test the generalizability of the “tend and befriend”
response model across risk scenarios.
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Abstract: In this paper, we mainly focus on two institutional aspects that are related to financial
risk, that is, profiteering and the use of non-fraudulent coins when performing financial transactions.
We argue that these two prerequisites were important for the success of the commercially oriented
economy of the Athenian state in comparison with its allies in the East Mediterranean during the
classical period. In particular, we briefly explain the structure of the Athenian economy, and then we
focus on the agoranomoi and the dokimastai, the two main financial institutions related to (i) measures
against profiteering and (ii) ensuring the purity of the currency when performing commercial
transactions. Then, following a game theoretical approach, we provide a fictional example as to how
the two institutions functioned in practice. Our findings confirm that these institutions were crucial in
reducing financial risk when performing international commercial transactions, since they provided
symmetrical information on the quality and purity of the currencies circulating in the Athenian
economy. In the case of the Athenian state, we further convey that measures against profiteering and
the use of unadulterated currency comprise intertemporal axioms, in the sense that their importance
is not merely a phenomenon of modern times, but rather, on the contrary, one that dates back to
much earlier times.

Keywords: financial risk; financial institutions; international commerce; profiteering; non-fraudulent
currency; classical Athens

JEL Classification: D81; G28; N23; N43

1. Introduction

In this paper, inspired by the Athenian model of economic organization in classical
times (508–323 BCE), we provide further evidence to the international bibliography re-
garding the main institutional mechanisms introduced by the ancient Athenians for the
purpose of managing financial transactions and reducing financial risk, thus establishing
their state as the dominant economy of the times in the East Mediterranean, as verified
by a multitude of scholars nowadays (here, due to space limitations, we will name only
Figueira (1998); Amemiya (2007); Gabrielsen (2014); Bresson (2016a, 2016b); Harris and
Lewis (2016); Woolmer (2016); O’Halloran (2018); Bitros et al. (2020); and Economou et al.
(2021), but there are many others).

We mainly focus on two institutional mechanisms related to financial risk, that is, the
avoidance of market failures and the use of non-fraudulent coins when carrying out local or
international financial transactions. In particular, we argue that a key reason for the success
of the Athenian economy and the great commercial expansion dynamics it exhibited was,
among other things, a combination of market supervision against profiteering and the use
of a genuine currency (i.e., non-fraudulent coinage) that was to be circulated throughout
the Athenian economy, as well as throughout the economies with which the Athenians
were trading in the East Mediterranean.
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The modern economic theory and evidence reveals the importance of such institutions
to the success (or not) of economic systems in the long run. Regulation, allowing the supply
and demand mechanism to work smoothly, and permitting no discrepancies to appear in
such profiteering or the use of adulterated currency, provides the foundation of a healthy
economic environment. On the other hand, market failures, including profiteering and
the use of fraudulent currency, are factors of financial risk. This situation leads to inferior
Pareto outcomes that are not efficient from a societal point of view.

North (1990) and Hodgson (2015), among others, argue, from an institutionalist point
of view, that markets, in order to flourish, need robust institutions that protect the legal
aspect of the transactions between different parties, guaranteeing that the parties are
being treated fairly (North 1990; Hodgson 2015). Moreover, Mishkin and Eakings (2015,
p. 7), among others, add that financial institutions are what make financial markets work,
because without them, financial markets would not be able to move funds from people
who save to people who seek productive investment opportunities. According to Arrow
(1969), it is for this reason that market failures are often the reason that self-regulatory
organizations, governments, or supra-national institutions intervene in a particular market.

Profiteering, that is, economic situations in which individuals pursue self-interest only,
is a factor of market failures. Counterfeiting, for its part, can negatively affect a currency’s
functions as a store of value and as a medium of exchange. It can affect the demand for
currency through a loss of confidence in the use of currency, as described by the famous
Gresham Law. This can lead to financial risk, since it can erode confidence in the market.
Market confidence is weakened if the public perceives there to be a greater risk that they
could unknowingly receive a counterfeit as payment (Viles et al. 2015). Counterfeiting, in
general, causes substantial financial losses and opportunity costs to businesses worldwide
(Martinez and Jaeger 2016). In some (extreme) cases, counterfeiting can even severely
destabilize financial systems (Nosal and Wallace 2007).

There are a plethora of cases worldwide that can serve as paradigmatic examples
of counterfeiting actions; for example, from the late 1980s until the early 2000s, so-called
Superdollars were being circulated worldwide, printed by unknown entities. These fake
banknotes were almost indiscernible from genuine USD 100 bills. The US government
accused, among others, North Korea of producing and passing them off in various coun-
tries.1 Another paradigm is related to a recent (June 2020) attempt to introduce several
hundred counterfeit banknotes into the markets of Spain and Romania, which was finally
effectively prevented by their prosecuting authorities.2

The methodology in our study follows a theoretical approach supported by a game
theoretical analysis. Our methodology is basically theoretical in nature because we are
dealing with an ancient economy in which cliometric/statistical data are absent. An
empirical analysis on the basis of which to test our hypotheses using tangible statistical data
is (unfortunately) impossible to carry out. Thus, in order to explain how the institutions we
describe below functioned in practice, we have to rely mainly on the findings of historians,
further elaborated through our own synthesis of this evidence, as well as by using game
theoretical analysis as a further methodology for the interpretation of this evidence.

Our paper is organized as follows: In Section 2, we provide a brief historical analysis
regarding the institutional status of the Athenian economy during the classical times. We
perform this analysis since the institutions we describe in Sections 3 and 4 could not have
flourished unless a sophisticated (for the era) package of financial institutions was present.
In Section 3, we focus on the description of two key institutions that are related to the
reduction in financial risks and are greatly involved in the success of the Athenian market,
the agoranomoi and the dokimastai. These institutions were related to the prevention of
profiteering and of any other kind of fraud in the market, in combination with performing
financial transactions through non-fraudulent coinage.

In Section 4, through a fictional case, which is based on historical evidence, we
link these two important institutions with a fictional financial transaction between two
merchants, and we analyze how they functioned in practice, as a means of preventing
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delinquent behavior regarding market transactions. In particular, we develop a two-player
game where mixed equilibria are derived, and indicate that higher payoff for the society
as a whole is achieved when institutional mechanisms motivate players to act honestly.
Section 5 concludes by arguing that the success of commercial cooperation between two
partiers can be achieved by auditing institutional mechanisms to minimize the risks of
performing financial transactions; we found that this does exist and is present in practice.

Section 5 also provides some proposals that could be useful for economies nowa-
days that come as an inspiration, which derives from the functioning of the Athenian
auditing institutions.

2. The Athenian Economy in Brief

The discussion regarding the status of the ancient Greek economy dates back to the late
19th century when two prominent German historians, Karl Bücher (1847–1930) and Eduard
Meyer (1855–1930), started a debate, which, today, is known as the Bücher–Meyer controversy.
Obviously, due to the limitations of space, it is not our intention to reproduce all this evi-
dence in a literature review, but readers could consult Tridimas (2019), among others. This
discussion was revived after WWII, mainly due to the influential works of a series of Marxist-
oriented historians, such as Moses Finley (1973, 1983), Austin and Vidal-Naquet (1980), and
de Ste Croix (1981). These historians were advocates of the primitiveness of the ancient Greek
and Roman economies.

However, during the last 30 years, a new and convincing trend towards the formalist
approaches (re)appeared in the international academic literature, regarding the structure,
the institutions, and the organization of ancient economies, focusing on those of ancient
Greece and Rome. Formalists argued that societies such as those of the ancient Greeks
and Romans functioned with their own economic autonomy, in a way that was based on
a primitive version of what we characterize as a free market economy nowadays. They
further argue that modern concepts, such as rational choice and utility maximization, were
present in these economies, similarly to nowadays (see, for example, O’Halloran 2018).
Formalist approaches include methodological concepts, such as new institutional economics,
which, according to Lyttkens (2013), is a very efficient methodology to interpret ancient
history. This includes not only the economic history of ancient Greece (by focusing mainly
on the history of Athens), but also the history of Rome (see, among others, Temin (2012) and
Verboven (2021)). This new trend, which is supported by eminent historians, economists,
and political scientists, has almost prevailed in the literature in the last 30 years, and has
significantly refuted the older Finleyan approaches.

Due to the limited space in the analysis that follows in this section, we can only
retrieve a part of such evidence and argumentation. However, this discussion, regarding
the primitivist vs. modern or formalist characteristics of the ancient Greek economy, is
important to the analysis that follows, since, as argued in the Introduction, the kind of
institutions we describe in Section 3 could not have flourished unless a sophisticated (for
the era) package of financial institutions was present.

To be more precise, Amemiya (2007); Lyttkens (2013); Bresson (2016a, 2016b); and
Bitros et al. (2020), among other authors, analyzed the structure of the institutions and
markets in the Athenian economy (mainly), while Bresson (2016a, 2016b); O’Halloran
(2018); and Bitros et al. (2020) shed more light on the critical issue that, in actuality, the
Athenian economy functioned as a primitive version of a market type of an economy where
institutions such as public magistrates, who protected the market against profiteering,
known as the agoranomoi, did truly exist. Bitros and Karayannis (2008) further analyzed
the related issue of entrepreneurship in Athens, under free market economy principles.
Economou and Kyriazis (2017, 2019a, 2019b) argued that an efficient regime of property
rights protection and protection of commercial contracts, through established law, juries,
and courts, did function very well in classical Athens and later on. Of course, there is
an intertemporal axiom that property rights protection is a very important prerequisite,
enabling commercial transactions to become credible (Hodgson 2015). Ober (2008) adds
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that this attitude in Athens effectively reduced transactional costs under a Coasian logic. In
addition, E. Cohen (1992), in his seminal book the Athenian Economy and Society: A Banking
Perspective, exhaustively analyzed the sophisticated way in which banks functioned in
classical Athens. The Athenians had established, among others, the following banking
service institutions (also see Bitros et al. 2020, p. 110). They performed the following tasks:

• Exchanged coins and foreign currencies;
• Accepted deposits and carried out payments on behalf of their customers;
• Extended loans to various business operations, including bottomry loans in shipping,

and even financing of consumer credit;
• Provided sureties, negotiated claims, and offered guarantees and personal advice to

important customers;
• Accepted documents and valuables for safekeeping;
• Facilitated export–import activities by settling payments among importers from, and

ex-porters to, merchants abroad.

At its peak, the banking industry numbered not less than 30 bankers, such as the
famous case of Passion (Cohen 1992, p. 31; Bitros et al. 2020). Cohen (1992), and Homer
and Sylla (2005), among others, provide various known cases of given loans. The ordinary
interest rate for someone who borrowed money from a bank varied between 12 and 18%.
There were also cases of even lower interest rates. Loans contracted at an interest rate of
10% were considered to be very favorable for the borrower. Financially riskier maritime
loans were also offered. Acton (2014, pp. 252–53) writes that contracts specified the route
and timing, and interest was charged according to the length of the ship’s voyage and the
level of danger inhibited, which often depended on the time of year. Those merchants,
when they needed to take loans to finance such activities, paid higher interest rates, from
15 to 35%, depending on the degree of risk of a voyage (cargo with or without a return
trip, etc.). In exceptional cases, interest rates increased to as high as 100% (Schefold 2011;
Bitros et al. 2020). A typical two- to three-month journey, such as from Athens to the
Bosporus and back, was accompanied by an interest rate of 20–30%, while a shorter, one-
way voyage, such as from Sestos (an ancient city in Thrace) to Athens, might be worth
12.5% (Acton 2014, pp. 252–53).

The above evidence reveals an intertemporal axiom that was also applied in the
cases of Athens and its allies. The level of interest rate was directly and strongly related
to the level of financial risk of these loans; for example, a risky voyage, which entailed
uncertainties and dangers, such as the ship being attacked by pirates or facing a storm on
the high seas, with the danger of losing the cargo, entailed much higher interest rates.

Amemiya (2007) and Acton (2014) provided evidence regarding insurance services
that were linked to the loans provided by the banks, for performing efficient international
commercial transactions. In other words, to reduce the financial risks of maritime trade,
the Athenians introduced insurance, similarly to many other wealthy maritime societies
of later times, such as Venice during the Middle Ages, and the United Provinces (Dutch
Republic) and England in early modern Europe (1549–1789 AD).

Acton (2014) and Gabrielsen (2014), among others, provide evidence regarding the
existence of a primitive version of Athenian joint stock companies. These companies
were important for the promotion of very extensive international commercial transactions
between the city-state of Athens and other states, and, of course, among Athens and its
more than 316 allies in the Delian League during the classical period (Figueira 1998).
Bitros et al. (2020) and Economou et al. (2021) analyze how decisions on public finance
and public spending were taken by the two most important Athenian policymaking
institutions, the Athenian Assembly of citizens (known as Ecclesia) and the Council of
the Five Hundred (known as Boule). Economou and Kyriazis (2019a) argue that the process
of the transformation of the Athenian economy from an agrarian into a maritime economy,
during the classical period, also led to “industrialization” in a variety of areas, such as
the development of primitive versions of small industries, with some examples being
metalwork, the shipping industry, silver mining, ceramics, carpentry, paints, fabric, etc.
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All these transformational procedures rendered Athens the first economy in history in
which “services” and “industrial” (handicrafts) sectors contributed more to (what we
nowadays call) GDP than agriculture (Kyriazis and Michael 2004; Halkos and Nicholas
2010; Economou and Kyriazis 2019b).

Arguably, the discussion regarding the achievements of the Athenian economy is
also related to the issue of economic growth. Even though there are no cliometric data
available, authors such as Bergh and Lyttkens (2011); Ober (2015); Harris and Lewis (2016);
Carugati et al. (2019); Economou and Kyriazis (2019a); and Bitros et al. (2020), using
different methodologies, have convincingly argued that economic growth was achieved
in Athens, at least during the periods of the famous political figures of Pericles in the 5th
century BCE, and Eubulus and Lycurgus during the 4th.

The above references consist only a small part of the international bibliography in the
last 30 years that revisits the older, though influential, views of M. Finley and his followers,
regarding the primitiveness of the ancient Greek (by mainly focusing on the Athenian)
economy; for example, Mackil (2013, p. 238) characteristically writes that ‘Finley’s model
has been gradually discredited by specific arguments, and that historians now have begun
to return to questions of political economy and the intervention of states in economic
activities’. Moreover, Harris and Lewis (2016, p. 8), among others, add the following:

‘In the past fifteen years, however, some ancient historians have shown a willing-
ness to pay more attention to the role of markets in the economy of the ancient
Greek polis’.

3. The agoranomoi, the dokimastai and the Issue of Using Non-Fraudulent Currency

In this section, we argue that a key reason for the success of the Athenian economy and
the great commercial expansion dynamics it exhibited was, among others, a combination
of two qualitative elements—market supervision against profiteering, and using genuine,
non-fraudulent currency to be circulated in the Athenian economy and in parallel with the
economies with which the Athenians were trading.

As was already mentioned, profiteering is related to market failures, which are related
to financial risks, and is often the reason that governments intervene in a particular market,
so as to remedy this critical discrepancy. This is exactly what happened with the case of
the institution of the agoranomoi in ancient Greece and in classical Athens in particular.
The agoranomoi (in singular, agoranomos) was a group of public magistrates responsible
for supervising the Athenian market, the so-called Agora, ensuring, among other duties,
that the prices of the goods in the market were not excessive and, in general, for securing
the smooth functioning of the market. Opportunistic price increases, through market
manipulation or exploitation of sudden changes in supply and demand, were considered
unfair and abusive by consumers. In cases of treachery or attempts to sell fraudulent
products, the agoranomoi, who caught those sellers on the spot, imposed heavy fines
on them through their own initiative and judgement, after, in many cases, also hearing
complaints from consumers who believed that they had been cheated in some way; for
example, that they had been sold adulterated or defective goods (Lanni 2018, p. 63).

Thus, heavy fines were imposed on those merchants who were trying to benefit
themselves through profiteering. The agoranomoi had to ensure that the quality of the
products that were circulating in the market met their specifications (Amemiya 2007; Ober
2008, p. 253; Fröhlich 2013, p. 258; Bresson 2016a; O’Halloran 2018, p. 273; Rahyab 2019;
Bitros et al. 2020). The agoranomoi further solved disputes among merchants or between
buyers and sellers in the market. Moreover, this intervention, according to Harris and Lewis
(2016, p. 30), ensured that transactions were free of fear of violence or intimidation. The
intervention of the agoranomoi also lowered what we know as transactional costs nowadays
(Ober 2008, pp. 106–8). It also lowered information asymmetries during the transactions
(Bresson 2016a).

The office to which the agoranomoi belonged, known as the Athenian Agoranomia
(literally meaning ‘market police’), was located in the so-called Stoa of Zeus, near to the
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Poikille Stoa and the Basileios Stoa on the east side of the famous Athenian Agora, and, more
specifically, on the hill of the Agoraios Kolonos. According to the Athenian laws, in order
to perform commercial activity, each seller of goods in the market was obliged to use a
special scale that he had to procure or hire from the Agoranomia, with which he would
weigh the goods in front of his/her customers, so that cases of fraud were avoided. Special
scales bore the official stamp, with a seal of the state on them (Elliott 2018, p. 9; Bitros et al.
2020). In passage 24.112 of his work Against Timocrates, Demosthenes informs us that when
an agoranomos had no experience, or he was ignorant regarding an issue concerning his
post, or was found guilty of theft, he was punished, but with not a very severe penalty
(Demosthenes 1939).

It is obvious that, thanks to the supervisory role of the agoranomoi, transactions between
two or more parties could take place without the fear of financial loss for any party, due to
a possible attempt by one member of the transaction to defraud the other. Furthermore, the
supervisory role of the agoranomoi reduced the financial risks not only between two parties,
but also in favor of the financial system of the Athenian city-state as a whole, in which a
multitude of transactions were taking place. This means that through their intervention in
the market, information asymmetries regarding real prices in the market, as well as the
purity of the currency, were significantly diminished, to the benefit of the consumers as
a whole.

As a final comment, the importance of the agoranomoi as an institution can be also
deduced by the fact that other states introduced them too, and their existence is also attested
for the Hellenistic period (323–146 BCE). Mackil (2013, pp. 268–69), who wrote an important
book regarding ancient Greek federalism, with the title The Greek Koinon, has argued that
the agoranomoi were widely attested throughout the Greek world, from the fourth century
onwards. Economou (2020) conveys this by providing evidence that is focused exclusively
on the Achaean League, a federal state in the Peloponnese (South Greece). Manning
(2012) and Mackil (2013) provide further evidence for the Ptolemaic Kingdom of Egypt.
Rahyab (2019) further conveys the existence of the agoranomoi throughout the areas of
Greek influence (such as Anatolia and Egypt), even if this institution did not function in
exactly the same way in each of these areas.

Regarding the second important prerequisite that our paper deals with, using pure
currency in the market, it is important to bear in mind that no fraudulent coins were
allowed to be circulated in the Athenian economy. In particular, a special law, known as
Nicophon’s Law, was introduced in 375/4 BCE, by the name of its initiator in the Athenian
Assembly of citizens, which, among other things, required that all foreign-made imitations
of the Athenian drachma that were found with a lower silver content, or that had a bronze
or lead core, had to be confiscated immediately from the market, then cut, and their metal
was then dedicated to a special temple, which also functioned as a state treasury, the
so-called Treasury-Temple of the Mother of Gods. However, good imitations of Athenian
drachmae, made by mints from other states, could be circulated in the city of Athens.
Furthermore, other “national” currencies issued from other city-states, such as Aegina or
Corinth, could also be circulated in the Athenian economy, providing that they were not
fraudulent, that is, they contained the proper quantity of silver or gold (Figueira 1998;
Bitros et al. 2020; Economou et al. 2021).

To implement Nicophon’s Law, two public slaves were introduced, known as dokimas-
tai (‘testers’–in singular, the dokimastes), who had a bench in the Agora of Athens and at
the harbor of Piraeus, and examined whether foreign currencies were fraudulent. Their
tasks were related to great responsibilities and had direct effects on the lives of citizens. An
earlier version of the institution of the dokimastai was dated back to 398/7 (Stroud 1974,
pp. 166–67, 176–77).

In passage 24.212 of his work Against Timocrates, Demosthenes further argues that
whoever tried to promote fraudulent coins in the market was put to death by law, which
was the most severe penalty in the Athenian state. This actually implies that the Athenians
had understood the importance of not using fraudulent currency because this would have
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caused serious malfunctions, such as the disorganization of the Athenian market, and the
erosion of the character of the twin city of Athens and Piraeus as the greatest commercial
center in the East Mediterranean during the classical period. Additionally, since this
privilege of the Athenians was directly related to their overall welfare and progress, anyone
who tried to undermine this achievement deserved, according to their mentality, the worst
and most severe punishment of all, death.

The rationale behind the protective law of Nicophon lies, according to Ober (2008,
p. 233), in the very essence of the famous Gresham’s Law. It appears that the perception of
the importance of protecting the credibility of the currency was so ingrained in the Atheni-
ans that even a comedian, the famous Aristophanes, strongly criticized the phenomenon of
fraudulent and debased coins that was observed in his era during the Peloponnesian war,
even if this was only a temporal phenomenon that only appeared due to the extraordinary
circumstances that Athens faced during the war. In verses 718–724 of his work Frogs,
Aristophanes wrote the following:

‘Many times, it seems to us the city has done the same thing with the best and
the brightest of its citizens as with the old coinage and the new gold currency.
For these, not counterfeit at all, but the finest it seems of all coins, and the only
ones of the proper stamp, of resounding metal amongst Greeks and foreigners
everywhere, we never use but the inferior bronze ones instead, minted just
yesterday or the day before with the basest stamp . . . ..’ (Aristophanes 1994).

There is no doubt that, due to the economic financial institutions, as mentioned in
Section 2, as well as the agoranomoi and the dokimastai, a very productive and extensive
commercial network was established, with Piraeus functioning, according to Cohen (1992,
p. 141) and others, as an international entrepot of her times, as was Alexandria during
the Hellenistic period, Amsterdam during the 17th century AD, and, among others, Hong
Kong, Shanghai and Rotterdam nowadays. The Delian League functioned during 478–404
BCE. Except the geostrategic military aspect of the alliance, Athens, the leader of this
alliance, actually also managed to integrate a large part of the East Mediterranean region
into an ad hoc unified area of economic cooperation, where a network of parallel currencies
was established, where the famous Athenian drachma was the dominant currency among
other competitive coins, such as the Aeginetan stater (Figueira 1998; Bresson 2016b; Harris
and Lewis 2016; Woolmer 2016; Bitros et al. 2020; Economou et al. 2021). This means that
the Athenian drachma functioned somewhat similarly to the ‘dollar of the classical times’.

Bitros et al. (2020); Bitros (2021); and Economou et al. (2021) argue that, essentially, the
international success of the Athenian currency should be attributed, among other things, to
the following three main reasons: (i) the perfect quality of its construction; (ii) keeping the
seigniorage charge at a relatively low cost of 5% or 8%, according to the case; (iii) achieving
economies of scale in the fabrication of these coins. O’Halloran (2018, p. 130) adds that the
widespread usage of owls by Athens and its allies created an enormous conglomeration of
interdependent markets that led to regional economic integration, with Athens being the
paramount commercial metropolis among them. In his work Panegyricus, in verses 4.42,
Isocrates proudly proclaimed that there was no good produced anywhere in the world that
could not be found in the port of Athens (Isocrates 1980). Similar views were expressed by
other ancient authors too, such as Thucydides (1993) in passage 2.38 of his Histories, Plato
(1969) in passages 2.370e to 2.371a in the Republic, and Polybius (1972) in passage 4.38.9 of
his Histories. The existence of such a unified economic area is described by further modern
authors, such as Jarde [1926] (Jarde [1926] 1996, p. 255), who wrote the following:

‘When a single city exercised hegemony over a whole group it was careful to
obtain, by persuasion or force, the adoption of its own means. Thus the Attic
system became that of the whole maritime confederacy. Money, in the same way,
acquired an international value . . . . Each city had its mint which struck coins
bearing the emblem of the city. But, as in the case of weights and measures, there
was a movement towards unification . . . . Above all the importance assumed
by the trade of certain cities and the good alloy of their currency caused certain
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coins to be accepted in every market. The money of Aegina, Corinth, Phocaea,
Cyzicus and Lampsacos had international value . . . ..’

Now, after having analyzed the crucial role of the agoranomoi and the dokimastai in
making the Athenian economy the dominant economy in the East Mediterranean, in the
following section, we provide a fictional example of how these two institutions functioned
in practice.

4. A Fictional Scenario of International Commerce in Classical Greek Antiquity

At this point, in order to exhibit the importance of the dokimastai, regarding the
promotion of international commerce, we relate this institution to that of the agoranomoi
through a fictional paradigm between two merchants, Artemios of Piraeus, and Nikolaos,
a merchant from Syracuse.

Nikolaos is an architect in Syracuse and has been assigned to construct a new luxurious
house for a rich merchant in Syracuse, Hermogenes, whose intention is to build the
new house and offer it as dowry for his beloved daughter Irene’s forthcoming marriage.
Hermogenes wishes to please his daughter and her prospective husband, and, for this
purpose, he is determined to build the house with the best quality materials of the time. He
also wishes to decorate the house beautifully. Thus, he asks for Nikolaos, an experienced
architect, to handle this. Nikolaos responds that, among other things, high-quality marble
is required and the most famous is the Athenian marble from Mt. Pentelikon, from which
the Parthenon of the Acropolis was also built in the past. However, it is also expensive.
Hermogenes agrees and asks for Nikolaos to buy the required quantity of marble.

Nikolaos then travels to Piraeus and finds Artemios of Piraeus, one of the most
competent businessmen in Athens, famous for his capabilities of satisfying his clients.
Nikolaos meets Artemios, and they agree on a transaction for a specific quantity of marble,
and the price is to be paid in Syracuse tetradrachms. However, for an unknown reason,
neither Artemios nor Nikolaos trust each other. Nikolaos has fears that the quality of the
marble is not the proper quality. If it was not, he would return to Syracuse and he could not
please his employer. On the other hand, Artemios does not trust the purity of the currency
that Nikolaos brings with him on behalf of Hermogenes.

At this point, the financial risk between the two parties is quite high. Thus, they first
apply to an agoranomos and then to a dokimastes. Being asked by Artemios and Nikolaos,
one of the agoranomoi, with the aid of a connoisseur hired by the state, confirms the high
quality of the marble. Being satisfied, Nikolaos then agrees to finish the transaction by
paying Artemios. However, the latter denies payment unless the purity of the currency is
confirmed by a dokimastes. This is performed by a dokimastes. The currency is found to be
of the proper silver content, and then Artemios is also happy and he agrees to finish the
transaction. The intervention of the two state institutions was the means by which the risk
regarding the transaction of the two parties was almost neutralized.

Nikolaos and Artemios now become friends and trust each other. In fact, Artemios
decides to offer a meal to Nikolaos at a famous kapileion (restaurant) in Athens, located
in the Agora, just below the Acropolis, known as Athenais. There, they have a good time
tasting nice seafood and amazing wines from the international markets of the Aegean,
and delicious and juicy wines from Samos and Chios.3 Nikolaos, being excited by the
character and the integrity of Artemios, trusts him and assures him that he wishes to
establish a long-term cooperation with him and his firm4. Furthermore, he will introduce
him to all the architects and contractors of Syracuse, a privilege for him, since Syracuse is a
very populous and prosperous polis, a mega-polis of its times, similarly to Athens. Thus,
perhaps, new orders for building materials for the firm of Artemios may come from abroad
in the next period. Artemios, on his side, is also very satisfied with Nikolaos’ initiative to
introduce him to the other architects in Syracuse.
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5. Commerce and Financial Risk. Preferring Fairness than Cheating. A Game
Theoretical Approach

The fictional example that was described in Section 4 is also related to the discussion
of another important market failure, which is asymmetry of information, as defined by
Akerlof (1970) in his seminal paper, The Market for ‘Lemons’, as well as by other authors
(Tirole 2017, pp. 117, 120–21). Before applying to both the agoranomoi and the dokimastai,
neither Artemios nor Nikolaos had any information regarding the quality and purity of
the currency, and the character of the market participants. This, of course, posed a high
financial risk to both traders.

Thus, what we argue here is that the Athenian institutional setup was successful in the
following two particular directions: through its auditing institutions, it gave symmetrical
information on the quality and purity of the different currencies, and information on the
character of the market participants, if they were honest or dishonest. Artemios does
not know if the foreign currency is good and Nikolaos does not know if the construction
materials he was about to buy were of the proper quality. This problem is solved as soon
as both parties apply to both the agoranomoi and the dokimastai. After the evaluation of the
latter, the information of the former becomes symmetrical and the financial risk they both
face significantly reduces (or is even nullified in the ideal scenario).

This argumentation is further elaborated with the following game theoretical approach.
In Table 1, we present four scenarios of ‘cheat’ and ‘fair game’ between Artemios and
Nikolaos, followed by their payoffs in each case.

Table 1. Payoffs of Nikolaos under alternative strategies.

Artemios

Nikolaos

Strategy D (y) Strategy E (1-y)
Strategy A (x1) 35 30
Strategy B (x2) 30 40
Strategy C (x3) 40 25

Nikolaos, who holds the money, could either use half of the money of good quality
and half of the money of bad quality (strategy A), all the money of bad quality (strategy
B), or all the money of good quality (strategy C). The numbers in Table 1 represent the
payoff for Nikolaos. We suppose that the maximum utility that can be achieved by this
game equals 100, as is used in these types of strategic games. Let us denote, with x1, the
probability that Nikolaos follows strategy A. Moreover, x2 would be the probability that
Nikolaos follows strategy B, while x3 the probability that Nikolaos follows strategy C. It
should be noted that x1 + x2 + x3 = 1.

On the other hand, Artemios, who holds the marble, could either give Nikolaos marble
of good quality (strategy D) or of bad quality (strategy E). Let us denote, with 0 < y < 1, the
probability that Artemios follows strategy D, whereas 1-y is the probability that he follows
strategy E.

The expected payoffs for Artemios, given the strategies of Nikolaos, are as follows:

V(Art, A) = 35y + 30(1 − y) = 30 + 5y (1)

V(Art, B) = 30y + 40(1 − y) = 40 − 10y (2)

V(Art, C) = 40y + 25(1 − y) = 25 + 15y (3)

If one wished to make a graphical representation of strategies A, B, and C of Nikolaos,
it would be made by setting y = 0 and y = 1, and the derived lines could be used in order
to discern the minimax point (the minimum of the maxima), which would be given by the
crossing point of the lines that represent strategies B and C. Therefore, strategy A would
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no longer be needed for finding the solution of the game, as Nikolaos would never use this.
So, the following applies:

V(Art, B) = V(Art, C) = 40 − 10y = 25 + 15y. Therefore y = 0.6. (4)

Thereby, the mixed strategy of Artemios is (0.6, 0, 0.4, 0).
By replacing y = 0.6 with either V(Art, B) or V(Art, C), it can be derived that Nikolaos

will acquire a payoff that is equal to 34% of the total payoff from the transaction. It can
easily be found that Artemios will obtain the remainder of the total payoff, which is equal
to 66% of the total payoff from the transaction.

The optimal mixed strategy for Nikolaos (as a maximin point) is as follows:

V(Nik, D) = V(Nik, E) = 30x + 40(1 − x) = 40x + 25(1 − x) so x = 0.6 (5)

Consequently, the mixed strategy of Nikolaos is (0, 0, 0.6, 0.4). By replacing x = 0.6
with V(Nik, D) or V(Nik, E), it is, once again, calculated that V = 34.

Thereby, this mixed strategy game has no unique Nash equilibrium, but leads to the
optimal solution where Nikolaos takes 34% of the maximum utility of the transaction,
while Artemios takes 66%. These payoffs represent the weighted average of the potential
payoffs, derived from the possible strategies undertaken by both players when the optimal
responses to the other player’s strategy are employed. Thereby, given that Nikolaos and
Artemios have set their reaction factors, as indicated by their best interests given by the
possible outcomes, these factors are replaced by their utility functions, and their weighted
optimal payoffs (in the form of utility) are calculated. As the total utility of the game is
supposed to equal 100, we exhibit that one player takes 1/3 of the utility and the second
player takes two thirds of the utility. This solution is reached after the dominated strategies
have been deleted, and maximization of the utility has taken place by graphical and
numerical methods.

Based on the above, it can be argued that the inclusion of the scenario about mitigating
risk due to the institutions of agoranomoi and dokimastai is beneficial for the society as a
whole, as it serves to create higher overall wealth that can be achieved by mixed strategies.
This is valid, as the honesty perspective for both players is reinforced due to the existence of
auditing mechanisms. The existence of such mechanisms gives higher possibilities of both
players being honest. Thereby, the optimal positive outcome for the economy as a whole is
significantly more feasible. Such a situation obviously benefits society as a whole, since
such institutions are supportive of what Tirole (2017) characterizes as the ‘common good’.

What is also important is that it appears that through institutions such as the agora-
nomoi and the dokimastai, the Athenian economic system, during its historical heyday, had
managed to create the conditions for policymaking to be carried out by citizens who, as a
general trend, were ‘educated’ by the functioning of the institutions themselves to behave
through a ‘generalized morality’, according to Tabellini’s (Tabellini 2008) perspective, that
is, the ethical attitudes and beliefs of people about how to interact with each other, beyond
their family and kinship or social group. On this issue, James (2015) presents an empiri-
cal examination of the relationship between the public morality of people and economic
growth, and he finds a positive relationship between the two. It, of course, also applies that
if such values of ‘generalized morality’ are absent, this is detrimental for a society, since
phenomena such as corruption, graft, and bribery may appear, which are further linked to
economic inefficiencies. Additionally, as North (1990, p. 33) argues, from an institutionalist
point of view, achieving a state of ethical behavior in a society also reduces transaction
costs, thus laying the foundations for economic growth.

Two further aspects of the success of these two Athenian key market auditing institu-
tions are directly related to the following two facts: The first has to do with the immediate
punishment of a merchant or citizen who behaved illegally; the agoranomoi were public
magistrates, who were authorized by the state authorities to impose fines on illegal finan-
cial/commercial transactions on the spot. The dokimastai, also being public magistrates,

284



J. Risk Financial Manag. 2021, 14, 509

were authorized to immediately confiscate any fraudulent form of currency that they found
through their inspections. We believe that these immediate procedures of punishment were
an important factor in discouraging illegal commercial activities in the market, since the
punishment was severe. Secondly, as mentioned in Section 3, according to the Athenian
law, any forger who tried to distribute fraudulent coins in the market was punished by
death, the most severe punishment of all. This was obviously a very discouraging factor
to those who planned to make illegal profit through injecting fraudulent currency into
the market.

In fact, according to our view, the above two elements, immediate punishment and
increasing the degree of punishment, also come as practical and intertemporal proposals
from Athens, in the classical times, to current policymakers worldwide, as a means of
deterring those who try to undermine global markets through profiteering or selling
fraudulent products, or illegally trying to inject large (or even small) amounts of fraudulent
currency into global markets to make illegal profit.

Furthermore, there is no homogeneous system of law regarding punishing such illegal
activities at the global level nowadays. The penalties that are imposed to legal frauds are
quite different; for example, we indicatively mention that in the USA, the penalties for
creating and injecting counterfeit money into the market include 20 years of imprisonment,
with a fine with or in lieu of imprisonment, whereas in the UK, the penalty is 10 years, with
a fine with or in lieu of imprisonment.5 We believe that to achieve a more homogeneous
system at the international level, further cooperation is needed among governments in
these areas.

6. Conclusions

In this study, we have undertaken the strenuous task of investigating the interaction
between two important financial institutions that proved to be crucial for the success of the
internationally oriented Athenian commercial strategy, the agoranomoi and the dokimastai.

Based on the findings of prominent historians, referred to at appropriate points in
Sections 2 and 3, and through a fictional scenario that we developed in Section 4, we
simulated a typical commercial transaction in Athens during the classical period, which, in
our case, included two trading parties, the fictional characters of Nikolaos and Artemios,
and the presence of two state auditing mechanisms, the agoranomoi and the dokimastai.
Finally, in Section 5, we also employed a mixed strategy game that examined the case of
honesty, semi-honesty, and dishonesty during this kind of transaction.

Our study leads to some specific conclusions that we believe are of scientific value.
We argue that the Athenian institutional setup, through its auditing institutions, proved
to be successful in the following directions: Firstly, we know that the existence of robust
auditing institutions, so as to ensure transparency while performing financial transactions,
is widely accepted nowadays as a basic prerequisite for the establishment of a healthy
international commercial environment. The modern economic theory and evidence reveals
that the existence and the efficient functioning, in practice, of auditing institutions against
profiteering, and for ensuring that only pure currency is circulated in the market, is an
important prerequisite that can guarantee the success of an economic system in the long
run. In this paper, we argue that such an axiom is not only a concept of modern times, but,
on the contrary, has an intertemporal nature, since it has origins in Greek antiquity. Thus,
such an axiom has an intertemporal historical orientation.

Secondly, a key element of the success of these two Athenian institutions is that they
provided symmetrical information on the quality and purity of the different currencies,
and on the character of the market participants, if they were honest or dishonest. This
was important so that transactions between two or more parties could not cause financial
losses for any party, due to a possible attempt by one member of the transaction to defraud
the other. The supervisory role of the agoranomoi reduced the financial risks not only
between two parties, but also regarding the Athenian financial system as a whole, in which
a multitude of transactions were taking place.
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Thirdly, through the game theoretical approach we performed, we argued that the
institutions of the agoranomoi and the dokimastai enhanced the economy to reach a socially
optimum level that better served the interests of the society as a whole. This happens
because these institutions motivated both players to act honestly. Thereby, the mixed equi-
libria that we have calculated, based on the best-response parameters that were estimated
according to the game structure, represent high utility for each individual, in comparison
with the maximum utility that one player could achieve. Moreover, a higher potential
payoff can be achieved for the overall economy in relation to a hypothetical game where
the agoranomoi and dokimastai interventions would not be available options, and this would
lead to a smaller space for mixed strategies.

The current practical utility from the Athenian auditing institutions, as described in
this paper, that could come as an inspiration for policymakers nowadays lies in the three
following directions: (i) immediate punishments to those who attempt to undermine global
markets through profiteering, selling fraudulent products, or illegally trying to inject large
(or even small) amounts of fraudulent currency into global markets; (ii) imposing much
heavier punishments for those illegal activities, as described by (i); (iii) further international
cooperation among governments, to achieve a more homogeneous system of surveillance
against the illegal activities, as mentioned in (i).

There were, of course, some limitations regarding this particular research. The most
important was the absence of cliometric data, but this applies not only for classical Athens,
but also for every other ancient economy in general. In this case, we could only rely on the
findings of history by using them cautiously, through interpretative tools from disciplines
such as financial history and historical political economy, as well as game theory, as our
paper does.

As a final comment, we hope that the methodology we follow in this paper, which
combines financial history, issues of risk while performing financial transactions, and game
theory as an interpretative tool for financial transactions, will further stimulate the interest
of the academic community on related issues.
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Notes

1 https://www.uscurrency.gov/media/news/federal-reserve-announces-day-issue-redesigned-100-note (accessed: 25 July 2021).
2 https://www.europol.europa.eu/newsroom/news/counterfeit-currencies-worth-millions-of-euros-prevented-entering-eu-economy-

in-romania-and-spain (accessed: 25 July 2021).
3 For the confirmed existence of restaurants in Classical Athens see Davidson (1997).
4 Efficient cooperation mechanisms based on trust are necessary for the efficient function of modern firms and business associations

(Fink and Kessler 2010). Among others, trust itself is a coordination mechanism that lowers transaction costs between firms
(Adler 2001).

5 https://www.law.cornell.edu/uscode/text/18/471 and https://www.legislation.gov.uk/ukpga/1981/45/section/22 (accessed:
22 July 2021).
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1. Introduction

In the last century the world witnessed a tremendous change and evolution in almost
every industry and the financial one is no exception. One of the aspects that evolved greatly
in finance was the financial derivatives, which saw their usage grow exponentially.

A financial derivative is a contract between two parties where they agree to future
financial exchanges and whose value depends on one more underlying assets. There are
multiple types of these contracts and they are used extensively in many industries, both
for hedging and speculation. Depending on the type of derivative and on the position
(buyer vs. seller) they can be used to either limit or increase the financial exposure to
a particular financial asset. Examples of uses of financial derivatives include: financial
institutions transforming a pool of equally risky mortgages into multiple contracts with
different specific risk profiles, international enterprises reducing their foreign exchange
risk, investors increasing their exposure to the increase in price of a stock by buying
financial derivatives.

Financial options, a particular type of financial derivatives, are contracts where the
buyer has the option but not the obligation to transact an asset at predefined conditions such
as price or time. A key aspect of financial options is that their value, or price, is dependent
on the underlying assets and finding it is fundamental for trading and managing the option
and requires some type of mathematical modeling. Since the future payoff of the option is
uncertain at the time of the trade it is required to price it with probabilistic and statistical
considerations, and different approaches have been developed, examples include: Binomial
Trees, Monte Carlo simulations, Black-Scholes/PDEs. This was a key piece in the birth of
what is now called financial mathematics.

The usage of these type of contracts is very diverse, and they are important not only
for the financial industry but for virtually every industry. They make it possible to manage
risk in a way that gives great financial flexibility to enterprises, consequently promoting

289



J. Risk Financial Manag. 2021, 14, 399

economic and business growth and development. For these reasons, it is not surprising
that the number and type of financial options issued and traded has grown immensely over
the last decades. This growth required more and more elaborate models to accommodate
the new complexity of the contracts. Also, the greater size and impact of the usage of
these contracts made evident the first models widely used were not good enough. Recent
very unfortunate economic events such as the sub-prime crisis in the United States in 2008
were partially caused by the misuse of financial derivatives, and this demonstrated the
importance of properly modeling and understand these contracts. The research proposed
in this document aims to study new mathematical models that take into account some
often neglected features of financial markets.

The most well known model for pricing financial options is called the Black-Scholes
(BS) model and, although still largely used, it has multiple shortfalls like the fact that it
does not account for feedback effects or transaction costs. The BS model does not consider
that a trade can have an impact on the price, however, it has been empirically verified
that a very large trader (such as an investment bank) can affect the assets’ prices upon
performing a large trade. Also, virtually every market has transaction costs or a different
price for buying versus selling an asset (bid-ask spreads), which is not considered by the
BS model as it assumes continuous cost-free trading to perfectly hedge the portfolio. Due
to these shortfalls, in many situations, the Black-Scholes model is not sufficient for a robust
application. Consequently a lot of research has been made on new models that extend
Black-Scholes considering at least one of the previous characteristics. These extended
models often result in non-linear pricing equations, which we introduce below.

The Leland (1985) model was one of the first and most popular extensions of the
Black-Scholes to accommodate transaction costs. This model assumes only discrete trading
at a pre-specified time intervals as opposed to the Black-Scholes model where trading is
made continuously. Following Leland’s approach, a model involving variable transaction
costs has been introduced and analyzed in Ševčovič and Žitňanská (2016). For an overview
of nonlinear option pricing models of the Leland type under transaction costs we refer to
Ševčovič (2017).

A model that considers proportional transaction costs was introduced by Barles and
Soner (1998). The authors apply a utility maximization approach, where they consider
an economic agent with a constant risk-aversion. Using asymptotic analysis where the
transaction costs were taken to zero and the risk-aversion to infinity they found that, in the
limit, price of an European style option is given by a PDE of the Black-Scholes type where
the volatility nonlinearly depends on the Gamma of the option price.

The concept of a utility function and even expected utility has been known and
used for several decades in economics in general and its usage to price financial deriva-
tives has gained a lot of momentum in recent years. The idea was first formulated by
Hodges and Neuberger (1989), however, their work not fully formalized and mathemati-
cally proved which was then done by other authors such as Davis et al. (1993) that proposed
a numerical scheme for solving the equation. Barles and Soner worked on that same model
and provided an analytical study by take asymptotic limits on the transaction costs and
risk-aversion coefficient (c.f. (Barles and Soner 1998)). This has become a very well-known
model due to many practical reasons. Indifference pricing theory was presented in the
book Carmona and Çinlar (2009) which covers, in a very deep and comprehensive matter,
the subject of pricing via utility maximization.

In Davis et al. (1993) the authors investigated the problem of pricing European options
in a Black-Scholes model with proportional costs on stock transactions and they defined
the option writing price as the difference between the utilities achievable by going into the
market to hedge the option and by going into the market on one’s own account. Without
transaction costs, this definition is shown to yield the usual Black-Scholes price. To compute
the option price under transaction costs, one has to solve two stochastic control problems,
corresponding to the two utilities compared above. The value functions of these problems
are shown to be the unique viscosity solutions of one fully nonlinear quasi-variational

290



J. Risk Financial Manag. 2021, 14, 399

inequality, with two different boundary and terminal conditions. They constructed a stable
and convergent discretization scheme based on the binomial approximation of the stock
price process. A generalization of this model was done by Cantarutti et al. (2017), where
besides having proportional transaction costs, the underlying stock price dynamics was
considered to have the form of a general exponential Lévy process. Numerical results are
obtained by Markov chain approximation methods when the returns follow a Brownian
motion and a variance gamma process.

In Monoyios (2004), an efficient algorithm is developed to price European options
in the presence of proportional transaction costs, using the optimal portfolio framework
of Davis et al. in Dempster and Pliska (1997). In this approach, the fair option price is
determined by requiring that an infinitesimal diversion of funds into the purchase or
sale of options has a neutral effect on achievable utility. This results in a general option
pricing formula, in which option prices are computed from the solution of the investor’s
basic portfolio selection problem, without the need to solve a more complex optimisation
problem involving the insertion of the option payoff into the terminal value function.
The option prices are computed numerically using a Markov chain approximation to the
continuous time singular stochastic optimal control problem, for the case of exponential
utility. Comparisons with approximately replicating strategies are made. The method
results in a uniquely specified option price for every initial holding of stock, and the price
lies within bounds which are tight even as transaction costs become large. A general
definition of an option hedging strategy for a utility maximising investor is developed that
involved calculating the perturbation to the optimal portfolio strategy when an option
trade is executed.

In Kallsen and Muhle-Karbe (2015), asymptotic formulas for utility indifference
prices and hedging strategies in the presence of small transaction costs were obtained.
Perrakis and Lefoll (2000) derived optimal perfect hedging portfolios in the presence of
transaction costs. In the paper Dong and Lu (2021) the price of a European option with pro-
portional transaction costs has been determined using a utility indifference approach where
the resulting Hamilton-Jacobi-Bellman equation for the portfolio without option is two-
dimensional instead of three-dimensional as in standard utility indifference approaches
(c.f. (Davis et al. 1993)).

Furthermore, Li and Wang (2009) study the application of the penalty method to solve
the resulting variational inequality. Song Wang and Wen Li have published numerical re-
sults of an implementation of the penalty method to price for both American and European
style options (c.f. (Li and Wang 2014)). They considered exponential utility which is by far
one of the most studied utilities but still slightly restrictive.

Our goal is to analyze the system of two Hamilton-Jacobi-Bellman (HJB) equations.The
option price is constructed as a difference of the certainty equivalents to the value functions
solving the system of HJB equations. We introduce a transformation method for solving
the penalized nonlinear partial differential equation. The transformed equation involves
possibly non-constant and non-zero risk aversion function containing the negative ratio
between the second and first derivatives of the utility function. Using the parabolic
comparison principles we derive useful bounds on the option price. We also propose a
finite difference numerical discretization scheme with some computational examples.

The paper is organized as follows. The next section is focused on generalization of
the utility indifference option pricing model. We consider a general class of concave utility
functions. A system of two Hamilton-Jacobi-Bellman equations is derived. The option
price is then obtained in terms of a difference of their solutions. In Section 3 we present a
transformation method for solving the penalized nonlinear partial differential equation.
The penalized equation involves the risk aversion function. Section 4 is devoted to con-
struction of a numerical scheme which is based on time implicit backward Euler method
in combination with an upwind finite difference method for spatial discretizations. The
Hamilton-Jacobi-Bellman equations are solved by means of the penalty method utilizing

291



J. Risk Financial Manag. 2021, 14, 399

the policy iteration method. It contains numerical examples of option prices for various
concave utility functions.

2. Utility Indifference Option Pricing Model

In economics, a utility function is a function measuring the economic agent’s prefer-
ences on different goods. In a financial context the utility function is usually applied to
monetary quantities, and it can be used to measure the agent’s risk aversion when in a
context of uncertainty.

The usual requirements for an utility function are that it is continuous and non-
decreasing function. Additional properties such as concavity or convexity can be shown to
be directly related with the investor’s risk aversion (see below).

2.1. Risk Aversion and the Concept of a Certainty Equivalent

If an investor’s wealth at a future time T is affected by a source of uncertainty then it
can be modeled by a random variable, say WT which we assume to have finite expectation
E[WT ] =: w. Then, we know from Jensen’s inequality that if U : R → R is a concave
function then

E[U(WT)]− U(w) ≤ 0.

This difference can be seen as how much an investor prefers to hold an uncertain amount
(which can turn out to be greater or lower that its average) or its average. The greater the
concavity of U the greater that difference, and that leads one to define the Arrow-Pratt
measure of absolute risk-aversion (also referred to as the coefficient of risk-aversion),

R(ξ) ≡ −U′′(ξ)/U′(ξ).

For a concave increasing utility function U we have R ≥ 0. Now, for pricing financial
options one still needs one more concept, the concept of certainty equivalent which we
denoted by v. It is defined as follows:

v : U(v) = E[U(WT)], v = U−1(E[U(WT)]).

Throughout the paper we shall consider various types of utility functions with different risk-
aversion profiles. Their profiles U(x) and the risk aversion coefficients
R(ξ) = −U′′(ξ)/U′(ξ) are shown in Table 1.

Table 1. Utility functions, their inverse functions and risk aversion functions.

Type Utility Function Parameter Inverse Utility Function Risk Aversion

Linear U(ξ) = ξ — U−1(y) = y R(ξ) = 0
Exp. U(ξ) = 1 − e−γξ γ > 0 U−1(y) = − ln(1 − y)/γ R(ξ) = γ

Power U(ξ) = ξa a < 1 U−1(y) = y1/a R(ξ) = (1 − a)ξ−1

Log. U(ξ) = ln(bξ + 1) b > 0 U−1(y) = (ey − 1)/b R(ξ) = b/(bξ + 1)

The power utility function U(ξ) = ξa and the logarithmic utility function
U(ξ) = ln(bξ + 1) belong to the wide class of the so-called decreasing absolute risk
aversion (DARA) utility function characterized by a decreasing risk aversion coefficient
R(ξ) considered as a function of the wealth ξ. In the context of dynamic stochastic portfolio
optimization the importance of DARA utility functions has been investigated in papers by
Post et al. (2015); Kilianová and Ševčovič (2018).

2.2. Utility Indifference Option Pricing Model under Transaction Costs

To price a derivative in a market with proportional transaction costs using this frame-
work we proceed as follows.

292



J. Risk Financial Manag. 2021, 14, 399

Firstly, we consider that we have an investor that can invest in either a risky asset or a
risk-free asset following the dynamics of a geometric Brownian motion and exponential
deterministic process, respectively. That is

dS = μSdt + σSdwt, dB = rBdt, (1)

where {wt, t ≥ 0}, stands for the standard Wiener stochastic process.
We model the transactions costs by introducing two different prices for the risky

asset, depending on weather the investor is buying (ask price) or selling (bid price) the
underlying asset,

Sask = (1 + θ)S, Sbid = (1 − θ)S,

where θ = (Sask − Sbid)/(2S) represents the bid-ask spread factor.
We assume that the investor can buy or sell shares of the risky asset (shares account

αt) by increasing or decreasing his holdings in the risk-free asset (money account βt). We
model the cumulative purchase of risky assets by a process Lt and the sale by the process
Mt. The goal of an investor is to maximize his terminal utility and will chose his trades Lt,
Mt accordingly. The resulting dynamics for the investors portfolio are,

dα = dL − dM, dβ = rβdt − (1 + θ)SdL + (1 − θ)SdM. (2)

Now, we can define the liquid wealth Wt of the investor as follows:

Wt = βt + St(αt − θ|αt|).

Then the option pricing problem can be formulated as a stochastic control problem. Firstly,
we introduce a portfolio in which the investor is optimizing their expected utility by trading
either stock or bonds,

v0(α, β, s, t) = sup
L,M

E[U(WT)|α, β, s]. (3)

Secondly, we consider that the investor has at his disposal another portfolio, which is
equally comprised of risk-free and risky assets but also a short buyer position with δ = −1
or long seller position with δ = +1 on a derivative with the terminal payoff CT . The value
vδ of this second portfolio is given by,

vδ(α, β, s, t) = sup
L,M

E[U(WT + δCT(s))|α, β, s]. (4)

Let us denote the certainty equivalents of portfolios by zδ = zδ(α, β, s, t) and
z0 = z0(α, β, s, t), respectively. The functions zδ, z0 satisfy the system of equations:

U(w − z0) = v0, U(w − zδ) = vδ, w = β + s(α − θ|α|). (5)

For further details of utility indifference option pricing we refer to the book Carmona and
Çinlar (2009), the price V of an option with a payoff diagram CT is given as the discounted
difference of certainty equivalents, i.e.,

V = e−r(T−t)(zδ − z0), where zδ − z0 = U−1(v0)− U−1(vδ). (6)

In order to determine solutions zδ and z0 we have to solve a pair of stochastic optimal
control problems for vδ, and v0, by means of the dynamic programming principle. Mathe-
matical representation leads to a system of two Hamilton-Jacobi-Bellman (HJB) equations
that we introduce and analyze in the next subsection.
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2.3. Hamilton-Jacobi-Bellman Equations for Value Functions

Following Davis et al. (1993) the functions vδ and v0 satisfy the system of variational
inequalities of the form:

min(VA(v),VB(v),VC(v)) = 0, (7)

where the linear differential operators VA,VB,VC are defined as follows:

VA ≡ ∂t +
σ2

2
s2∂2

s + μs∂s + rβ∂β, VB ≡ −∂α + s(1 + θ)∂β, VC ≡ ∂α − s(1 − θ)∂β,

and terminal conditions,

v0(α, β, s, T) = U(w(α, β, s)), vδ(α, β, s, T) = U(w(α, β, s) + δCT(s)). (8)

Here CT(S) denotes the prescribed pay-off diagram, i.e., CT(S) = (S − K)+ in the case of
a plain vanilla call option, or CT(S) = (K − S)+ in the case of a put option. Here K > 0
denotes the strike price, (β)+ = max(β, 0), and (β)− = min(β, 0) denote the positive
and negative parts of a real number β. Recall that the no-transaction region of values
(α, β, s, t) is characterized by the equation VA(v) = 0. The Buy and Sell regions correspond
to equations VB(v) = 0 and VC(v) = 0, respectively (c.f. (Davis et al. 1993)).

The minimal Equation (7) is equivalent to the following linear complementarity
problem for the functions v = v0, and v = vδ:

VA(v) ≥ 0, VB(v) ≥ 0, VC(v) ≥ 0, VA(v) · VB(v) · VC(v) = 0. (9)

2.4. Penalty Method for Solving HJB Equations

With penalty methods, the initial variational inequality is replaced by one single
equation which has a term parameterized by a small parameter. One should prove that
the solution of this new equation will converge to the initial one. Besides convergence to
the initial problem, the perturbed equation’s solution will always respect the constrains
posed by the initial problem. Next, introduce the specific implementation of the penalty
method for our pricing model following Li and Wang (2009, 2014). The penalty method has
been successfully adopted for solving various nonlinear option pricing model by Lesmana
and Wang (2015), or Chernogorova et al. (2018), and others. The optimal time dependent
penalty function has been proposed recently by Clevenhaus et al. (2020).

Next we introduce the penalty method in a more detail. Let us define the following
penalized perturbed equation for the function v = vλB ,λC

(α, β, s, t),

VA(v) + λB[VB(v)]
− + λC[VC(v)]

− = 0. (10)

Here λB, λC � 0 are sufficiently large penalty parameters. In what follows, we will
drop the subscripts for the sake of simplicity v := vλB ,λC

. In the limit λB, λC → ∞ we
formally deduce that the limiting solution v solves the linear complementarity problem.
Indeed, VA(v) = −λB[VB(v)]

− − λC[VC(v)]
− ≥ 0, and VB(v),VC(v) ≥ 0 in the limit

λB, λC → ∞. Taking λB, λC → ∞ such that λB/λC → ∞ we obtain VA(v)VB(v) = 0.
Similarly, VA(v)VC(v) = 0.

3. Transformation of the HJB Equation Involving Risk Aversion Function

For a general utility function U we search the solution v = vδ, δ = 0,±1, in the
following form:

v(α, β, s, t) = U(eμ(T−t)(w(α, β, s) +A (t) + V (α, β, s, t))),

where

A (t) =
β

μ
(r − μ)(1 − e−μ(T−t))
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is a time dependent shift function such that A (T) = 0. Notice that ∂2
s w = 0, ∂βw = 1, and

s∂sw = w − β. Hence

VA(e
μ(T−t)(w +A )) = eμ(T−t)(−μ(w +A ) +A

′ + μ(w − β) + rβ)

= eμ(T−t)(A ′ − μA + β(r − μ)) = 0,

because of the definition of the auxiliary function A (t). For any function z = z(α, β, s, t)
we have

VA(U(z)) = U′(z)(∂tz + μs∂sz + rβ∂βz +
σ2

2
s2∂s(U

′(z)∂sz))

= U′(z)
(
VA(z)− σ2

2
R(z)(s∂sz))2

)
,

where R(z) = −U′′(z)/U(z) ≥ 0 is the risk aversion function. Taking z = eμ(T−t)(w +
A + V ) we obtain

VA(v) = F (α, β, s, t)

(
VA(V )− μV − σ2

2
R(z)eμ(T−t)(s∂sw + s∂sV )2

)
,

where F (α, β, s, t) = U′(z)eμ(T−t) > 0 is a positive factor. For VB(w), and VC(w) we have

VB(w) =

{
2sθ, if α > 0,

0, if α ≤ 0,
VC(w) =

{
0, if α > 0,

2sθ, if α ≤ 0.

Furthermore, as VB(A ) = VC(A ) = 0, we have

VB(v) = F (α, β, s, t)(VB(w) + VB(V )), VC(v) = F (α, β, s, t)(VC(w) + VC(V )).

A solution V = V δ is subject to the terminal condition at t = T:

V (α, β, s, T) =

⎧⎨
⎩

0, if δ = 0,
CT(s), if δ = 1, (long seller position),

−CT(s), if δ = −1, (short buyer position).
(11)

Summarizing, we deduce that the penalized problem (10) can be reformulated in terms of
the function V as follows:

VA(V )− μV − σ2

2
R(z)eμ(T−t)(s∂sw + s∂sV )2

+ λB[VB(w + V )]− + λC[VC(w + V )]− = 0. (12)

Recall that the option price V is obtained as the difference between certainity equiva-
lents z0 and zδ. It means that

V = e−r(T−t)(zδ − z0) = e−r(T−t)(U−1(v0)− U−1(vδ)) = e(μ−r)(T−t)(V 0 − V
δ).

In the next proposition we compare a solution to the system of transformed HJB equations
with the explicit solution to the linear Black-Scholes equation:

∂tV +
σ2

2
s2∂2

sV + μs∂sV − μV = 0, V (s, T) = δCT(s), δ = 0,±1.

In the call option case where CT(s) = (s − K)+ the price V (s, t) = VBS(s, t) is given by an
explicit formula:

VBS(s, t) = δ
(

sΦ(d1)− Ke−μ(T−t)Φ(d2)
)

,
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where d1,2 = (ln(s/K)+ (μ±σ2/2)(T− t))/(σ
√

T − t) and Φ(d) = (2π)−1/2
∫ d
−∞

e−ξ2/2dξ.
A similar formula is available for pricing of put options.

Proposition 1. Assume U is an exponential (γ > 0) or linear (γ = 0) utility function, i.e., its risk
aversion function R(ξ) = −U′′(ξ)/U′(ξ) ≡ γ where γ ≥ 0 is a non-negative constant. Then the
solution V of the penalized problem (12) satisfying the terminal condition (11) is independent of
the factor β, i.e., V = V (α, s, t). Consequently, the option price V = V(α, s, t) is independent of
β. Moreover,

V (α, s, t) ≤ VBS(s, t), for all α, s > 0, t ∈ [0, T].

Proof. Notice that R(ξ) ≡ γ, and s∂sw,VB(w),VC(w), as well as the terminal condition (11)
are independent functions of the factor β. The penalized Equation (12) can be rewritten
as follows:

∂tV +
σ2

2
s2∂2

sV + μs∂sV + μβ∂βV − μV (13)

=
σ2

2
γeμ(T−t)(s∂sw + s∂sV )2 − λB[VB(w) + VB(V )]− − λC[VC(w) + VC(V )]−.

The right-hand side of (13) is nonnegative and it does not explicitly depend on β, so does
the solution V = V (α, s, t). Furthermore,

∂tV +
σ2

2
s2∂2

sV + μs∂sV − μV ≥ 0.

As the Black-Scholes solution VBS satisfies

∂tVBS +
σ2

2
s2∂2

sVBS + μs∂sVBS − μVBS = 0,

then, taking into account V (α, s, T) = VBS(s, T), applying the maximum principle for parabolic
equations on unbounded domains due to ((Meyer and Needham 2014), Theorem 3.4), we
obtain the inequality V (α, s, t) ≤ VBS(s, t) for a given parameter α and all s > 0, t ∈ [0, T],
as claimed.

The following proposition is a direct consequence of Proposition 1.

Proposition 2. Assume U is the linear utility function, i.e., its risk aversion function R(ξ) ≡ 0.
Suppose that there are no transaction costs, i.e., θ = 0. Then the solution V of the penal-
ized problem (12) satisfying the terminal condition (11) is independent of the factors α, β, i.e.,
V = V (s, t) = VBS(s, t), i.e., V is the Black-Scholes price of a European style option.

Proof. Since θ = 0 we have VB(v) = −VC(v) for any function v. Hence v is a solution to (9)
if and only if VB(v) = VC(v) = 0 and VA(v) ≥ 0. Therefore, a solution V to the penalized
problem (12) satisfies the linear Black-Scholes equation. Hence, V = V (s, t) = VBS(s, t),
as claimed.

4. Construction of a Numerical Discretization Upwind Finite Difference Scheme

In this section we propose a numerical discretisation scheme and several compu-
tational examples. The scheme is based on the finite difference method proposed in
Li and Wang (2009). The resulting scheme is of upwind type in the space discretization
and the backward Euler implicit scheme in time.
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4.1. Finite Difference Approximation of a Solution to the Penalized Problem

We first introduce Ωb the truncated domain corresponding to the solvency region
where β + S(α − θ|α|) > 0 as follows:

Ωb = {(α, β, S) ∈ (L−
α , L+

α )× (L−
β , L+

β )× (0, S+) : β + S(α − θ|α|) > 0}.

We consider a simple 3D uniform mesh grid:

(αi, β j, Sk) ∈ Ωb, i = 0, · · · , Nα, j = 0, · · · , Nβ, k = 0, · · · , NS,

αi = L−
α + ihα, β j = L−

β + jhβ, Sk = khS,

hα = (L+
α − L−

α )/Nα, hβ = (L+
β − L−

β )/Nβ, hS = S+/NS,

where Nα, Nβ, and NS are the numbers of discretization steps in the α, β, and S variables.
Notice that the spatial discretization can be easily adopted to a non-uniform grid, e.g., by
considering uniform discretization for the logarithmic variable xk = ln(Sk/K). We consider
a uniform time discretization with time steps nΔt for n = N, · · · , 1, 0, where Δt = T/N,
and N is the number of time discretization steps. The solution v = v(α, β, S, t) will be
discretized by the value Vn

ijk at (αi, β j, Sk) and time t = nΔt.
We define the following finite difference discretization operators:

DtV
n
ijk =

Vn+1
ijk − Vn

ijk

Δt
, D±

α Vn
ijk = ±

Vn
(i±1)jk

− Vn
ijk

hα
, D±

β Vn
ijk = ±

Vn
i(j±1)k − Vn

ijk

hβ
.

DSVn
ijk =

Vn
ij(k+1) − Vn

ijk

hS
, DSSVn

ijk =
Vn

ij(k+1) − 2Vn
ijk + Vn

ij(k−1)

h2
S

,

(14)

LAVn
ijk = −

(
Dt + r(β j)

+D+
β + r(β j)

−D−
β + μSkDS +

σ2

2
S2

k DSS

)
Vn

ijk,

LBVn
ijk =

(
−D+

α + (1 + θ)SkD−
β

)
Vn

ijk, LCVn
ijk =

(
D−

α − (1 − θ)SkD+
β

)
Vn

ijk.
(15)

Clearly, for any λ > 0, and L ∈ R, we have

λ[L]− = min
m∈[0,λ]

mL =

{
0, if L > 0,

λL, if L ≤ 0.

The numerical discretization scheme is then given by:

LAVn
ijk + min

m̄∈[0,λB ]
m̄LBVn

ijk + min
n̄∈[0,λC ]

n̄LCVn
ijk = 0, ∀i, j, k. (16)

Terminal conditions.
For the last terminal time level n = N we have, for the call (put) option case with the
pay-off diagram CT(S) = (S − K)+ (CT(S) = (K − S)+),

VN
ijk = U(β j + Sk(αi − θ|αi|) + δCT(Sk)), for (αi, β j, Sk) ∈ Ωb.

Boundary conditions. We apply the Dirichlet boundary conditions, i.e.,

Vn
ijk = U(β j + Sk(αi − θ|αi|) + δCT(Sk)), for (αi, β j, Sk) ∈ ∂Ωb, n = N − 1, · · · , 1, 0.

Here we set δ = 0 in the case of numerical approximation of the value function v0, and
δ = ±1 in the case of approximation of the value function vδ, δ = ±1.
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Next, we present the full numerical discretization algorithm involving the policy itera-
tion method for solving the penalized PDE (16). Notice that (β j)

+ + (β j)
− = β j. It yields

the following system of linear equations for the unknown vector Vn for n = N − 1, · · · , 1, 0,

[
1 + Δt

(
r

hβ
β j +

μ

hS
Sk +

σ2

h2
S

S2
k

)]
V

n,p+1
ijk

−
[

μΔt

hS
Sk +

σ2Δt

2h2
S

S2
k

]
V

n,p+1
ij(k+1) −

σ2Δt

2h2
S

S2
kV

n,p+1
ij(k−1)

+Δt

[
m̃

(
1
hα

+
(1 + θ)

hβ
Sk

)
+ ñ

(
1
hα

+
(1 − θ)

hβ
Sk

)]
V

n,p
ijk (17)

−Δt

[ rβ+
j

hβ
+ ñ

(1 − θ)

hβ
Sk

]
V

n,p
i(j+1)k − Δt

[ rβ−
j

hβ
+ m̃

(1 + θ)

hβ
Sk

]
V

n,p
i(j−1)k

−m̃
Δt

hα
V

n,p
(i+1)jk

− ñ
Δt

hα
V

n,p
(i−1)jk

= Vn+1
ijk ,

where p = 0, · · · , pmax is the policy iteration parameter, m̃ = m̃
n,p
ijk , ñ = ñ

n,p
ijk are arguments

of the minimum in (16). The above system of linear equations for the unknown stacked
vector V = (V

n,p+1
ijk ) can be rewritten as a system of linear equations of the form AV = b

where A is a sparse matrix with at most 3 nonzero elements in each row. The right-hand
side vector b consists of the known vector Vn+1 complemented by the boundary conditions.
It is important to note that the coefficients of the matrix A depend on the coefficients m̃, ñ
which has to be computed within each policy iteration step. The full algorithm for the
computation of the value function is as in the Algorithm 1.

Algorithm 1: The algorithm for computing the value function V for δ = 0,±1.

Initialization of model parameters and numerical parameters pmax, tolmax > 0;
Compute the terminal conditions for n = N.
Set VN

i,j,k = U(wi,j,k + δCT(Sk)) for each i, j, k;
Set n = N − 1;
while n > 0 do

Initiate policy iteration p = 0 with Vn,0
ijk = Vn+1

ijk ;

Compute the right-hand side vector b from Vn+1
ijk and boundary conditions ;

while p < pmax and tol ≥ tolmax do

Compute the penalty terms. Set m̃
n,p
ijk = 0, ñ

n,p
ijk = 0

if VB(V
n,p
ijk ) < 0 then

m̃
n,p
ijk = λB

end

if VC(V
n,p
ijk ) < 0 then

ñ
n,p
ijk = λC

end
Compute the elements of the matrix A ;
Solve the linear system of equations A V = b;
Compute the difference tol = max |Vn,p

ijk − Vijk|;
V

n,p+1
ijk ← Vijk;

p ← p + 1
end
n ← n − 1;

end
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Remark 1. Our numerical scheme is based on solving the system of linear Equation (16) for the
unknown stacked vector (Vn

ijk). Its matrix representation contains at most 3 nonzero elements

in each row. It has a block matrix structure with Nα × Nβ tridiagonal NS × NS matrices on
the block diagonal. For each NS × NS tridiagonal we can employ the fast Thomas algorithm
with time complexity O(NS). The overall complexity of computation of the system is therefore
O(Nα × Nβ × NS × pmax) where pmax is the maximal number of policy iterations. Recall that there
are other fast and robust numerical methods for solving problems of the form (16). Among them
there are alternating direction explicit (ADI) methods for linear, nonlinear and multi-dimensional
Black-Scholes models (c.f. (Bučková et al. 2017) and references therein).

4.2. Results of Numerical Approximation of Option Prices

In this part, we present results of computation of European style call options for the
exponential utility function with a risk parameter γ > 0 and linear utility function.

The model and numerical parameters used can be found in Table 2. We used the
exponential mesh Sk = K ln(xk) where {xk, k = 1, · · · , NS} is an equidistant mesh of
the interval [K/2, 2K]. The plot of the call option price as a function of the underlying
asset price S is shown in Figure 1, for the buyer call option prices, i.e., δ = −1. We used
Matlab framework for computation of the solution on 3GHz Intel single Core machine.
For numerical discretization parameters shown in Table 2 The computational time was
8.1 sec per one policy iteration. According to Remark 1 the overall complexity is of the
order O(Nα × Nβ × NS × pmax).

Table 2. Model and numerical parameters of the numerical solution.

Model Parameters Value Num Params Value Num Params Value

Strike price K 50 Nα 6 NS 100
Transaction costs θ 0.01 L−

α 0.2 S+ 100
Volatility σ 0.3 L+

α 0.6 λB = λC 10
Risk-free rate r 0.05 Nβ 6 N 10
Drift μ 0.1 L−

β −100 T 1
Risk-aversion γ 0.1 L+

β 100
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Figure 1. Linear (left) and exponential (right) utility indifference call option buyer price as a function
of the underlying asset price S with the wealth function parameters α = 0.467, β = 33.3.

5. Conclusions

In this paper we investigated and analyzed the system of Hamilton-Jacobi-Bellman
equations arising in pricing financial derivatives. We followed the utility indifference
option pricing model in which the option price is constructed as a difference of the certainty
equivalents to the value functions solving the system of HJB equations. We analyzed
solutions to the transformed nonlinear partial differential equation involving a possibly
non-constant risk aversion function. Useful bounds on the option price were obtained
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using parabolic comparison principle. We also proposed a finite difference numerical
discretization scheme. Various computational examples were also presented.
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Abstract: Market liquidity has an immediate impact on the execution of transactions in financial
markets. Informed counterparty risk is often priced into market liquidity. This study investigates
whether microblogging data, as a non-financial information tool, is priced along with market liquidity
dimensions. The analysis is based on the Australian Securities Exchange (ASX), and from the results,
we conclude that microblogging content in pessimistic periods has a higher impact on liquidity
and its dimensions. On a daily basis, pessimistic investor sentiments lead to higher trading costs,
illiquidity, a larger price dispersion and a lower trading volume.

Keywords: microblogging data; data mining; investor sentiments; asset pricing; market liquidity;
liquidity dimensions

1. Introduction

This work investigates whether microblogging data, as a source of information, can
explain liquidity dimensions.

In the behavioral finance literature, emotion-driven market participants with stochastic
predictions are gaining a considerable amount of interest. Recent research often quan-
tified surveys, message boards (e.g., ragingbull.com, accessed on 19 August 2021) or
financial news to construct sentiment indicators for modeling stock market behavior. Re-
searchers are also exploring microblogging data for use in both modeling and predicting
stock market behavior (Zhang et al. 2011). Moreover, microblogging sentiment indicators
may be more economically meaningful than traditional sources of financial information
(Oliveira et al. 2017).

The participation of companies in microblogging platforms can contribute to the
development of valuable knowledge among investors (Prokofieva 2015), and increase the
opportunity for significant returns (Bank et al. 2019). Market liquidity is often reported
to be priced into asset returns (Saleemi 2020). An abundance of studies can be found that
examine microblogging data for financial market prediction. However, there is still room
to explore the impact of microblogging content on various liquidity dimensions.

The novelty of our work lies in the methodological contribution compared to related
works. This study links the different dimensions of market liquidity with sentiment analysis
using content from the popular social media platform Twitter.

In contrast to previous studies, investor sentiment tools are applied to uncover their
role in the liquidity dimensions of microblogging content. This research fills a gap in
the behavioral finance literature, and helps us to understand the impact on informed
counterparty liquidity in a broader sense.
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Liquidity, or its risk, is an active area of research as it imposes immediate consequences
on the financial transaction (Guijarro et al. 2019). Market liquidity can be explained by
its dimensions, which include transaction execution cost, trading quantity, immediacy
of transaction execution and asset price dispersion (Le and Gregoriou 2020). Trading
is considered illiquid (Gorton and Metrick 2010), and it is assumed that asymmetric
information risk should be priced into liquidity (Saleemi 2020). Microblogging platforms
allow market participants to exchange financial information on a real-time basis. To our
knowledge, this is the first paper to study whether microblogging content, as an indicator
of investor sentiments, is priced in the various dimensions of liquidity.

As microblogging content is gaining considerable attention in the behavioral finance
literature, the aim of this research is therefore to explore whether liquidity dimensions can
be significantly explained by microblogging sentiment indicators. As there is no previous
literature on how investor sentiments may affect the different dimensions of liquidity, we
do not hypothesize what the sign of the relationship between the two variables should be.
Our paper aims to be the first empirical approach to the study of this problem. The results
may have potential implications for both researchers and traders in terms of quantifying
microblogging content-based sentiments with regards to market liquidity dimensions.

The rest of the paper is structured as follows. The literature is reviewed in Section 2.
The procedure used to build the model and the data set is explained in Section 3. Section 4
discusses the findings of the research. Finally, Section 5 highlights the main results of
the research.

2. Literature Review

The proliferation of behavior finance literature is attributable to the authoritative
role of various sources of information on investor sentiments. Among the diversified
structure of social networks, it may be of great interest to identify the most valued opinion
providers. Microblogging platforms, in particular Twitter, allow participants to exchange
potential content about financial markets on a real-time basis (Oliveira et al. 2017). Investor
sentiment can be linked to systematic risk (Lee et al. 2002).

Investor sentiment determines asset price levels and therefore needs to be taken
into account in the asset pricing model (Brown and Cliff 2005). Aggregate opinion has a
significant impact on financial assets, the valuations of which are extremely subjective and
difficult to arbitrage (Baker and Wurgler 2006). Moreover, financial assets without media
coverage earn higher returns (Fang and Peress 2009), while monetary policy decisions in
bear market periods have a greater impact on financial assets (Kurov 2010).

Incoming news significantly influences stock returns, volatility and trading volumes
(Groß-Klußmann and Hautsch 2011). Microblogging content has some predictive power
on returns, market-adjusted returns and future directional stock price movements (Oh and
Sheng 2011). Twitter is a potential indicator of how the financial market will behave the
next day (Zhang et al. 2011), while investor sentiments extracted from Twitter comments
can predict asset price movements a few days in advance (Smailović et al. 2013).

Microblogging content can have greater effects on stock market performance than
conventional media (Yu et al. 2013). Media investment interest plays a crucial role in
reducing the information asymmetry, which in turn can stabilize the market, protect
investors and improve corporate governance (Wei et al. 2014). In that sense, microblogging
data can be a reliable source of stock-related news (Sprenger et al. 2014).

According to Walker (2016), the media can drive market behavior. In addition,
companies’ activity on Twitter can reduce the expected negative reactions in the mar-
ket (Mazboudi and Khalil 2017). According to Li et al. (2018), users’ attention to Twitter
can better reflect stock trends. Aggregate opinion on Twitter is relevant for predicting a
company’s forthcoming quarterly earnings (Bartov et al. 2018), although Twitter content is
less effective in determining market liquidity and trading cost (Guijarro et al. 2019).

Market liquidity and its related issues comprise one of the dominant strands of the
asset pricing literature. With respect to the concept of information effects, the informed
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trader drives market liquidity (Glosten and Milgrom 1985). Immediacy, tightness, depth,
breadth and resilience are the five key characteristics of a liquid market, according to Sarr
and Lybek (2002). Market liquidity can be determined by trading cost, trading quantity,
trading speed and price dispersion (Le and Gregoriou 2020). It follows then that informed
trading risk must be priced in the liquidity (Saleemi 2020).

Liquidity is considered as a time-varying risk factor (Hasbrouck and Seppi 2001), as
well as a crucial attribute of capital assets (Amihud and Mendelson 1991). The financial
asset whose return is more sensitive to liquidity shocks has a higher expected return (Le
and Gregoriou 2020). More recently, it has been found that returns are very sensitive to
liquidity shocks in environments of high uncertainty, such as the current COVID-19 crisis
(Saleemi 2021).

Market frictions are the costs associated with the execution of a transaction, which
directly affect liquidity. Their impact has been shown to be time-varying (DeGennaro and
Robotti 2007). Transaction costs can be divided into two major elements: the explicit cost
and the implicit cost. The explicit cost is identifiable before the transaction takes place.
However, the implicit cost is less observable and represents a large fraction of the total cost
of the transaction. The bid–ask spread is a key point for the quantification of transaction
costs, as it captures almost all the costs associated with the execution of the transaction
(Sarr and Lybek 2002).

Since the late 1960s, the bid–ask spread has been extensively investigated in the asset
pricing literature (Gregoriou 2013). Market-makers enable continuous trading by matching
buy and sell orders. Liquidity providers facilitate the immediacy of trade execution by
accepting the risk of holding inventory. Investors tend to reduce their risk exposure to
future price uncertainty. In this context, liquidity providers impose a cost on the seller, i.e.,
a higher spread. The higher the volatility of asset prices, the higher the spread will be set
by liquidity providers (Ho and Stoll 1981).

Another stream in the field links asymmetric information to the size of the spread.
Information-sensitive stocks are illiquid. In the case of informed trading, there is a potential
risk of loss for the uninformed party. Therefore, liquidity providers tend to increase the
spread as compensation for this potential loss (Easley and O’Hara 2004). Another compo-
nent of the spread is the order processing cost (Roll 1984). In case the order processing cost
is higher, liquidity suppliers will buy an asset at the lowest bid price with the expectation
of reselling it at the highest ask price.

Another interesting result is that the bid–ask spread is closely related to trading
volume. The higher the cost of trading, the lower the amount of trading (Easley and
O’Hara 1992). A small spread translates into a larger amount of trading, as the number of
active trading participants causes the spread to become narrower. There are also causal
effects on the spread of the amount of trading. A small trading volume reduces the size
of the spread, which in turn adds liquidity to the market and improves price accuracy
(Sarkissian 2016). According to Le and Gregoriou (2020), there is a strong relationship
between higher trading volume and higher spread due to asymmetric information effects.

3. Materials and Methods

Our paper investigates whether informed trading based on microblogging content in-
fluences liquidity dimensions. To do so, we extracted investor sentiments from the popular
social network Twitter, collecting different measures of each liquidity dimension in order
to investigate the relationship between microblogging content and liquidity dimensions.
Studies of asset pricing introduce several measures that capture one or more dimensions of
market liquidity. This paper focuses on a small number of proxies for each dimension of
liquidity, namely the bid–ask spread and liquidity based on the volume of price impact.

Depending on the frequency of the data, liquidity indicators are modeled in two ways:
high-frequency data and low-frequency data. High-frequency measures estimate liquidity
and its dimensions from intraday financial transactions. In contrast, the construction
of low-frequency proxies is based on the daily characteristics of a security, such as the
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opening, high, low and closing prices (OHLC prices), as well as the volume traded. Unlike
high-frequency data, low-frequency data are computationally less intensive and widely
accessible to the markets. In this research, the analysis is based on low-frequency data from
the Australian Securities Exchange (ASX), and was run over the period 3 January 2020 to
2 June 2021.

Among the measures of liquidity, the literature devotes much attention to the bid–ask
spread. The spread captures the immediacy and cost of transactions. A large spread reflects
a liquidity provider’s unwillingness to accept an inventory position without imposing a
higher cost on the seller. Most recently, Saleemi (2020) proposed a model of the cost-based
market liquidity (CBML) measure, i.e., the bid–ask spread. The CBML model estimates
the possible presence of an informed trader in the financial market. Based on the general
foundations of the asset pricing literature, CBML is developed from Equation (1):

CBMLt =
√
[(St−1)− (vs

t)]
2 (1)

where St−1 is the ratio between the price range and the closing price on day t − 1. This
value is estimated by Equation (2):

St−1 =
hight−1 − lowt−1

closet−1
(2)

where hight−1 indicates the highest price on day t − 1; lowt−1 refers to the lowest price of
day t − 1; and closet−1 is the closing price on day t − 1. In the next trading session, the
CBML method estimates the effects of asymmetric information on asset prices. vs

t computes
the ratio between the range price of an informed trader and the closing price on day t, as
per Equation (3):

vs
t =

vask
t − vbid

t

closet
(3)

Assuming risk neutrality in the next trading session, the asset is valued at:

ηt = (hight + lowt)/2 (4)

where ηt is the mean of high and low prices on day t. If we consider the same probability of
an informed trader, the estimated ask value for which the seller would redeem his position
is assumed to be conditional on a trade such as:

vask
t = asktπ + ηtπ (5)

where the estimated bid value for which the buyer would accept the inventory position is
assumed conditional on a trade such as:

vbid
t = bidtπ + ηtπ (6)

The liquidity model based on the impact of price on volume mainly estimates the
level of liquidity by the dispersion of the asset price and its trading quantity. The Martin
Liquidity Index (MLI) estimates the link between price changes and trading volume. The
MLI model assumes that price dispersion influences trading volume and, as a result,
impacts market liquidity. The higher the MLI value, the greater the price dispersion relative
to the quantity traded. Hence, higher price dispersion leads to lower market liquidity. The
analytical expression of the MLI for period t is given in Equation (7):

MLIt = ∑
T

t=1
(closet − closet−1)

2

ln(volt)
(7)

where volt is the quantity traded of the asset on day t. The model explains the price
impact in terms of the effect that a traded unit has on the price. The illiquid asset requires
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less trading to move prices compared to the liquid asset. Note that our research only
aims to estimate the influence of investor sentiments on stock market liquidity, therefore
it is not necessary to deflate the price series. Such a deflation would make sense in a
hypothetical case where one would want to analyze the profitability of an investment, as
in the case where an analysis of investor sentiments could be used to derive a stock market
investment strategy.

The R programming language was used to collect tweets from the ASX during the
period from 3 January 2020 to 2 June 2021, using the libraries “ROAuth”, “twitteR” and
“rtweet”. The study emphasizes pre-processing the unstructured text of the tweets. This
process was carried out using the “NLP” and “tm” libraries, which allowed the original
data to be cleaned and structured appropriately for further processing. Sentiment analysis
tools were applied to convert intraday tweets into structured and valuable content. Tweets
were structured by removing punctuation symbols, stop words and trailing spaces. In
addition, the text was converted into lower case for the analysis of the microblogging
financial conversation. For ethical reasons, market participants have been anonymized.
For each tweet, the financial information was quantified in either a bullish (positive) or
bearish (negative) score. Neutral opinions were not taken into account in the analysis. As
the number of tweets posted on a single day is very large, the sentiment values for day t
were aggregated for the analysis. This process was carried out through the “syuzhet” and
“lubridate” libraries.

The basic sentiment indicators, i.e., the negative ratio (NR) and positive ratio (PR),
were used as attributes according to Equations (8) and (9):

NRt =
Beart

Bullt
(8)

PRt =
Bullt
Beart

(9)

where Beart is the aggregated bearish value on day t; and Bullt indicates the accumulated
bullish value on day t.

First, we considered investor sentiment indicators as explanatory variables and liquid-
ity dimensions as response variables, with both variables expressed in daily values. Next,
the multiple linear regression model in Equation (10) was used to estimate the impact of
investor sentiments on liquidity dimensions:

LDt = α + β1NRt + β2PRt + εt (10)

where LDt refers to each measure of the liquidity dimension on day t; NRt reflects the ag-
gregated pessimistic sentiments on day t; PRt indicates the aggregate optimistic sentiments
on day t; and εt is the error term.

The following experiment is based on a multivariate forecasting algorithm, the vector
autoregression (VAR) model. In this case, variables are modeled as a linear combination
of their own lags and the past values of other variables. The Schwarz criterion (SC), also
known as Bayesian information criterion, is applied to select the optimal lags. To estimate
the impact of lags, the VAR model is structured through Equations (11)–(13):

Lt = αL + β11Lt−1 + β12Lt−2 + γ11Nt−1 + γ12Nt−2 +∅11Pt−1 +∅12Pt−2 + εL,t (11)

Nt = αN + β21Lt−1 + β22Lt−2 + γ21Nt−1 + γ22Nt−2 +∅21Pt−1 +∅22Pt−2 + εN,t (12)

Pt = αP + β31Lt−1 + β32Lt−2 + γ31Nt−1 + γ32Nt−2 +∅31Pt−1 +∅32Pt−2 + εP,t (13)

where Lt denotes each liquidity dimension on day t; Lt−1 (Lt−2) refers to the lag value of
each liquidity dimension on day t− 1 (t− 2); Nt−1 (Nt−2) reflects the pessimistic sentiments
on day t − 1 (t − 2); Pt−1 (Pt−2) refers to the optimistic sentiments on day t − 1 (t − 2); εL,t
is the white noise variable; Nt refers to the negative sentiments on day t; εN,t is the white
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noise variable; Pt refers to the positive sentiments on day t; and εP,t is another white
noise variable.

In the following, we represent this model in a matrix notation:

⎡
⎣ Lt

Nt

Pt

⎤
⎦ =

⎡
⎣ αL

αN

αP

⎤
⎦+

⎡
⎣ β11 β12

β21 β22
β31 β32

⎤
⎦ [ Lt−1

Lt−2

]
+

⎡
⎣ γ11 γ12

γ21 γ22
γ31 γ32

⎤
⎦ [ Nt−1

Nt−2

]
+

⎡
⎣ ∅11 ∅12

∅21 ∅22
∅31 ∅32

⎤
⎦ [ Pt−1

Pt−2

]
+

⎡
⎣ εL,t

εN,t
εP,t

⎤
⎦ (14)

Equation (14) is further elaborated as:

LSt =

⎡
⎣ Lt

Nt

Pt

⎤
⎦, A =

⎡
⎣ αL

αN

αP

⎤
⎦, β =

⎡
⎣ β11 β12

β21 β22
β31 β32

⎤
⎦, Lt =

[
Lt−1
Lt−2

]
,

γ =

⎡
⎣ γ11 γ12

γ21 γ22
γ31 γ32

⎤
⎦, Nt =

[
Nt−1
Nt−2

]
, ∅ =

⎡
⎣ ∅11 ∅12

∅21 ∅22
∅31 ∅32

⎤
⎦,

Pt =

[
Pt−1
Pt−2

]
, εt =

⎡
⎣ εL,t

εN,t
εP,t

⎤
⎦

(15)

Finally, we can rewrite the VAR model as Equation (16):

LSt = A + βLt + γNt +∅Pt + εt (16)

4. Results and Discussion

The descriptive statistics of the data sample are shown in Table 1. It is noted that the
variables are positively skewed with fat-tailed numerical distribution. Positive skewness
of the data sample indicates a right-skewed distribution, with values to the right of mean.
The fat-tailed numerical distribution, or higher kurtosis, indicates extreme values in the
corresponding data set. The measures applied are based on distinct theoretical assump-
tions, which may influence the measurement of liquidity. The measures of the liquidity
dimensions are plotted in Figure 1, where it is found that they are not constant, but vary
over time.

Table 1. Descriptive statistics (daily basis).

Variables Min Median Mean Max SD S K

CBML 0.0000522 0.008503 0.0110089 0.0869665 0.01043 3.3169 19.4480
MLI 0.000007 0.026949 0.120687 4.408370 0.35033 7.7186 80.1896
NR 0.1961 0.4984 0.5219 1.6038 0.16152 2.0675 11.3873
PR 0.6235 2.0065 2.0712 5.1 0.57910 1.1954 7.2555

Note: Cost-based market liquidity: CBML; Martin Liquidity Index: MLI; negative ratio: NR; positive ratio: PR;

standard deviation: SD; skewness: S; kurtosis: K.

The microblogging sentiment indicators are depicted in Figure 2. It is also noted that
investor sentiment indicators are not constant and change over time. It is worthwhile
examining whether the Twitter feeds can influence the market liquidity dimensions. In
this context, the sentiment analysis tools were applied to extract valuable content from
unstructured Twitter feeds and the multivariate methods were applied to disentangle the
various aspects involved. In our work, we aimed to analyze the impact of microblogging
content on liquidity dimensions using multiple linear regression analysis.
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Figure 1. Time-varying market liquidity dimensions.

Figure 2. Time-varying investor sentiment indicators.

Table 2 presents the estimated regression values, where the investor sentiment in-
dicators are the independent variables and each measure of the corresponding liquidity
dimension acts as the dependent variable. On a daily basis, it is observed that the NR
sentiment indicator is positive and significantly associated with the CBML measure. This
implies that an increase in pessimistic investor sentiments leads to a higher spread. The
higher spread illustrates the liquidity provider’s unwillingness to accept the financial
position without imposing a higher cost on the seller. A higher cost in pessimistic periods
affects the speed of the transactions and therefore reduces liquidity for the ASX. Since
the size of the spread is crucial in determining liquidity and its associated cost, a larger
spread indicates illiquidity and a higher cost of trading in the Australian market during
pessimistic periods. In contrast, the size of spread is not significantly explained by the
optimistic sentiment measure, positive ratio. Therefore, optimistic sentiments based on
microblogging content do not play a significant role in reducing the spread size in the
Australian market.
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Table 2. Regression analysis results.

Variables Estimate p-Value

CBML (a)
Intercept −0.006133 0.4174

NR 0.021341 0.0028 **
PR 0.002899 0.1434

MLI (b)
Intercept −0.46598 0.062395

NR 0.81774 0.000533 ***
PR 0.07718 0.237351

Note: (a) adjusted R-squared: 0.03674; F-statistic: 7.235; p-value: 0.0008427; (b) adjusted R-squared: 0.06915;

F-statistic: 13.15; p-value: 0.000; significance codes: ‘***’ < 0.001; ‘**’ < 0.01.

The following experiment was conducted to analyze whether financial microblogging
content can explain the dispersion of asset price and trading quantity. We found that
pessimistic sentiments are positively and significantly associated with price impact volume-
based liquidity. This indicates that a pessimistic bias in investor sentiments leads to a
higher MLI value. The higher MLI value illustrates the greater price dispersion of the ASX
relative to its trading volume. Therefore, investors would need a smaller amount of trades
in the ASX to move its prices in the pessimistic periods. A higher MLI value, or higher
price dispersion, illustrates the lack of liquidity in the ASX market. However, the optimistic
mood of investors is not significantly associated with price impact volume-based liquidity.

Table 3 presents the VAR coefficients for the past time series of spreads and investor
sentiments. Market liquidity and its associated cost are not significantly explained by the
lagged coefficients of investor sentiments. Cost-based market liquidity is reported to be
significantly correlated with its own past time series. Meanwhile, pessimistic investor
sentiments are not significantly explained by the lagged coefficients of cost-based market liq-
uidity and optimistic sentiments. Investors’ optimistic sentiments are not significantly cor-
related with the past time series of cost-based market liquidity and pessimistic sentiments.

Table 3. Estimation of VAR coefficients and significance test values, CBML model.

Variables Estimate p-Value

CBML (a) β11,CBML −0.8168 0.000 ***
γ11,N −0.01081 0.0843
∅11,P −0.002544 0.1453

β12,CBML −0.3748 0.000 ***
γ12,N 0.006916 0.2730
∅12,P 0.0009216 0.5985

αCBML −0.00001418 0.9797
N (b) β21,CBML −0.095473 0.90380

γ21,N −0.677182 0.000 ***
∅21,P −0.030498 0.25019

β22,CBML −0.530606 0.49794
γ22,N −0.279544 0.00375 **
∅22,P −0.019775 0.45731

αN −0.001133 0.89382
P (c) β31,CBML −1.855197 0.5173

γ31,N 0.149640 0.6639
∅31,P −0.463831 0.000 ***

β32,CBML 0.810466 0.7752
γ32,N −0.054357 0.8757
∅32,P −0.195826 0.0429 *

αP 0.003898 0.8992
Note: (a) adjusted R-squared: 0.4645; F-statistic: 47.84; p-value: 0.000; ARCH test: 0.000; JB test: 0.000; (b) adjusted

R-squared: 0.2608; F-statistic: 20.05; p-value: 0.000; ARCH test: 0.000; JB test: 0.000; (c) Adjusted R-squared:

0.1971; F-statistic: 14.25; p-value: 0.000; ARCH test: 0.000; JB test: 0.000; significance codes: ‘***’ < 0.001; ‘**’ < 0.01;

‘*’ < 0.05.
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Moreover, the results find that investors’ sentiments are significantly associated with
their own past time series. The Jarque–Bera (JB) test, the autoregressive conditional het-
eroscedastic (ARCH) test and the forecast error variance decomposition (FEVD) test are
estimated. The JB test indicates that the residuals are not normally distributed. The ARCH
test shows that the variables suffer from the ARCH effects. Figure 3 reveals that cost-based
market liquidity and pessimistic investor sentiments are strongly influenced by their own
variance shocks. Investors’ optimistic sentiments are influenced by their own exogenous
shocks and negative sentiments variance shocks.

Figure 3. FEVD analysis for CBML and investor sentiments.

Based on the VAR model estimation results, the dispersion of the asset price and its
trading quantity are not significantly explained by the lagged coefficients of the investor
optimistic sentiments (Table 4). However, it is observed that price impact volume-based
liquidity is significantly associated with its own past time series and the lagt−1 of pes-
simistic investor sentiments. Likewise, pessimistic investor sentiments are not significantly
explained by the past time series of price impact volume-based liquidity and optimistic
investor sentiments. Optimistic investor sentiments are not significantly associated with
the lagged coefficients of price impact volume-based liquidity and pessimistic investor
sentiments. Moreover, investors’ sentiments are significantly explained by their own past
time series. The JB test shows that the residuals are not normally distributed. The ARCH
test reports that the variables suffer from the ARCH effects. Figure 4 illustrates that price
impact volume-based liquidity and pessimistic investor sentiments are strongly influenced
by their own exogenous shocks. Finally, investors’ optimistic sentiments are influenced by
their own variance shocks and exogenous negative sentiment shocks.
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Table 4. Estimation of VAR coefficients and significance test values, MLI model.

Variables Estimate p-Value

MLI (a) β11,MLI −0.3323240 0.000 ***
γ11,N 0.4591262 0.0268 *
∅11,P 0.0901849 0.1156

β12,MLI −0.2531608 0.000 ***
γ12,N 0.0268085 0.8976
∅12,P 0.0373390 0.5145
αMLI −0.0001461 0.9936

N (b) β21,MLI −0.013135 0.60219
γ21,N −0.668877 0.000 ***
∅21,P −0.029397 0.26646

β22,MLI 0.016084 0.51670
γ22,N −0.276186 0.00437 **
∅22,P −0.020703 0.43411

αN −0.001120 0.89491
P (c) β31,MLI 0.065824 0.4712

γ31,N 0.099416 0.7738
∅31,P −0.474563 0.000 ***

β32,MLI −0.079112 0.3790
γ32,N −0.047393 0.8920
∅32,P −0.189236 0.0491 *

αP 0.003904 0.8989
Note: (a) adjusted R-squared: 0.141; F-statistic: 9.862; p-value: 0.000; ARCH test: 0.000; JB test: 0.000; (b) adjusted

R-squared: 0.2616; F-statistic: 20.13; p-value: 0.000; ARCH test: 0.000; JB test: 0.000; (c) adjusted R-squared: 0.1987;

F-statistic: 14.39; p-value: 0.000; ARCH test: 0.000; JB test: 0.000; significance codes: ‘***’ < 0.001; ‘**’ < 0.01;

‘*’ < 0.05.

Figure 4. FEVD analysis for MLI and investor sentiments.

5. Conclusions

This research analyzed whether investor sentiments based on microblogging content
influences the dimensions of market liquidity. Using time series and multivariate statistical
models, the influence of investor sentiments on the liquidity of the Australian Securities
Exchange was studied. To estimate investor sentiments, posts on the popular social network
platform Twitter were analyzed and different liquidity measures were applied to estimate
the relationship between microblogging content and liquidity dimensions. We found that
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investor sentiments in pessimistic periods were significantly associated with higher trading
cost, illiquidity, higher price dispersion and lower trading volume. However, cost-based
market liquidity and price impact volume-based liquidity were not significantly explained
by optimistic investor sentiments.

From the multivariate model approach, market liquidity and its associated cost were
not significantly associated with the past time series of pessimistic and optimistic investor
sentiments. In contrast, price impact volume-based liquidity was found to be positive
and was significantly explained by lagged pessimistic investor sentiments. Likewise, a
significant relationship was found between market liquidity dimensions and their own past
time series. Finally, market liquidity dimensions were discovered to be strongly influenced
by their own variance shocks.

This research has important implications in terms of revealing the relationship between
microblogging content and the various dimensions of liquidity that previous studies have
ignored. This quantification of investor sentiments based on microblogging content may be
useful for liquidity risk management and portfolio construction. Although the study fills a
gap in the behavioral finance literature, the geographical dataset that was employed is a
limiting element of the study. As this study covers the Australian market, the results may
not be generalizable to other markets. The analysis therefore encourages other researchers
to uncover the impact of microblogging content on liquidity dimensions at both the industry
and the company level. This would undoubtedly provide insight into the authoritative role
of microblogging content on liquidity dimensions more broadly.
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Abstract: There are various factors that can affect an organization’s ability to overcome a crisis and
the uncertainties that arise thereafter. Little is known about the process of organizational resilience
and the factors that can help or prevent it. In this paper, we analyzed how public sector organizations
build resilience/traits of risks awareness, and in doing that, we derived some elements that could
affect the process of resilience. In particular, drawing on the conceptual framework proposed by
Mallak we analyzed an in-depth case study in a public sector organization (PSO) identifying some
contextual dimensions implicated in the process of building resilience. In our analysis, we identified
two main elements that affect resilience: Risk perception and the use of accounting. Results shown
how risk perception is perceived as a trigger, while accounting is considered as an enforcer in the
process of building resilience capacity. The results also show the way accounting is implicated
in the management of austerity programs and supporting the creation of a resilient public sector
organization. In our case, the risk has become an opportunity for change. In the face of these budget
cuts, management began refocusing the company’s mission from infrastructure maintenance to
providing services with a market-based logic.

Keywords: resilience capacity; cut-back management; crisis

1. Introduction

The concept of resilience is holistic and complex as it is developed from several per-
spectives, i.e., organizational, information technology, industrial relation, engineering,
business strategy, culture, organizational learning (Andersson et al. 2019). Organizational
resilience is defined as the ability to build traits of risk awareness, preference for cooper-
ation agility, and improvisation (Andersson et al. 2019). Organizational resilience is the
ability to effectively absorb, develop specific responses to, and engage in transformative
activities to capitalize on disruptive surprises that potentially threaten organization sur-
vival (Lengnick-Hall et al. 2011). Mainstream literature views resilience in terms of the
ability to return to the previous state of perceived ‘normality’ (engineering perspective)
or as the capacity for recovery from crisis by following the sequence of rescue, restora-
tion of damaged infrastructure and then the rebuilding of markets (ecological perspec-
tive) (Barbera et al. 2017; Davoudi et al. 2012). According to the ecological perspective
organizations could not only persist, but also adapt its structure under the new condi-
tions, and this process implies gradual change as a new business concept may emerge
(Dahles and Susilowati 2015). The ecological perspective recognizes the existence of mul-
tiple equilibria, and the possibility of systems to flip into alternative stability domains
(Davoudi et al. 2012).

The concept of organizational resilience is based, therefore, on the notion that indi-
viduals, or a system, can withstand or recover its prior shape after shocks. This concept is
described sometimes as a trait, a characteristic, or an outcome of the organization that faced
adverse conditions (Carden et al. 2018). However, environmental conditions like financial
crises or other external shocks are not sufficient to describe resilience in public sector
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organizations. In the public sector, various studies have explored governmental responses
to the crisis but fewer studies deal with the managerial consequences of such phenomena
for public organizations (Barbera et al. 2017; Tallaki and Bracci 2020). Austerity measures
in public sector have focused the role of resilience in the public sector (Barbera et al. 2017;
Leslie and Canwell 2010). Nowadays, the main challenges for the public sector is to deliver
services in an age of austerity (Bracci et al. 2015; Leslie and Canwell 2010). Boin and Lodge
(2016) argue that the time has come for public administration scholars to incorporate crisis
and disaster management into the main research agendas of the field. De Aquino and
Cardoso (2017) analyze the pattern presented by four Brazilian municipalities at the begin-
ning of a serious revenue downturn, and the authors show that the cases analyzed do not
have an anticipatory capacity or long-term strategic planning. The same applied in Greece
where it was shown that the municipalities did not demonstrate significant anticipatory
capabilities (Cohen and Hlepas 2017). The resilience pattern could be different between
municipalities, its depending on how the shock has been perceived (Du Boys 2017) or other
characteristics like organizational features and capacities, as well as the characteristics of
the external environment (Barbera et al. 2017, 2020). In fact, in other studies, municipalities
appeared to be a common set of anticipatory and coping capacities (Jones 2017).

Barbera et al. (2017) call for further studies about the internal and external determi-
nant of resilience in public sector organizations, and in particular the role of accounting
in supporting the development of resilience capacity. More recently, Barbera et al. (2020)
argued on the need to further investigate how accounting can help public sector organi-
zation to change and adapt to crisis and risks. Moving from this gap in the literature, we
analyzed how accounting technologies designed and used by public sector organizations
can trigger the development of resilience/traits of risks awareness. In doing so, we draw
on the conceptual framework defined by (Mallak 1998) and applied it in a case study
conducted in a public sector organization (PSO). Results show how risk perception is per-
ceived as a trigger, while accounting is considered as enforcer in the process of resilience.
The results also shown the way accounting is implicated in the management of austerity
programs and supporting the creation of a resilient organization. In our case, the risk has
become an opportunity for change. In the face of these budget cuts, management began
refocusing the company’s mission from infrastructure maintenance to providing services
with a market-based logic. Accounting played different roles in the construction of reality
(Burchell et al. 1980; Hines 1988) and in managing uncertainty (Chong and Chong 1997).
Accounting provided certain language and discourse that constitute a way of establishing
legitimacy in highly ambiguous situations (Nahapiet 1988). We argue that accounting has
a role in making public sector organizations more resilient, with relevant policy and man-
agerial implications. To the best of our knowledge, this paper is one of the first attempting
to investigate the relationship between accounting technologies, risk awareness, and the
development of resilient capacities.

The remainder of the paper is structured as follows: Section 2 describes how to build
resilience and the framework used. Section 3 reports the methodology. Section 4 describes
the case study and the results emerging. The paper ends with a discussion and some final
reflections to highlight the contributions of the paper as well as its limitations.

2. How to Build Resilience: Theoretical Framework

The resilience concept is multifaceted and depends on a variety of dimensions and
characteristic (Linnenluecke 2017). In the process of containing external risks, i.e., re-
silience, organizations may activate three mechanisms (Powley 2009): Alteration of the
formal relational structures and opening a temporal space for organization members to
form and renew relationships (liminal suspension); awareness of community members
of the needs of others (compassionate witnessing); and activation of relational networks
across organizational and functional boundaries (relational redundancy). In the same way,
organizations can absorb external risks by undergoing first-order change and single-loop
learning (labelled resiliency), or they can adopt new practices through second-order change
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and double-loop learning (labelled retention) (Meyer 1982). Accordingly, resilience can be
planned (anticipatory) and adaptive (coping with). Planned resilience involves the use of
existing, predetermined planning capabilities. Adaptive resilience emerges as response to
a crisis or other emergent situations (Lee et al. 2013).

Various internal and external factors could therefore support public sector organiza-
tions to be resilient, also affecting the professional identity of managers and employees
(Barbera et al. 2017). Identifying the determinants of resilience or those internal and exter-
nal factors makes possible to understand how to make an organization more performant in
terms of resilience. This is because, as highlighted by Fraser et al. (1999, p. 136), “If we can
understand what helps some people to function well in the context of high adversity, we may be able
to incorporate this knowledge into new practice strategies”. Accordingly, organizations need
to understand their resilience strengths and weaknesses and must be able to evaluate the
effectiveness of resilience strategies (Lee et al. 2013).

Carden et al. (2018) specify that a flexible workforce, not only in skills and job tasks,
but also in mindsets could help organizations to survive. Biggs (2011) and Coutu (2002)
highlight the importance of human capital, which takes in some of the features of innovation
and collaboration, in developing organizational resilience. Meyer (1982) concludes that
resilience is influenced by strategy and slacks in resources, ideologies, and by organizational
structures. Sutcliffe and Vogus (2003) argue that resilience in organizations depends on
broader information processing, loosening of control, and utilization of slack capabilities.
Hamel and Välikangas (2003) suggest that innovation is the key for resilience. Another
example of resilient organizations was presented by Gittell et al. (2006), whereby the
authors highlight the importance of viable business model that allows financial reserves to
build resilience in organizations.

In order to address our research question, we draw on Mallak (1998), who defined
seven drivers of resilience, namely: Perceive experiences constructively, perform positive
adaptive behavior, ensure external resources, expand decision-making boundaries, practice
bricolage, develop tolerance for uncertainly, and build virtual rule system (Table 1). Positive
perception of experiences is essential to the resilient individual because the individual is more
likely to be able to solve the problem when he perceives experiences positively. In this case,
individual takes an active approach, i.e., positive adaptive behavior, toward solving problems
in the workplace.

Table 1. Summary of resilience dimensions.

Principle Putting the Principle to Work

Perceive experiences
constructively

Even if the experience causes pain, find the positive angle and move
forward.

Perform positive
adaptive behaviors

Perceive change as opportunity, not danger. Allow responses to adapt to
the needs of the situation, rather than execute ineffective “programmed”
responses.

Ensure adequate
external resources

Ensure access to adequate resources to allow positive adaptive response
to approach a wide variety of possible events.

Expand decision
making boundaries

Provide greater decision making authority to support positive adaptive
response and the use of resources to achieve the objective.

Practice bricolage Develop the ability to create solutions on the spot using materials on
hand.

Develop tolerance
for uncertainty

Develop the ability to make decisions with less than the desired amount
of information.

Build virtual role
systems

In a team, individuals have a shared understanding of the team’s mission
and can fill in wherever needed to ensure smooth functioning of the
team.

Source: Mallak (1998).
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Adequate external resources include resources of advice, information, finances, emotional
support, and practical help, and this principle works in concert with expanded decision-
making boundaries to maximize the potential for positive adaptive responses. Bricolage is
the ability to fashion a solution on the spot using materials on hand; to do that individuals
needs expanded decision-making authority and access to resources. Regarding develop
tolerance for uncertainty, the latter refers to situations where the amount of information
we need is greater than the information we have. Individuals with this capacity could
make good decisions under conditions of uncertainty. Virtual role is identified as an
advanced form of work team relationships. In this paper, we focused on the framework of
Mallak (1998) to analyze, in particular, the role of accounting in supporting public sector
organizations to develop risk awareness and become resilient.

3. Research Methodology

The paper adopts a qualitative approach with a longitudinal case study. In doing so,
we also respond to the call for more qualitative analyses (Vaivio 2008) by developing a
case study about PSO. We used a mix of primary and secondary sources. We interviewed
managers and employees involved in the process under study. We did total of 18 interviews,
the average duration of the interviews is equal to 1.44 h (Table 2). All interviews were taped
and transcribed. The transcripts were sent to the interviewees to validate and confirm the
adherence of the content with their thought and perception.

Table 2. Interviewees by position/duration.

Interviewees’ Role
Duration
(In Hour)

Number of
Interviews

Number of
Interviewees

Managing director 3.0 h 2 1
CFO 3.0 h 2 1

Management control manager 1.5 h 1 1
Human resources manager 1.2 h 1 1

Manager of strategical investment 5.8 h 4 4
Maintenance manager 3.0 h 2 2
Maintenance workers 5.5 h 4 4

Quality manager 1.5 h 1 1
Purchasing Manager 1.5 h 1 1

Total 26.0 h 18 16

Thus, we analyzed and codified the interviews, highlighting the keywords that related
to resilience and the way the company reacted to a financial crisis. One of the critical ele-
ments in qualitative data analysis is the systematic coding of interviews (Miles et al. 2014)
as it attributes interpreted meaning to each datum that contains references to specific
categories of information (Saldaña 2013). Given the research question and the explorative
approach adopted, the code list was an inductive task, based on what respondents said
(Carey et al. 1996).

The interviews were analyzed separately by the authors to reduce subjectivity, and
results were compared and discussed to reach a common understanding of the meaning of
the interviewees’ responses. We also took detailed notes of several informal interviews.
These informal interviews allowed us to go back to the original interviews to specify, clarify
and ask for additional evidence. We also collected data through direct observation and
participation in meetings. We first entered the site in 2014 and started the research in 2015,
which allowed us to follow changes over time. We attended various board and management
meetings. Furthermore, we had access to all internal and external documentation (minutes,
budgets, guidelines, procedures, public documents concerning the sector’s data, and the
financial situation of the owner).
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4. Analysis of Results

The subject of the case study is a PSO that deals with ordinary and extraordinary
maintenance of regional government infrastructure and is 100% controlled by the regional
government. The company employs some 250 people and has a budget around €19 million
(in 2018). Its main source of income is an annual transfer made by the regional government
for infrastructure maintenance. Over the last few years, public transfers have fallen by
around 35%, or some €5.5 million. The cuts were incremental but the financial performance
remained in line with the historical trend. This is because the company has managed to
compensate the cut in resources with the development of a new business line.

4.1. Risk Perception

Over the years, the company has managed to overcome the crisis by developing new
business opportunities. The perception of risk, as the interviewees pointed out, following
the cut of funds, was the trigger that led to a change in the business model. In fact, financial
risk intensively affects business environment. Risk perception is linked to uncertainty. The
latter is considered as risk when it becomes on object of management (Power 2007). Risk
could be distinguished on the basis of the source of risk. Black (2005) reported that internal
risks arise within the organization, external risks, instead, arise from the environment in
which the organizations operate. The reduction of funds, considered as the source of risk,
generated uncertainties regarding the future of the company, as the interviewees pointed
out. Various operators said they are worried about the company’s future.

Renn (2012) reported that organizations could deal with three different approach to
govern risk: Technocratic risk management approach that focuses on risk minimization;
decisionistic risk management that extends the technocratic approach by opening debate
to risk evaluation; and transparent risk governance considers the engagement with the
nature, perceptions, and contested benefits of risk in complex situations. In the public
sector, risk is usually related to technocratic/bureaucratic approach of risk (Brown and
Osborne 2013; Power 2007). In our case, the risk has become an opportunity for change. In
the face of these budget cuts, management began refocusing the company’s mission from
infrastructure maintenance to providing services with a market-based logic.

4.2. Building Resilience

In the following sections, we analyze the resilience process according to the various
dimensions of Mallak (1998).

� Perceive experiences constructively

According to Mallak (1998), an individual is more likely to be able to solve his problem
when he perceives experiences positively. Even if the experience causes pain, organizations
have to find the positive angle and move forward. This positive perception of change was
noted by researchers both in meetings held between various managers and in interviews
conducted. Regarding these changes one of manager of strategical investment said:

I saw the company change the type of mentality and approach to some problems or some
processes that were not previously checked or held in particular consideration, this is
positive for me . . . . the change in mentality allows to go in parallel with market changes.

This orientation to change and the positive perception of changes was also noted by
the human resources manager who said:

The desire for learning of the staff seems positive. I think it’s a good thing. It also serves
us to bring together people from different business realities in order to homogenize. This
was done in particular for maintenance personnel of electrical installations and station
managers who had different operating modes and sometimes did not understand each
other.

The company had a strong predisposition to change and consequently it perceived
experiences constructively. With the cutting of resources, the company found itself faced
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with a significant financial risk. The proposed solution, and then introduced by the
management, concerned the reconversion of the company’s mission, that is, from an
infrastructure maintenance to a production company with a more market logic. The first
two years the cut was not significant and this allowed the company to experiment with
the new logic. The adherence to the reconversion, by the staff, was voluntary. The staff
involved in this conversion process seem satisfied, as pointed out one by of the maintenance
operators: For me it is a challenge, but the company never leaves you alone. To motivate the staff
involved, an additional production award was given. The accompaniment, the training,
and the motivation have had positive results because the rate of adhesion to the conversion
process has increased through time.

To verify the sustainability of the new business idea the PSO developed a business
plan. Various meetings in order to establish the operational objectives and in order to
establish the production standards have been carried out. In addition, benchmarking
was also done to understand the productivity of similar companies. All of this has been
translated into various simulations that have led the company to set productivity goals. In
a first phase, the company started with high-level uncertainty of both the objectives and
the actions, because there were no clear management and operational objectives, the choice
made to convert the staff without having an idea about productivity and therefore on the
consequence of the action taken created uncertainty regarding actions. This emerged in
the various meetings, in which the researchers also took part, where all responsible were
skeptical of the future. However, there were no alternatives, as pointed out by the general
manager in various occasions.

� Perform positive adaptive behaviors

The second principle of resilience defined by Mallak (1998) as the ability of organiza-
tions to respond in a positive and adaptive fashion to a wide range of events. Organizations
that perform adaptive behaviors take an active approach toward solving problem in work-
place. This principle is connected to the first principle of resilience. In fact, organizations
that perceive constructively experiences adopt positive adaptive behaviors. This resilience
principle focuses on adaptive as opposed to programmed responses. Over the years, the
company has shown to have a mentality oriented towards adaptation and change. One of
the respondents specified that:

In recent years we are transformed into a modern company. I mean a company with
market orientation. A company that has active processes instead of an administrative
bandwagon. Along with this, there was a staff rejuvenation process, a very high training
process on which a lot was invested. Also, because here there were patchy skills, that is,
there were those who knew a lot and those who knew very little. And those who knew did
not share information with others.

He added:

The offices were deserted and everything was improvised. Instead, we started hiring
young people, people who have a certain kind of vision and preparation. Now there has
been a significant change in the management approach.

The company in recent years reviewed all the processes in order to improve their
functioning and to reduce inefficiencies in time and costs. The revision of the process has
allowed the company to adapt and direct the behavior of the operators in order to obtain
the necessary information. The quality manager said that:

We have transformed what were historical procedures not even described in formalized
procedures; now we no longer use procedures related to the experience of those who
managed but linked to an idea that was translated into a procedure regardless of who was
responsible.

In this process, the organizational chart was also revised and new employees were
identified as responsible, most of them young or recently employed. This has allowed the
company to obtain a logic of responsibility that aimed to direct the behavior of the various
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operators. The choice of new younger managers has made it possible to overcome some
resistance, in particular among some older ones, as one manager of strategical investment
emphasized.

Even at an individual level, the operators try to be adaptable to any problem and
to find unplanned solutions. In the event that, for some reason, the material is missing,
the maintenance operators do not block the work and try to recover the material from
some other abandoned plant. Sometimes even at the last minute the operators change the
work program because there is a delay in the delivery of the materials by the suppliers
trying to do another activity that does not require the material or for which the material
is available. The change in the type of activity was made, for example, even during rainy
days. There are activities that must be done outside the company and others that can be
done within the company, in the case of bad weather conditions even at the last moment in
order to not block and slow down the work operators change program and try to carry out
activities within the company. This adaptive behavior to the conditions of the context was
also noticed during the working meetings. In one case, for example, of a design error, the
project manager identified the error and also highlighted the solution without addressing
to external designers. These adaptive behaviors on an individual level have been made in
particular to avoid blocking work and respecting company objectives.

� Ensure adequate external resources

According to Mallak (1998) external resource encompasses resources such as advice,
information, finances, emotional support, and practical help. In these years, the company
has succeeded in guaranteeing the necessary resources for both the maintenance and the
renewal of the railway network. With the cuts in resources, the company was able to
convert part of the maintenance staff to carry out the renovation of the railway network.
This activity was previously outsourced. The training and the accompaniment with external
consultants has allowed the company to have the necessary skills in order to reconvert the
staff. This was also possible thanks to the acquisition of the know-how of other companies
in the sector (through agreements) or the involvement of external consultants with extensive
experience in the sector. This ability to attract and guarantee external resources in terms
of advice, information, emotional support, and practical help was accompanied by the
adoption of an accounting system that allowed the production of the data necessary for the
purpose of formulating to formulate advice, information, emotional support, and practical
help. Accounting contributed to formulate advice, information, emotional support, and
practical help, and therefore to reduce the uncertainties, i.e., to undertake actions that are no
longer inspired but calculated and based on various simulations. In this sense, accounting
played a role of “ammunition machine” providing the general manager or other manager
with the information needed to support a specific decision.

� Expand decision-making boundaries

Another principle of resilience is the expansion of decision-making boundaries. Ac-
cording to Mallak (1998) resilient individuals need the ability and authority to make
decisions on the spot in a variety of situations. The formalized procedures introduced by
the company helped to establish the responsibilities and the flow of authorization with
respect to the various activities. In addition, the company monitors the results monthly
and every month at least two meetings are held to discuss operational problems. This
made it possible to have a shared timeline decision-making system and to expand decision-
making boundaries. The presence of a director with managerial and technical skills helped
to strengthen decision-making autonomy. As underlined by one manager of strategical
investment:

The general director is always present, technically prepared, more oriented to share
decisions making and to give the necessary autonomy; He is good manager for this
company and other large private companies because he has a mentality that he evaluates
you based on what you are doing. Precisely for this reason, I find myself very well.
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Furthermore, the sharing of operational objectives, as well as the almost daily support
with external consultants, have allowed all operators to be involved and participate in
the various decisions making. Their involvement in the decision-making phase allowed
the company to make them aware regarding the economic impact. Their involvement has
also allowed the reduction of uncertainties with respect to the consequences of the choices
made. One of the operators said that:

In my opinion, the new mode of objectives definition has brought much more order. Before,
I was not aware of the company objectives. It was a negotiation among executives.

He added:

Now we are strictly interconnected . . . everyone is involved...sharing goals was one of
the causes that accelerate this process.

This favored a sense of inter-dependency, dialogue, mutual understanding, and trust.
In fact, involving people along the decision-making process allows to sensitize people and
to accelerate the decision-making process.

� Practice bricolage

Bricolage is the ability to fashion a solution on the spot using materials on hand, it
refers to the practice of creating order out of whatever materials were available at the
time (Mallak 1998). From the analysis of the procedures followed by the operators it has
been noticed that in some cases, some operators introduced different tools or procedures
that aimed to control or to improve activities. As pointed out by one of the maintenance
operators:

Instead of using rag and brush, losing time, I sprayed food degreaser and in the meantime
I waited I could do voltage measurement tests. This avoided waste of time and then
cleaning the system improves the functionality of the system, other teams did not use
food degreaser and therefore lost more time.

The objective of these tools, according to the operators, is to find immediate and
inexpensive solutions to some operational or control aspects and to respect the times of
work. Another aspect related to this aspect of resilience is for example the reuse and
recycling of maintenance material. Once a plant is decommissioned, the operators do
not throw away all the material, all the material that can be recovered is put into storage.
In these years, for example, with the cutting of resources and personnel reconversion,
the company has continued to recover and use the material from the decommissioned
plants, this on the one hand has guaranteed financial resources for company and on the
one hand has allowed the operation as that material has long delivery times. As pointed
out, the objective of using the material recovered from abandoned plants is to speed up the
work, solving the practical problems, and therefore to achieve the objectives shared at the
company level.

� Develop tolerance for uncertainty

Uncertainty refers to situations where the amount of information we need is greater
than the information we have, and resilient individual has the capacity to make good
decisions under these conditions (Mallak 1998). Until a few years ago, the company had
public transfers that guaranteed both the ordinary maintenance and the modernization
of the network. The uncertainties were almost null because the necessary resources were
guaranteed by public transfers. With the cutting of financial resources, the company has
started living in an uncertain environment. Currently, most of the revenue (37%) is no
longer guaranteed by transfers but depends on the work of the staff. The director says:

It is a challenge that we must face, our survival depends on what we can do; Certainly
we do not have the tools to evaluate what will happen in the future but better to prove
that stay still waiting the end.
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At the company level, from management to operators, the uncertainty of the future has
become the order of the day. The planning and monitoring of the results for the purpose of
survival has entered everyone’s mindset. The use of accounting, as highlighted by various
respondents, helped to reduce and manage uncertainty. To verify the sustainability of the
new business idea, the PSO developed business plan. To do that, the company carried
out an in-depth analysis with respect to the needs and availability of the skills able to
accompany the company. This allowed the company to understand the availability of
the administrative and technical skills needed to carry out the work and therefore the
feasibility of the operation. In this phase, the business plan contributed to rationalize the
process and thus reduce uncertainty. Considering the high level of uncertainty, the decision
was made in some way by inspiration. Various simulations made allowed first of all to
rationalize the process and secondly to legitimize the choice towards the public partner.
Then, the business plan gave an appearance of feasibility of the new activity. Referring to
the business plan, the management control manager stated that:

We knew that objectives of the business plan were challenging . . . The business plan
made us believe we could make it.

At the same time, the budget role and function changed significantly, from a tradi-
tional public sector approach, where the budget is commitment based, with a high degree
of certainty in particular for the revenues, to a managerial approach with uncertainty
of revenues. As such, thee accounting system, on the one hand, has rationalized and
legitimized the process of resilience.

� Build virtual role systems

The virtual role system refers to an advanced form of work team relationships. Re-
silient individual can operate in a virtual role systems environment; when many people
in the organization are effective in this systems, the organization becomes more resilient.
The virtual role system provides a work environment where the team can continue in the
absence of one or more members (Mallak 1998). The review of the various processes and of
the formalization of the various procedures allowed the creation of a coordinated system
among the various company structures. The introduction of a new ERP helped to unify both
the procedures and the language between the operators. The review of the organization
chart, the assignment of responsibilities, and the implementation of a performance-based
incentive system contributed to involve all stakeholders in the change process. Moreover,
the training, also technical for the administrators, allowed the staff to have a broader vision
with respect to the company. Having written and formalized the various activities and
roles and having introduced ERP that gives a cross-sectional view of the whole company,
the roles have become interchangeable and consequently the team can continue in the
absence of one or more members. The various activities were mapped, described, and
standard working times were defined. In the mapping of the various operational activities,
the company has given an overall view to the various operators regarding the work to be
done helping to complete the virtual system. This virtual system was also concretized at
the operational level, getting the operators to alternate with respect to the activities. With
this logic, the company has created workers with a broad vision and has been able to create
a virtual system that has served in subsequent years.

5. Discussion

Barbera et al. (2017) highlighted that organizations could respond by self-regulation,
by constrained or reactive adaptation, or by contented or powerless fatalism. Renn (2012)
reported that organizations could deal with three different approaches to govern ris: Tech-
nocratic risk management, decisionistic risk management, and transparent risk governance.
In our case, the perception of risk has become an opportunity for change. In the face of these
budget cuts, management began refocusing the company’s mission from infrastructure
maintenance to providing services with a market-based logic. In the case analyzed, the
management adopted the transparent risk approach (Renn 2012), and in doing that, they
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adopted the reactive approach of resilience (Barbera et al. 2017) by generating benefits from
the situation.

The case portrays a vivid picture of the role of accounting in supporting the develop-
ment of resilient capacities. In particular, the adoption of tools like a business plan, budget,
and other accounting technologies creates a particular realm of calculation with which
judgements and decisions were made. In this sense, accounting rationalized and legit-
imized the process of resilience. Accounting contributed to formulate advice, information,
emotional support, and practical help and therefore to reduce the uncertainties. Accord-
ingly, accounting has given the company the basis for decisions ((Hopwood 1990, 1992;
Miller and O’Leary 2019). Decision making and judgement requires ability to interpret the
context.

Accounting practices offered a way of making things real, constructing seemingly
objective and neutral records for abstract and complex (Hopwood 1990, 1992; Miller and
O’Leary 2019), and this helped the case-organization to develop resilient capacities. It also
helped to encourage interaction between various company areas and allowed to create
a common language and favor the interaction between participants who do not usually
operate in the same context (Lai et al. 2014). This is because accounting can influence
perceptions, change language, and infuse dialogue (Hopwood 1990). In fact, the way in
which the objectives were defined and checked made it possible to create communication
channels between various operators. This certainly helped create interconnections and
common language between the various structures and contributed to make the company
resilient.

Another role of accounting in the resilience process has concerned the reduction
of uncertainty to developing tolerance for uncertainty. The information perceived to
be important by decision-makers are related to perceived environmental uncertainty
(Gordon and Narayanan 1984). Accounting helped the management to reduce uncertainty
and to improve decision making (Gul and Chia 1994). Our study shows how the devel-
opment of resilient capacity goes through the management risk awareness supported by
the existing and newly designed accounting systems. As observed above, in the case-
organization the business plan, as an example of newly developed accounting tool, sup-
ported the formalization of risks and the management of the opportunities of the changing
environment to anticipate and cope with the external shock.

6. Conclusions

In this paper, we investigate the process of building resilience capacities. We high-
lighted how risk perception could be the trigger for this process, and the role of accounting.
Organizations facing financial crisis could respond differently. In particular, drawing on
Mallak (1998), we investigated the linkages between risk perceptions, accounting, and the
emergence of resilience capacities.

The paper contributions are two-fold. Firstly, our analysis reveals that Mallak’s frame-
work is adequate in order to understand how resilience is built, and can therefore represent
a point of reference for future studies. Second, the paper is one of the first attempting to
show how accounting is implicated in making public sector organization resilient and its
relationship with the risk awareness. During financial shock, public sector organizations
face high level of uncertainties, both in terms of objectives to be pursued and the means
through which achieve them. As the case shows, accounting in such contexts can support
the organizational resilience by providing the legitimation of choices, thanks to the rational
representation of uncertain objects. Furthermore, accounting support adaptive behavior
by providing knowledge and ready to use answers. During financial shocks, the role of
accounting need to be understood in a dynamic perspective. Whereas at the beginning of
the financial shock, accounting plays a role as rationalization machine, during the imple-
mentation process of the solutions to cope or exploit the crisis, the accounting technologies’
role change, supporting the organization more as an answer machine (Burchell et al. 1980).
This conclusion is supportive of Mouritsen and Kreiner (2016) view that accounting sup-
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port decisions not by solidifying decision but with a continuous process of decision “from
causality to effectuation and from solutions to generation of alternatives” (p. 21). As such,
a resilient organization is supported by accounting assuming multifaceted role not for
the search of a new equilibrium but to continuously adapt to the uncertain internal and
external environment (Barbera et al. 2020).

The results have both policy and managerial implications. From a policy perspectives,
austerity and cut-back policy measures need to be planned supporting public sector or-
ganizations to develop resilient capacities. As we have shown in the case study, budget
cut-back triggered organizational innovation and change, mobilizing the resilient capac-
ities available. From a managerial perspective, public managers need to pay attention
to the way accounting technologies are used throughout the organization. Accounting
can play several roles, but that will be dependent on the way accounting is designed and
developed. Future studies may be interested in studying the role of accounting versus
other dimensions of resilience and understanding how accounting can affect performance
in a resilience process.

This study is not without limitations. First and foremost, we based our analysis on
one in-depth case study, therefore the results cannot be generalized in different contexts.
Second, we observed the case analysis during a discrete point of time. As the development
of resilient capacities takes time, a more longitudinal study would help in understanding
more clearly the dynamics of resilience. Future studies can address the above limitations by
extending the depth and length of analysis to corroborate, extend and amend our findings.
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Abstract: Systemic risk is the risk that the distress of one or more institutions trigger a collapse
of the entire financial system. We extend CoVaR (value-at-risk conditioned on an institution)
and CoCVaR (conditional value-at-risk conditioned on an institution) systemic risk contribution
measures and propose a new CoCDaR (conditional drawdown-at-risk conditioned on an institution)
measure based on drawdowns. This new measure accounts for consecutive negative returns
of a security, while CoVaR and CoCVaR combine together negative returns from different time
periods. For instance, ten 2% consecutive losses resulting in 20% drawdown will be noticed
by CoCDaR, while CoVaR and CoCVaR are not sensitive to relatively small one period losses.
The proposed measure provides insights for systemic risks under extreme stresses related to
drawdowns. CoCDaR and its multivariate version, mCoCDaR, estimate an impact on big cumulative
losses of the entire financial system caused by an individual firm’s distress. It can be used for ranking
individual systemic risk contributions of financial institutions (banks). CoCDaR and mCoCDaR
are computed with CVaR regression of drawdowns. Moreover, mCoCDaR can be used to estimate
drawdowns of a security as a function of some other factors. For instance, we show how to perform
fund drawdown style classification depending on drawdowns of indices. Case study results, data,
and codes are posted on the web.

Keywords: systemic risk; conditional value-at-risk; CVaR; CVaR regression; drawdown;
conditional drawdown-at-risk; fund style classification

1. Introduction

Systemic risk is the risk that the distress of one or more institutions triggers a collapse of the
entire financial system. The CoVaR measure for systemic risk contributions was first proposed by
Adrian and Brunnermeier (2008). This measure is the value-at-risk (VaR) of the financial system
conditional on an institution (bank) being in financial distress. The systemic risk contribution of an
institution is defined as a difference of VaR conditioning on the institution being under distress and
being in its normal state. Huang and Uryasev (2017) replaced VaR by conditional value-at-risk (CVaR)
and proposed the CoCVaR measure. CVaR has superior mathematical properties as compared to VaR;
see, for instance, Rockafellar and Uryasev (2002). CVaR takes into account losses in the distribution
tail, while VaR is not sensitive to outcomes in the tail.

Similar to Huang and Uryasev (2017), this paper is based on CVaR, but returns are replaced by
drawdowns. The relevant risk measure is called conditional drawdown-at-risk (CDaR). By applying
the CoCVaR approach to drawdowns, we defined CoCDaR. Therefore, CoCDaR is CDaR of the
financial system conditioned on an institution in distress measured by drawdown. The intuition
behind CDaR instead of VaR or CVaR is that these two measures do not take into account consecutive
losses. As a result, small consecutive losses resulting in a large cumulative loss are not picked up
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by VaR or CVaR. Drawdown, which is capturing cumulative losses, is popular in active portfolio
management. The idea behind CoCDaR is that large drawdowns of financial institutions have a strong
effect on the system as a whole. Hence, by conditioning on large drawdowns of institutions we can
analyze systemic risk contributions (compared to effect of one-period negative returns).

We further extended CoCDaR with multiple regression framework and developed so-called
mCoCDaR. This measure allows for multiple institutions being in distress, while CoVaR, CoCVaR
and CoCDaR assume that only one institution is in distress and others are in normal states. Similar
to mCoCDaR, we considered a multiple regression version of CoCVaR, called mCoCVaR. Therefore,
mCoCVaR and mCoCDaR account for multiple marginal risk contributions of institutions and are
well-defined Shapley values. This approach is motivated by the idea of identifying a risk contribution
of each institution that is independent of contributions of other institutions. The estimation of
CoCDaR and mCoCDaR was performed with CVaR regression developed in Rockafellar et al. (2014)
and Golodnikov et al. (2019). The CVaR regression in CoCDaR uses drawdowns, while CoCVaR
uses returns.

The mCoCDaR framework was also illustrated with fund style classification by using drawdowns
instead of returns. This approach extends Bassett and Chen (2001), which used quantile regressions of
fund returns depending on returns of indices. In addition, we have considered portfolio optimization
formulations with CoCVaR and CoCDaR objectives and risk constraints.

CoCDaR and mCoCDaR approaches were demonstrated with a case study for the 10 largest USA
banks. Furthermore, we have performed drawdown style classification of the Magellan fund using four
stock indices. CVaR regression was implemented with Portfolio Safeguard (PSG) developed by AORDA
(http://aorda.com). Case studies results and codes are posted on the web for verification purposes.

2. Methodology

2.1. Drawdown Definition

Suppose r1, . . . , rT are the rates of return of a risky instrument coming from a distribution of
return random variable X. Let ξt be the cumulative rate of return of the instrument for time t,
which can be either uncompounded and defined by ξt = ∑

t
k=1 rk or compounded and defined by

ξt = ∏
t
k=1(1 + rk)− 1. Further analysis in this section holds for either definition of the cumulative

return, however, for the sake of tractability of optimization problems, ξt is defined as uncompounded
cumulative rate of return.

The drawdown of the instrument at time t with τ-window is defined as follows
(see Chekhlov et al. (2005); Zabarankin et al. (2014)),

yt = max
tτ≤k≤t

ξk − ξt, tτ = max{t − τ, 1}, t = 1, . . . , T, τ = 1, . . . , T. (1)

At time t, the drawdown is the loss of the instrument, since a peak of ξt that occurs within the
τ-window [tτ , t] (tτ = 1 for t ≤ τ and tτ = t − τ for t > τ). If at time t, the cumulative rate of
return ξt is the highest on [tτ , t], then yt = 0. The drawdown is always nonnegative and is often
referred to as underwater curve. It is zero for all time moments only if returns are nonnegative for
all period. See Figure 1 for the illustration of the drawdown definition (the figure is borrowed from
Zabarankin et al. (2014)).
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Figure 1. Drawdown example: the solid line is the uncompounded cumulative rate of return, which at
time t is the sum of rates of return over periods 1, . . . , t. Here, τ = 6. For t = 5, ξ5 = 0.5%, whereas the
maximum of ξt over time moments preceding t = 5 occurs at t = 2 with ξ2 = 1.5%. Consequently,
y5 = 1.5% − 0.5% = 1%. The instrument maximum drawdown over time period [0, 6] occurs at t = 5.

2.2. CoCDaR Definitions

Conditional value-at-risk (CVaR) of a random variable X (see Rockafellar and Uryasev (2000, 2002)),
can be defined as follows,

CVaRα(X) = min
C

{C +
1

1 − α
E[(X − C)+]} ,

where A+ = max{0, A}. The α-conditional drawdown is an expectation over the worst 1 − α

drawdowns occurring in the considered horizon. We can look at {yt}1≤t≤T as a nonlinear
transformation of observations from the random return variable X and denote the random variable for
drawdowns by Y. The conditional drawdown-at-risk (CDaR) for X is defined as CVaR of Y:

CDaRα(X) = CVaRα(Y) .

Let Xsys denote return of a financial system and let returns of financial institutions i = 1, . . . , I

be denoted as Xi. Given a sample path of data {x
sys
t , x1

t , . . . , xI
t}1≤t≤T , we can obtain the

drawdown observations for the financial system as well as all the institutions and denote them by
{y

sys
t , d1

t , . . . , dI
t}1≤t≤T . Let Ysys, D1, ..., DI denote random variables associated with these observations.

Similar to Huang and Uryasev (2017), we can define CoCDaR as:

CoCDaR
sys|i
α = CDaRα(Xsys|Xi, M1, ..., Mn) = CVaRα(Y

sys|Di, M1, ..., Mn) .

Here M1, ..., Mn are state factor variables which we define in the next section. They are the lagged
system variables used in Huang and Uryasev (2017), but transformed to provide more explanatory
powers in drawdown regression (considered later on).

CoCDaR
sys|i
α gives a measure of CDaR of a system (index) conditioning on the drawdown level

of an individual institution (stock) i, along with some other state variables. By using drawdown
instead of return, we are looking specifically at the impact of individual institution drawdown to the
entire financial system drawdown as a measure of systemic risk contribution (that takes into account
consecutive distress periods). This intuition will be further developed in Section 2.6.

2.3. State Variables

Lagged state variables M1,t−1, ..., Mn,t−1 used in the regression in the following section were
introduced by Adrian and Brunnermeier (2008):

(1) VIX = The Chicago Board Options Exchange Volatility Index;
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(2) Liquidity Spread = A short-term liquidity spread, defined as the difference between the
three-month repurchase agreement rate and the three-month treasury bill rate;

(3) 3M Treasury Change = The change in the three-month T-bill rate;
(4) Term Spread Change = The change in the slope of the yield curve, measured by the yield

spread between the ten-year treasury rate and the three-month bill rate;
(5) Credit Spread Change = The change in the credit spread between Baa-rated bonds and the

treasury rate;
(6) Equity Returns = The equity market return from S&P 500 Index;
(7) Real Estate Excess Return = The real estate sector return in excess of the market return.

2.4. Estimation of CoCDaR

Consider the following regression similar to Adrian and Brunnermeier (2008) and
Huang and Uryasev (2017),

Y
sys
t ∼ β0 + β1Di

t + ω1Mt−1,1 + ... + ωn Mt−1,n .

We define the residual random variable as:

L = Ysys − (β0 + β1Di + ω1M1 + ... + ωn Mn) .

This regression problem uses a single institution’s drawdown and lagged state variables as factors
to model the drawdown of the financial system. We have T observations of the system drawdowns,
drawdowns of institution i, and the state factors. We next perform a CVaR regression with the above
model and find CVaR of the system’s drawdown conditioned on drawdowns of institution i. Here,
the state factors are cumulative changes of each fundamental factor in the period of the current
drawdown of the financial system. In particular, VIX and liquidity spread are given in numbers so
we calculate the time lagged difference of them in the current period of system drawdown. The other
state factors are given in percentage changes, so we calculate their cumulative changes in the current
period of system drawdown.

For each time step t, we consider the system cumulative returns ξ
sys
t and find the historic peak

time (used in drawdown definition), denoted by

ν(t) = arg max
tτ≤s≤t

ξ
sys
s . (2)

Let the original state variable values (numeric or cumulative changes in percentage) be denoted by mt.
The transformed state variables for the CoCDaR regression are hence defined for each j = 1, . . . , n :

Mt−1,j = mt−1,j − mν(t),j .

The estimate of the α-CVaR of Ysys can be obtained by minimizing the CVaR (superquantile) error from
Rockafellar et al. (2014):

ECVaR
α (L) =

1
1 − α

∫ 1

0
CVaR+

γ (L) dγ − E[L] . (3)

Golodnikov et al. (2019) proved that minimization of error (3) for CVaR regression can be reduced
to the minimization of the Rockafellar error (convex and liner programming formulations are in
Appendix A, Golodnikov et al. (2019)). The Rockafellar error belongs to the mixed quantile quadrangle,
as defined by Rockafellar and Uryasev (2013). For given confidence levels αk ∈ (0, 1) and weights

λk > 0, k = 1, . . . , K such that
K

∑
k=1

λk=1, the Rockafellar error equals:
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EROC(L) = min
C1,...,CK

{
K

∑
k=1

λkEKB
αk

(L − Ck) |
K

∑
k=1

λkCk = 0

}
, (4)

where the rescaled Koenker–Bassett (KB) error equals:

EKB
α (L) = E

[
α

1 − α
L+ + (−L)+

]
. (5)

Koenker and Bassett (1978) suggested estimating a conditional quantile by minimizing error (5).
Since CVaR is an integral of quantile (VaR), then it is not surprising that CVaR can be estimated
with Rockafellar error (4) which is a weighted average of KB-errors. The Rockafellar error is
quite a complicated function: it is a minimum of a convex nonsmooth function with respect to
variables C1, . . . , CK with a linear constraint. However, since this error is a convex piece-wise linear
function, it can be minimized very efficiently; see for instance results of numerical experiments in
Golodnikov et al. (2019). The resulting coefficients will provide an estimate of the α-CVaR of the
dependent variable conditioned on the independent variables.

Denote by β̂α
0, β̂α

1, ω̂α
1 , ..., ω̂α

n the regression coefficients obtained by minimizing the Rockafellar
error (4). CoCVaR of the system’s drawdown, which is CoCDaR of the system, is estimated by:

CoCDaR
sys
t,α = β̂α

0 + β̂α
1Di

t + ω̂α
1 Mt−1,1 + ... + ω̂α

n Mt−1,n .

This regression estimation is done for every institution, i = 1, . . . , I.

2.5. Institutional Drawdown-at-Risk

To calculate system CoCDaR at some risk level conditioned on institution i being in drawdown
distress, we need to set an institutional distress level Di

t.
α-value-at-risk (VaR), which is also α-quantile, of a random loss variable L is defined as:

VaRα(L) = inf{x : FL(x) ≥ α} .

We define α-drawdown-at-risk (α-DaR) of an institution i as the α-quantile (VaR) of the drawdown loss
random variable Di corresponding to its return random variable Xi, where α ∈ [0, 1],

DaRα(Xi) = VaRα(Di) .

Similar to Huang and Uryasev (2017), we can use quantile regression for estimation of α-DaR:

Di
t ∼ γi

0 + γi
1Mi

t−1,1 + ... + γi
n Mi

t−1,n .

Here, the state factors Mi
1, ..., Mi

n are defined differently compared to the CoCDaR regression. They are
the same fundamental factor changes but calculated in the current period of each institution drawdown.
Define νi(t) = argmaxtτ≤s≤t ξ i

s for each institution i = 1, . . . , I, where ξ i
t are the cumulative returns

observations. The transformed state variables for the DaR regression are hence defined for each
j = 1, . . . , n:

Mi
t−1,j = mt−1,j − mνi(t),j .

Let the residual term be denoted as:

Gi = Di − (γi
0 + γi

1Mi
1 + ... + γi

n Mi
n) .

By minimizing KB-error, EKB
α (Gi), we find coefficients γ̂i

0, ..., γ̂i
n and estimate the α-quantile of Di

t:

DaRi
t,α = γ̂i

0 + γ̂i
1Mi

t−1,1 + ... + γ̂i
n Mi

t−1,n .
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2.6. Sytemic Risk Contribution

We have defined the CoCDaR measure and suggested an estimation procedure with CVaR
regression. Next we show how to use this measure for systemic risk contribution measurement.
We follow definitions from Huang and Uryasev (2017) and define:

X
sys
t = 100 ln

It

It−1
,

as the system’s return variable which is the log return of the index value, such as the Dow Jones Index.
Similarly, the i-th financial institution log return Xi

t is defined as:

Xi
t = 100 ln

Pi
t

Pi
t−1

,

where Pi
t is the closing price of institution i at time t.

Using the definitions in previous sections, we get the drawdown observations Y
sys
t , Di

t for the
financial system and an institution i. We also have state factors, Mt−1,1, ..., Mt−1,n, for every time
moment t is in the considered horizon.

We first perform the quantile regression in Section 2.5 to estimate DaRi
t,α′ for all t for two particular

levels: α′1 = 0.9 and α′2 = 0.5. The level α′1 = 0.9 corresponds to the distress level of the institution in
terms of its drawdown and α′2 = 0.5 corresponds to the median (normal) state of the institution.

Next we perform the CVaR regression from Section 2.4 and obtain an estimate of the α-CoCDaR
of the financial system conditioned on the drawdown level of institution i and state factors. Here α is
different from α′ used in the previous quantile regression. For every time step t, we calculate:

CoCDaR
sys|Di

t=DaRi
t,α′

t,α = β̂α
0 + β̂α

1DaRi
t,α′ + ω̂α

1 Mt−1,1 + ... + ω̂α
n Mt−1,n .

By choosing α′1 = 0.9 and α′2 = 0.5 for the DaR level for an individual institution and selecting a
separate risk level α for system CoCDaR, we obtain:

ΔCoCDaR
sys|i
t,α = CoCDaR

sys|Di
t=DaRi

t,0.9
t,α − CoCDaR

sys|Di
t=DaRi

t,0.5
t,α .

This difference is defined as the systemic drawdown risk contribution of institution i to the financial
system at the selected risk level α. More concretely, it calculates the difference in conditional
drawdown-at-risk values of the financial system given that the drawdown level of institution i is at its
distress level or its normal level as a measure of systemic drawdown risk contribution.

2.7. mCoCDaR Definition

Using the same set of state factors and extending the idea of CoCDaR as a measure of systemic risk
contribution, we propose a more comprehensive measure called multiple-CoCDaR, which measures
the conditional drawdown-at-risk of the financial system conditioned on the distress levels of all I

institutions being considered. The idea is an extension of the CoCDaR approach defined above by
combining it with a generalization of the multiple-CoVaR method defined in Bernardi et al. (2013) and
Bernardi and Petrella (2014). In their paper, a similar approach was developed that defines conditional
tail risk of a system/institution conditioned on the distress level of multiple institutions at the same
time. A similar approach was also seen in Cao (2013). Different from their methods, our approach uses
a simple multiple regression formulation. In the multiple regression framework, we can measure risk
contribution of an institution by taking the difference between CoCDaR values of the system under
different drawdown levels of that institution alone, while holding other institutions’ drawdown values
fixed at their normal levels. We define mCoCDaR as:
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mCoCDaR
sys|1,...,I
α = CDaRα(Xsys|X1, ..., XI , M1, ..., Mn) = CVaRα(Y

sys|D1, ..., DI , M1, ..., Mn) .

2.8. Estimation of mCoCDaR

Consider the following regression using the same set of state factors as in CoCDaR regression,

Y
sys
t ∼ β0 + β1D1

t + ... + β I DI
t + ω1Mt−1,1 + ... + ωn Mt−1,n ,

with residual:
L = Ysys − (β0 + β1D1 + ... + β I DI + ω1M1 + ... + ωn Mn) .

This regression problem uses I institutions drawdowns and lagged state variables as factors to model
the drawdown of the financial system. We have T observations for the system drawdown random
variable, the I institutions’ drawdown random variables, and the state factors’ random variables.
We next perform a CVaR regression of the above model to find CVaR of the system drawdown
conditioned on all I institution drawdown. Denote by β̂α

0, β̂α
1, ..., β̂α

I , ω̂α
1 , ..., ω̂α

n coefficients obtained by
minimizing Rockafellar error (4). These coefficients allow one to compute the α-CDaR of the financial
system conditioned on drawdowns of all the institutions and state factors.

The multiple-CoCVaR of the system drawdown, which is equivalent to the multiple-CoCDaR of
the financial system, is estimated by:

mCoCDaR
sys
t,α = β̂α

0 + β̂α
1D1

t + ... + β̂α
I DI

t + ω̂α
1 Mt−1,1 + ... + ω̂α

n Mt−1,n .

This procedure applies one regression problem using all institutions’ drawdown observations to obtain
coefficient estimates. The institutional DaRs are calculated exactly the same way as in Section 2.5.

2.9. Sytemic Risk Contribution using mCoCDaR

We have defined mCoCDaR measure and the estimation procedure with CVaR regression. We use
this measure for systemic risk contribution measurement, following the definitions in Section 2.4.
The drawdown observations are denoted by Y

sys
t , D1

t , ..., DI
t for the financial system and all I institutions

respectively. We also have lagged state variables Mt−1,1, ..., Mt−1,n for every time moment t.
We first perform the quantile regression in Section 2.5 to estimate DaRi

t,α′ for all t and for all i for
two particular levels: α′i,1 = 0.9 and α′i,2 = 0.5. Level α′i,1 = 0.9 corresponds to the distress level of the
i-th institution in terms of its drawdowns and α′i,2 = 0.5 corresponds to its median (normal).

Next we perform the CVaR regression from Section 2.8 and estimate the financial system’s
conditional drawdown-at-risk conditioned on the drawdown levels of all I institutions and state
factors. For every time step t, we calculate,

mCoCDaR
sys|D1

t =DaR1
t,α′1

,...,DI
t =DaRI

t,α′
I

t,α = β̂α
0 + β̂α

1DaR1
t,α′1

+ ... + β̂α
I DaRI

t,α′I
+ ω̂α

1 Mt−1,1 + ... + ω̂α
n Mt−1,n .

Now, to analyze the effect of a single institution i on the financial system, we compute the mCoCDaR
values based on α′i,1 = 0.9 and α′i,2 = 0.5, while holding α′−i = 0.5 fixed where −i means all the
institutions other than i, and calculate the difference in mCoCDaR,

ΔmCoCDaR
sys|i
t,α = mCoCDaR

sys|Di
t=DaRi

t,0.9,D−i
t =DaR−i

t,0.5
t,α − mCoCDaR

sys|Di
t=DaRi

t,0.5,D−i
t =DaR−i

t,0.5
t,α .

This difference is the incremental/marginal systemic drawdown risk contribution of the distress of
institution i to the financial system, while other institutions are at their normal states.

We can switch back to the original return observations instead of the drawdown observations
and perform the regression procedure in Sections 2.7 and 2.8. This way we get another measure for
systemic risk contribution which we call mCoCVaR. It measures the incremental/marginal conditional
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value-at-risk of the financial system’s returns conditioned on one institution’s return being in distress
while all the other institutions are in their normal states.

2.10. Advantages of mCoCDaR and mCoCVaR

As we have seen in the previous section, the multiple version of the systemic risk conditional
estimation provides a more general framework to analyze the effect on the financial system posed by
a particular institution’s distress, or perhaps multiple financial institutions’ joint distress. It is based
on the idea that during periods of financial instability, several institutions may experience financial
distress at the same time, so their risk contributions can be highly correlated. Switching from the
CoCVaR and CoCDaR to their multiple regression versions helps to mitigate these dependencies on
risk contribution measures.

With mCoCDaR, we can measure the contribution to the financial system’s conditional
drawdown-at-risk conditioned on the drawdown levels of two institutions i, j as follows,

ΔmCoCDaR
sys|i,j
t,α = mCoCDaR

sys|Di
t=DaRi

t,0.9,Dj
t=DaR

j
t,0.9,D−i,j

t =DaR
−i,j
t,0.5

t,α

−mCoCDaR
sys|Di

t=DaRi
t,0.5,Dj

t=DaR
j
t,0.5,D−i,j

t =DaR
−i,j
t,0.5

t,α .

There is a lot of flexibility on the risk levels to choose for this type of analysis, which means the
DaR level for the two institutions in distress can be set differently. This approach considers the joint
impact of two institutions without distinguishing their respective contributions, which is not included
in the original framework without using multiple regression. The flexibility given by mCoCDaR,
and similarly mCoCVaR, does not come at additional computation costs. In fact, by combining all
institutions in one regression problem, we save computational time.

Another advantage of the multiple-CoCVaR and multiple-CoCDaR are their consistency as
risk distribution measures. Bernardi et al. (2013) noticed that the original ΔCoVaRsys|i is not a
desirable risk distribution measure, because summing up ΔCoVaRsys|i for all institutions i does not
generally equal their overall effect on the system. This issue is addressed in Bernardi et al. (2013)
and Bernardi and Petrella (2014) via the Shapley value, which transforms the calculated contribution
using ΔMultiple − CoVaR to a Shapley value for each institution so that their contribution adds up to
the joint contribution of all institutions together on the system. The Shapley value methodology was
originally proposed to measure shared utility or cost among participants of a cooperative game.

We observe that the individual risk contribution calculated with ΔmCoCVaR or ΔmCoCDaR does
not have this drawback. For instance, for mCoCDaR:

mCoCDaR
sys|D1

t =DaR1
t,α′1

,...,DI
t =DaRI

t,α′
I

t,α = β̂α
0 + β̂α

1DaR1
t,α′1

+ ... + β̂α
I DaRI

t,α′I
+ ω̂α

1 Mt−1,1 + ... + ω̂α
n Mt−1,n .

Once we have estimated the coefficients via CVaR regression, we can calculate the individual
contribution of institution i entering stress level 0.9 as:

ΔmCoCDaR
sys|i
t,α = mCoCDaR

sys|Di
t=DaRi

t,0.9,D−i
t =DaR−i

t,0.5
t,α − mCoCDaR

sys|Di
t=DaRi

t,0.5,D−i
t =DaR−i

t,0.5
t,α

= β̂α
i (DaRi

t,0.9 − DaRi
t,0.5) ≡ Vsys(i) .

The total contribution of all financial institutions distress on the systemic risk is:

ΔmCoCDaR
sys|1,...,I
t,α

= mCoCDaR
sys|D1

t = DaR1
t,0.9,...,DI

t =DaRI
t,0.9

t,α − mCoCDaR
sys|D1

t =DaR1
t,0.5,...,DI

t =DaRI
t,0.5

t,α
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=
I

∑
i=1

β̂α
i (DaRi

t,0.9 − DaRi
t,0.5) =

I

∑
i=1

Vsys(i) .

A similar statement is valid for mCoCVaR. The entire systemic risk is exactly distributed to its
institutional components. ΔmCoCVaR and ΔmCoCDaR are both Shapley value functions, denoted by
Vsys(i) for contributor i, such that they satisfy the following desirable mathematical properties as
outlined in Bernardi et al. (2013). Let S be a set of I institutions:

(1) Efficiency: ∑
I
i=1 Vsys(i) = Vsys(S). This axiom states that the total risk is distributed to

participants.
(2) Symmetry: For i �= j such that Vsys(H ∪ i) = Vsys(H ∪ j), ∀H such that i, j /∈ H,

then Vsys(i) = Vsys(j). This axiom states that the contribution measure is permutation invariant
and fair for all contributors.

(3) Dummy axiom: Vsys(H ∪ i) = Vsys(i), ∀i ∈ H and H ⊇ S . This means, if the risk of institution
j is independent of all other institutions, then its risk contribution to the system should be its own
risk. Generally, in CoCVaR and CoCDaR approaches (also CoVaR), the risks are not orthogonal among
institutions. Hence, their ranking should differ from those provided by a Shapley value measure such
as mCoCVaR and mCoCDaR.

(4) Linearity (additivity): If i, j ∈ H, i �= j are two institutions, where Vsys(i) �= Vsys(j), let
wi > 0, wj > 0, k = wii + wjj, then new combined risk contributions equal the weighted average of
individual risk contributions: Vsys(k) = wiVsys(i) + wjVsys(j).

(5) Zero player: If i /∈ S, Vsys(i) = 0. A null player receives zero risk contribution.

2.11. mCoCDaR Versus mCoCVaR

We do not claim that one of the considered risk measures is better for analyzing systemic risk
contributions than the other one. CoCVaR is concerned with the conditional risk in terms of the
returns’ tail behavior, while CoCDaR is concerned with the conditional risk in terms of the drawdowns.
These measures have a nonlinear relationship embedded in their definitions.

When a financial system’s large drawdowns are significantly correlated with large drawdowns
of some particular institutions, it can be hypothesized that the CoCDaR measure will provide a
more reasonable estimate of the risk contributions and therefore give a more reasonable ranking of
the systemic risk contribution of each institution. This can be generalized to comparing mCoCVaR
and mCoCDaR measures which are proposed in this work. Another intuition for using drawdown
based approaches is that drawdown measures a psychological effect from a consistent distress in
stock returns.

3. Case Studies

This case study uses data from CoCVaR paper Huang and Uryasev (2017), which is posted at this
link 1. Codes, data, calculation results for this case study are posted at this link 2.

We first computed the drawdowns from the return data and transformed the state factors
corresponding to each regression problem. Next, we proceeded to the quantile regressions on
institutional drawdowns and the CVaR regression on the system’s drawdowns. The CVaR regression
is implemented using Portfolio Safeguard (PSG)3 in MATLAB environment. PSG includes efficiently
implemented (precoded) Koenker–Bassett, Rockafellar and CVaR errors.

1 http://uryasev.ams.stonybrook.edu/index.php/research/testproblems/financial_engineering/case-study-cocvar-
approach-risk-contribution-measurement

2 http://uryasev.ams.stonybrook.edu/index.php/research/testproblems/financial_engineering/case-study-cocdar-
approach-systemic-risk-contribution-measurement

3 Portfolio Safeguard (PSG) is a product of American Optimal Decisions: http://aorda.com
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3.1. Financial Institutions

We consider the ten largest publicly traded banks in the USA as of 31 December 2014:

1. JP Morgan Chase & Company (JPM)
2. Bank of America (BAC)
3. Citigroup Inc (C)
4. Wells Fargo & Company (WFC)
5. The Bank of New York Mellon Corporation (BK)
6. US Bancorp (USB)
7. Capital One Financial Corporation (COF)
8. PNC Financial Services Group Inc (PNC)
9. State Street Corporation (STT)

10. The BB&T Corporation (BBT)

Data period is from 18 February 2000 to 30 January 2015. Closing prices are downloaded from Yahoo
Finance for the Dow Jones US Financial Index and the financial institutions.

3.2. CoCVaR Calculation Results

In addition to numerical results presented in the following sections for new measures,
we calculated systemic risk contributions based on the CoCVaR method. We reproduced the case
study described in Section 3.3.4 of Huang and Uryasev (2017) with corrected input data (corrected the
wrong sign in return data of financial instruments). We considered negative returns (losses) for each
bank and the index. We averaged each bank’s contributions across time and ranked them accordingly,
where larger values correspond to stronger contributions to system’s CoCVaR (the units of all reported
values are 100%):

1. WFC: 0.03608
2. BBT: 0.03210
3. PNC: 0.03089
4. JPM: 0.03077
5. BAC: 0.03063

6. STT: 0.02905
7. COF: 0.02776
8. BK : 0.02740
9. USB: 0.02341
10. C : 0.00187

3.3. CoCDaR Calculation Results

The drawdown-at-risk values of each institution at two different risk levels, α′1 = 0.9 for distress
level and α′2 = 0.5 for normal level, are computed using the quantile regression defined in Section 2.5.
The CoCDaR values of the system at a specific risk level α = 0.9 conditioned on each institution’s DaR
being at a distress level and a normal level are respectively computed based on the CVaR regression in
Section 2.4. Following Section 2.6, the difference in CoCDaR values is taken and this results in a time

series of ΔCoCDaR
sys|i
t,α for each institution i and for each observation time t.

We observe that the quantile regression for DaR using the state variables as regressors yields
different behaviors for different institutions. Responses are different for the state variables: some
are positive while others are negative. This is true for both the distress level and the normal
level. The pseudo R2 metrics for these quantile regressions are generally between 0.5 to 0.7,
which indicates a descent level of explanatory power as compared with using just the original state
factors. The observation is consistent with that made in Huang and Uryasev (2017). The CoCDaR
and DaR calculation results are posted in the CoCDaR case study2, see Problems 1 and 3. For the ten
CVaR regressions of index drawdowns on the state variables and respective institution drawdowns,
we observe that the coefficients for each factor typically have the same sign (with a few exceptions).
The pseudo R2 for CoCDaR regressions are all above 0.8.
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We averaged each bank’s contributions to CoCDaR across time and ranked the ten banks
accordingly, where larger values correspond to stronger contributions to system’s CoCDaR:

1. WFC: 0.27695 [1]
2. BAC: 0.22285 [5]
3. BBT: 0.07073 [2]
4. COF: 0.06107 [7]
5. USB: 0.05502 [9]

6. BK: 0.03564 [8]
7. PNC: 0.02558 [3]
8. JPM: 0.02306 [4]
9. STT: 0.00242 [6]
10. C: –0.01390 [10]

The number in brackets is the ranking based on ΔCoCVaR in Section 3.2. Results show that only
Citigroup Inc. has negative CoCDaR contribution to the index on average, hinting that its drawdowns
could have a negative correlation with index drawdowns. All other institutions are contributing
positively to the system’s conditional drawdown-at-risk.

In particular, PNC Financial Services Group Inc (PNC) was ranked third by ΔCoCVaR but ranked
seventh by ΔCoCDaR. On the other hand, Bank of America (BAC) was ranked fifth by ΔCoCVaR but
ranked second by ΔCoCDaR. Clearly, these two approaches provide different perspectives.

3.4. mCoCVaR Calculation Results

This section demonstrates the performance of suggested mCoCVaR, which is the multiple
version of the CoCVaR approach developed in Huang and Uryasev (2017). We begin by performing
the mCoCVaR analysis of the ten financial institutions in one CVaR regression. The pseudo R2 for
mCoCVaR regression is 0.76. The value-at-risk for normal and distress states are calculated for every
institution respectively using quantile regressions on the original state variables. The procedure
for VaR calculation is described in Huang and Uryasev (2017), Sections 2.3 and 3.3.2. By holding
all other institutions’ return values to their VaR values in a normal state (which corresponds to the
median) and looking at the differences resulting from changing one particular institution’s return

value to its VaR value in a distress state, we obtain a time series of ΔmCoCVaR
sys|i
t,α for each institution

and for each observation time t. We averaged each bank’s contributions to mCoCVaR across time
and ranked the ten banks accordingly, where larger values correspond to stronger contributions to
system’s mCoCVaR:

1. BBT: 0.00813 [2]
2. BAC: 0.00721 [5]
3. BK: 0.00619 [8]
4. JPM: 0.00598 [4]
5. PNC: 0.00494 [3]

6. STT: 0.00463 [8]
7. WFC: 0.00306 [1]
8. COF: 0.00266 [7]
9. USB: 0.00149 [9]
10. C: 0.00062 [10]

The number in the bracket is the ranking according to ΔCoCVaR in Section 3.2. The results based
on ΔmCoCVaR are similar to those based on ΔCoCVaR, but there are some significant differences.
For instance, WFC, originally ranked the highest, dropped to the seventh place in this new ranking.
This might have been caused by its returns having a high correlation to returns of other institutions,
for example The BB&T Corporation (BBT). This effect is neglected in the previous CoCVaR method,
but in our multiple regression setting, by explicitly fixing the other institutions’ returns to their
respective normal states, we are analyzing the marginal impact of WFC’s distress. Hence, the drop
in ranking may indicate that WFC is not a key systemic risk contributor in the sense that its risk
contributions are dependent on the high risk contributions of other institutions. Clearly, CoCVaR
and mCoCVaR provide different perspectives regarding the ranking of financial institutions’
risk contributions.
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3.5. mCoCDaR Results

The drawdown-at-risk of each institution at two different risk levels, α′1 = 0.9 for distress level
and α′2 = 0.5 for normal level, are computed using the quantile regression defined in Section 2.5;
this step is identical to the first step performed in Section 3.3. The mCoCDaR values of the system at a
specific risk level α = 0.9 conditioned on each institution’s DaR being at a distress level and a normal
level are computed respectively based on the CVaR regression with multiple institutions as specified
in Section 2.8. Following Section 2.9, the difference in mCoCDaR values is taken and this results in a

time series of ΔmCoCDaR
sys|i
t,α for each institution i and for each observation time t.

Since we are using the same quantile estimates for DaR, we obtained the same observations as
that in Section 3.3. For the CVaR regression of the drawdowns of the index on the state variables
and the institution drawdowns, we observe that some institutions’ regression coefficients are positive
in the CVaR regression, while others are negative. The pseudo R2 for mCoCDaR regression is 0.9.
The mCoCDaR and DaR results are posted in the CoCDaR case study2, see Problems 2 and 3.

We averaged each bank’s contributions to mCoCDaR across time and ranked the ten banks
accordingly, where larger values correspond to stronger contributions to system’s mCoCDaR:

1. BAC: 0.20572 [2]
2. BBT: 0.02964 [3]
3. USB: 0.02485 [5]
4. STT: 0.02011 [9]
5. COF: 0.01749 [4]

6. BK: 0.01548 [6]
7. C: 0.00434 [10]
8. PNC: –0.01353 [7]
9. JPM: –0.01353 [8]
10. WFC: –0.06106 [1]

The number in the bracket is the ranking according to ΔCoCDaR. ΔmCoCDaR and ΔCoCDaR

rankings are mostly similar, yet have some interesting differences as well. While WFC is ranked
highest by ΔCoCDaR, it is ranked last by ΔmCoCDaR. This observation coincides with what we saw
in Section 3.4, indicating the high correlation that WFC might have with other top risk contributors
such as BB&T and BAC. Furthermore, while STT is ranked second last by ΔCoCDaR, it is ranked
fourth by ΔmCoCDaR.

3.6. Comparative Summary of the Proposed Methods

Table 1 provides a complete summary of the rankings of the ten banks with the four risk measures.
Compared with CoCVaR, CoCDaR takes into account drawdowns and focuses on consecutive

losses. Using drawdowns is particularly insightful because drawdowns identify cumulative losses
(negative cumulative returns), hence the dependencies between institutions and the system in “good”
times are ignored. Dependencies in “bad” times are captured, which is important for risk analysis.
We observe that CoCVaR and CoCDaR may provide very different rankings. For instance, USB with
mCoCDaR and CoCDaR are ranked 3 and 5, accordingly (i.e., BAC is a top contributor), but with
mCoCVaR and CoCVaR it is ranked 9 (i.e., close to bottom contributor). Even more surprisingly, JPM
is ranked 9 and 8 with mCoCDaR and CoCDaR, but ranked 4 with mCoCVaR and CoCVaR.

mCoCVaR and mCoCDaR approaches add further insights to CoCVaR and CoCDaR, since they
employ a multiple regression that marginalizes the systemic risk contributions of individual institutions.
Running the multiple regression instead of individual ones enables us to look at institutions’
contributions in a unified way, since their fraction contributions sum up to one.

Risk contributions based on CoVaR and CoCVaR measures, as a function of time, demonstrate
a similar pattern for different institutions, see Huang and Uryasev (2017). This is probably because
the methodology is based on separate regression for each institution. On the other hand, mCoCDaR
results (plotted below) show that the time series of mCoCDaR risk contributions exhibit quite different
patterns compared to CoVaR and CoCVaR, and compared across different institutions. With multiple
regression, marginal risk contributions of each institution change significantly over time.
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Table 1. Systemic Risk Contribution Ranking Summary.

mCoCDaR CoCDaR mCoCVaR CoCVaR

JPM 9 8 4 4
BAC 1 2 2 5

C 7 10 10 10
WFC 10 1 7 1
STT 4 9 6 6
PNC 8 7 5 3
USB 3 5 9 9
COF 5 4 8 7
BK 6 6 3 8

BTT 2 3 1 2

Furthermore, we plot time dependent drawdowns and mCoCDaR contributions; see Figures 2–11.
Each institution graph on the left plots its drawdown curve in blue versus the orange curve showing
drawdowns of the Dow Jones index in the same time period, both based on cumulative uncompounded
returns on a weekly basis. Every graph on the right plots fraction contribution to the total systemic risk
from an individual bank. This fraction is obtained by normalizing individual contributions measured
by ΔmCoCDaR described in Section 3.5. Normalization is done by dividing individual contributions
by the total contribution from the ten banks. By construction, the normalized contributions sum up
to one for each time step. As a result of applying the mCoCDaR regression setting, we observe that
individual contributions significantly vary over time as well as across institutions. Moreover, risk
contributions may have different signs. For instance, JPM and WFC always have negative contributions
(see, Figures 2 and 5). Citigroup starts with negative contributions and moves to contributing positively
(see, Figure 4), while the others always have positive contributions.

Figure 2. JP Morgan Chase & Company.

Figure 3. Bank of America.
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Figure 4. Citigroup Inc.

Figure 5. Wells Fargo & Company.

Figure 6. The Bank of New York Mellon Corporation.

Figure 7. US Bancorp.

Figure 8. Capital One Financial Corporation.
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Figure 9. PNC Financial Services Group Inc.

Figure 10. State Street Corporation.

Figure 11. The BB&T Corporation.

4. mCoCDaR Application to Style Classification

This section extends the approach to hedge fund style classification. We show how to estimate
CDaR as a function of drawdowns of several market indices. Style classification is a well studied
topic approached by Sharpe (1992) and Carhart (1997) with a standard regression (for returns of
instruments). Furthermore, it was extended by Bassett and Chen (2001) using quantile regression. Here,
we demonstrate results with the mCoCDaR method. This classification explains fund drawdowns, as a
function of drawdowns of several market indices (as factors). Codes, data, and results for this case
study are posted at this link4.

Similar to Bassett and Chen (2001), we investigated dependence of drawdowns of the Magellan
fund (fund) from four indices: Russell 1000 value index (rlv), Russell 1000 growth index (rlg), Russell
2000 value index(ruj), and Russell 2000 growth index (ruo). These indices correspond to four equity
classes: large value stocks, large growth stocks, small value stocks, and small growth stocks.

4 http://uryasev.ams.stonybrook.edu/index.php/research/testproblems/financial_engineering/case-study-style-
classification-with-mcocdar-regression/
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We used a dataset from a quantile regression style classification case study posted at5. Golodnikov
et al. (2019) considered the same dataset for testing CVaR regression, which is posted at this link6.
The dataset contains 1264 weekly return observations for the fund and indices.

We calculated drawdowns for the fund and the four indices using weekly returns in the considered
time period. CVaR regression of drawdowns is done by minimizing CVaR2 error in PSG3, as follows,

Df und,t = β0 + β1Drlv,t + β2Drlg,t + β3Druj,t + β4Druo,t ,

where Di,t for i = rlv, rlg, ruj, ruo are (uncompounded) drawdowns of index i at time t and Df und,t

are (uncompounded) drawdowns of the fund. See definition of drawdowns of a financial instrument
in Section 2.1.

For 0.9-CVaR regression the pseudo-R square equals 0.91 and the estimated coefficients are:

β̂0 = 0.3713, β̂1 = 0.4621, β̂2 = 0.5493, β̂3 = −0.0171, β̂4 = −0.0591 .

We considered also 0.0-CVaR regression, which estimates mean and corresponds to an ordinary
least squares regression. Pseudo-R square equals 0.91 and estimated coefficients are:

β̂0 =−0.2733, β̂1 = 0.4891, β̂2 = 0.5150, β̂3 = −0.0618, β̂4 = −0.0003 .

Regression coefficients show that both large and average drawdowns of the Magellan fund are
mostly explained by drawdowns in large value stocks index (coefficient β̂1) and large growth stocks
index (coefficient β̂2). The fund exhibits roughly 50–50% mix of these two classes of stocks in the sense
of drawdown behavior.

Furthermore, we compared these results with previous studies, which used CoVaR- and
CoCVaR-based measures. The CoVaR approach based on quantile regression5 (see Problem 1 in
the link) gives the following coefficient estimate:

β̂0 = −0.0089, β̂1 = 0.4602, β̂2 = 0.5176, β̂3 = −0.0156, β̂4 = 0.0001 .

and the CoCVaR approach based on CVaR regression6 (see Problem 1, α=0.9 in the link) gives the
following estimate:

β̂0 = 0.0105, β̂1 = 0.6058, β̂2 = 0.4721, β̂3 = −0.0778, β̂4 = −0.0071 .

We observe that this particular dataset considered regressions of a similar style with around a
50–50% mix of two stock indices.

5. On Portfolio Optimization with mCoCDaR and mCoCVaR

Previous sections defined and tested mCoCDaR and mCoCVaR multiple regression versions for
systemic risk measurement. It should be considered that risk measures can be used for other purposes.
For instance, we can build a portfolio minimizing CoCVaR or CoCDaR, conditioned on the distress
level of several market indices (or factors), under the constraint that the expected return meets some
target. Similar problems were studied in Kurosaki and Kim (2013a, 2013b) with CoAVaR and CoVaR
measures for conditional risk. Here, we present portfolio optimization problems using mCoCVaR and
mCoCDaR risk measures:

min
�wt

mCoCVaR
�wt | f 1

t ,..., f K
t

α,t s.t.
I

∑
i=1

wi
tr

i
t = r�,

I

∑
i=1

wi
t = 1

5 http://uryasev.ams.stonybrook.edu/index.php/research/testproblems/financial_engineering/style-classification-with-
quantile-regression/

6 http://uryasev.ams.stonybrook.edu/index.php/research/testproblems/financial_engineering/on-implementation-of-
cvar-regression/
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min
�wt

mCoCDaR
�wt | f 1

t ,..., f K
t

α,t s.t.
I

∑
i=1

wi
tr

i
t = r�,

I

∑
i=1

wi
t = 1

where K is the number of market index factors, f 1
t , ..., f K

t are risk levels at time t of K factors
(market indices), �wt is vector of portfolio weights for I stocks, ri

t is return of stock i at time t,
and r� is a target return. Systemic risk-driven portfolio selection problems were also studied in
Capponi and Rubtsov (2019), where they considered portfolio optimization given a systemic event.
Detailed analysis of these portfolio optimization problems is beyond the scope of this paper. We have
included a short description to show that considered risk measures can be used in various areas
of finance.

6. Conclusions

This paper proposed a new systemic risk measure, CoCDaR, which is based on conditional
drawdown-at-risk and inspired by the CoCVaR approach from Huang and Uryasev (2017). We further
extended the approach to mCoCDaR, which calculates conditional drawdown-at-risk of the financial
system conditioned on all the institutions’ drawdown distress levels. These measures can rank
institutions according to their incremental (marginal) contributions to the systemic risk of the
system, conditional on other institutions’ distress levels. The multiple regression setting is applied
to the CoCVaR measure from Huang and Uryasev (2017) and resulted in so-called mCoCVaR.
Since mCoCDaR and mCoCVaR are based on multiple regression, they have the flexibility to measure
joint contributions of multiple institutions. These measures are also well-defined Shapley value
functions with desirable mathematical properties for a risk contribution measure. After normalization,
individual risk contributions sum up to one. These advantages do not come at any additional
computational cost.

CoCDaR and mCoCDaR measures are based on drawdowns (path dependent cumulative losses).
These two measures capture the impact of an institution’s drawdowns on the financial system’s
drawdowns, which is particularly suitable for market crash situations. They are useful for determining
which institution may lead to a bigger crash in the market in terms of large drawdown events.

We performed a case study for the three proposed methods, CoCDaR, mCoCVaR, and mCoCDaR,
using data from the ten largest banks and the Dow Jones Index, along with some state factors.
The case study with codes and data are posted on the web. We have also reproduced the case
study for CoCVaR measure from Huang and Uryasev (2017), with corrected signs in the returns data.
We compared the ranking of institutions based on contributions to system’s CoCDaR, mCoCDaR,
mCoCVaR, and CoCVaR. The difference in applying CVaR- and CDaR-based measures is observed
from quite different rankings of institutions. Multiple regression identifies key drivers in systemic
risk because effects are marginalized. We compared time dependent curves of risk contributions for
mCoCDaR and CoCVaR. Risk contributions based on CoCVaR are quite similar across institutions,
while those based on mCoCDaR have very different patterns. These different patterns are implied by
both the use of drawdowns and the use of multiple regressions.

Other applications of the proposed method include fund style classifications based on mCoCDaR
regression. We have conducted a case study analyzing drawdowns of the Magellan fund as a function
of drawdowns of four market indices. We have posted this case study to the web. The suggested
methodology may also be used in various other areas of finance. In particular, we have stated portfolio
selection problems with mCoCVaR or mCoCDaR objectives and constraints on expected returns.
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Abstract: We investigate the effects of adopting enterprise risk management (ERM) on the perfor-
mance and risks of European publicly listed insurance firms. Using a dataset for 24 years, we report
new results which show that ERM adopters realize significant ERM premiums after controlling for
other covariates and endogeneity. Several firm characteristics such as size, opacity, and the choice of
external monitoring agents such as auditors are significant determinants of adopting ERM. We fill a
gap in the literature by assessing the impact of adopting ERM on firm risks and report new findings
for our sample, which show that ERM adopters effectively reduce firm total and systematic risks and,
to a greater extent, idiosyncratic risk. Firm-level variables such as size, leverage, dividend payments
events, and diversification impact firm total risk. Insurers use corporate events such as dividend
payments to signal information about reducing risk. Industry and international diversification reduce
firm total risk and idiosyncratic risk, respectively.

Keywords: enterprise risk management; firm characteristics; firm performance; firm risk; insur-
ance firms

JEL Classification: G20; G22; G30; G32

1. Introduction

Enterprise risk management (ERM) provides a holistic approach for identifying, evalu-
ating, managing, and mitigating risks at the enterprise level. The Committee of Sponsoring
Organizations of the Treadway Commission (COSO) defined ERM as: “process, effected
by an entity’s board of directors, management and other personnel, applied in a strategy
setting and across the enterprise, designed to identify potential events that may affect
the entity, and manage risk to be within its risk appetite, to provide reasonable assurance
regarding the achievement of entity objectives” (COSO 2004). Eckles et al. (2014) argue that
compliance with the Sarbanes Oxley Act, which aims at enhancing corporate governance,
has been a catalyst for firms to build their ERM infrastructure. Nocco and Stulz (2006)
claim that ERM creates value for the firm and strengthens its ability to execute its strategic
plan. Bohnert et al. (2019) indicate that ERM activities in insurance firms are relevant to
implementing Solvency II requirements, especially Pillar 2, and these activities enhance
firm value. Hoyt and Liebenberg (2011) find that ERM adoption improves firm value,
whereas Beasley et al. (2008) find an insignificant market reaction to appointing a Chief
Risk Officer. Anton and Nucu (2020) provide a review of various studies on ERM pro-
grams applied in various sectors and document mixed evidence on the effect of ERM
adoption on firm performance. Other studies find that ERM reduces the cost of capital
(Berry-Stölzle and Xu 2018), stock return volatility (Eckles et al. 2014), and firm solvency
levels (Nguyen and Vo 2020).

This study identifies the determinants of ERM in European publicly listed insurance
firms and evaluates the effects of ERM adoption on market-based performance and risks
of these firms.1 We add new empirical evidence to existing findings on the relationship
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between ERM adoption and insurance firm performance using a 24-year long dataset.
Existing studies often use short periods, from 1 to 8 years, in the empirical investigation
(see Hoyt and Liebenberg 2008; Lechner and Gatzert 2018; Bohnert et al. 2019); an extended
dataset is necessary for our analysis, considering that the effects of ERM adoption may
require time to be realized in a constantly changing risk environment. In addition, we
contribute to the existing literature by assessing the impact of ERM adoption on publicly
listed European insurance firms’ market-based measures risk and consider firm total risk,
systematic risk, and idiosyncratic risk. While it might be reasonable to expect that ERM
adoption may reduce the levels of firm risk, implementing adequate risk controls is a
consequence of risk assessments and requires time. In addition, the emergence of new risks
in the financial services industry and the complexity of the risk management environment
pose significant challenges to the effectiveness of ERM programs and their running costs.
Furthermore, like banks, insurance firms are subject to moral hazards when they reinsure
allowable exposures, which may induce excessive risk-taking. At the same time, one may
question whether ERM adoption contributes to risk reduction in the insurance sector, which
is highly regulated and often subject to scrutiny by various regulators.

Therefore, we aim to provide new insights to researchers and practitioners by investi-
gating the impacts of ERM adoption on firm risks. Our analysis begins with estimating a
logistic regression to identify the determinants of ERM in our sample. Results show that
the likelihood of adopting an ERM program is associated with firm size, opacity, and being
audited by one of the four global audit firms. We estimate a full maximum likelihood
treatment effects model to assess the value premium and identify factors that influence
performance. The model addresses the potential of endogeneity bias arising from firm fac-
tors that simultaneously affect ERM choice and performance (see Hoyt and Liebenberg 2011).
Our results reveal an ERM value premium of 54.3% and show that firm size and trailing
profitability are positively associated with firm performance. Then, we consider the ef-
fects of ERM adoption on firm risks since performance improvement in insurance firms
might also be a byproduct of minimizing risks. Estimates from a full maximum likelihood
treatment effects model show that ERM adoption reduces firm total risk by 28%. Firm
size and leverage are positively related to total risk due to the potential of facing higher
cash flow volatility and the likelihood of experiencing financial distress, respectively. In
addition, we find that firms rely on dividend payment events as a signaling mechanism to
convey information about their ability to reduce total risk and achieve a similar effect by
reaping benefits from industry diversification. Results also show that European insurance
firms in our sample benefit significantly from adopting ERM by reducing systematic and
idiosyncratic risks.

The remainder of the paper is organized as follows. Section 2 provides a summary of
the relevant literature and the hypotheses development. Section 3 explains the methodology
used in the empirical analysis. Section 4 describes the data. Section 5 reports the main
results, and Section 6 concludes.

2. Literature Review and Hypotheses Development

The literature documents mixed evidence on the value of ERM implementation for
firms across various sectors. Using a sample of 120 U.S. companies, from various industries,
between the years 1992 and 2003, Beasley et al. (2008) find that the announcement of ap-
pointing senior risk executives does not impact firm cumulative abnormal returns in both
financial and non-financial firms. However, the market reacts positively to implementing
ERM programs as it reduces agency costs and financial distress. Tahir and Razali (2011) con-
duct a similar study on a sample of 528 Malaysian firms from ten different industries, other
than the financial services industry, during 2007 and fail to find a significant relationship
between ERM and firm value measured by Tobin’s Q. Farrell and Gallagher (2015) analyze
the implications of ERM maturity score on firm valuation using data for 225 firms from
various industries from 2006 to 2011, most of which operate in the U.S. The authors find that
firms with mature ERM implementation have high ERM attribute scores and attract a valua-
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tion premium of around 25%. Larger firms achieve better ERM attribute scores than smaller
firms; for example, for adopting an ERM-based approach, ERM process management, and
others. These scores decrease for internationally diversified firms due to difficulties in
maintaining ERM practices across different countries. Lechner and Gatzert (2018) identify
firm characteristics that impact implementing an ERM system using listed German firms,
from various industries, between 2009 and 2013. The authors consider 2013 in their analysis
and find that the firm’s size is positively related to ERM implementation, whereas financial
leverage is negatively related. Firms with international operations and those operating in
the banking, insurance, and energy industries impact ERM implementation positively. The
authors show that ERM activities increase shareholders’ value (as proxied by Tobin’s Q)
by 41.6%. Using a sample of 162 Spanish-listed firms from various industries, excluding
firms from the financial and insurance sectors, from 2012 to 2015, González et al. (2020)
conclude that ERM adoption is not associated with changes in performance or reducing the
probability of firm bankruptcy. However, the authors find that the appointment of a chief
risk officer, although it reduces firm performance, may also improve its financial health.

In the insurance industry, Hoyt and Liebenberg (2008) study the extent to which
insurance firms in the U.S. have implemented ERM programs between 2000 and 2005
and evaluate the value of these programs. The authors use a treatment effects model that
simultaneously examines ERM determinants and value for 125 firms. They show that ERM
programs are positively related to firm size and the pressure from institutional owners and
negatively related to leverage and reinsurance. Additionally, they find that ERM adopting
firms are valued 16.7% higher than non-ERM firms after controlling for value determinants
and endogeneity bias. Three years later, Hoyt and Liebenberg (2011) conduct a similar
study on 117 US insurance firms between the years 1998–2005 to find that, on average,
ERM increases firm value by approximately 20%. McShane et al. (2011) utilize the S&P
ERM insurance rating to study the value relevance of ERM on a sample of 82 insurance
companies for which the S&P has issued an ERM rating. The S&P ERM insurance rating
captures all aspects of the risk management program and reflects its extent of implemen-
tation. Using data from 2008, the authors estimate a regression model to investigate the
relationship between firm value and the degree to which insurers have implemented ERM.
They find a positive relationship between the level of risk management and shareholder
value in categories that capture increasing levels of traditional risk management (TRM)
but no additional increase in value when shifting from TRM to ERM.2 Bohnert et al. (2019)
investigate the factors that affect ERM adoption on performance using 42 European in-
surance firms between 2007 and 2015. Their results show that the firm’s size is positively
related to ERM implementation, while leverage and return volatility are negatively related
to ERM. The authors also find that insurance firms with high-quality risk management
ratings have a higher Tobin’s Q of 6.5% than firms with lower risk management ratings.

Given the evidence cited above, we hypothesize that adopting ERM improves firm
value and performance. This hypothesis is based on two assumptions; first, we assume that
the benefits of adopting ERM exceed costs, and second, adopting ERM would contribute to
improving the quality of risk governance (Bohnert et al. 2019) and would not be limited
just to a response to regulatory or monitoring agents’ pressure. Pagach and Warr (2011)
indicate little or no benefit from ERM if adopted purely in response to regulatory pressures.

Nguyen and Vo (2020) investigate the relationship between ERM adoption and sol-
vency for 101 publicly listed insurance firms in the European Union from 2007 to 2013.
The authors find that ERM adoption adversely affects firm solvency. They also find that
ERM adoption is determined by various factors, including firm size, performance, business
type/line, international operations, and demand. Eckles et al. (2014) examine the implica-
tions of ERM adoption on U.S. insurance firm risk-taking behavior using data from 1990 to
2008 and report a reduction in the firm’s stock return volatility. The authors find that adopt-
ing ERM lowers the marginal costs of reducing risks and improves the operating profits
per unit of risk. ERM adoption may lead to effective risk governance. Baxter et al. (2013)
find, using a sample of banks and insurance companies from 2006 to 2008 selected from
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the S&P Ratings Direct database, that ERM quality is associated with better governance.
The authors argue that market participants react favorably to ERM quality announcements.
They also find that higher-risk companies have lower quality ERM.

We view ERM adoption as a progressive step for improving firm risk governance and
exploiting natural hedges, and therefore, we hypothesize that ERM adoption reduces insur-
ance firm risks. We focus on market-based risk measures constructed from stock returns
or estimated using standard asset pricing models and consider firm total risk, systematic
and idiosyncratic risks. We contend that risk reduction could be achieved if the benefits
from ERM activities exceed costs. ERM adopters would then exploit natural hedges and
eliminate risk duplications, reducing risk management costs while improving performance
(Hoyt and Liebenberg 2011). In addition, ERM facilitates risk combinations which would
reduce risks if correlations were less than one. Eckles et al. (2014) demonstrate based on
results from modern portfolio theory that moving away from a silo-based risk management
approach to ERM results in improved loss allocations across firm segments leading to a
reduction in risk per dollar spent. In addition, Hann et al. (2013) argue that coinsurance
enables diversified firms to transfer resources across business segments to avoid counter-
cyclical deadweight costs; therefore, reducing systematic risk. Berry-Stölzle and Xu (2018)
link the adoption of ERM to reducing the cost of capital by reducing a firm’s systematic risk.
However, reducing systematic risk depends on the extent of coinsurance among diversified
business units (Hann et al. 2013). Lastly, we hypothesize that adopting ERM reduces firm
idiosyncratic risk. Stulz (1996) and Stulz (2003) argue that risk management activities create
value to shareholders in the presence of agency costs and market imperfections. These
activities mitigate firm-specific lower tail events. Alternatively, risk management activities
could be costly when firms do not face tail risk events, and therefore, these activities
may not be value-creating. In addition, if investors can diversify away idiosyncratic risk
(Markowitz 1952), then investing in risk management activities may not be desirable.

3. Methodology

We begin with estimating a logistic regression to quantify the association between
factors likely to affect the decision to adopt or engage in an ERM program and the likelihood
of adopting the program.

P(ERM|x) = exp(xβ)

1 + exp(xβ)
(1)

where P(ERM) is the probability of adopting an ERM program by an insurance firm. The
vector of explanatory variables and the constant is denoted by x, and β is a parameter
vector. We use the method of maximum likelihood to estimate the log form specification of
Equation (1) where the dependent variable ERM = 1 for firms adopting an ERM program
and 0 otherwise. Following the literature, we consider the following determinants of ERM:

Firm size: Hoyt and Liebenberg (2011) and Lechner and Gatzert (2018) show that
firm size plays a significant role in determining ERM implementation. Implementing ERM
requires substantial resources to acquire the relevant technology, appointing key personnel,
and funding related administrative costs, which may discourage small firms with limited
resources (Beasley et al. 2005). Allayannis and Weston (2001) report a negative relationship
between size and firm value. We define insurance firm size as the natural logarithm of the
book value of assets.

Financial leverage: Golshan and Rasid (2012) argue that firms who adopt ERM pro-
grams may reduce their debt ratio to lower the probability of financial distress. Con-
versely, firms with a holistic risk management framework may decide to increase leverage
as they would be better positioned to manage risks associated with higher debt levels
(Hoyt and Liebenberg 2011; Pagach and Warr 2011). We define financial leverage as the
total debt to total assets ratio.

Capital opacity: Pagach and Warr (2011) argue that opaque assets are associated with
information asymmetry between the firm and investors, typically resulting in undervaluing
the firms’ assets. Adopting ERM addresses this problem as it facilitates reflecting the
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firm’s risk profile more and its financial strength more accurately to outside stakeholders
(Liebenberg and Hoyt 2003). We define capital opacity as the ratio of total intangible assets
to the book value of assets.

Financial slack: Pagach and Warr (2011) argue that ERM users are more inclined to
increase the level of financial slack to reduce the probability of financial distress. Conversely,
ERM users have a lower likelihood of experiencing financial distress due to improved risk
management, requiring less liquidity. Several studies report a positive relationship between
financial slack and ERM adoption (Pagach and Warr 2011; Berry-Stölzle and Xu 2018). We
proxy for financial slack by the ratio of cash and marketable securities to total assets.

Big Three (rating): Lechner and Gatzert (2018) explain that market participants react
positively to firms that receive a high credit rating, especially if that rating is from one of the
Big Three rating agencies (Standard and Poor’s, Moody’s, or Fitch). As a result, companies
are more likely to implement ERM to signal their commitment to improved management
strategies and higher transparency, which ultimately will be positively reflected in their
ratings (Hoyt and Liebenberg 2011). We define the big three rating variable as a binary
variable that takes a value of 1 if the insurance firm is rated by anyone of the big three
rating agencies and zero otherwise.

Big Four (audit): Companies that appoint high-quality auditors are more likely to
have better risk management systems because they will be reflected in their published
audit reports (Beasley et al. 2005; Lechner and Gatzert 2018). We define big four as a
binary variable that takes a value of 1 if the insurance firm is audited by any one of the
big four audit firms (Deloitte, PricewaterhouseCoopers, KPMG, and Ernst & Young) and
zero otherwise.

Industrial diversification: Firms operating in more than one segment are less likely to
implement ERM due to realizing diversification benefits (Pagach and Warr 2011). However,
as the number of business units increases, the complexity and range of risks facing a firm
may also increase, leading to an increasing need for a holistic risk management system.
Lechner and Gatzert (2018) find that industrial diversification is positively related to ERM.
We define industrial diversification as a binary variable that takes a value of 1 if the
insurance firm operates in more than one insurance segment and zero otherwise.

International diversification: Internationally diversified firms generally face more
risks than domestic firms and must comply with different regulatory requirements across
different countries (Hoyt and Liebenberg 2011; Lechner and Gatzert 2018). We define
international diversification as a binary variable that takes a value of 1 if the insurance firm
has international operations and zero otherwise.

One potential disadvantage of the logistic regression is that it ignores the selectivity
bias that occurs when the choice of adopting ERM programs is endogenous. To address a
potential endogeneity bias arising from factors jointly affecting the decision to adopt ERM
and firm performance, we estimate a full maximum likelihood treatment effects model
following Hoyt and Liebenberg (2011).

The treatment effects model estimates the effect of the ERM variable, which is consid-
ered as an endogenous binary treatment variable on an observed continuous variable such
as performance (or risk) conditional on other determinants of performance.

The model requires estimating a performance regression and selection equations. The
performance equation is

yit = ERMitδ + x′ itβ + εit (2)

where yit denotes a performance or a risk variable, ERMit is a binary variable that takes
a value of 1 if firm i was subject to ERM treatment during year t and zero otherwise. x′ it
contains a set of explanatory variables. The decision to adopt ERM is modeled as an
outcome of an unobserved latent variable ERM*, which is a linear function of ω′

it, a vector
that contains a set of explanatory variables affecting the decision to adopt ERM,

ERM∗
it = ω′

itγ + μit (3)
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where ERMit is a binary variable equal to 1 if ERM∗ > 0; that is if an insurance firm adopts
ERM and 0 otherwise. The error terms εit and μit are assumed to follow a bivariate normal
distribution with a zero mean vector and covariance matrix

[
σp ρ

]′. Equations (2) and
(3) are estimated simultaneously using the method of maximum likelihood.

The primary independent variable of interest is ERM adoption (ERM). We identify
whether a firm adopts or implements an ERM program using a method suggested by
Hoyt and Liebenberg (2011). This method involves searching for particular words, terms,
or phrases that identify risk management practices linked to ERM.3 This variable takes a
value of zero for all years before the first ERM event recorded and one for the year of the
event onwards. We use the variables explained earlier as determinants of ERM.

With respect to performance equation, we use Tobin’s Q as a proxy of firm value
(Bohnert et al. 2019; Hoyt and Liebenberg 2008, 2011; Lechner and Gatzert 2018; Li et al. 2014;
Lin et al. 2012),

Tobin′s Q =
Market value o f equity + Book value o f liabilities + Pre f erred Stock

Book Value o f Total Assets

Tobin’s Q indicates that a firm creates (destroys) value by utilizing assets efficiently
when it is larger (less) than 1. The ratio is free from management discretion and is a
prospective performance measure that reflects future expectations rather than history
(Lindenberg and Ross 1981; Hoyt and Liebenberg 2011). To estimate Equation (2), we use
the following explanatory variables.

Firm size: McShane and Cox (2009) find that larger life-health insurers enjoy an enhanced
value resulting from economies of scale, greater market power, and lower insolvency risk
than smaller firms. On the other hand, Allayannis and Weston (2001) explain that large firms
may face agency problems that deteriorate firm’s value. Hoyt and Liebenberg (2011) and
Lechner and Gatzert (2018) report a positive relationship between size and value.

Financial leverage: The relationship between capital structure and firm value is
ambiguous in the literature (Lechner and Gatzert 2018). Relying more on debt can increase
firm value by reducing the free cash flow that could have been invested in sub-optimal
projects by self-interested managers (Hoyt and Liebenberg 2011; Jensen 1986). Furthermore,
an increased debt level allows for tax savings (Tahir and Razali 2011). On the other hand,
an increased debt level may lead to financial distress, and in some cases, bankruptcy
(Hoyt and Liebenberg 2011).

Profitability: Allayannis and Weston (2001) explain that profitable firms tend to be
overvalued compared to non-profitable companies. We control for differences in the firms’
profitability in the sample by adding the return on assets as a control variable in the models
used (Hoyt and Liebenberg 2011; McShane et al. 2011).

Revenue growth: Previous studies such as Smith and Watts (1992) and Allayannis and
Weston (2001) emphasize the importance of controlling for possible influence from varying
investment opportunities in firms. Since firm value is primarily dependent on cash flows
from future investments, companies with higher sales are more likely to be able to invest
in positive net present value projects, thus enhancing firm value. On the other hand, the
uncertainty associated with future growth increases the information asymmetry in the capital
market, leading to increasing debt costs, thus negatively impacting value. We define revenue
growth as the percentage change in revenues from year to year.

Dividends: Paying dividends may signal to investors that the company has exhausted
its growth capabilities, negatively impacting firm value (Allayannis and Weston 2001).
Conversely, paying dividends reduces the free cash flow that may have been used for
managers’ self-interest rather than maximizing value (Hoyt and Liebenberg 2011), typically
implying that dividends may also positively impact firm value. Further, paying dividends
is sometimes perceived as a signal of strong financial health, which also increases firm
value. We define dividends as a binary variable that takes a value of 1 if the insurance firm
pays dividends in a financial year and zero otherwise.
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Industrial diversification: A higher level of diversification allows for risk reduction
opportunities by realizing interdependencies between various types of risks. Moreover,
diversified firms may observe performance enhancement caused by the achievement of
economies of scope in addition to greater access to internal capital (Ai et al. 2018). Con-
versely, diversification increases the complexity of coordination among conglomerates,
which may result in the loss of information between them, potential duplication of manage-
ment activities, and an increase in agency costs (Ai et al. 2018; Hoyt and Liebenberg 2011;
Lechner and Gatzert 2018).

International diversification: The same argument for industrial diversification applies
equally to international diversification. The benefits from scope economies and the ability
to reduce risk will be positively reflected in the firm’s value (Hoyt and Liebenberg 2011).
Conversely, the decrease in management efficiency and the inability to align the interest of
shareholders and insider managers may lead to a reduction in shareholder value instead
(Denis et al. 2002).

Besides performance, we estimate the treatment effects model to test whether adopting
ERM reduces the risk in insurance firms. We consider three measures of risk as left-
hand side variables in Equation (2). These measures are total risk, systematic risk, and
idiosyncratic risk (Chen et al. 2006; Pathan 2009). Total risk is calculated as the natural
logarithm of the standard deviation of daily stock returns for each fiscal year. Systematic
risk is measured by the regression coefficient of insurance firm return on the relevant market
index excess return. Idiosyncratic risk is computed annually as the standard deviation of
residuals obtained from regressing daily return observations on the Fama-French European
three factors.

The determinants of ERM, performance, and risk are summarized in the following
functional forms:

ERMit = f(Leverage, Opacity, Size Slack, Big Three, Big Four, Ind Div, Int Div)it,

yit = f(ERM, Size, Leverage, ROA, Revenue growth, Dividend, Ind Div, Int Div)it.

4. Data

We obtain data for European insurance firms from the Bloomberg and Factiva databases.
European insurance firms were identified using the global industry classification system
(GICS) provided via the Bloomberg database. The data set is from 1995 to 2018, and it
contains 80 firms headquartered in 20 different European countries.4

Figure 1 shows that the proportion of ERM engagement increased over time by
insurance firms in our sample, reaching 90% in 2018. We also hand collect data for some
variables from audited annual reports and use the Kenneth French data library. Table 1
provides variable definitions and reports the sources of data.

Descriptive Statistics

Table 2 reports the univariate statistics for the entire sample. ERM years account for
64.1% of the total firm years available in the data, indicating that most firms in the sample
have implemented ERM at some point during the sample period. We test for differences
in the mean and median between ERM adopting and non-adopting firms using the t-test
with unequal variances and the Wilcoxon rank-sum (R.S.) test. These tests show statistically
significant differences in Tobin’s Q, total risk, and idiosyncratic risk between non-ERM
adopting and adopting firms (ERM = 0 – ERM = 1) and across most variables used in
the analysis.
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Figure 1. ERM adopting firms.

Table 1. Variable description.

Variable Definition Source

ERM ERM = 1, Otherwise = 0. Annual reports, Bloomberg, and Factiva.

Tobin’s Q
(Market Cap + Total Liabilities + Preferred Equity + Minority
Interest)/Total Assets.

Bloomberg

Total risk
The annualized standard deviation of the relative price change
for the 360 most recent trading days closing price.

Bloomberg

Systematic risk
Beta is the percent change in the stock price given a 1% change
in the market index.

Bloomberg

Idiosyncratic risk
The annual standard deviations of residuals are estimated using
the daily Fama-French European 3-factor model.

Kenneth French library

Dividends 1 = for years the company has paid dividends, 0 = otherwise. Bloomberg
ERM Leverage Total Liabilities/Total Assets. Bloomberg
Q Leverage Total Liabilities/Market Value of Equity. Bloomberg
Opacity Total Intangible Assets/Total Assets. Bloomberg
Revenue Growth (Revenuet − Revenuet−1)/Revenuet−1. Bloomberg
ROA Trailing 12 Month Net Income/Book Value of Assets. Bloomberg
Size Natural Logarithm of Total Assets. Bloomberg
Slack Cash and Marketable Securities/Total Assets. Bloomberg

Big three (Ratings)
1 = for years the company is rated by one of the big three rating
agencies, 0 = otherwise.

Annual Reports

Big four (Audit)
1 = for years the company is audited by one of the big four
audit firms, 0 = otherwise.

Annual reports and Bloomberg

Industry Div. 1 = if the firm operates in more than 1 segment, 0 otherwise. Annual reports and Bloomberg
International Div. 1 = if firm has international operations, 0 otherwise. Annual reports and Bloomberg
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Table 2. Descriptive statistics.

Variable N Mean Median Std. Dev. Min Max t-Test R.S. Test

ERM 1369 0.641 1.000 0.480 0.000 1.000 - -
Tobin’s Q 1369 1.182 1.030 0.504 0.685 7.665 0.154 *** 0.050 ***
Total risk 1369 0.325 0.270 0.173 0.060 1.625 0.046 *** 0.050 ***
Systematic risk 1366 0.008 0.010 0.128 −2.769 1.832 −0.002 0.000
Idiosyncratic risk 1369 0.938 0.780 0.590 0.096 4.024 0.305 *** 0.190 ***
Dividends 1207 0.848 1.000 0.360 0.000 1.000 −0.111 *** 0.000 ***
ERM Leverage 1369 0.846 0.900 0.148 0.247 0.994 −0.068 *** −0.040 ***
Q Leverage 1369 13.154 7.740 20.163 0.078 147.219 −3.207 *** −3.730 ***
Opacity 1369 0.035 0.010 0.070 0.000 0.584 -0.006 −0.010 ***
Revenue growth 1369 0.177 0.050 0.881 −0.710 8.098 0.207 *** 0.050 ***
ROA 1369 0.019 0.010 0.048 −0.357 0.431 0.009 *** 0.000 ***
Size 1369 9.530 10.310 2.815 −0.984 13.875 −2.700 *** −2.110 ***
Slack 1369 0.061 0.030 0.105 0.000 0.769 0.043 *** 0.000
Big three (Ratings) 1369 0.522 1.000 0.500 0.000 1.000 −0.314 *** −1.000 ***
Big four (Audit) 1369 0.888 1.000 0.316 0.000 1.000 −0.221 *** 0.000 ***
Industry Div. 1369 0.970 1.000 0.171 0.000 1.000 −0.017 * 0.000 *
International Div. 1369 0.768 1.000 0.422 0.000 1.000 −0.264 *** 0.000 ***

Note: ***, **, * denote the statistical significance at the 1%, 5%, 10% levels, respectively.

On average, ERM adopters in our sample have lower Tobin’s Q, total risk, and id-
iosyncratic risk than non-adopters. While differences in the results of these univariate tests
are pronounced, these results do not account for other factors that impact performance
or risk. Moreover, estimates show that 52.2% of firms with an ERM program are rated
by one of the three biggest rating agencies, and 88.8% are audited by one of the big four
auditing firms. In addition, approximately 97% of the firms provide insurance products
across various industries, and 76.8% operate internationally across different markets.

Table 3 presents Pearson’s correlation matrix for all the variables. Overall, these
correlations are weak to moderate. We computed the variance inflation factors for the
independent variables and found no evidence of multicollinearity in the data.5 Tobin’s Q,
total risk, and idiosyncratic risk negatively correlate with ERM, whereas the correlation
between ERM and systematic risk is positive. The correlation between firm-level variables
and ERM shows mixed signs. However, there is a positive correlation between variables
that proxy for external monitoring agents and diversification with ERM. These correlations
are pairwise, and therefore their signs do not account for the impact of other variables.
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Table 3. Pearson Correlation Coefficients.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

1. ERM 1.000
2. Tobin’s Q −0.147 1.000
3. Total risk −0.129 −0.078 1.000
4. Systematic risk 0.008 −0.005 0.003 1.000
5. Idiosyncratic risk −0.248 0.159 0.157 0.005 1.000
6. Dividends 0.141 −0.016 −0.197 −0.021 −0.313 1.000
7. ERM Leverage 0.221 −0.472 0.002 −0.002 −0.322 0.059 1.000
8. Q Leverage 0.076 −0.176 0.152 −0.083 −0.005 −0.090 0.376 1.000
9. Opacity 0.038 0.319 −0.103 −0.004 0.012 0.046 −0.335 −0.193 1.000
10. Revenue growth −0.113 0.033 0.167 0.004 0.135 −0.082 −0.145 −0.020 0.030 1.000
11. ROA −0.093 0.566 −0.155 −0.014 0.099 0.115 −0.586 −0.243 0.200 0.026 1.000
12. Size 0.460 −0.421 −0.176 0.005 −0.496 0.253 0.568 0.163 −0.215 −0.137 −0.261 1.000
13. Slack −0.198 0.517 0.069 0.001 0.264 −0.067 −0.517 −0.189 0.241 0.055 0.383 −0.470 1.000
14. Big three (Ratings) 0.302 −0.216 −0.079 −0.029 −0.162 0.184 0.243 0.162 −0.050 −0.080 −0.140 0.524 −0.188 1.000
15. Big four (Audit) 0.336 −0.212 −0.147 −0.004 −0.420 0.294 0.356 0.105 −0.080 −0.091 −0.164 0.560 −0.290 0.220 1.000
16. Industry Div. 0.047 −0.043 −0.139 −0.002 −0.224 0.137 −0.057 −0.002 −0.020 −0.112 0.075 0.188 −0.061 0.175 0.155 1.000
17. International Div. 0.300 −0.256 −0.093 0.030 −0.441 0.303 0.325 0.065 −0.023 −0.115 −0.175 0.476 −0.341 0.276 0.336 0.066 1.000
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5. Main Results

We begin with estimating a logistic regression to examine the determinants of ERM
for insurance firms in our sample and report the results in Table 4. These results show
that the coefficient of leverage is statistically significant and negative, indicating that firms
adopting ERM reduce their leverage to reduce the likelihood of default.

Table 4. Logistic Regression ERM determinants.

Variable ERM

ERM Leverage −5.636 **
(2.527)

Opacity 12.452 ***
(4.284)

Size 2.308 ***
(0.275)

Slack −1.478
(3.334)

Big three (Ratings) 2.646 ***
(0.604)

Big four (Audit) 1.371 **
(0.595)

Industry Div. −0.302
(1.111)

International Div. 0.862
(0.920)

Constant −19.584 ***
(2.979)

Number of Obs. 1369
Number of Clusters (Firms) 80
Wald test (Chi-squared) 126.33 ***

Note: ***, **, * denote the statistical significance at the 1%, 5%, 10% significance levels; robust standard errors are
reported below parameter estimates in parentheses.

Firms with more opaque assets are more likely to adopt ERM. Implementing ERM
increases the firms’ ability to better assess their own risk profile, which may reduce infor-
mation asymmetry between the firm and its stakeholders. This is likely when firms attempt
to improve risk management to reduce the likelihood of financial distress. As expected,
larger firms are more likely to engage in ERM. These firms have more resources to adopt
an enterprise-wide risk management program to mitigate risks and address continuously
evolving directives that regulate the insurance industry and the continuously changing risk
environment. Consistent with Hoyt and Liebenberg (2011), firms rated by one of the big
three rating agencies are more likely to engage in ERM. The results also show that hiring
one of the big four auditing firms positively correlates with ERM. Beasley et al. (2005)
explain that firms that employ high-quality auditors are more likely to commit to an inte-
grated risk management framework, provided that it will be reflected in annual reviews.
ERM engagement signals the firm’s commitment to improving risk management systems
to external monitoring agents, which would be reflected positively in their financial review.
Lastly, the Wald test indicates that the coefficients are simultaneously different from zero.

Next, we estimate a full maximum likelihood treatment effects model that addresses
the endogeneity bias, explained in Section 3. The results are reported in Table 5. The most
important result is that ERM adopters are valued 53.4% higher than non-adopters.

Regarding the control variables, results show a negative relationship between size
and performance. Larger insurers have greater bureaucracies and may face more complex
agency problems (Lechner and Gatzert 2018), negatively impacting firm value. Consistent
with Hoyt and Liebenberg (2011), ROA is positively associated with Tobin’s Q.
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Table 5. Full maximum likelihood treatment effects model—Tobin’s Q.

Variable Tobin’s Q ERM

ERM 0.534 ***
(0.101)

Dividends −0.014
(0.054)

ERM Leverage −0.221
(1.036)

Q Leverage 0.00004
(0.001)

Opacity 3.778 ***
(1.185)

Revenue growth −0.014
(0.014)

ROA 5.768 ***
(1.315)

Size −0.084 *** 0.170 ***
(0.019) (0.049)

Slack 0.706
(0.855)

Big three (Ratings) 0.209
(0.128)

Big four (Audit) 0.850 ***
(0.288)

Industry Div. −0.145 −0.406
(0.205) (0.631)

International Div. −0.105 0.215
(0.082) (0.229)

Constant 1.756 *** −1.902 *
(0.243) (0.995)

Number of Obs. 1207
Number of Clusters (Firms) 77
Wald test (Chi-squared) 58.60 ***
Wald test of indep. equations 17.23 ***

Note: ***, **, * denote statistical significance at the 1%, 5%, 10% significance levels; robust standard errors are
reported below parameter estimates in parentheses.

Concerning the ERM equation, the results show that firm size, opacity, and being
audited by one of the big four audit firms remain significant determinants of ERM adoption.
The Wald test for independent equations rejects the null hypothesis that residuals from
Equations (2) and (3) are uncorrelated and support their joint estimation.

Next, we report results using a full maximum likelihood treatment effects model to
assess the relationship between adopting ERM and the total risk measure in Table 6.

These results show that ERM engagement is effective in reducing a firm’s total risk
by 28%. Dividend payment events are negatively associated with total risk. This result
is consistent with the risk reduction hypothesis (Grullon et al. 2002; Von Eije et al. 2014;
Tripathy et al. 2021), suggesting that firms use these events to convey information to market
participants about the reduction in their riskiness. Leverage, however, amplifies total risk.
Evidence in the literature indicates that taking on leverage increases the probability of
financial distress (Pagach and Warr 2011). In addition, although weakly significant, size is
positively associated with total risk. Larger firms engage in complex resource administra-
tion and management to enable ERM (Beasley et al. 2005; Nocco and Stulz 2006). These
firms face significant uncertainties (Altuntas et al. 2011) and, more importantly, experience
volatile cash flows (Pagach and Warr 2011), which in turn will be reflected in stock price
volatility. The results also show that insurers benefit from industry diversification. Industry
diversification may yield better outcomes from economies of scope, with higher diversi-
fication leading to a decrease in operational and financial risks (Pagach and Warr 2011).
However, international diversification increases firm total risk, possibly due to a higher
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number and complexity of risks and the need to comply with different national regulatory
requirements (Hoyt and Liebenberg 2011). Reeb et al. (1998) argue that firms with foreign
sales have higher systematic risk. These firms tend to have higher cash flow volatilities
from international activities that are not offset adequately by diversification benefits. The
Wald test for independent equations rejects the null hypothesis that the residuals from
Equations (2) and (3) are uncorrelated and supports their joint estimation.

Table 6. Full maximum likelihood treatment effects model—Total Risk.

Variable Total Risk ERM

ERM −0.280 ***
(0.033)

Dividends −0.051 **
(0.020)

ERM Leverage −0.782
(0.554)

Q Leverage 0.001 ***
(0.0004)

Opacity 2.243 **
(1.090)

Revenue growth 0.013
(0.010)

ROA −0.224
(0.200)

Size 0.009 * 0.184 ***
(0.005) (0.045)

Slack −0.794
(0.736)

Big three (Ratings) 0.135
(0.116)

Big four (Audit) 0.609 **
(0.277)

Industry Div. −0.133 ** −0.461
(0.067) (0.359)

International Div. 0.057 * 0.173
(0.031) (0.202)

Constant 0.543 *** −1.005 *
(0.057) (0.606)

Number of Obs. 1207
Number of Clusters (Firms) 77
Wald test (Chi-squared) 179.19 ***
Wald test of indep. equations 42.44 ***

Note: ***, **, * denote statistical significance at the 1%, 5%, 10% significance levels; robust standard errors are
reported below parameter estimates in parentheses.

We extend the analysis to quantify the effect of ERM adoption on systematic and
idiosyncratic risks and report the results in Table 7. The results reported in Panel A show
that ERM engagement reduces systematic risk by 16.5%. Similar to the results from Table 6,
we find a positive association between size and systematic risk. However, leverage is
negatively related to systematic risk. Previous studies have not investigated the relation-
ship between leverage and systematic risk directly; however, Berry-Stölzle and Xu (2018)
suggest that ERM adoption reduces a firm’s cost of capital, thus decreasing systematic risk.

Results reported in Panel B of Table 7 show that ERM adoption effectively reduces
exposure to idiosyncratic risk by 74.3%. Dividend payment events are negatively associated
with idiosyncratic risk, which is consistent with the signaling argument discussed above.
The results also show that international diversification reduces idiosyncratic risk, which is
consistent with rational expectations. Firms may face a higher number of risks and more
complex risks (Hoyt and Liebenberg 2011); however, compliance with various national
regulations may improve their ability to manage their risk. Opacity and size are significant
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determinants of ERM engagement in the estimates of the treatment effects model for both
systematic and idiosyncratic risk, whereas audit appears to be a significant determinant in
the latter. The Wald test supports the joint estimation of the risk and ERM equations.

Table 7. Full maximum likelihood treatment effects model—Systematic and idiosyncratic risks.

Panel A Panel B

Variable Systematic Risk ERM Idiosyncratic Risk ERM

ERM −0.165 ** −0.743 ***
(0.069) (0.151)

Dividends −0.010 −0.203 ***
(0.009) (0.076)

ERM Leverage −0.390 0.924
(0.560) (1.119)

Q Leverage −0.0006 ** 0.003
(0.0003) (0.002)

Opacity 1.724 ** 4.384 ***
(0.849) (1.375)

Revenue growth 0.0004 −0.024
(0.001) (0.022)

ROA −0.086 −0.230
(0.073) (1.416)

Size 0.010 ** 0.149 *** −0.016 0.128 ***
(0.005) (0.038) (0.022) (0.045)

Slack −0.602 −1.091
(0.670) (0.760)

Big three (Ratings) 0.225 −0.061
(0.146) (0.170)

Big four (Audit) 0.362 1.006 ***
(0.243) (0.260)

Industry Div. −0.011 −0.419 −0.385 −0.405
(0.029) (0.384) (0.323) (0.337)

International Div. 0.030 0.191 −0.241 ** 0.207
(0.018) (0.212) (0.122) (0.242)

Constant 0.030 −0.849 2.289 *** −2.304 **
(0.030) (0.607) (0.402) (1.021)

Number of Obs. 1207 1207
Number of Clusters (Firms) 77 77
Wald test (Chi-squared) 12.15 60.77 ***
Wald test of indep. equations 4.95 ** 28.72 ***

Note: ***, **, * denote statistical significance at the 1%, 5%, 10% significance levels; robust standard errors are reported below parameter
estimates in parentheses.

Overall, we find that ERM adoption leads to value creation for insurance firms in our
sample, which is realized by improved performance and reduced risks as indicated by the
market-based variables used in our analysis.

6. Conclusions

This paper examines the impact of adopting ERM on European publicly listed insur-
ance firms’ performance and risks using a 24-year long dataset. We identify firms that adopt
ERM using a text search method proposed by Hoyt and Liebenberg (2011). Using logistic
regression, we find that the determinants of ERM adoption in our sample include firm
financial variables such as leverage, opacity, and size and variables that identify leading
monitoring agents who provide credit ratings and auditing services.

Our assessment of the impact of ERM adoption on firm performance and risks re-
lies on using the full maximum likelihood treatment effects model, which addresses the
endogeneity bias arising from variables affecting ERM adoption and performance (or
risks) simultaneously. We summarize our contributions as follows: First, we report a
new result that identifies, for our sample, a significant value premium for ERM adopters.
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Second, we show that adopting ERM reduces firm total risk significantly. This result holds
for systematic and idiosyncratic risks. These findings are new, and they complement
existing results in relevant ERM studies that have considered other risks such as default
risk, earnings volatility, and solvency (Altuntas et al. 2011; Berry-Stölzle and Xu 2018;
Pagach and Warr 2011; Nguyen and Vo 2020).

The reported effects of ERM adoption by publicly listed insurance firms in our sample
have important implications for policymakers and regulators concerned about the financial
health and stability of the insurance industry. Adopting ERM programs by insurance firms
provides another corporate governance mechanism that improves firm value and reduces
risks. Our findings lead us to recommend the adoption of effective ERM programs which
may facilitate the application of Solvency 2 standards and, in particular, selected provisions
set for Pillar 2, which focus in part on risk governance and setting up processes that enable
the firm’s own risk and solvency assessment (OSRA). In addition, ERM adoption may add
value to the role of monitoring agents, and this appeals to investors in insurance firms
as our results have shown that these firms have realized, on average, significant value
premiums and reduced risks (total risk, systematic, and idiosyncratic risks).

We note, however, that we have only considered publicly listed insurance firms due to
data limitations. Several firms operating in the insurance industry in Europe are not listed
on stock exchanges. For example, Nguyen and Vo (2020) indicate that many insurance firms
in France are mutual corporations that are not publicly listed. Hence, considering non-listed
insurance firms together with listed firms provides a more comprehensive assessment for
the insurance industry and forms the basis of a potential extension for this paper.
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Notes

1 The dataset covers a long period (1995–2018) relative to other studies. During this period several directives and regulations
have been issued across European countries and have impacted risk management systems in European insurance firms.
Pradier and Chneiweiss (2017) document various directives and regulations that have impacted the evolution of the insurance
industry in Europe since the 1970s. More recently, the European Parliament and the Council agreed that the Solvency II Directive
(including the amendments introduced by Omnibus II) should apply as of 1 January 2016.

2 McShane et al. (2011) discuss the differences between TRM and ERM. The former is silo-based and uncoordinated focusing
mainly on financial risk, whereas the latter is broader and includes operational and strategic risks besides financial risks.

3 The terms we search for include: ‘chief risk officer’, ‘risk management director’, ‘enterprise risk management’, ‘holistic risk
management’, ‘strategic risk management’, ‘risk committee’, ‘risk’ and various other synonyms including: ‘enterprise-wide
risk management’, ‘integrated risk management’, ‘firm-wide risk management’, ‘group risk management’, ‘comprehensive risk
management’, ‘risk coordinator’, ‘risk manager’, ‘COSO’, ‘ORSA’ and ‘integrated framework’ and other.

4 Insurance firms in this sample are headquartered in Austria, Belgium, Cyprus, Denmark, Finland, France, Germany, the United
Kingdom, Greece, Iceland, Ireland, Isle of Man, Italy, Luxembourg, Malta, Netherlands, Norway, Spain, Sweden, and Switzerland.
Firms are included in the dataset if they have four years or more of data.

5 Estimates of the variance inflation factor for independent variables are lower than 10.
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Abstract: In this study, we explore the emerging derisking phenomenon by identifying and analysing
the main factors that are affected by, and the implications of, the derisking process by focusing on the
key drivers and implications of derisking specific to Malta. To do this, we carried out 32 interviews
with individuals who have a good or excellent level of expertise in derisking and administered a
survey, completed by 296 participants who were filtered to ensure their level of expertise, resulting
in 285 valid participant surveys. In total, between the interviews and the survey, we had 317 valid
participants. Findings showed that to maximise the effectiveness of derisking, one needs to find the
right balance of adequately managing risks without extinguishing business needs. This implies a
need for the regulations to be balanced and proportionate. This study is a relevant contributor to
future derisking to be conducted in Malta and serves as a benchmark for further studies. Moreover,
this research project accentuates the need for increased awareness, knowledge and expertise of
derisking in Malta. Consequently, the provision of education to professionals is important so that
such professionals are able to keep abreast with all the latest developments regarding derisking and
AML/CFT (antimoney laundering and combatting the financing of terrorism).

Keywords: derisking; drivers and implications of derisking; risk management; antimoney
laundering (AML); combatting the financing of terrorism (CFT); financial services; Malta; small EU
state; proportionality

1. Introduction

The implementation of a derisking strategy is a recent trend; many banks and financial institutions
worldwide are undertaking derisking to simplify their business models, minimise their risk exposures
and to comply with the increasing AML/CFT (antimoney laundering and combatting the financing of
terrorism) regulations. Other key driving factors, which have led to many banks around the world
opting for derisking, include a steady increase in costs necessary to ensure compliance with AML/CFT
regulations, rising fines and penalties imposed for noncompliance and the lower profitability of certain
customer bases.

Derisking is a process which involves the closure of the bank accounts of, and/or the termination
of relationships with, clients categorised as being high risk after considering the risk appetite of the
organisation (Durner and Shetret 2015). Nisar (2016) provides some examples of these types of clients,
which can include money service businesses (MSBs), correspondent banks, embassies, international
charities, nonprofit organisations (NPOs) and multinational corporations (MNCs). Derisking can
be carried out in two ways: (1) Wholesale derisking involves the derisking of an entire category of
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customers (known as a customer base) or a particular sector. Examples of sectors which are often
subject to wholesale derisking are MSBs, NPOs, charities and the defence sector (Durner and Shetret
2015). Alternatively, (2) derisking on a case-by-case basis is when a bank first considers the attributes
of an individual customer and the relationship the bank has with such a customer, and then carries
out a customer risk assessment. Based on all the information obtained, the bank finally decides on
whether or not to carry out derisking (Artingstall et al. 2016).

Moreover, as part of their derisking strategy, banks and other financial institutions may also
decide to limit the range of financial services they are willing to provide to these types of clients (Haley
2017). However, although it is thought that by engaging in derisking and terminating relationships
with the so-classified high-risk clients, banks and other financial institutions are able to minimise
their risk exposures, this has significant negative repercussions on clients and such clients will end up
bankless, ultimately leading to increased financial exclusion (Durner and Shetret 2015).

Haley (2017) mentions three main forms of derisking:

1. When banks and other financial institutions decide to close the bank accounts of certain individuals
or firms or when banks and other financial institutions opt not to open bank accounts for these
individuals or firms in the first place. This form of derisking is also known as debanking. The costs
arising from this type of derisking are largely borne by the individuals. Furthermore, these costs
are usually only limited to restricting financial integration and do not represent a systemic risk.
This holds true assuming that domestic banks are able to provide services for transactions that
are not cross-border in nature.

2. When banks and other financial institutions restrict or completely withdraw services from money
service businesses (MSBs; Haley 2018). MSBs are nonbank institutions that offer a variety of
financial services at a much lower cost when compared to traditional banking institutions (Durner
and Shetret 2015). Some of the services that MSBs provide include the transmission of money,
currency exchange and the checking of cheques (Durner and Shetret 2015). One of the most
noteworthy types of MSBs is money transfer organisations (MTOs). These are defined as financial
companies, typically not banks, that are involved in the crossborder transfer of funds (IMF
2008, 2012). When it comes to the transfer of funds, MTOs can either use their own internal
systems or access “crossborder banking networks” (IMF 2008, p. 9). MTOs provide services
which are vital when it comes to the efficient transferring of remittances worldwide. Therefore,
if MTOs are derisked, this implies that other informal channels for the transferring of funds
will emerge. These informal channels may open pathways for money laundering and financing
of terrorism, thus posing a significant risk to efforts being made regarding AML/CFT (antimoney
laundering/combatting the financing of terrorism; Haley 2017).

3. The loss of correspondent banking relationships (CBRs; Haley 2018). These are an arrangement
under which one bank (correspondent) holds deposits owned by other banks (respondents) and
provides payment and other services to those respondent banks (CPMI 2003, p. 16). Essentially,
in a CBR, domestic banks hold accounts in large international banks, and, in turn, such large
international banks will provide access to a global payment and settlement system. As a result,
if CBRs are severed, domestic banks will be unable to process payments and provide services
to their clients. This represents a potential systemic risk and could lead to an inefficient global
payment system (Haley 2017).

2. Rationale for the Study

Over the past few years, the derisking practice has also gained popularity in Malta, and, in fact,
there are quite a few domestic and international banks operating in Malta that have engaged in, or are
in the process of engaging in, derisking.

Given that at present, very limited research regarding the implications of derisking vis-à-vis the
Maltese scenario has been carried out, this implies the need for such a study. This study fills such a
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gap by identifying and subsequently laying out the analysis of the factors that are affected by, and
more importantly, the drivers and implications of, the derisking process.

Although we herein highlight the main drivers of the derisking process in a small EU state and
island, as suggested by various researchers such as Bezzina et al. (2014), Briguglio (1995), and King
(1993), given the jurisdiction’s size and nature, the results can be used as small-scale laboratory test
findings for more complex politics, regulations and policies of larger countries. Therefore, the findings
of this study are of significance to international policymakers, regulators and governments.

3. The Objective and Research Questions of the Study

The researcher has one primary objective: to identify and analyse the implications that are affected
by the derisking process. Moreover, underpinning this objective are two research questions:

RQ1: What are the main implication variables of a derisking strategy within the context of Malta?
RQ2: What are the key effects of derisking with regards to the Maltese scenario?
In doing this, we also check whether the drivers differ with the different demographics.
The aim is to understand what the implications variables are, which should be looked at when

carrying out a derisking strategy, that is, a checklist to help risk managers develop a risk matrix and
measure the implications of derisking as one single qualitative or quantitative value. This can also
serve as a tool for policymakers.

4. Why Was Malta Chosen as the Focal Point of This Study?

As noted above, over the years, many leading and well-known researchers such as King (1993),
Briguglio (1995), Baldacchino (2006), Bezzina et al. (2014), and Xuereb et al. (2019) have made use of
small island states like Malta in order to understand the complex financial environments, dynamics,
politics, policies and regulations of larger countries (Xuereb et al. 2019). Therefore, small island states
are utilised as laboratories on a smaller scale (Xuereb et al. 2019; Pirotta 2001).

Moreover, the principle of proportionality is of utmost importance to ensure that smaller states
still have a voice. Proportionality means that the EU should only take the action that is necessary to
achieve its aims. This principle is set out in Treaty 5 of the EU under Article 5. In reality, when it comes
to the EU’s decision-making process, it is usually the larger states that have more prominence and are
able to influence the outcome of final decisions. Therefore, in practice, the concept of proportionality is
not always adhered to and is not effectively managed (Xuereb et al. 2019). Adopting an approach which
is proportional involves taking into account the size, nature, systemic importance, complexity and
risk profile of the stakeholders involved and the services being offered. Therefore, it is important that
regulations are tailored according to such requirements. This leads to lower costs related to compliance
and a decreased regulatory burden for smaller and less complex organisations that might otherwise
experience an undue reduction in their competitiveness. Consequently, this study is of significant
importance as it gives smaller states the opportunity to have a much-needed voice and allows further
understanding to be obtained regarding the implications of derisking vis-à-vis smaller jurisdictions
(Xuereb et al. 2019; Lautenschläger 2017; Grima et al. 2016).

5. Literature

5.1. The International De-Risking Landscape

5.1.1. Traditional Risk Management

The traditional risk management approach used reactive models, defined as a managerial process,
an administrative process or a decision-making process of planning, organizing, leading, and controlling
the organization’s activities to lower the adverse effects of any accidental losses that a firm might incur.
It was more of a reporting and monitoring function.
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It is a risk-based approach, which places responsibility on various departments and business
units and the focus is on pure risk (hazard risk where the consequences may or may not be losses) and
refers to individual risks as though they do not interact with each other. Therefore, this approach does
not align with the risk management needs of an organisation since risks should be treated as a whole
(taking into consideration the direct and indirect effects). The result is, therefore, unsatisfactory due to
different types of risks being managed and treated independently. This fragmented approach to risk
cannot work within an aggregated approach to risk throughout an organisation (Head 1973).

The complexity, volatility and unpredictability of the current economic and social environment are
a constant reminder of the many risks we need to face to reach objectives. The traditional approach is,
therefore, no longer sufficient, and it is necessary for today’s companies to invest significant resources
to identify, measure and manage risks and ensure longevity. The risk management approach has a
major role in an organisation’s ability to avoid, reduce and turn risks into opportunities.

5.1.2. The Context of Derisking

Over the past years, regulatory scrutiny in the global financial services sector has significantly
increased, especially regarding financial crime and AML/CFT regulation (Badour et al. 2017).
The reaction of banks and other financial institutions to this new regulatory environment was
to strengthen and invest more in their compliance and risk management functions (Badour et al.
2017). As costs associated with regulation and compliance continued to increase, some banks and
other financial institutions started carrying out cost–benefit analyses with regards to certain activities
and operations they carry out. Such banks and other financial institutions found that in some cases,
it is more beneficial to stop servicing certain customer segments and/or to exit specific product lines
(Badour et al. 2017).

In the current global landscape which comprises different actors concerned with derisking, there
are many of such actors (e.g., the G20) that view this phenomenon as being an issue that is related to
financial stability (HSC and ECNL 2018). This is because derisking has a considerable impact on CBRs,
which may, consequently, negatively impact trade financing and economic development. Other actors
such as the World Bank believe that derisking is broader in scope and may even affect financial integrity
and inclusion (HSC and ECNL 2018). It is important that banks and other financial institutions do
not only aim to safeguard their margins but also act as “good global citizens [by] providing a public
service” (HSC and ECNL 2018, p. 12).

On the other hand, according to regulatory framework architects, derisking is not the result of
stricter AML/CFT regulations, but principally, the result of banks and other financial institutions not
properly applying and/or misinterpreting the requirements related to AML/CFT. At the same time,
such banks and financial institutions complain that clean money is disappearing into banking channels
that are unregulated (HSC and ECNL 2018).

5.1.3. The Political Landscape

Long-established political concerns with regards to financial crime and terrorism collide with an
increased demand for regulation that creates “legal, political and operational imperatives that result in
derisking” (HSC and ECNL 2018, p. 13).

The pressure of ever-increasing international policy responses when it comes to financial crime
and terrorism has transformed how the global financial system works and operates (HSC and ECNL
2018). In the 1980s, international architecture regarding the surveillance and control of customers was
introduced. Following this was the establishment of enforcement mechanisms, which mainly comprise
of economic and financial sanctions. As a result, financial services providers are now also being held
responsible for monitoring activities that are carried out by their customers (HSC and ECNL 2018).

The Financial Action Task Force (FATF) is one of the most important and powerful international
organisations with respect to derisking. The FATF was established in 1989 by the G7 countries with the
primary aim of developing a framework to combat money laundering that could be applied on an
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international level. Upon its inception, this organisation imposed obligations on three levels (HSC and
ECNL 2018):

1. Firstly, financial services providers had to start conducting due diligence and identifying customers
engaging in illicit activities.

2. On a domestic level, states had to start investigating suspicious transactions and financial crime.
3. Finally, on an international level, cross-border cooperation with respect to financial crime

investigations and the freezing of assets of individuals involved in such financial crimes
were encouraged.

Following the September 11 attacks in 2001, the mandate of the FATF was broadened in scope
to include the combatting of the financing of terrorism so as to stop money from reaching terrorist
organisations. Here, the ultimate aim is that of increasing peace and security on a global scale (HSC and
ECNL 2018). The FATF also has the power to ensure that countries implement their recommendations.
Countries that do not comply are blacklisted from the global financial system until they achieve full
compliance once again (HSC and ECNL 2018).

The logic behind the transformation that the FATF underwent over the years can also be applied
to the AML/CFT framework, which focuses on areas of failure and does not take into account other
concerns such as human rights and accountability (HSC and ECNL 2018). The unintended spill-offs of
this approach, such as derisking, are oftentimes tolerated and not questioned. It is only when derisking
leads to funds being pushed into shadow banking channels that it starts becoming a concern for many
prominent stakeholders (HSC and ECNL 2018).

5.1.4. The Regulatory Landscape

To minimise the risk of noncompliance, the banking and financial services sectors have opted to
internalise AML/CFT regulations and are regulated both statutorily and on a “self-regulation” basis.
Individually, banks have also developed numerous internal mechanisms to ensure compliance and
mitigate risk (HSC and ECNL 2018).

The role of central banks is to make sure that AML/CFT regulations that have been incorporated
into the banking regulatory framework are actually applied in practice (HSC and ECNL 2018). “Breaches
of sanctions regimes or failures to conduct proper due diligence” (HSC and ECNL 2018, p. 16) can
lead to the imposition of fines and even the threat of criminal prosecution. In this regard, the biggest
driver of derisking is not the cost of financial penalties, but the enforcement actions’ reputational costs
if the banks involved are allegedly found to be colluding with terrorist groups or organised criminals
(HSC and ECNL 2018). Consequently, banks are revising their risk appetites and implementing more
widespread derisking (HSC and ECNL 2018).

The internal compliance mechanisms that banks are introducing to avoid the risks and fines
for not being compliant are usually developed by individual third-party financial services providers
(HSC and ECNL 2018). Therefore, determining whether individual clients or entire business segments
are perceived as being high-risk is a commercial decision based on the algorithmic decision-making
of a third-party actor and not on an impartial and objective risk assessment (HSC and ECNL 2018).
The industry that provides such compliance services has thus normalised the derisking process (HSC
and ECNL 2018).

When it comes to derisking, it is important that relevant stakeholders take into consideration not
only certain risk management tools that are provided by the industry (HSC and ECNL 2018), but also
the “political economy of the compliance sector” (HSC and ECNL 2018, p. 16).

Derisking is not always a rational process based on sound cost–benefit analyses. It can be “the
result of (highly politicised) processes predicated on the creation of ‘suspect communities’ to maintain
an adequate supply of risk to be managed” (HSC and ECNL 2018, p. 17). This is not an appropriate
baseline for the prevention of financial crime and terrorism and leads to statutory regulation not being
applied on a proportionate basis (HSC and ECNL 2018).
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5.1.5. The Relationship between Money Laundering, Corruption and Bribery

Money laundering and corruption are two serious offences which are very much linked to one
another. The prevalence of money laundering in any particular country is a clear indicator that
corruption is also prevalent and vice versa (Mugarura 2016). The ideal environment in which money
laundering and corruption thrive is one which is characterised by a lack of adequate oversight by
regulatory authorities, bad governance and weak laws and regulations (Mugarura 2016).

One very common type of corruption is bribery. The underlying objective of bribery is to influence
the opinions and/or behaviour of certain individuals such as public officials. Bribes often entail gifts
and rewards; however, they are not always monetary in value. One example of a nonmonetary bribe
is hospitality. The prevalence of bribery within a particular country leads to both short-term and
long-term economic and reputational damage (Clark 2019; Consiglio and Grima 2012).

Since money laundering and corruption are intertwined, it is important that countries not only
introduce anticorruption policies but also adopt robust AML strategies and make sure that such
strategies are effectively implemented and enforced. Proper enforcement of AML strategies helps to
hold corrupt public officials accountable for their actions (Mugarura 2016).

The manifestation of money and corruption hinders the ability of individual countries to pursue
development goals on a national level and also facilitates crimes such as human, drug and small arms
trafficking, terrorism financing, as well as prostitution (Mugarura 2016).

Corruption and bribery are often mistaken for one another or used interchangeably since their
meanings are very similar. However, to prevent, manage and mitigate the problems they cause, it is
important to understand the differences between them.

Corruption is defined as any actions by a person in a high position to take an unfair advantage,
usually for personal gain. This is the abuse by persons with entrusted power for private gain, which
can be of any size, commercial or political.

Bribery, on the other hand, is a type of corruption. An example is offering gifts to individuals so
as to influence their opinions or behaviour (Consiglio and Grima 2012).

5.1.6. A Sustainable Model for AML in the United Nations Development Goals

In 2015, all the member states of the United Nations (UN) adopted 17 sustainable development
goals (SDGs) that focus on tackling a number of prominent issues faced by all countries around the
world. Since money laundering destabilises domestic economies, it needs to be scaled down so that
such SDGs can then be achieved (Dobrowolski and Sulkowski 2019).

According to Dobrowolski and Sulkowski (2019), money laundering “distorts the efficient and
effective outcomes of economic activities and serves as a catalyst for other types of crime, including
corruption, fraud, drug trafficking, and terrorism” (p. 1). Therefore, money laundering can have a
crippling effect on economies worldwide and leads to distorted international finances. Furthermore,
money laundering significantly decreases integrity, in turn leading to reduced transparency and
accountability. Ultimately, this results in higher levels of public mistrust, adversely impacting global
markets and stifling innovation and development (Dobrowolski and Sulkowski 2019).

Supreme audit institutions (SAIs) have the power and capacity to audit, investigate and evaluate
AML systems and antimoney laundering organisations (AMLOs) to assess whether such systems
and organisations are effectively fulfilling their obligations and tasks. In addition, SAIs have the
responsibility of providing decision-makers and governments with accurate and reliable information,
which allows them to establish AML systems which are efficient and effective. Therefore, SAIs
promote good governance. Notwithstanding, the capacity of SAIs is sometimes limited due to
a lack of standards and guidelines regarding the auditing of AML systems and organisations
(Dobrowolski and Sulkowski 2019).

To combat money laundering in an effective manner, Dobrowolski and Sulkowski (2019) proposed
the use of the MAMA (multiple antimoney laundering activity) model as a universal framework of
AML and an assessment tool for auditors. This model is beneficial because it can assist all types of
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organisations from all countries around the world. Moreover, this model allows different organisations
to compare their different AML systems, meaning that benchmarks can be established (Dobrowolski
and Sulkowski 2019). The MAMA model consists of 8 criteria (Dobrowolski and Sulkowski 2019):

• Five of these criteria are “enablers” that focus on the core functions of AMLOs—(1) leadership,
(2) people, (3) policy and strategy, (4) partnership and resources, and (5) processes.

• The other three criteria are “results” that focus on the achievements of AMLOs—(1) employee
results, (2) institutional stakeholders results, and (3) society results.

5.2. The Drivers of Derisking

When analysing the driving factors of the derisking process, it is imperative to take into account
recent developments in the spheres of banking and regulation (Artingstall et al. 2016). The approach
being adopted regarding risk is changing as the priority for banks and other financial institutions is to
decrease their costs. Furthermore, banks and financial institutions aim to reduce risk-weighted assets
and slim down their business in order to lower their risk profiles (Artingstall et al. 2016).

The derisking process is driven by an amalgamation of factors such as the ever-increasing AML/CFT
regulations, higher compliance costs, more stringent and demanding prudential requirements, increased
risk management controls and low profitability of certain business areas (Langthaler and Niño 2017).

To facilitate comprehension, these aforementioned drivers of derisking and other factors are going
to be grouped under specific subheadings and explained in more detail in the following pages.

5.3. Decreasing Risk Appetites

In response to the 2008 global financial crisis, many banks started scaling back their risk appetites
and adopting a risk-based approach (RBA) to AML/CFT. By adopting an RBA to AML/CFT, banks
reduced the extent to which the services they provide to customers can be abused for the purpose
of financial crime. This is done by such banks discontinuing relationships that they believe present
too high a risk of this abuse (Artingstall et al. 2016). The reduction in the risk appetites of banks and
other financial institutions has led to more widespread derisking of clients that do not fall within such
decreased risk appetites.

The exiting of relationships with customers perceived as presenting the highest risk helps minimise
counterparty risk. Consequently, banks can improve their risk profile and ensure compliance with
the RBA to AML/CFT regulations, which many regulators advocate in favour of (Badour et al. 2017).
Furthermore, it is beneficial for banks to have strong practices associated with risk management in place
as this leads to reduced regulatory risk and a lower likelihood of regulatory action (Badour et al. 2017).

It is paramount that any organisation determines its level of risk appetite as this ensures that
effective decisions are taken when determining strategies to manage risk by, for example, transferring
or accepting part of or the whole risk and determining which tools to utilise when doing this. ISO 31000
defines risk management as being “the amount and type of risk that an organisation is willing to
pursue or retain” (ISO 2009). Such risk is pursued and retained so that the organisation’s strategic
objectives can be achieved (Alix et al. 2015; Bromiley et al. 2015; Lamanda and Voneki 2015; as cited
in Zhang 2016). In the context of derisking, banks and other financial institutions usually derisk the
clients that are deemed to be too high-risk (in the light of the appetite of the shareholders, transmitted
through the board of directors) and fall outside of their risk appetite. Moreover, the implementation of
proper risk mitigation strategies decreases the adverse effects of risks that an organisation is exposed to.

Risk appetite is sometimes also defined as that amount of financial crime residual risk that a bank
or financial institution is willing to have onboard and the view of how efficiently and effectively it can
manage such risks (Artingstall et al. 2016). Risk management involves two complementary types of
mitigation—enhanced due diligence and continuous monitoring. Beyond such mitigation strategies,
interventions will then involve some form of derisking (Artingstall et al. 2016).

RBAs with respect to financial crime identify and analyse the risk that is associated with factors
that include the type of business involved, the sector, the occupation, jurisdiction and political
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risk, distribution channels and the products or services required by the customer (Artingstall et
al. 2016). These customer risk ratings allow banks to assign scores to specific customers and then
determine whether the financial crime risks involved are acceptable and fall within the particular
bank’s predetermined parameters. This all depends on the financial crime risk appetite that the bank
has (Artingstall et al. 2016).

5.4. Increasing AML/CFT and Regulatory Compliance

5.4.1. AML/CFT Compliance

With AML/CFT regulations always increasing and becoming ever more complex, this has resulted
in higher costs related to compliance (Haley 2017). A survey on global antimoney laundering carried out
by KPMG in 2014 found that 78% of respondents, representing the most prominent global banks, stated
that their banks reported a substantial increase in AML compliance, with 22% of such respondents
revealing that their banks experienced a 50% increase from the years 2011 to 2014 (KPMG 2014). In 2014,
HSBC spent $800 million on risk management and compliance, which was about a $200 million increase
from the previous year (Arnold and Hughes 2014).

The main factor which has led to rising compliance costs is the imposition of enhanced customer
due diligence (CDD) requirements (Haley 2018). These require banks to follow Know Your Customer
(KYC) guidelines, which mandate that banks need to identify and verify their customers and also the
ultimate beneficial owners of their legal entity customers (Langthaler and Niño 2017). Additionally,
banks must comprehend the nature and purpose of the relationships with their customers and conduct
monitoring that is ongoing. In the case of clients and countries that are both perceived as being higher
risk, KYC requirements and due diligence can be very costly and time-consuming (Langthaler and
Niño 2017).

Rising AML/CFT compliance costs have a magnified effect on jurisdictions that have smaller
and more restricted banking markets as such jurisdictions are not always able to spread the fixed
cost component of these AML/CFT compliance costs over a large enough number of transactions
(Haley 2017).

In addition, rising compliance costs may disincentive larger banks to uphold certain interbank
relationships that provide additional cover or more transactional options. This negatively affects small
and medium-sized banks, which may end up having to stop servicing some of their customers and
other banks (Artingstall et al. 2016).

In their study entitled Drivers and Impacts of Derisking, Artingstall et al. (2016) analysed banks
that have engaged in derisking and closed several of their customers’ bank accounts. The banks
investigated were not willing to share a portion of these increased compliance costs for bank accounts
with their customers by using the customers’ risk rating as a basis. If these compliance costs could be
calculated for each individual customer, there might have been customers willing to pay a premium
to maintain their bank accounts (Artingstall et al. 2016). This is essentially a form of market failure,
where if costs and resources are allocated more efficiently against the actual money laundering and
terrorism financing risks involved, banks would need to derisk less (Artingstall et al. 2016).

Badour et al. (2017) argue that the derisking process actually leads to lower compliance costs
and allows banks to operate with a greater level of efficiency. Exiting relationships with high-risk
customers that typically require considerable compliance resources allow such resources to be used
elsewhere. By focusing on fewer product lines that do not involve high compliance costs, this will
allow banks to operate more effectively and simultaneously, also possibly boosting their profitability
(Badour et al. 2017).

5.4.2. Regulatory Compliance

According to Durner and Shetret (2015), regulatory approaches often diverge across “state,
national and international jurisdictions” (p. 10). Such divergence is usually considered to be an
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invisible cost associated with globalisation and results in increased costs related to compliance
(Durner and Shetret 2015).

Apart from the significant fines, agreed settlements of regulatory action may include the imposition
of certain business restrictions as part of such regulatory settlement for the organisation under
consideration. This is known as regulatory derisking (Artingstall et al. 2016).

An example of a regulatory settlement reached when certain AML/CFT requirements are breached
is a deferred prosecution agreement (DPA; Artingstall et al. 2016). With regards to DPAs, banks agree
to voluntarily abide by several conditions in exchange for the suspension of their criminal charges.
The conditions, stipulated in a DPA, comprise of financial penalties and improvements that must be
made with regards to particular compliance measures and cooperation with the applicable regulatory
and law enforcement agencies (Durner and Shetret 2015).

Costs associated with compliance of a regulatory nature may ultimately end up being shifted to
customers in the form of increased fees, reduced availability of services and restricted credit (Durner
and Shetret 2015). Low-income individuals and businesses that have low profit margins may not be
able to sustain these newly added costs, leading to services being discontinued and these individuals
and businesses being financially excluded (Durner and Shetret 2015).

5.4.3. Rising Fines and Penalties

The imposition of significant fines and penalties on banks and financial institutions for
noncompliance with and breaches of AML/CFT requirements is another main driver of derisking
(Haley 2018). Fines and penalties may also be issued if there are deficiencies in AML/CFT compliance
and if sanctions are violated (Durner and Shetret 2015). Table 1, depicted below, taken from Haley
(2018, p. 5), shows some examples of fines and penalties that were imposed on international banks
for noncompliance.

After the end of the 2008 global financial crisis, regulators worldwide started facing increasing
pressures to hold organisations accountable for misconduct (English and Hammond 2014). Nevertheless,
such regulators have stipulated that the imposition of substantial fines and enforcement actions is only
for the most egregious and sustained offenders (Durner and Shetret 2015).

Table 1. Fines and penalties imposed for noncompliance.

Bank US$ (Billions) Date

HSBC 1.9 December 2012
J.P. Morgan Chase 1.7 January 2014

BNP Paribas 8.9 July 2014
Commerzbank 1.5 March 2015

Source: author’s compilation.

5.4.4. Declining Customer Profitability

Low profitability of certain customer bases is another factor which drives derisking. Indeed, there
are some cases where “it is simply not worth the hassle and costs” (Durner and Shetret 2015, p. 17) to
engage with a particular customer base. If the profitability associated with a specific customer base
does not compensate for the higher risk, the additional costs that must be incurred and the further
AML/CFT controls that must be implemented, the customer base is derisked (Durner and Shetret 2015).

Customer profitability is also important when it comes to assessing CBRs. Nowadays, banks and
other financial institutions engage in a practice known as Know your Customer’s Customer (KYCC),
which means that the responsibility of banks and other financial institutions is not only limited to their
customers but also the customers of their customers (Durner and Shetret 2015).

Since KYCC represents an additional risk for banks and other financial institutions engaging in
CBRs (especially in high-risk jurisdictions) and is considered as being a costly and rigorous process,
such banks and other financial institutions often resort to derisking (Durner and Shetret 2015).
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Given the fact that KYCC is a highly intensive and expensive process, banks and other financial
institutions may decide that the risk involved is not worth the reward with regards to certain high-risk
customer bases. If this is the case, the subsequent closure of the bank accounts of these clients represents
a clear market failure, especially considering the financial inclusion benefits derived if these sectors
continue being serviced (Durner and Shetret 2015).

5.4.5. Reputational Concerns

The consequences of noncompliance are not only limited to fines and penalties. Other types of
enforcement actions, e.g., limitations, when it comes to the provision of certain services can also result
in the organisation incurring high financial costs (English and Hammond 2014).

Certain enforcement actions can lead to a bank incurring reputational damage, and this can have
devastating effects. As regulatory scrutiny continues to increase, so do the chances of banks being
found guilty of noncompliance with AML/CFT procedures and sanctions. Often, there is an element of
uncertainty and concern regarding the bank’s ability to survive the enforcement action. This can have
an adverse effect on the relationship that such a bank has with investors, meaning that the share price
may be impacted (Durner and Shetret 2015).

Since banks provide crucial services to vulnerable communities, this implies that the derisking
of such communities can have negative ramifications when it comes to public relations (Durner and
Shetret 2015). Therefore, the continued servicing of these vulnerable communities can lead to banks
obtaining “reputation returns” (Durner and Shetret 2015, p. 12).

5.4.6. Higher Capital and Liquidity Requirements

A key driving factor that also influences the derisking carried out by banks and other financial
institutions is the imposition of increased capital requirements and liquidity thresholds following the
2008 global financial crisis (Haley 2017).

Such higher requirements and thresholds have created an environment in which it is harder
for banks to maintain profitable customer relationships, with some banks resorting to deleveraging
(Artingstall et al. 2016). Moreover, many banks worldwide have opted to undertake a strategic review
of their main business and functions, which has led to such banks focusing more on businesses that are
the most core (FCA 2016).

5.5. The Factors and Implications of Derisking

The main factors, implications, and effects of derisking, identified through various sources of the
existing literature, are described below:

5.5.1. Shift of AML/CFT Risk and Shadow Banking Channels

When banks and other financial institutions engage in derisking, this results in a shift of AML/CFT
risk. This is because if CBRs are terminated, affected clients will then have to start relying on smaller
banks and credit institutions to obtain the financial services they require. The problem with this is that
such smaller banks and credit institutions may not have the expertise and capacity necessary to service
higher risk clients (Durner and Shetret 2015).

Some customers may have no other choice but to turn to shadow banking channels to address
their financing needs (Durner and Shetret 2015). What makes these alternative channels an attractive
proposition is their ease of access and low costs (Langthaler and Niño 2017). However, this does
not always hold true—if these underground channels are the only way certain customers can obtain
funds, this implies that such customers may have to incur higher costs to acquire finance (Durner
and Shetret 2015). Moreover, these channels present a higher risk as they are not very regulated
and monitored, suggesting that there is less transparency and accountability towards customers
(Durner and Shetret 2015).
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These aforementioned points create a regulatory paradox. This is because the introduction of
stricter regulation and increased AML/CFT compliance requirements has resulted in the implementation
of more derisking strategies by banks and other financial institutions, and operations are being pushed
to markets that are not properly regulated and monitored (Langthaler and Niño 2017).

5.5.2. Financial and Socioeconomic Implications

The worst effects of the global phenomenon of derisking are felt the most by smaller countries
that typically have low volumes of crossborder transactions. Countries that are also at a high level of
risk are those that have a significant dependence on remittance payments (Haley 2018).

The derisking process can lead to reduced international trade finance. At times, international
banks may decide to terminate certain CBRs with smaller foreign banks and close their correspondent
bank accounts. This subsequently limits the access of such foreign banks to foreign currencies. Access
to foreign currencies is vital because it is necessary for international trade to be conducted and it also
facilitates international investment (Durner and Shetret 2015). Therefore, if a country’s access to such
currencies is lowered, this leads to the whole country being debanked, adversely impacting economic
growth (Durner and Shetret 2015).

According to Langthaler and Niño (2017), tourism is one of the industries that suffers the most
when a country’s access to foreign currencies is restricted, especially in the case of Caribbean countries.
If foreign exchange services become more difficult to access, tourism flows and related investments
will decrease (Langthaler and Niño 2017).

Correspondent banks provide a variety of financial services that are paramount with respect
to crossborder trade. Such services include import/export credit letters, contract guarantees and
discounting. If banks and other financial institutions stop providing these services, this will have an
effect on the balance of payments of many countries since small and medium-sized exporters will be
less able to engage in trade (Langthaler and Niño 2017). The termination of services provided by banks
has the largest negative impact on small and medium-sized firms in poor countries (IFC 2017).

5.5.3. Increased Financial Exclusion

The implementation of a derisking strategy not only increases financial exclusion but also
negatively impacts financial inclusion (Durner and Shetret 2015) and puts the world’s financial integrity
at risk (Babe 2017). Since financial inclusion and financial integrity complement each other, it is
paramount that goals related to financial inclusion are met so that risks are mitigated in an effective
manner and, more importantly, financial crimes can be combatted (World Bank 2016).

If a country or existing banked population is derisked, this means that the access of such country or
existing banked population to financial services becomes curtailed (Durner and Shetret 2015). Therefore,
poverty will increase, and there will be greater inequality when it comes to income (Demirgüç-Kunt
and Klapper 2013). In fact, according to authors such as McLean et al. (2018), Erbenova et al. (2016),
Starnes et al. (2017), and MacDonald (2019), such derisking and, particularly, the severing of CBRs also
negatively impact initiatives that are primarily aimed at alleviating poverty and inequality. This is
because derisking disrupts remittance flows. Additionally, people who have access to savings and
credit mechanisms are in a better position to cope with economic shocks and smoothen their income
(Durner and Shetret 2015).

Durner and Shetret (2015) stated that the barriers of financial inclusion include “a lack of financial
literacy, low income and erratic cash flows, and high transportation and opportunity costs” (p. 21).
The lack of availability of financial services is particularly detrimental in the case of developing
countries, especially if there are impoverished and marginalised communities involved. Without
access to crucial financial services, people are not able to purchase essential goods, pay for education
or medical care and remit funds abroad (Taylor 2016).

The disruptions in global remittance flows caused by derisking is an issue of a humanitarian
concern (Durner and Shetret 2015). Somalia is an example of a country that is heavily reliant on
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remittances—over 40% of Somali people rely on such flows (Paul et al. 2015). A decrease in remittance
flows has a major impact on the country and its most vulnerable communities (Orozco and Yansura
2013). Without such remittance flows, families would not have enough funds to pay for food, housing,
education and health care (Gutale 2015).

Derisking is often perceived as being a market failure as it may adversely affect financial inclusion
goals. The implementation of a derisking strategy may lead to affected clients having to rely on smaller
financial institutions that do not always have sufficient resources and AML/CFT capacity to minimise
the impact of risks involved. Additionally, in certain cases, higher risk clients may end up being
completely pushed out of the financial sector (Nisar 2016).

5.6. Categories of Clients Affected by Derisking

5.6.1. Correspondent Banks

The effects of the loss of CBRs:

i. Trade—If the clients of banks find it difficult to send and receive foreign payments and maintain
business relationships with foreign suppliers and customers, trade flows will decrease, meaning
that imports and exports will also be lower than before (Haley 2018). As a result, revenues will
also start to deteriorate, and businesses may find themselves unable to pay off their bank loan
payments (Haley 2017).

ii. Banking—Weakened domestic banks may not be able to finance investment by granting loans
to businesses (Haley 2017).

iii. Investment—If domestic banks are unable to effectively service their clients, foreign direct
investment (FDI) is disincentivised. If investment expenditure starts decreasing, this may
hinder a country’s productivity and growth in the long-term (Haley 2017).

iv. Competition—Lower competition adversely affects growth and may lead to monopoly pricing,
implying that social welfare can also be affected by a decrease in competition (Haley 2017).

In order to maintain its profitability, correspondent banking requires a high volume of transactions
and operations (Langthaler and Niño 2017). Therefore, one of the reasons why correspondent activities
are being retracted is due to this sector experiencing a decrease in returns (Langthaler and Niño 2017).
Moreover, some correspondent banks are inefficiently grouping larger proportions of customers as
being high risk to minimise risk and avoid potential AML/CFT scandals. This leads to such customers
losing access to invaluable banking services which they require (Langthaler and Niño 2017, as affirmed
by the World Bank 2015, p. 29).

Given the potential damage to reputation and balance sheet from any enforcement case, firms
seek to avoid any counterparties or jurisdictions where there is uncertainty.

5.6.2. Money Service Businesses (MSBs) and Money Transfer Organisations (MTOs)

The withdrawal of correspondent banking results in derisking and directly affects MSBs, MTOs
and other remittance institutions. With regards to MSBs, even if they are in full compliance with the
regulations of the sending jurisdictions, transactions may still present a risk. This is not only because
the jurisdictions receiving the funds sometimes have inadequate frameworks related to AML/CFT,
but also due to the fact that their bordering jurisdictions may be subject to certain sanctions or have a
conflict that is undergoing (Durner and Shetret 2015).

MSBs have loyal clients that regularly utilise their services. However, the amount associated
with an average transaction is small. Regulatory frameworks are complex and varied, and there are
additional operational and compliance burdens involved with processing a high volume of transactions.
Thus, the extra costs associated with providing banking services to particular customer bases may not
be offset even if there is a considerable volume of transactions (Durner and Shetret 2015).
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Derisking of MTOs results in the loss of remittance services, and this can have harmful ramifications
on the poor living in small countries that are not so developed when it comes to financial regulation.
Examples include African, Latin American and Caribbean countries. This is because people in these
countries are highly dependent on cash flows coming from abroad (Haley 2017).

This loss of income for individuals living in these countries has a negative impact on global efforts
for poverty alleviation. Additionally, an increase in costs incurred to transfer money may lead to a
decrease in export earnings. This results in lower investment and countries being unable to meet
certain growth and development targets (Haley 2017).

5.6.3. Nonprofit Organisations (NPOs)

Derisking inhibits the ability of NPOs to keep on providing essential services in countries going
through a humanitarian crisis, to affect aid and relief worldwide, and to campaign for changes within
political and social spheres on a global scale (Goswami 2017; Durner and Shetret 2015). This especially
applies to those NPOs that operate in zones experiencing conflict or instability (Durner and Shetret
2015). NPOs are perceived as being quite risky due to the nature of the work they conduct, such as
transferring of money on an international level, or because the areas they operate from or both these
reasons (Durner and Shetret 2015).

Although the derisking practice threatens the implementation of the mandates of humanitarian
organisations and human right activists (Van Broekhoven et al. 2014), most prominent NPOs remain
hesitant to speak out about the negative impacts of such practice. This is because they are afraid of
even greater financial exclusion and suffering damage to their reputation (Keatinge 2014).

5.6.4. Other Types of Affected Clients

(i) Charities—Charitable organisations depend on banking facilities in order to collect and receive
funds (Artingstall et al. 2016). These organisations often lack the knowledge and resources needed
to satisfy questions that are related to due diligence (Badour et al. 2017). The derisking process
has an amplified impact on smaller charities. This is because, following a derisking exercise,
smaller charities would have to start operating on a cash basis, implying more costs and higher
risks (Artingstall et al. 2016).

(ii) Politically Exposed Persons (PEPs)—Elected officials and other individuals who hold important
and high profile public positions represent a higher risk due to their susceptibility to bribery and
corruption. Embassies housing PEPs may also be significantly impacted by derisking (Badour et
al. 2017).

(iii) Diplomats and Foreign Students—Members of the diplomatic service of a particular jurisdiction
may be discriminated against when it comes to opening a bank account or accessing financial
services due to the position they hold. Additionally, foreign students may find it difficult to
open bank accounts in certain jurisdictions, and this is mainly the result of problems related to
identification documents and costs that may be incurred in the verification and due diligence
processes (Artingstall et al. 2016).

(iv) Defence Sector—Small and medium-sized enterprises (SMEs) specialising in the defence sector
may sometimes find it difficult to obtain the required financing and access to financial services.
Since several controversies related to this sector have transpired in the past, banks have started to
exercise increased caution to avoid being conspicuous (Artingstall et al. 2016).

(v) Fintech—Customers resort to this novel industry due to their inability to access, or dissatisfaction
with, more traditional banking services. This industry is often the target of derisking exercises
because of the high risks involved, especially in the case of virtual currency operators, electronic
money institutions (EMIs) and payment institutions (PIs) (Artingstall et al. 2016; Badour et al.
2017). EMIs and PIs are extremely important because they provide services to populations that
are debanked (Artingstall et al. 2016).
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5.7. The Unbanked, Vulnerable Communities, Minorities and Gender Issues

Unbanked populations in developing countries often struggle to obtain access to financial services
because of barriers that constrain their financial inclusion, such as financial illiteracy, a low level of
income, inconsistent cash flows and significant costs related to transportation (Durner and Shetret
2015). The rural poor living in developing countries have historically been financially excluded by
banks due to the high costs incurred to operate from remote locations (Durner and Shetret 2015).

The communities that are most significantly affected by a lack of access to financial services are
“rural, low-income, and minority communities, such as women and youth” (Durner and Shetret 2015, p.
22). Women are sometimes victims of procedures that are inherently discriminatory in nature. In fact,
women sometimes face financial exclusion as finance is usually much harder to obtain when compared
to men, inevitably hindering women’s empowerment (Durner and Shetret 2015).

5.8. Technology-Based Solutions to the Derisking Problem

5.8.1. Blockchain and Distributed Ledger Technologies (DLTs)

These help to mitigate the negative effects associated with derisking as their implementation helps
improve the data gathering and identification processes. This ultimately leads to reduced burdens
associated with compliance and enhanced transparency (Babe 2017). Moreover, blockchain and DLTs
result in lower regulatory and compliance costs such as KYC requirements (IFC 2017), reduced costs
associated with the verification of customers, and increased transparency of transactions.

These technology-based solutions offer numerous benefits: they facilitate the sending and receiving
of remittances, make trade finance easier for businesses to obtain and assist charities operating in
certain areas of conflict (Neocapita 2017).

While blockchain and DLTs are able to adequately protect confidential information, the level of
anonymity provided by such technologies enables bad actors to conceal their identities. Therefore,
this means that individual payments may end up being difficult to track (IFC 2017).

5.8.2. Big Data, Machine Learning and Biometrics

• Big data consists of datasets that are high in volume, velocity and variety, meaning that unlike
traditional datasets, the former necessitates the use of specialised systems and analytical techniques.
One of the main advantages of big data is that it permits a wide variety of data types to be stored in
the same place, implying that staff will now spend less time gathering information from different
sources. Big data also increases the range and scope of information that can be used when it
comes to KYC and suspicious transaction investigations (Woodsome and Ramachandran 2018).

• Machine learning is essentially a form of artificial intelligence that leads to computers becoming
more efficient at performing certain tasks through repeated iterations. Such new technology can
be used to help transform compliance functions of organisations and also results in more accurate
monitoring of transactions. This is because machine learning identifies previously undetected
illicit finance techniques and reduces false alerts (Woodsome and Ramachandran 2018).

• Biometrics are used to authenticate the identity of a person and control his/her accessibility to a
particular system. By utilising biometrics, banks are able to identify and verify the identities of
their customers and carry out due diligence in a proficient manner. This addresses gaps related to
identification that are present in developing countries (Woodsome and Ramachandran 2018).

5.9. Derisking in the Context of Malta

5.9.1. The MONEYVAL Report of 2019

In 2019, MONEYVAL, a monitoring body of the Council of Europe (CoE) specialising in antimoney
laundering, published a report that provided a brief overview of the AML/CFT measures Malta has
implemented and commented on the robustness of the AML/CFT system the country has in place.

376



J. Risk Financial Manag. 2020, 13, 216

Moreover, this report analysed the extent to which Malta is compliant with the FATF recommendations
(CoE 2019a).

To obtain a more comprehensive understanding of money laundering and financing of terrorism
risks, Malta conducted a national risk assessment (NRA) exercise in 2013/2014. Following this NRA
exercise, Maltese authorities were able to more extensively comprehend the risks and vulnerabilities
in Malta’s AML/CFT system, especially in the case of regulated sectors (CoE 2019a). However,
MONEYVAL noted that there were factors, including predicate offences, legal persons and arrangements
and financing of terrorism, which appeared to be insufficiently understood (CoE 2019b).

5.9.2. Derisking in Malta: A Local Case

The banking sector in Malta has been experiencing a downward trend for these past few years.
Late in the year 2018, Pilatus Bank, which was considered Malta’s most controversial bank, had to close
down its operations after allegations of money laundering breaches emerged. In July 2019, Satabank
was fined a sum of €3 million for having weak structures in place, which facilitated the carrying out of
criminal activities such as money laundering (Vento 2019).

Lately, Malta’s banking sector has increasingly suffered as foreign banks are withdrawing their
correspondent bank services from Malta (Costa 2019, Costa 2019). This has mainly been the result of
failures vis-à-vis antimoney laundering in Europe (Vento 2019).

In the year 2019, a core domestic bank, Bank of Valletta (BOV), embarked on a derisking exercise
(Grech 2019). This resulted in BOV ceasing the provision of certain banking services to some of its
customers and closing their bank accounts (Martin 2019). To ensure that it followed international best
practices, BOV decided to undertake this derisking exercise alongside a KYC retail client remediation
exercise (Grech 2019).

The decision to initiate such derisking was taken following discussions BOV had with the Malta
Financial Services Authority (MFSA) and the European Central Bank (ECB) (Grech 2019). It was
brought to light that the ECB had given BOV clear instructions to engage in derisking in order to
establish a new risk profile that involves decreased risk (Martin 2019). Derisking was also carried out
so as to allow BOV to strengthen its frameworks, systems, policies and procedures regarding risk,
compliance, antifinancial crime and antimoney laundering (Costa 2019).

The customers affected by this derisking exercise mainly comprised of businesses deemed as
being high risk, such as iGaming companies. These iGaming companies, including Malta Gaming
Authority (MGA) licensees, had their bank accounts closed (Martin 2019). Other affected customers
that also had their accounts closed consisted of gaming affiliate companies (Martin 2019), as well as
individual investor programme (IIP) buyers who had opened a bank account in Malta to obtain a
Maltese passport (Grech 2019).

Derisking was carried out with respect to both international corporate customers (ICC) and
international personal banking (IPB) customers. ICCs typically consist of companies that are registered
in Malta with the Malta Business Registry (MBR), where the majority of the company’s business
activity occurs outside of Malta, and the beneficial owner is not Maltese (Grech 2019). When it comes
to IPB customers, there is a mix of clients, with some located outside EU jurisdictions. The accounts of
ICCs and IPB customers that BOV determined as not having an economic nexus in Malta were closed
(Grech 2019).

The implementation of this derisking strategy has made it difficult and cumbersome for foreign
companies to set up their operations in Malta and open a bank account (Martin 2019). Additionally,
given limited local options, a number of foreign clients had no other choice but to transfer their
operations overseas or start making use of e-money institutions (Vento 2019).

377



J. Risk Financial Manag. 2020, 13, 216

6. Methodology

6.1. Tool Used to Collect Data

For the purpose of this study, a purpose-built semistructured survey was designed and
administered to personnel in banks, financial institutions, accounting firms, regulatory authorities,
as well as any other relevant parties and people dealing with these institutions.

Some of these surveys, which were built using a software application (Qualtrics XM) in order to
provide an online link, were administered using social media and email; the rest were carried out over
the phone or using other communication applications such as Skype.

The survey consisted of three sections. The first section consisted of five demographic questions
asking for the “age”, “gender”, “locality”, “capacity” and “level of expertise” of the participant.
The next section consisted of six themes with three statements each (i.e., 18 statements in total),
to which participants were asked to rate each statement using a 1 to 5 Likert scale, “1” being “Strongly
Disagree” and “5” being “Strongly Agree”. The themes were associated with certain drivers, factors
and implications of derisking identified from existing literature (derived using the thematic approach,
as suggested by Braun and Clarke 2006). These themes were “Financial”, “Socioeconomic”, “Financial
Exclusion”, “Antimoney Laundering/Combatting the Financing of Terrorism (AML/CFT) and Risk”,
“Compliance and Regulation” and “Technology-Based Solutions”. The third section consisted of a set of
seven open-ended questions related to the topic of derisking and its main drivers, factors, implications
and effects, particularly with regards to the Maltese scenario (Saunders et al. 2009; Yin 2002; Yazan
2015; Stake 1995). Other questions dealt with

• The advantages and disadvantages of derisking;
• Potential solutions to the main derisking problems;
• The role of regulators and regulatory authorities vis-à-vis derisking;
• The Maltese sectors and industries that are the most negatively affected by derisking; and
• The prevalence of derisking in Malta in the years to come.

6.2. Sample Population

Since the population of possible candidates was not known, we used a mix of nonprobability
purposive sampling by contacting persons on our social media and email, and they connected us with
further possible participants (nonprobability snowballing sampling; Mack et al. 2005; Neuman 2005).

The initial sample of potential study participants consisted of 60 organisations employing
individuals who possess a relatively high level of knowledge regarding the derisking practice, money
laundering and terrorism financing. The organisations that were targeted included banks operating
in Malta, the Central Bank of Malta (CBM), local regulatory authorities (the MFSA and the FIAU),
the large accounting firms and other accounting and risk management firms.

To determine the participants’ level of expertise, a 1 to 3 Likert scale was utilised, where 1
corresponded to “a fair level of expertise”, 2 corresponded to “a good level of expertise” and 3
corresponded to “an excellent level of expertise”. To ensure that the data obtained were reflective of
expert knowledge, we filtered participants by level of expertise and only used data from participants
who expressed a good or excellent level of expertise.

Between 15 November 2019 and 21 April 2020, we carried out a total of 32 interviews with
individuals who have a good or excellent level of expertise in derisking. Although it seemed that
additional interviews beyond this point did not provide new information or added value, we maintained
an open mind and supplemented our data with the 296 completed online surveys received from
participants during the same period in which we carried out the interviews. This ensured that our
selection of participants was, as much as possible, free from any selection bias since the surveys were
answered anonymously. These surveys were then filtered to ensure that the level of expertise criteria
was met, and these resulted in 285 valid participants. In total, we had 317 participant surveys.
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6.3. Analysis

Following the collection of data, such data was first transferred into Microsoft Excel and Microsoft
Word, and, later, the quantitative data were loaded onto Statistical Package for the Social Sciences
(SPSS version 21) software. Subsequently, the data were analysed using frequencies and by subjecting
the data responses to the statements to exploratory factor analysis, which is a method of testing the
theoretical understanding of the factors for the main drivers of derisking posed in the first research
question (RQ1), and, as determined from the literature, no a-priori fixed number of factors was set.
The final number of factors was determined by the data and the authors’ interpretation of them
(Hair et al. 1998).

Since the items used the ordinal scale of measurement, we used the median (Md) as a measure of
central tendency and the interquartile range (IQR) as a measure of spread. Where a group of items
could be grouped into a construct (or theme), we assessed the internal consistency reliability of the
measures via Cronbach’s alpha. After the items were combined into a single Likert scale, we computed
the mean (M) as a measure of central tendency and the standard deviation (SD) as a measure of spread.

We then carried out multiple linear regression to determine how this measure varies with the
demographic factors; we also used STATA application software applying White robust standard errors
to account for any heteroskedasticity and analysed the answers to the last section using the thematic
analysis approach, as suggested by Braun and Clarke (2006, p. 6), to answer RQ2.

7. Results and Discussion

7.1. Summary Statistics

As can be noted from the tables in Appendix B, the largest group of participants were aged
between 30 and 39 (39.7%), most were men (68.5%), coming from a central location (54.9%), and users
of financial institutions (67.5%), with a good level of expertise (59.6%). This shows that most of the
participants were exposed to a similar culture and environment, and this could be the reason why the
results of the multiple linear regression, noted and discussed below, are not significant.

Additionally, as noted in Appendix A, all participants are in agreement (mean between 3.4 and
4.19) with the statements posed in the survey/questionnaire, with the exception of Statement 13 (S13)
wherein the participants strongly agreed. This further confirms our findings from the multiple linear
regression carried out and explained below.

7.2. Exploratory Factor Analysis

For exploratory factor analysis, we used direct oblimin via principal components extraction with
Kaiser normalization. The Kaiser–Meyer–Olkin (KMO) statistic, which is a measure of sampling
adequacy for the appropriateness of applying factor analysis, fell within the acceptable range (above
0.6) with a value of 0.93. This further supported the continuance of factor analysis, and so the
analysis proceeded.

Exploratory factor analysis loaded best as three factors and 22 statements, which, in combination,
explained 60.68% of the variance of the perceived implications of derisking in Malta. Table 2 shows
which statements are grouped under each of the three factors. Factor 1, which has now been termed
“Research and Development Solutions”, explained 46.687% of the variance and comprised five items
that include the following statements:

S3 Derisking leads to an increase in costs incurred to transfer money. Therefore, export earnings
decrease, resulting in a lower level of investment. Moreover, given that domestic banks will not be
able to effectively service their clients, this leads to a lower level of foreign direct investment (FDI).
As a result, a country’s productivity and growth in the long-term may be negatively affected,
rendering such a country unable to meet growth and development targets.
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S5 The implementation of a derisking strategy increases financial exclusion and negatively impacts
financial inclusion. If a country or existing banked population is derisked, this means that the
access of such country or banked population to financial services becomes limited. When access
to financial services is restricted, poverty and income inequality increase.

S16 In order to mitigate the negative effects associated with derisking, certain technology-based
solutions can be implemented. These include blockchain, distributed ledger technologies
(DLTs) and biometrics. The implementation of such solutions improves data gathering and
identification processes, ultimately leading to reduced burdens associated with compliance and
enhanced transparency.

S17 Blockchain and DLTs help minimise the negative impacts of derisking by facilitating the sending
and receiving of remittances, making trade finance easier for businesses to obtain and assisting
charities operating in certain conflict areas.

S18 While blockchain and DLTs are able to adequately protect confidential information, the level
of anonymity such technologies allow makes it easy for bad actors to conceal their identities.
Therefore, if this happens, individual payments become more difficult to track.

Table 2. Exploratory factor analysis a.

Factors

1 2 3

S17 0.857
S16 0.803
S18 0.791
S7 0.719
S6 0.546
S14 0.812
S1 0.697
S5 0.675
S3 0.564
S13 0.519
S15 0.496
S12 0.404
S8 −0.794
S10 −0.759
S9 −0.741
S4 −0.620
S11 −0.448
S2 −0.371

Extraction method: principal component analysis. Rotation method: oblimin with Kaiser normalization. a Rotation
converged in 12 iterations. Source: authors’ computations.

Factor 2, which has now been termed “Compliance and Regulatory”, explained 7.621% of the
total variance and comprised seven items that include the following statements:

S1 At times, banks and other financial institutions may opt to terminate certain correspondent
banking relationships (CBRs) with smaller foreign banks and close their correspondent bank
accounts, consequently limiting their access to foreign currencies. Therefore, the derisking process
leads to a reduction in international trade finance.

S3 Low profitability of customer bases also brings about derisking. If the profitability of a particular
customer base does not compensate for the higher risks and additional costs that must be incurred,
such a customer base is often derisked. An example of these additional costs is Know Your
Customers’ Customers (KYCC), which means that banks and other financial institutions are not
only responsible for their customers, but also for the customers of their customers.
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S5 The derisking practice leads to lower imports and exports as the customers of banks engaging in
derisking will not be able to send or receive foreign payments and maintain important business
relationships with foreign suppliers and customers.

S12 In response to derisking, many customers are resorting to shadow banking channels and fintech to
obtain required funds. These environments are unknown and much less regulated and monitored,
implying that risk is higher as well. If such alternatives are the only source of finance available,
this means that consumers may have to incur higher costs to address their financing needs.

S13 With AML/CFT regulations always increasing and becoming ever more complex, this has resulted
in a rise in compliance costs. These increased compliance costs have a magnified effect on
jurisdictions that have a smaller and more restricted banking market. This is because such
jurisdictions are often unable to spread the fixed cost component of these AML/CFT compliance
costs over a large enough number of transactions.

S14 Since the fines and penalties imposed for noncompliance with and breaches of AML/CFT
requirements are considerable, many banks and other financial institutions have opted to
implement a derisking strategy.

S15 The imposition of increased capital and liquidity requirements following the 2008 global financial
crisis is also another factor which is influencing the derisking carried out by banks and other
financial institutions.

Factor 3, which has now been termed “Direct and Indirect Effects”, explained 6.373% of the total
variance and comprised six items that include the following statements:

S2 Correspondent banks provide a variety of financial services that are paramount with respect to
crossborder trade. Such services include import/export credit letters, contract guarantees and
discounting. If banks and other financial institutions cease providing these services, small and
medium-sized exporters will be less able to participate in trade. This especially applies to small
and medium-sized firms in poorer countries.

S4 The withdrawal of CBRs and derisking of money transfer organisations (MTOs) result in the loss
of remittance services. This can have negative ramifications for the poor living in small countries
that are not so developed when it comes to financial regulation, e.g., African, Latin American and
Caribbean countries.

S8 The lack of availability of financial services is particularly detrimental in the case of developing
countries, especially if there are impoverished and marginalised communities involved. Without
access to financial services, people would not be able to purchase essential goods, pay for
education or medical care, and remit funds abroad.

S9 Derisking has a significant negative impact on nonprofit organisations (NPOs) as it inhibits their
ability to provide crucial services in countries currently undergoing humanitarian crises, affect
aid and relief, and campaign for changes in political and social spheres.

S10 Following the 2008 global financial crisis, banks and other financial institutions worldwide started
to curtail their risk appetite and adopted a risk-based approach (RBA) with regards to AML/CFT.
This reduction in the risk appetite has led to an increase in derisking.

S11 When banks and other financial institutions engage in derisking, this results in a shift in AML/CFT
risk. This is because if CBRs are terminated, the affected clients will then have to start relying on
smaller banks and credit institutions to obtain the financial services they require. The problem
with this is that such smaller banks and credit institutions may not have the expertise and capacity
necessary to service high-risk and poor populations.

The 18 statements can be used as an inventory checklist grouped under the 3 main themes
“Research and Development Solutions”, “Compliance and Regulatory” and “Direct and Indirect Effects”
to understand the implications that a derisking exercise can bring to a financial firm. Moreover, one
can use this checklist/inventory to develop a risk exposure matrix to arrive at a single qualitative rating
and/or quantitative measure of the implication of derisking.
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This is of specific interest to risk managers working in the financial services sector, who, as per
regulatory requirements, would need to summarise and classify the risk rating of a firm, project and
strategy to the board of directors, shareholders and the regulators. It is also of interest to policymakers
who can develop policies based on such results.

7.3. Reliability Test

The Cronbach’s alpha coefficients of this scale were between 0.83 and 0.86. Therefore, we can
conclude that this scale is reliable as part of our statistical analysis (Table 3).

Table 3. Cronbach’s alpha values (n = 317).

Factor Item Mean Min–Max
Cronbach’s

Alpha

1 5 4.09 3.97–4.27 0.88
2 7 3.91 3.80–4.21 0.83
3 6 4.09 3.88–4.29 0.86

Source: authors’ computations.

The computed “Derisking Model” for Malta shows a mean of 4.03 (SD = 0.67). All the factors
(Factors 1, 2 and 3) produced means that were close to the computed model. This shows that participants
from Malta, overall, believe that these are the drivers of derisking in Malta.

7.4. Multiple Linear Regression and ANOVA

The computed one-way analysis of variance (ANOVA) was used to show that there are no
statistically significant differences between the means of the independent (unrelated) groups (p > 0.01;
Table 4).

Table 4. ANOVA a.

Model Sum of Squares df Mean Square F Sig.

1
Regression 2.371 5 0.474 1.043 0.392 b

Residual 141.380 311 0.455
Total 143.751 316

a Dependent variable: derisking drivers. b Predictors (constant): level of expertise, age, provider–user, gender, and
locality. Source: authors’ computations.

Moreover, multiple regression analysis (p > 0.01) reveals that the perception of participants
and interviewees does not change as an effect of the different demographics, i.e., (1) age, (2) gender,
(3) locality, (4) whether they are a provider or a user of financial services, and (5) level of expertise
(Table 5). The same result is obtained after following the use of White robust standard errors to
account for heteroscedasticity (Table 6). This shows that all participants are aligned in their opinion
and reasoning about the main drivers of a derisking strategy, and these opinions are not dependent
on any demographic factors. This may be due to the fact that Malta is a small island and one of the
small European Union jurisdictions with a population of approximately 480k in an area of 246 km
squared, with one main national university, a single financial services regulator (Malta Financial
Services Regulator (MFSA)) and a Financial Intelligence Analysis Unit (FIAU). Therefore, most of the
participants have practiced, worked and studied in/under the same environment or are in contact at
similar conferences.
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Table 5. Coefficients a.

Model

Unstandardized
Coefficients

Standardized
Coefficients t Sig.

B Std. Error Beta

1

(Constant) 3.868 0.313 12.341 0
Age 0.008 0.045 0.011 0.169 0.866

Gender −0.102 0.095 −0.07 −1.074 0.284
Locality 0.058 0.07 0.056 0.832 0.406

Provider-User −0.111 0.085 −0.077 −1.302 0.194
Level of Expertise 0.128 0.088 0.093 1.451 0.148

a Dependent variable: derisking drivers. Source: authors’ computations.

Table 6. Accounting for Heteroskedasticity.

Variable Coefficient

Age
0.0075

(0.0401)

Gender
−0.1025
(0.0991)

Locality
0.0579
(0.062)

Provider-User
−0.1108
(0.0849)

Level of Expertise
0.1269
(0.084)

Constant
3.8713 ***
(0.2937)

N 317

R-Squared 0.0165

F-Statistic 1.08

Notes: Dependent variable is the score denoting derisking drivers. Robust standard errors are reported in
parentheses. *** denotes statistical significance at the 1% level; ** denotes statistical significance at the 5% level;
* denotes statistical significance at the 10% level. Source: authors’ computations.

7.5. Solutions to the Main Problems of Derisking (Participants Responses to the Interviews And/or
Open-Ended Questions)

With respect to mitigating the negative effects of derisking, emerging technology such as blockchain
and distributed ledger technology (DLT) were the two most common solutions provided by the
participants (35). If coupled with a “robust regulatory environment and governance structure”,
blockchain and DLTs have the potential to reduce the costs and burdens of regulation and compliance
and also increase the overall level of transparency. This is in agreement with the views of Babe (2017)
and the IFC (2017).

Nevertheless, some participants (21%) emphasised the fact that blockchain and DLTs are still
in their “infancy stage” and not widely accepted yet. In fact, they are by no means a “silver bullet”
and there are still considerable limitations related to these technologies that need to be sorted out.
Firstly, blockchain and DLTs depend a great deal on other technologies such as the internet, which
is not always available in certain geographical areas, particularly in developing countries and other
countries perceived as being high risk. In addition, these technologies lack scalability, and the speed of
transactions using such technologies is considered as being slower compared to transactions being
processed using existing technologies. The underlying concept of decentralisation conflicts with
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regulatory objectives as it makes it difficult to determine the controlling parties. Finally, there are also
issues related to data protection.

One participant stated that while “blockchain and DLTs are tools that can be both beneficial and
detrimental” since these technologies are designed to build a system of trust amongst a group of
individuals, they can be abused if such technologies are used for the wrong reasons. A further argument
brought up by another interviewee is that these technologies are usually considered as being ancillary
tools and not essential tools for banks and other financial institutions. This is because of the high costs
associated with implementing and monitoring the use of such technologies. One interviewee was
completely against the use of blockchain and DLTs and argued that these technologies are not mature
enough, and there are too many hurdles which need to be surpassed for them to become mainstream.

Alternative solutions to the problems of derisking suggested by a few interviewees (13) include
legal entity identifiers (LEIs) and Know Your Customer (KYC) utilities. LEIs are based on International
Standards Organisation (ISO) 17,442 and consist of a code that is made up of 20 alphanumeric
characters. These identifiers allow legal entities participating in financial transactions to be clearly and
uniquely identified, leading to enhanced transparency on a global scale. KYC utilities enable financial
institutions to effectively and efficiently carry out their KYC procedures through the centralised
collection, verification and sharing of customer information.

Another participant believed that a possible solution to mitigate the adverse impacts of derisking
strategies implemented in Malta is to have a financial services sector that constitutes a large number
of small players, each having a different and varied risk appetite, specialising in the management of
customer relationships characterised with their own unique risk level. Naturally, the management of
customers that present a higher risk attracts higher fees for the services provided. Blockchain, DLTs
and fintech adopted in a regulated manner “are all key in this multiplayer landscape of financial
services providers”.

The introduction of stricter regulation and AML/CFT compliance requirements means that
enhanced oversight by the ECB and Maltese regulatory authorities, such as the MFSA and the Financial
Intelligence Analysis Unit (FIAU), is now more crucial than ever. All interviewees (32) advocated
that regulators and regulatory authorities are responsible for issuing robust guidance to banks and
financial institutions, not only in the case of Malta but also internationally. This thereby ensures that
an appropriate RBA is applied and that controls are administered when there are high-risk customers
involved. One interviewee noted that although oversight by local and international regulators
and regulatory authorities has been increasing steadily, such oversight does not always take into
consideration the principle of proportionality. The example given by this interviewee was that a
Maltese bank and German bank might be treated in the same way, “notwithstanding the obvious
difference in size and systemic importance”. To ensure fairness and equality, it is, therefore, paramount
that regulators and regulatory authorities apply this principle well.

Another interviewee expressed that regulators and regulatory authorities must ensure that
meaningful derisking exercises are executed. This implies that the sufficient controls that allow the
appropriate management of risks need to be in place so that residual risks are kept to a minimum.
This interviewee then added that these controls should be continuously monitored “so that their
effectiveness is maximised”. It is also very important that regulators and regulatory authorities
ascertain that the customer bases held by banks and other financial institutions are sustainable.

In the scenario of Malta, it seems to be that local regulatory authorities are the ones initiating and
imposing derisking exercises themselves, rather than the Maltese banks and other financial institutions
being the ones voluntarily engaging in derisking. One of the interviewees believed that this approach is
being taken because such regulatory authorities want to make sure that local banks and other financial
institutions understand their business models well and manage the risks involved. This leads to “an
increase in the level of risk awareness across the general society”.

One interviewee believed that after the MONEYVAL Report was issued in 2019, Maltese regulatory
authorities shifted their focus and changed their role from being watchdogs to “blood hounds”.
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However, this interviewee feared that the introduction of more stringent requirements and higher fines
and penalties will not solve the money laundering and terrorism financing issue with regards to the
Maltese situation and contended that different strategies will need to be explored in the long-term.

Twelve interviewees explained that local regulatory authorities play an important role when
it comes to safeguarding the integrity and stability of Malta’s financial system. Their role also
ensures that the recommendations of prominent regulatory bodies, such as the Basel Committee
on Banking Supervision (BCBS) and the FATF, are adhered to as this “helps to greatly improve the
country’s international standing from a compliance perspective”. Consequently, compliance costs for
correspondent banks would decrease as such banks would start viewing Malta as presenting a lower
risk, implying that less money and resources are required for the monitoring of relationships.

While strict supervisory mechanisms are a fundamental component that helps build and restore
trust in banks and other financial institutions, it is of utmost importance that local and international
regulators and regulatory authorities do not overregulate the market as this may force certain customer
bases into less regulated channels. According to one interviewee, the “right balance which adequately
manages risk, while not extinguishing business, needs to be struck”. Another interviewee added that
regulators and regulatory authorities “need to be careful so as to not overburden banks and financial
institutions with too much bureaucracy to the point where it then becomes overkill”.

7.6. Derisking within the Maltese Context

The NRA that was carried out by the Maltese authorities in 2013/2014 identified certain sectors
and industries that were the most adversely impacted by derisking undertaken by the local banks and
financial institutions. Such sectors and industries, together with other sectors that the general public
has a negative perception of, include the iGaming sector, companies which provide services that are
related to virtual financial assets and passport by investment scheme promoters.

Almost all of the interviewees (29) remarked that the majority of gaming companies in Malta are
being derisked by local banks, even if such companies are licensed by the MGA. This is because of the
high risk that these companies carry. This ties in with the literature; as part of their derisking strategy,
Maltese banks sometimes decide to cease providing certain services to gaming companies and close
their bank accounts. One interviewee stated that such derisking by banks and financial institutions is a
product of the “extended regulatory scrutiny that Malta has been under due to being open to high-risk
sectors with limited enforcement”.

Companies that provide services in the area of virtual financial assets, such as cryptoassets and
DLT assets, may find it difficult to find a bank that is willing to offer them traditional banking services.
This is a result of the unknown risks that are associated with new and innovative technologies like
cryptocurrencies and DLTs.

The Maltese banking and financial services sectors are also considerably impacted by the derisking
process. Several interviewees (22) expressed that it is not easy for local banks and other financial
institutions to establish CBRs with foreign banks and financial institutions, which leads to lower activity
in business lines such as the “provision of payments in foreign currencies and trade finance”. This,
in turn, affects the business generation capabilities of companies that have a material proportion of
their revenues generated from international trade. A lack of a proper structure in place that facilitates
foreign currency transactions impedes business from being conducted.

Other Maltese sectors, industries and organisation types that interviewees (28) noted as being
relatively high risk from a money laundering and terrorism financing perspective include fintech,
tourism (incorporating hospitality and catering), shipping, property development, certified financial
planners offering trustee and fiduciary services, company service providers, trading companies
and MSBs.
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7.7. Will Derisking Become More Prevalent in Malta in the Years to Come?

All the interviewees, except for one, claimed that in the near future, derisking in Malta will
continue to be undertaken by banks and other financial institutions. First of all, signs in the global
economy are indicating that a step back from globalisation levels achieved so far seems to be desirable.
Consequently, it is possible that this will lead to further derisking, not only in Malta but also on an
international level. When taking into consideration the local context, many interviewees (22) stated
that the drivers of derisking are ever-increasing regulatory pressures and compliance requirements
imposed by the ECB and Maltese authorities. As a result, these interviewees predicted that these
drivers, coupled with all the recent developments in AML/CFT legislation, will result in the further
exercise of the derisking practice in Malta.

According to one interviewee, it is inevitable that derisking strategies will continue being
implemented in the short- to medium-term as pressure keeps on mounting for Maltese authorities
and institutions to “come clean”. However, in the long-term, this interviewee believed that business
opportunities might open up for institutions that are smaller in size in the form of customers that
will end up unbanked by larger institutions. If these smaller institutions obtain a comprehensive and
thorough understanding of the inherent risks associated with banking these customer bases, they
would be able to offer their services and make a decent return.

In line with the findings of the MONEYVAL Report issued in 2019, local banks and other financial
institutions are expected to continue engaging in derisking so that existing AML/CFT deficiencies can
be addressed and Malta’s standing can improve. This sentiment was conveyed by five interviewees,
who also added that continued and ongoing derisking by Maltese institutions will make it easier for
them to maintain business relationships with foreign institutions and will decrease compliance risk.

Other interviewees (12) contended that in the years to come, derisking exercises in Malta will
start being carried out not only by banks and other financial institutions but also by gaming, insurance,
property development, asset management and wealth management companies.

Several interviewees also discussed derisking in Malta within the context of the recent COVID-19
outbreak. Currently, in the midst of this unprecedented pandemic, Maltese authorities are trying to
relax and alleviate regulatory requirements so that development and growth are not stifled. One of the
interviewees commented that “since everything is covered by a shroud of uncertainty”, it is highly
possible that regulatory requirements may be relaxed for a prolonged period of time. This is due to the
fact that post-COVID 19, such relaxed requirements would serve a stimulus for banks and financial
institutions to start regenerating the economy.

A final interesting argument brought forward by another interviewee is the fact that although
derisking is unavoidable in the current environment, a point of saturation may eventually be reached,
and this would probably end up stalling the entire sector. This would then be followed by a “new
cycle of easing of regulations”, with the aim of achieving a new equilibrium.

8. Conclusions

Derisking is a global phenomenon that has recently been gaining traction both locally and
internationally. In the case of Malta, derisking is still an emerging practice that is not very
well-established, which has a lot of potential for further growth and development. In fact, it is
only during the past few years that Maltese banks and other financial institutions have started
undertaking derisking exercises to better manage their risks, focus on customer bases that fall within
their risk appetite and ensure compliance with regulatory and AML/CFT requirements.

There are many factors that are driving derisking within the Maltese scenario. Firstly, a considerable
amount of EU directives and regulations, especially those regarding AML/CFT, have been introduced.
Since the costs of compliance associated with such directives and regulations are relatively high, this
has led to the increased prevalence of derisking both in Malta and the EU.

Locally, regulatory pressures from the ECB and local regulatory authorities on Maltese banks and
other financial institutions have been significantly intensifying. Pressure has been steadily mounting
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for these local banks and financial institutions to re-evaluate their risk profiles and enhance their
strategies related to AML/CFT. Consequently, such banks and financial institutions have no choice but
to derisk certain riskier customer bases.

The MONEYVAL report, issued in 2019, is another factor leading to derisking in Malta; this report
has had a two-fold effect. Firstly, the report calls on Maltese authorities to improve the AML/CFT
measures the country has in place, and this has, in turn, led to the authorities compelling local banks
and other financial institutions to decrease their risk appetite, resulting in higher derisking. Secondly,
given that the report pinpoints several AML/CFT deficiencies present in Malta, foreign banks and
financial institutions have started to exercise more caution and sometimes restrict the services provided
to, or simply exit relationships with, certain local banks and financial institutions.

Reputational risk is also leading to increased derisking in Malta. The imposition of higher fines
and penalties by regulators on banks and other financial institutions for noncompliance with AML/CFT
requirements, and the adverse media brought about by such fines and penalties, is leading to a decline
in the risk appetite of local banks and financial institutions. This ultimately results in the derisking of
customer bases. Malta’s current turbulent political climate and the many scandals and allegations of
corruption that were recently brought to light have led to a deterioration in the country’s reputation.
As a result, foreign correspondent banks have initiated the severing of relationships with some Malta
banks and other financial institutions because the significant AML/CFT compliance costs are not
justified by the high risk and low volume of transactions.

Following the 2008 global financial crisis, capital and liquidity requirements have considerably
increased. Banks now need to hold larger capital buffers so that they are able to decrease the risks of
their portfolios. This has had a negative effect on the profitability of both local banks as well as banks
within the EU and is leading to more widespread derisking. In fact, some relationships with higher
risk customers that are not that profitable to maintain are being terminated.

With regards to the general implications and effects of the derisking process, the interviewees
mentioned a shift in AML/CFT risk. After being derisked, customers have to resort to other smaller
banks and financial institutions to obtain the financial services they require, even though such banks
and financial institutions may lack the capacity needed to service such customers. Other implications
that the interviewees highlighted were the use of shadow banking channels to acquire finance, the loss
of legitimate business and the financial exclusion of certain customer bases.

The interviewees explained that derisking can be seen from two perspectives. From the perspective
of banks and financial institutions engaging in derisking, adopting this practice lowers their risk
exposures, reduces the risk of fines and penalties, decreases compliance costs and minimises reputational
risk. From the perspective of financial markets, derisking safeguards the interests of lower-risk
customers and enhances the integrity of the financial system.

Since Malta is one of the smallest countries in the EU, this implies that a robust banking sector
is vital in order to attract top-level players to the island. The country’s shift from a sales-oriented
mentality to a compliance and regulatory mentality signifies that more derisking exercises need to
be introduced. The implementation of derisking strategies also ensures that the reputational risk of
Maltese banks and other financial institutions is kept to a minimum.

The undertaking of increased derisking in Malta should lead to less corruption and money being
leaked from the economy due to money laundering, meaning that trust in the local banking and
financial services sectors should also increase. By adjusting their risk appetites, local banks and other
financial institutions can contribute to the rebuilding of Malta’s reputation. Furthermore, by engaging
in derisking, such banks and financial institutions will shrink and become more stable, implying that
additional attention can be directed towards core customers.

Apart from its benefits, derisking also has its drawbacks. Derisking exercises may result in a
deceleration of economic activity, and this has an impact on the whole socioeconomic system, leading
to a decrease in GDP, employment levels and economic growth. Subsequently, Maltese institutions and
organisations may have to downsize their operations, and some employees may end up redundant.
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When asked about whether the advantages of derisking outweigh the disadvantages, especially
in relation to the Maltese scenario, the responses of interviewees were mixed. Some interviewees
argued that proper implementation of derisking achieves more pros than cons as it restores the balance
between profitability and having customers that are of high quality. In the short-term, the derisking
practice leads to a decrease in the profits of banks and other financial institutions, but in the long-term,
profits would be more sustainable.

Other interviewees stated that although the adoption of derisking can result in lower compliance
costs and higher efficiency, a lack of proper understanding and capacity can result in the loss of
legitimate business, defeating the purpose of this exercise. Additionally, the many drawbacks of the
derisking process, such as declining CBRs, the use of unregulated banking channels and financial
exclusion, can render derisking unsustainable. The solution provided to maximise the pros and
minimise the cons of derisking is to find the right balance and mechanism. Regulation should also be
balanced and proportionate.

When it comes to the Maltese scenario, given all the recent AML/CFT developments and regulatory
pressures by the ECB and local authorities, derisking is on the rise and expected to continue increasing
in the near future. Maltese regulatory authorities have the important role of not only providing
oversight and supervision but also of facilitating the undertaking of meaningful derisking. This ensures
that local banks and financial institutions are able to effectively manage their risks and have customer
bases which are sustainable.

In conclusion, the objective of this study, i.e., to identify and analyse the factors affected by and
the implications of the derisking process, has been achieved, as clearly shown in the summary above.
The research questions that examine the drivers and implications of derisking in the case of Malta have
also been answered and exhaustively analysed and discussed throughout this study.

In light of the recent scandals and corruption allegations, the Maltese authorities need to, now
more than ever, strengthen the country’s fight with regards to money laundering and terrorism
financing. One way that this can be achieved is by the imposition of derisking exercises on other
sectors of the economy.

The derisking approach should be standardised across the board to ensure a level playing field for
all stakeholders. If all Maltese institutions implementing a derisking strategy adopt certain common
criteria and standards, this will lead to enhanced transparency and less discriminatory practices
applied. Standardisation of the derisking process ensures that the derisking that is conducted is more
meaningful and only the customer bases that pose the greatest risk are derisked. This standardised
approach should result in more fairness and consistency, therefore maximising the effectiveness that
can be derived from undertaking derisking.

Furthermore, the Maltese regulatory authorities should be provided with adequate human and
financial resources as this allows them to have the capacity required to carry out enhanced oversight
and risk-based supervision based on the size, complexity and risk profile of Malta’s private sector.
This would also permit such authorities to introduce more practical AML/CFT measures and carry out
more investigations and prosecutions. Moreover, by having sufficient resources, the authorities would
be able to monitor those Maltese institutions undergoing derisking and ensure that the process is being
properly and equitably conducted. Law enforcement authorities should, similarly, have the resources
necessary to pursue high-level cases of money laundering, bribery and corruption.

More education and workshops regarding this practice should also be provided to professionals
working within the fields of banking, financial services and accountancy. Moreover, it is important
that such professionals keep up-to-date with the latest changes and developments when it comes to
directives and regulations concerning AML/CFT, as well as derisking in general.
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Appendix A

Table A1. Summary statistics.

N Minimum Maximum Mean Std. Deviation

S1 317 1.00 5.00 3.8013 0.96206
S2 317 1.00 5.00 4.1956 0.88924
S3 317 1.00 5.00 3.9685 0.98996
S4 317 1.00 5.00 4.1041 0.92361
S5 317 1.00 5.00 3.8549 1.05441
S6 317 1.00 5.00 4.2650 0.92391
S7 317 1.00 5.00 3.9811 1.00613
S8 317 1.00 5.00 4.2902 0.88106
S9 317 1.00 5.00 4.0410 0.96204
S10 317 1.00 5.00 3.8801 1.03643
S11 317 1.00 5.00 4.0000 0.97760
S12 317 1.00 5.00 3.8170 1.01786
S13 317 1.00 5.00 4.2082 1.05281
S14 317 1.00 5.00 3.8801 1.06356
S15 317 1.00 5.00 3.8549 1.01465
S16 317 1.00 5.00 3.9653 1.08005
S17 317 1.00 5.00 4.1230 1.01601
S18 317 1.00 5.00 4.1199 1.06356

Valid N (listwise) 317

Source: authors’ compilation.

Appendix B

Table A2. Age.

Frequency Percent Valid Percent Cumulative Percent

Valid

21–29 22 6.9 6.9 6.9
30–39 126 39.7 39.7 46.7
40–49 67 21.1 21.1 67.8
50–59 102 32.2 32.2 100.0
Total 317 100.0 100.0

Table A3. Gender.

Frequency Percent Valid Percent Cumulative Percent

Valid
Male 217 68.5 68.5 68.5

Female 100 31.5 31.5 100.0
Total 317 100.0 100.0

389



J. Risk Financial Manag. 2020, 13, 216

Table A4. Locality.

Frequency Percent Valid Percent Cumulative Percent

Valid

North 99 31.2 31.2 31.2
Central 174 54.9 54.9 86.1
South 44 13.9 13.9 100.0
Total 317 100.0 100.0

Table A5. Provider–user.

Frequency Percent Valid Percent Cumulative Percent

Valid
User of Financial Institutions 214 67.5 67.5 67.5
Financial Services Provider 103 32.5 32.5 100.0

Total 317 100.0 100.0

Table A6. Level of expertise.

Frequency Percent Valid Percent Cumulative Percent

Valid
Good 189 59.6 59.6 59.6

Excellent 128 40.4 40.4 100.0
Total 317 100.0 100.0
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Abstract: In the beginning of the second book of his Politeia (Republic) Plato in passage 2.358e–359a–c
raises the issue of the administration of justice as a means of motivating people to behave fairly
regarding their relationships and when cooperating with each other because, at the end, this is
mutually beneficial for all of them. We argue that this particular passage could be seen as a part of a
wider process of evolution and development of the institutions of the ancient Athenian economy
during the Classical period (508–322 BCE) and could be interpreted through modern theoretical
concepts, and more particularly, game theory. Plato argued that there are two players, each with
two identical strategies, to treat the other justly or unjustly. In the beginning, each player chooses
the “unjust” strategy, trying to cheat the other. In this context, which could be seen as a prisoner’s
dilemma situation, both end with the worst possible outcome, that is, deceiving each other and this
has severe financial consequences for both of them. Realizing this, in a repeated game situation, with
increasing information on the outcome and on each other, they choose the “just” strategy so achieving
the best outcome and transforming the game in a cooperative one. We analyze this, formulating a
dynamic game which is related to international commercial transactions, after explaining how such a
situation could really arise in Classical Athens. We argue that this is the optimal scenario for both
parties because it minimizes the risk of deceiving each other and creates harmony while performing
financial transactions.

Keywords: Plato; fairness; commercial transactions; international trade; game theory

JEL Classification: B11; C71; C73; D81; F33; K20; N23

1. Introduction

During recent years, scholars have researched various aspects of the ancient Athe-
nian economy of the Classical period (508–323 BC), showing its modern character and
institutional setup in many areas, such as banking, insurance and other financial services.

Bresson (2016a, 2016b), O’Halloran (2018), Economou and Kyriazis (2019) and Bitros
et al. (2020) among other authors, have analyzed the market-type of economic institutions
that ensured the smooth functioning of the Athenian market while Bitros and Karayiannis
(2008) have analyzed the related issue of entrepreneurship in Athens under free market
economic principles. Stewart et al. (2020) focused on market specialization and division of
labor in Classical Athens. Economou and Kyriazis (2017, 2019) focused on the importance
of creation of an institutional setup which effectively protected private property and
commercial contracts through the establishment of courts. These courts known as Heliaia,
provided justice rapidly through highly capable and experienced jurors. Such commercial
cases, known as dikai emporikai were judged within a month, so that justice was provided
rapidly among litigants (Cohen 1992). The speed of litigation is of high importance so
as to reduce significantly transaction costs (Coase 1960), and protection of commercial
transactions through the law so as to become credible is a pivotal intertemporal axiom
(Hodgson 2015).
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Bresson (2016a, 2016b), Harris and Lewis (2016), O’Halloran (2018), Bitros et al. (2020),
and Economou et al. (2021) analyze the international commercial orientation of the Athe-
nian economy. During 478–404 BCE Athens benefited by international commerce, mainly
with its 316 allied states (according to Figueira 1998, p. 52) through the Delian League and
this led its economy to achieve economic growth, at least for some specific years. Thus,
Athens had actually managed to integrate a large part of the Eastern Mediterranean region
into a unified area of economic cooperation and security through its mighty fleet. In relation
to this Halkos and Kyriazis (2010) and Bitros et al. (2020) analyzed the development of a
prosperous “shipping industry” that finally lead the port of Athens, Piraeus, to became,
according to Cohen (1992, p. 141) an international entrepôt of antiquity. In the next section
we further elaborate on the recent literature regarding the Athenian economy during the
Classical period.

In this paper we argue that by trying to raise the issue of justice in human affairs,
Plato, who as a citizen of Athens experienced the practice all these economic development
of his times, tried to interpret the different outcomes according to whether a party deal is
conducted (i) in an unfair manner (“unjust”), or (ii) in a fair manner (“just”). For Plato,
the best way to ensure a mutually prosperous situation for two parties is to behave in
a “just” way since this decreases the risks of wrongdoing between two parties which is
important for both of them to be satisfied through their cooperation. We believe that Plato
developed some ideas through which, in a wider sense, he could be considered as a pioneer
“game theorist” ever as we purport to show in the next sections and this aspect of his
writing has not been analyzed before. To show this, we make use of a game theoretical
analysis by trying to interpret the commercial diastasis of Plato’s relative passage as a
two-stage prisoners’ dilemma. This game has a sub-game perfect outcome for every
outcome of the first stage, while we have an exclusive Nash equilibrium for the second
stage game. Actually, to ensure perfect information, we include the state and the inspection
mechanisms avoiding a sub-game perfect game with players’ strategies representing a
Nash equilibrium output in every sub-game. Instead, and under the threat of inspection
mechanisms, cooperation seems to be the way to limit risk in commercial transactions.

With this paper, we contribute to the international bibliography which argues that
fair and honest behavior while performing commercial transactions is a key intertemporal
axiom for reducing financial risks. We argue that such a behavior further sets the conditions
for trade to flourish and the economy to grow in the long run, providing that the functioning
of the economy is supported by a series of efficient institutions and auditing mechanisms
which ensure the protection of private property, sound money, and the development of
successful financial institutions such as banking, insurance, etc. Characteristic historical
cases of nations which played a key economic and geopolitical role in their time, such
as Medieval Venice, Early Modern Europe’s England, and the United Provinces (Dutch
Republic), Great Britain, and currently the USA (Ferguson 2008; Puga and Trefler 2014;
Economou and Kyriazis 2017), verify this financial axiom and with this paper we argue that
we contribute to the relative discussion which should also include evidence from Athens
during the Classical period and the time of Plato and later on.

The paper is structured as follows: Section 2 further analyzes in brief the institutional
setup of the Athenian economy by arguing that it was export-oriented and favorable to
international commerce. We do this in order to show that Plato has expressed his relevant
views in an economic environment that favored, in practice, the formulation of a number of
such views. We focus on two very important institutions, the agoranomoi and the dokimastai,
and we argue that a key reason for the success of the internationally-oriented Athenian
economy was the usage of sound money. In Section 3 we provide the relative passage of
Plato in a verbatim way, followed by explanations and a further theoretical analysis. In
Section 4, we present a fictional case regarding the commercial diastasis of Plato’s passage
by describing a transaction between two trading parties, followed by the formulation of a
two-stage repeated prisoner’s dilemma setup with complete but imperfect information.
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Equally important is that such kind of transactions were the norm in the city-state of Athens
during Plato’s era.

We argue that in the beginning, each player chooses the “unjust” strategy, trying to
cheat the other and this could be seen as a prisoner’s dilemma situation, which ends in the
worst possible outcome. Realizing this, in a repeated game situation, both parties choose
the “just” strategy by adding auditing mechanisms in the game and they manage to achieve
the best outcome by transforming the game into a cooperative one which maximizes the
outcome for both.

Put it differently, being inspired by Plato’s views, we argue that the success of com-
mercial cooperation between two partiers can be achieved when auditing institutional
mechanisms of minimizing the risks of performing financial transactions do exist and are
functional in practice. Section 5 summarizes our findings and concludes by providing
some further research directions inspired by the overall analysis.

2. The Athenian Economy during the 4th Century BCE Period

As it was already mentioned in the introduction, the success of the Athenians should
be attributed to the superior package of (the free market type of) economic institutions they
developed, even if in a primitive form in relation to today. Bresson (2016a, 2016b), Harris
and Lewis (2016), O’Halloran (2018), Bitros et al. (2020), Economou et al. (2021), among
others, have analyzed the Athenian “international” trade policy through the establishment
of a unified “economic area” for interstate commercial transactions between the member
city-states of the Delian League while Economou et al. (2021) add that this area should
be also seen as an ad hoc monetary union. According to Cohen (1992, p. 141) in the
port of Piraeus, the products imported could be sold on site and directly exported to
new end-user markets. The port of Piraeus had become an international entrepôt of
antiquity, as was Alexandria during the Hellenistic period (323–146 BCE), Amsterdam
during the 17th century AD and among others, Hong Kong, Shanghai, and Rotterdam
today. Bresson (2016a, p. 414) writes:

“In the Classical period, Athens was obviously the greatest market in the Mediter-
ranean world, the one that attracted all the merchants who wanted to sell a large
cargo rapidly at a good price.”

In accordance to the above, Cohen (1992) and Bitros et al. (2020), among others, have
analyzed the Athenian internationally-oriented banking system. In particular, Cohen (1992)
in his seminal book Athenian Economy and Society: A Banking Perspective analyzed exhaus-
tively the sophisticated way banks functioned in Classical Athens. Banks’ main services
were: (i) the exchange of coins and foreign currencies, (ii) the acceptance of deposits,
(iii) carrying out payments on behalf of their customers, (iv) providing loans to various
business operations, including bottomry loans in shipping and even financing of consumer
credit, (v) providing sureties, negotiated claims, and offered guarantees and personal
advice to important customers, (vi) accepting documents and valuables for safekeeping
but they did not act in the capacity of pawnbrokers, and (vii) facilitating export-import
activities by settling payments among importers from and exporters to merchants abroad.

Cohen (1992, p. 141), Acton (2014, pp. 252–53), and Bitros et al. (2020), among others,
further argue that banks also offered insurance on these maritime loans to ship-owners
and merchants so as to reduce any possible negative financial consequences related to
the great risks that were involved in transport journeys over sea lanes. Thus, insurance
went hand in hand with the process of issuing loans with interest, so as to further pro-
mote international trade activities by minimizing the risks when performing international
financial transactions.

Even primitive versions of joint stock companies were developed for various pur-
poses such as financing maritime commerce through banks with more than one owner-
shareholder, or the exploitation of the silver mines at Laurion (Cohen 1992, p. 153;
Bitros et al. 2020, p. 24). Here again, these companies were the result of the attempt of
the Athenian bankers or merchants to limit any negative financial consequences while
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performing trade; in other words, to minimize the risk of providing loans through an
international trade environment. Halkos and Kyriazis (2010) further analyzed the process
of “industrialization” that made Athens the first economy in history where “services” and
“industrial” (handicrafts) sectors contributed more to GDP than agriculture.

To this point it has also to be acknowledged that the literature and the references
that we provide herein consist only a small part of the international bibliography in
the last 30 years that revisits the older, though influential, views of Finley (see, e.g.,
Finley 1973, 1983) and his followers who argued that the Athenian (and by extension
ancient Greek) economy was characterized by primitive structures and organization and
that it was “embedded” on social, political, and religious aspects, meaning that it was not
actually a market economy. Among many others Tridimas (2019, p. 12) acknowledges
that, during the 1970s and 1980s, Finley’s view was the established orthodoxy but, in light
of new evidence and advances in economic theory, “formalist” accounts gradually won
ground. He adds that “formalism” maintains that economic actors are essentially the same
in every place and in every period, so that we can treat both ancients and modern societies’
citizens as seeking to maximize profits and utility as posited by the rational choice model.
It is also necessary to be mentioned at this point that for space limitation purposes we
intentionally choose to provide only selected references regarding some of the most recent
works available in the bibliography that are related to the specific issues we discuss in
this paper.

Under such a context, below we focus only on two key importance institutions which
are linked with what we call as Plato’s theory of justice and the commercial diastasis of
his views which we further elaborate through a game theoretical analysis. These were the
agoranomoi and the dokimastai. The first was a group of 10 public magistrates, elected by the
Athenian Assembly of citizens under direct democracy procedures, responsible to ensure
that the prices of goods in the market were not excessive. These actions were important
so as to combat profiteering (Elliot 2018; Bitros et al. 2020). The agoranomoi also had to
ensure that the quality of the products met their specifications. If this was not the case,
they put fines to the sellers. They further solved disputes among merchants or between
buyers and sellers in the market. This intervention could result in transactions without fear
of violence or intimidation according to Harris and Lewis (2016, p. 30). The second and
equally important institution were the so-called dokimastai (dokimastes in singular) which
are related to the introduction of reliable currencies for the exchange of goods and services
and the impressive increase of the volume of commerce between Athens and its allies
(Economou et al. 2021).

Figueira (1998), van Alfen (2011), and Bitros et al. (2020), among others, argued that the
so-called Athenian silver drachma became the universal coin in the Eastern Mediterranean
because of its purity of silver content, which minimized the risks of performing reliable
financial-commercial transactions between Athens and its allies or every other state. The
most famous of these series of drachmae issued by the Athenian state silver mint, known
as Argurocopeion, was the Athenian tetradrachm (four drachmae) which rapidly became the
internationally-accepted leading currency throughout the Mediterranean (Scheme 1).

Scheme 1. An Athenian tetradrachm. Source: http://www.wildwinds.com/coins/greece/attica/
athens/sg2526.jpg (accessed on 2 January 2021).
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The reliability of these coins was safeguarded through the introduction by the Athe-
nian Assembly of so-called Monetary Law of Nicophon (being the lawgiver who proposed
the law). Under its provisions, all “good” (meaning of correct silver content) foreign coins
and all “good” imitations of the Athenian drachma issued in mints outside Athens could
circulate in the Athenian economy together with Athenian drachmae. Thus, foreign traders,
etc., could use the coins of their preference for their transactions without having to change
them into Athenian providing that they were not counterfeits.

In cases of doubt about the “purity” of the content of the foreign coins (and as a state
guarantee against fraud) the office of the “testers” (known as dokimastai) was introduced.
The “testers”, being themselves public slaves who acted as state officials, had an office,
a bench in the Agora (the marketplace) of Athens and at the harbor of Piraeus. If one
of the private contracting parties had doubts regarding the purity of the foreign coins,
he could bring them to the “tester” who examined their purity. If found impure (e.g., in
the case of fraud) the coins were confiscated, then cut and next, became sacred property
of the treasury-temple of the Mother of the Gods. If found to be authentic imitations of
the Athenian drachma, (meaning that they were of the proper silver content) they were
returned to their owners, who then had the right to use them legally in order to perform
commercial transactions in the market (Figueira 1998; Engen 2005). Having the above in
mind (Ober 2008, pp. 222–25), Bitros et al. (2020) and Economou et al. (2021) argue that the
Law of Nicophon reduced transaction costs and generated, by its existence and provisions,
trust between the parties.

As a general comment, both the agoranomoi and the dokimastai were institutions intro-
duced by the Athenian state so as to limit to the minimum any kind of risk regarding the
reliability of performing financial transactions in the Athenian market.

3. Plato’s Game Theory of Justice: The Concept

Except the above brief description regarding the commercial orientation of the Athe-
nian economy, what is also important is that by analyzing the ancient evidence in books,
speeches, extant decrees, etc., it becomes clear that Greek thinkers/philosophers had antici-
pated many theoretical aspects of the working of the economy, such as the importance of
efficient and fair administration of public economics (Xenophon Memorabilia, 3.4.7-12),
the crucial issue of property and property rights protection (Aristotle, Politics, 1262b.
23–25, 1263a, 1278a; Demosthenes Against Timocrates, 149), the issue of the specialization
of professions (Lysias Against Eratosthenes, 19), and the importance and the benefits of
commercial exchange in order to establish viable international markets Pseudo-Xenophon
(Constitution of the Athenians, 2.11-12; Plato Republic 2.370e–2.371a, 2.373d–e; Isocrates
Panegyricus, 4.42).

Furthermore, the issues of division of labor and labor productivity were discussed by
Xenophon (Cyropaedia, VII, 2.5), almost 21 centuries before Adam Smith raises this issue
in Book I. 1.17–18 of his Wealth of Nations. In addition, the market mechanism, and the
adjustment of prices of goods through the forces of demand and supply were also discussed
by Xenophon (Ways and Means, IV). The benefits of free circulation of good currencies and
the need to withdraw counterfeited coins from the market as a means of minimizing the
risks when performing commercial transactions were discussed by Aristophanes (Frogs,
718–733). Even what we call today “marginalist” thinking was, to some extent, discussed
by Plato (Republic 2.369b–e, 370–372, 373b–c).

We have to acknowledge that the evidence we provide here regarding the economic
thinking of ancient Greek philosophers needs more clarification, however, this exceeds
the scope of our paper. Detailed analysis regarding the ancient Greek philosophical
thinking regarding economic matters are provided, among others, by Amemiya (2004),
Baloglou (2012), and Stewart et al. (2020).

It is also to be clarified that the above philosophical views regarding economic in-
stitutions were not just the outcome of philosophical thinking or logical deductions of
the philosophers regarding the theoretical foundations of economic principles but, more
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importantly, it was the description of how the Athenian economy of the time worked in
practice on a daily basis. What we mean is that when Plato wrote The Republic in 375 BCE
he was experiencing the daily working of the functioning of the institutions as described
in Section 2 in practice. We believe that through such an economic environment Plato
developed some ideas through which, in a wider sense, he could be considered as the first
“game theorist” ever, and this aspect of his writing has not been analyzed before.

Our main aim in this paper is to focus and analyze in more detail Plato’s 2.358e–
359a–c passage. In The Republic (2.373d) Plato writes that two neighboring city states try
to permanently acquire things (land in this case) in competition with one another, thus
“undertaking the marginal point of their needs”. Then, in The Republic (2.358e–359a–c) he
writes the following (We follow the translation of the ancient Greek text as is provided by
the Perseus Digital Library of the University of Tufts):

“By nature, they say, to commit injustice is a good and to suffer it is an evil, but
that the excess of evil in being wronged is greater than the excess of good in doing
wrong. So that when men do wrong and are wronged by one another and taste
of both, those who lack the power to avoid the one and take the other determine
that it is for their profit to make a compact with one another neither to commit
nor to suffer injustice; and that this is the beginning of legislation and covenants
between men, and that they name the commandment of the law the lawful and
the just, and that this is the genesis and essential nature of justice—a compromise
between the best, which is to do wrong with impunity, and the worst, which is
to be wronged and be impotent to get one’s revenge. Justice, they tell us, being
mid-way between the two, is accepted and approved, not as a real good, but as
a thing honored in the lack of vigor to do injustice, since anyone who had the
power to do it and was in reality ‘a man’ would never make a compact with
anybody either to wrong nor to be wronged; for he would be mad. The nature,
then, of justice is this and such as this, Socrates, and such are the conditions in
which it originates, according to the theory. If we grant to each, the just and the
unjust, license and power to do whatever he pleases, and then accompany them
in imagination and see whither his desire will conduct each. We should then
catch the just man in the very act of resorting to the same conduct as the unjust
man because of the self-advantage which every creature by its nature pursues as
a good, while by the convention of law it is forcibly diverted to paying honor to
equality . . . ”

Plato proposes here an underlying utility approach to justice. Justice is not “loved”
per se, but because, if applied equally, increases utility in that it prohibits wrongdoing,
which, for the person receiving it, reduces his utility. The “biggest good”, for a person,
would be if he could do wrong without punishment, which would increase his potential
utility. The “biggest bad” is if he receives wrong without being able to retaliate, so that
justice equilibrates or is an intermediation between those two extremes, balancing positive
and negative potential effects of the two persons.

Further, it becomes clear that Plato, known as a moral philosopher, here perceives
persons as “pure” utility maximizers. A person does not refrain from doing wrong due
to his morals, etc., but because this could potentially harm his utility if the other person
retaliates, or if the law prohibits it and he faces consequences if caught. Thus, in 2.359c Plato
calls for establishing an environment of commonly acceptable values as rules of behavior
regarding justice since this will be the way to ensure equality between individuals, the
people themselves, in the society. In actuality, Plato calls for common protocols of behavior
which minimize the risk of fraud and ensure the establishment of a prosperous financial
environment for international trade.

Such protocols of behavior are related to the set of institutions as mentioned above in
Sections 1 and 2 in brief. However, the success of the international economic-commercial
networks that Athens introduced with her allies, especially in the 4th century BCE, should
be attributed to some further institutions that were introduced, such as proxeny (a system
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of developing diplomatic relationships between states), asylia (exemption from reprisals
from one city-state to another), isopoliteia (political equality), enktesis (rewarding citizenship
and property rights to own land to foreigners), and symbola (interstate monetary union and
bilateral commercial-diplomatic agreements (Harris and Lewis 2016; Economou 2020).

The connection between the rule of law and equality as a prerequisite for establishing
a prosperous society, meaning a fair and just society, is also verified by modern literature
(see among others, Bingham (2011) and Gowder (2016)). Epistemic disciplines in social
sciences, such as the New Institutional Economics school of thought, consider justice and
the rule of law mainly front the institutional point of view: Equality in justice is seen as a
highly important prerequisite which guarantees responsible governance and contributes to
economic growth (Acemoglu and Robinson 2013; Hodgson 2015). Plato’s call for commonly
accepted rules of behavior that are related to justice is also verified by modern scholars
such as Greif (2006, p. 30), who concludes at the same wavelength that institutions are
a system of rules, beliefs, patterns of behavior, and organizations that together create a
regularity of social behavior.

In the following section we present a scenario with fictional characters regarding how
Plato’s theory of justice functioned in practice, through a game theoretical analysis. It is
worth to be mentioned that the following game is not just a fictional scenario but a way to
bring to life how the financial institutions of agoranomoi and the dokimastai functioned in
practice in Classical Athens in the time of Plato. A description on how the institution of
the dokimastai further functioned is provided by various ancient authors such as Aristotle
(Athenian Constitution 51.2.).

4. Plato’s Game Theory of Justice. A Fictional Scenario Based on Real Life Practices

As it has already been argued, in Plato’s time, Piraeus, Athens twin city and harbor,
was the Mediterranean’s entrepot. Merchants from all over the world could find in Piraeus
all goods (even rare ones like silk and spices) without having to travel to their sources.

4.1. A Fictional Case: Apollonius; A Merchant from Emporium

A merchant from distant Emporium (today’s Ampurias in Southeastern Spain) Apol-
lonius, arrives in Athens in order to buy Athenian jewelry, reputed for its artistic quality
and craftsmanship. There, he meets the Athenian trader and jewelry merchant Heraiphon.
They agree on the transaction, the jewelry to be bought, and the price to be paid.

Apollonius suggests paying in his own currency, Emporium drachmae, instead of
changing in Athenian drachmae, in order to avoid the banking fee, something legally
possible under Nicophon’s Decree which permits the free circulation of all goods, thus
reducing transaction costs. Heraiphon agrees and asks about the silver content of Empo-
rium drachmae, Apollonius answering that it is exactly the same as Athenian drachmae
(which would give as an exchange rate of one to one and the same price in both currencies).
Still, Heraiphon has some doubts about the silver content of the Emporium drachma (with
which he has never traded up till now) and decides to bring them in front of the official
tester (dokimastes), provided by the city under Nicophon’s Decree in order to be sure
that the coins are indeed pure. The tester takes one at random, tests it, and discovers that
Apollonius tried to cheat: His drachmae are not of pure silver content, but silver plated.
The tester, as the Decree provides, confiscates all of the coins, and Apollonius suffers a
substantial financial loss.

Angry, Apollonius wishes to retaliate and calls an agoranomos, one of those officials
of the city being responsible for the good functioning of the market, protection against
quality fraud, profiteering, etc. He accuses Heraiphon that he tried to cheat him selling him
jewelry, alleged to be of pure gold, while in fact they are gold plated. The agoranomos tests
the jewelry and vindicates Apollonius. Heraiphon tried to cheat him offering him gold
plated jewelry instead of pure gold. Now, Heraiphon has to pay a fine, which corresponds
to a financial loss. This is exactly a situation portrayed by Plato in the first part of the game:
Both try to cheat, are found out, and in the end are worse off.

401



J. Risk Financial Manag. 2021, 14, 115

After some years, Apollonius comes back to Athens and meets Heraiphon. In view of
their previous experience, negative for both, this time they are both honest and conclude
their exchange. This is the second situation described by Plato; they agree “neither to
do wrong”. What the Athenian institutional setup and, in particular, Nicophon’s Law
provided for, was to transform asymmetrical information to symmetrical. Thus, market
exchanges were facilitated, since information gathering is part of the transaction cost.
Symmetrical information lowers transaction costs. By contrast, the existence of asymmetric
information is well known and has been analyzed by many prominent economists such as
Akerlof (1970) as one of the main problems of the functioning of markets.

The Athenian institutional setup achieved two particular aims: it gave symmetrical
information on the quality-purity of the different currencies, and information on the
character of the market participants, if they were honest or dishonest. In the first period
of the exchange (or game) the two participants have asymmetric or even non-existent
information on both issues. The Athenian does not know if the foreign currency is good, and
the citizen from Ampurias does not know if the jewelry is original, and both participants
do not know each other’s character. The element of trust is not present. The office of the
tester provides the solution. The tester gives his verdict on the quality of the currency, so
that both acquire symmetrical information. Both know then if the currency is good or not.
Further, they acquire symmetrical information on each other’s character: They know if
they are honest or not. Building upon this acquired information, in the next period they
can modify their strategy, thus breaking out of the prisoner’s dilemma and transforming
the game into a cooperative one.

Cooperative games are based on trust and shared symmetrical information. A vast
bibliography of modern literature in economics and organizational theory verifies the view
that trust is a lubricant enabling organizations and societies to achieve Pareto superior
outcomes (i.e., Arrow 1974; Fukuyama 1995; Kramer 1999). For example, Adler (2001)
argues that trust itself is a coordination mechanism that lowers transaction costs between
firms. By contrast, if uncertainty increases this has financial consequences which may
jeopardize the smooth functioning of an economy (Halkos and Zisiadou 2020). Nowadays,
trust and reliability of commercial transactions through digital money is ensured through
consumer protection laws and through specific practical norms and procedures regarding
using machines for money transferring, such as ATMs, e-banking through authorized
web-pages, money transfers from account to account, etc. In Classical Athens, this was
ensured by auditing mechanisms such as the agoranomoi and the dokimastai.

4.2. The Game

We set up the non-zero sum prisoners’ dilemma in the normal form representation
with each player simultaneously selecting a possible strategy. If we denote the strategy
space of the set of possible strategies for player i as Ωi then ωi is an arbitrary element of
this strategy space with ωiεΩi, that is each element is part of the strategy space Ωi.

If (ω1, ω2, . . . , ωn) is the combination of strategies one for each player and wi the
payoff function then:

wi(ω1, ω2, . . . , ωn)

and the game may be expressed as:

G = {Ω1, Ω1, . . . , Ω1; ω1, ω2, . . . , ωn} (1)

In our game the players choose their strategies simultaneously having complete
information as if they will/may have the help of the authorities.

In the normal-form game (1) if ω′
i and ω

′′
i are elements of the strategy space and

feasible strategies for player i then strategy ω′
i will be strictly dominated by ω

′′
i if:

wi

(
ω1, ω2, . . . , ωi−1, ω′

i , ωi+1, . . . , ωn

)
< wi

(
ω1, ω2, . . . , ωi−1, ω

′′
i , ωi+1, . . . , ωn

)
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If we consider a game of complete (due to the feasibility of using the appropriate
state inspection mechanisms) but with imperfect information as both players select their
strategies simultaneously, player 1 selects action ω1 from feasible set Ω1 and player 2
observing ω1 selects action ω2 from feasible set Ω2 with payoffs u1(ω1, ω2) and u2(ω1, ω2).
In a two-stage game of complete but imperfect information players 1 and 2 select at the
same time actions ω1 and ω2 from feasible sets Ω1 and Ω2, respectively. Players 1 and 2
observe the first stage (ω1, ω2) and select at the same time ω3 and ω4 from feasible sets Ω3
and Ω4 respectively with payoffs:

ui(ω1, ω2, ω3, ω4) for i = 1,2

For each feasible outcome of the first stage (ω1, ω2) we assume the second stage of the
players has a unique Nash equilibrium as:

ω∗
3 (ω1, ω2), ω∗

4 (ω1, ω2)

Expecting these payoffs for players 1 and 2 in the first stage then if
(
ω∗

1 , ω∗
2
)

is the
unique Nash equilibrium outcome of this simultaneous game then (ω∗

1 , ω∗
2 , ω∗

3 (ω
∗
1 , ω∗

2 ),
ω∗

4 (ω
∗
1 , ω∗

2 )) is the sub-game perfect outcome of this two-stage game. If player 1 does not
play α∗1 in the first stage player 2 may think about the expectation (assumption) that player
1 will play ω∗

1 (ω1, ω2) in the second stage.
We can create our analysis regarding Plato’s passage 2.373d through a two-stage

prisoners’ dilemma and for each possible outcome of the first stage of the game (α1,α2)
the second stage prisoners’ dilemma gives a unique Nash equilibrium represented as
(ω∗

3 (ω1, ω2), ω∗
4 (ω1, ω2)).

In Table 1 we present the game payoffs matrix described in the fictional case as
analyzed above. In this first stage of the game both players trust each other and there is
no need for state intervention through its auditing mechanisms (the agoranomoi and the
dokimastai). The fact that there is no state auditing intervention increases the risk of both
parties to be cheated and, thus, suffer inferior financial outcomes.

Table 1. First stage payoffs with players trusting each other—no need for state intervention.

Strategies

Heraiphon
Apollonius Unjust

(dishonest)
Just

(honest)

Unjust
(dishonest)

(2, 2) (15, 5)

Just
(honest)

(5, 15) (10, 10)

In the first case described by Plato, (both “unjust”) the outcome is negative for both and
this is akin to a prisoner’s dilemma situation. Both Apollonius and Heraiphon face a loss.
Apollonius has been deceived since he accepts jewelry of inferior quality while Heraiphon
accepts fraudulent money. Based on the procedures as described by Bitros et al. (2020) and
Economou et al. (2021) regarding currency issuing and the role of the Athenian silver
mint we assume that at least both Apollonius and Heraiphon do not face a total loss (0,0).
The jewelry that Apollonius accepts has at least a small value, while, on the other hand,
Heraiphon can apply to the silver mint, and ask from the staff to melt the fraudulent
coins, then receiving back a small percentage of silver bullion, and then asking the staff to
produce (unadulterated) silver coins for him under a small seignorage cost in favor of the
state. Thus, we assume that the two players achieve a very small gain, that is (2, 2). On
their part, the pairs (5, 15) and (15, 5) denote that, in both cases, one of the two players is
cheated while the other player benefits more that the legal gain due to deceiving the other
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party. Finally, in this game both players gain when, from the beginning, they wish to play
fair (10, 10).

If the game is repeated (as Plato presumes) both players “learn”, by incorporating
their past experience and, thus, choose the alternative “just” strategy, which maximizes the
outcome for both. It is to their benefit to agree and behave in a “just” way. The game is
transformed into a cooperation game. We symbolize “just” as “J” and “unjust” as “U”.

The pure strategy payoffs are (2, 2) (5, 15) (15, 5), and (10, 10). Other possible payoffs
include the pairs (x,x) for (2 < x < 10) which come from weighted averages of (2, 2) and (10,
10) an the pairs (y, z) for y + z = 15 and 5 < y < 15 as weighted averages of (5, 15) and (15,5).
The other pairs on the interior of the shaded region are weighted averages of more than
two pure strategy payoffs. These are shown in Figure 1 inspired from Gibbons (1992).

Figure 1. Graphical presentation of potential payoffs.

If we allow for exchange rate differentiation other than 1:1 (Athenian drachmae and
foreign drachmae from Ampurias) any point in the shaded area in Figure 1 can be attained
as the average payoff in a sub-game perfect Nash equilibrium of the repeated game but
with a discount rate close to 1:1. To have the payoffs for different time horizons available
we recall than and the sequence becomes (Fudenberg and Tirole 1993):

1 − e

1 − eT−1

T

∑
t=0

et[G1(ω)t] (2)

with the use of the average discounted payoff e. If the game is played once only, the
cooperation is strongly dominant and the unique equilibrium for both players is just. If the
game is repeated a finite number of times sub-game perfection requires both players to
defect in the last period and backward induction implies that the unique sub-game period
equilibrium is for both players to be just in every time period.

If the game is played infinitely then “both just every period” remains a sub-game
perfect equilibrium. If the horizon is infinite and e > 1

2 then they may cooperate in the first
period and continue to cooperate so long as no player ever deviates from the just:

(1 − e)(1 + e + . . . + et−1 + 2et + 0 + . . .) = 1 − et(2e − 1) (3)

which is less than 1 as e > 1
2 . With these strategies there are two classes of sub-games, class

A with no player being just and class B with just i having occurred.
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In the game theory setup the notions of dominance, iterated dominance, as well as
Nash equilibrium stem from the hypothesis that players predict their opponents’ moves
by “introspection and deduction” relying on their knowledge of their opponents’ rational
payoffs and the simultaneous knowledge that each player knows that the other player is
familiar with these matters. In this prisoners’ dilemma setup it can be observed that if the
game G presents a unique Nash equilibrium we may expect for any finite time horizon
the repeated game G(T) to take a unique sub-game perfect result as an outcome the Nash
equilibrium in each stage G. More specifically, if the game is played twice and we observe
the first stage outcome before then there is a sub-game perfect outcome in this repeated
game if (U,U) is played in the first stage. The two-stage prisoners’ dilemma is a game with
a sub-game perfect outcome as for each possible outcome of the first stage there is a unique
Nash equilibrium for the second-stage game.

Allowing for state intervention leads to cooperation as the way to reduce risk in com-
mercial transactions. That is, now the whole situation changes if we add the government
and the inspection mechanisms, that is, the agoranomoi and the dokimastai as active partici-
pants in the market, who can impose fines to both parties, Heraiphon and Apollonius.

In this case, we hypothesize that both Heraiphon and Apollonius do not trust each
other and before finishing their transaction they both wish to apply to the state auditing
mechanisms, the agoranomos and the dokimastes. Then we have multiple Nash equilibrium
situations that do not belong to this class of games. The best outcome for both Heraiphon
and Apollonius will be (10, 10). They both choose to play ‘just’, but they still wish to turn
to state auditing mechanisms, the agoranomos and the dokimastes, for an even more formal
control of money and jewelry, perhaps because both of them are extremely law-abiding! It
should also be noted that resorting to the two auditing mechanisms as mentioned above
does not incur any costs for both Heraiphon and Apollonius. This is because a state fine
can be imposed only to those who try to cheat. In other words, since no one tried to cheat
the state’s payoff in this case is (0, 0).

Thus, players expect that (10, 10) will be the second stage outcome if the first stage
outcome was (10, 10) having now (1, 1) as a payoff if any of the other first stage outcomes
takes place under complete information put forward by the inspection mechanisms. These
inspection mechanisms may avoid other strategies, like trigger or tit-for-tat, in an infinitely
repeated prisoners’ dilemma game leading to sub-game perfect Nash equilibriums in
every sub-game.

In Table 2 the pair (−1, −1) indicates that the agoranomos finds that the jewelry of
Hairephon is of lesser value, and orders their confiscation. Additionally, counterfeit money
is confiscated by the dokimastes. The two merchants lose everything, and, in addition, a fine
is imposed on both of them by the agoranomos because they tried to cheat each other, which
could also cause malfunction on the Athenian market in a wider sense. Thus, here there
is a total loss for both of them. The state on its part receives (1, 1) because it can impose
fines to both of them, because they tried to cheat each other and this behavior may cause
malfunctions or erode the prestige of the Athenian market.

Table 2. Payoffs of the second stage—both players do not trust each other.

Strategies

Apollonius

Haraiphon

Heraiphon
Apollonius Unjust

(dishonest)
Just

(honest)
State

(inspection mechanisms)

Unjust
(dishonest)

(−1, −1) (−1, 8) (1, 0)

Just
(honest)

(8, −1) (10, 10) (0, 0)

State (inspection mechanisms) (0, 1) (0, 0) (1, 1)
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Similarly, the pair (−1, 8) means that Heraiphon tries to cheat while Apollonius tries to
play justly. Thus, before finalizing their transaction, Apollonius demands that the jewelry
of Heraiphon is inspected by an agoranomos. The later inspects the jewelry of Heraiphon,
he finds that Heraiphon tried to cheat and, thus, he confiscates the jewelry of Heraiphon
and also imposes upon him a fine. On their part, Apollonius does not earn 10 because he
wished the transaction to be done, which it was not. Thus, although he keeps his pure (not
fraudulent) coins, he scores 8 and not 10 because his utility would have been maximized if
the transaction had been done, a situation that did not materialize in the end. In this case
the state also earns a small profit because it imposes a fine to Hairephon because he tried to
cheat Apollonius. By contrast, the state earns nothing from Apollonius since it cannot put
a fine on his sound money and pure silver coins. Thus, the pair for the state in this (1, 0).

On the other hand, the pair (8, −1) denotes the inverse case of (−1, 8)., and under the
same logic the state’s payoff is only (0, 1) since it can only receive a small profit by putting
a fine (only) to Apollonius.

5. Conclusions

In this paper we approached the issue of justice in human affairs as an important pa-
rameter regarding the establishment of an institutional environment, which is beneficial to
international trade. Our analysis links the issue of financial risk through a game theoretical
approach regarding the famous philosopher Plato’s views on trust between parties and
especially while performing international commercial transactions.

Since fair and honest behavior is a key intertemporal axiom for performing efficient
commercial transactions, our motivation, among others in this paper, was to trace how
deeply this financial behavior goes back in the course of history. We found that elements of
such an intertemporal value system for reducing risk in financial transactions dates back to
the time of Plato in Athens during the Classical times.

To prove this, we chose to elaborate a famous passage from Plato’s Republic by for-
mulating a repeated game of “just” and “not just” while performing financial transactions.
Essentially Plato argued that the absence of regulatory mechanisms of justice in a society
causes unproductive outcomes. The opposite also applies. When two parties decide to
cooperate with each other by playing fairly and this is also backed up by strong institutions,
that is, efficient auditing mechanisms by the state so as to apply justice fairly, as this will be
to the benefit of both parties.

We formulated a relative conceptual framework through a game theoretical analysis
seeing Plato as “game theorist”. We argued that, in the beginning, each player chooses
the “unjust” strategy, trying to cheat the other and could be seen as a prisoner’s dilemma
situation, which ends to the worst possible outcome. Realizing this, in a repeated game
situation, both parties choose the “just” strategy so achieving the best outcome and trans-
forming the game into a cooperative one that maximizes the outcome for both, that is, it is
to their benefit to agree and behave in a “just” way and their cooperation is transformed
into a cooperation game.

We have also found that the whole situation changes if we add the government
and the inspection mechanisms. In a repeated game and having the state inspection
mechanisms (S1,S2) ensures the trust outcome of (J1,J2) with cooperation achieved in a
complete information repeated game. The outcome of trust between the two players (J1,J2)
is Pareto superior as both players are better off compared to unjust ones (U1,U2) but the
situation with this strategy is unstable as each player has an incentive to unjust if he
considers the other player will play just. In case both players play justly and do not cheat
then the outcome (J1,J2) will be chosen. This is ensured with the inspection mechanisms
that eventually lead to the cooperative outcome.

Our results contribute to the current knowledge regarding the world economy com-
petitive arena by conveying the intertemporal axiom that what is important so as to ensure
the establishment of an effective system of commercial transactions at a supranational
level is to create an environment of robust and functional financial institutions where

406



J. Risk Financial Manag. 2021, 14, 115

trading parties behave “just”. This is a necessary, but not a sufficient, condition, though.
Such a financial system, in order to be effective requires to be backed by effective auditing
mechanisms and, equally important, bonds of trust between trading parties and the state
institutions should be forged and be mutually reinforcing. As argued in the introduction,
these prerequisites were also among the key reasons of success in later historical cases,
such as Venice, the United Provinces, England, Great Britain, and the USA nowadays.

Further research directions could perhaps include focusing on the common protocols
of behavior that systems, such as monetary unions, develop so as to achieve the “just”
behavior among trading parties at a supranational level. As already argued, some authors
consider Athens and her Delian League allies as an ad hoc monetary union. Later monetary
unions include, among others, the Achaean League as one of the most advanced federations
in the Hellenistic period (Economou 2020) and, in later times, the United Provinces, a
federal state which also established a monetary union, the USA, the German Zollverein of
1834, the Latin Monetary Union of 1865, the Austro-Hungarian Monetary Union (AHMU)
of 1867, the Scandinavian Monetary Union of 1873 (Ryan and Loughlin 2018) and, of course,
the current Eurozone of the European Union (EMU) established in 1992. Further research
could, for example, include a comparative analysis of the cases mentioned above with the
case of Classical Athens and the Delian League as a coherent whole in terms of a monetary
union institutional setting. Such research could also include commercial and customs
unions, such as the Hanseatic League of 1356, the European Free Trade Association (EFTA)
of 1960, or even the recent Eurasian Economic Union (EAEU) established in 2015, among
others. Another possible future research direction would be to compare the scientific
impact and the methods we used in this paper with the results of other studies with similar
hypotheses that possibly exist. Due to space limitations we promise further research in the
future in this direction.

Of course, there are also some limitations regarding the research we performed with
this paper. We have no cliometric data available for the case of Classical Athens and,
generally, for every ancient economy, thus, in this case we can only rely on the findings
of history by using them properly through interpretative tools from disciplines such
as financial history, historical (and international) political economy, and the history of
economic thought as our paper does.

As a final comment, we hope that the approach we follow in this paper, which
combines (i) issues of risk while performing financial transactions, (ii) game theory as an
interpretative tool for financial transactions, (iii) financial history, will stimulate future
interest in the academic community on related issues.
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