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(UK), and he was awarded the IBM/Löwdin prize from the Quantum Theory Project of the University

of Florida, USA. His research interests include the electronic structure of matter, theoretical chemistry,

computational chemistry, boron chemistry, and valence-bond theory.

vii





Preface to ”New Science of Boron Allotropes,
Compounds, and Nanomaterials”

Elemental boron has attracted researchers because of its large number of allotropes, thus

providing a variety of scientific aspects within physics and chemistry. Boron compounds and

boron nanomaterials have also shown various polymorphs that have been investigated as functional

materials for our society. The uniqueness of the boron atom is due to its high frequency of electron

multi-center bonding with neighboring atoms, which is still a significant topic in theoretical and

computational research. Recently, there have been reports on the realization of two-dimensional (2D)

or planar boron nanomaterials, the so-called borophenes. As expected, observations of the various

2D polymorphisms have triggered a considerable number of research lines worldwide. This reprint

presents a collection of such papers at the forefront. The contributed papers are transferred from the

Special Issue of “New Science of Boron Allotropes, Compounds, and Nanomaterials” in the journal

Molecules. The issue was launched in 2021 and is aimed at providing a forum for the dissemination of

the latest information on boron allotropes, compounds, and nanomaterials.

This reprint contains nine articles, two communications, and two reviews, covering experimental

and theoretical research on borophene and various nanostructures of boron compounds. Two

theoretical articles report intriguing planar boron molecules, which would be potential building

blocks in borophene. Two experimental articles present the atomic structure and vibrational

properties of fabricated borophene on the substrate, respectively. There are three articles

on hydrogenated borophene (HB), borophane, reporting the thin-film fabrication, the support

application of the highly dispersed nickel nanoclusters, and the synthesis acceleration of the novel

5,7-ring type sheets. Focusing on borophane (HB), there is also a review that comprehensively

describes the electronic structures of polymorphic layers of borophane. Some topics, especially

electrochemistry, on boron materials are featured, for example, cobalt bis(dicarbollide), rhombohedral

boron monosulfide, Ho0.8Lu0.2B12, and boron-doped diamond.

We hope that this reprint will provide useful insight to readers who have been working on

boron-related materials and also on materials science.

Takahiro Kondo, Iwao Matsuda, and Josep M. Oliva-Enrich

Editors
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Prediction of a Cyclic Hydrogenated Boron Molecule as a
Promising Building Block for Borophane
Yasunobu Ando 1,* , Takeru Nakashima 1 , Heming Yin 2, Ikuma Tateishi 3, Xiaoni Zhang 2, Yuki Tsujikawa 2,
Masafumi Horio 2 , Nguyen Thanh Cuong 4, Susumu Okada 4, Takahiro Kondo 4 and Iwao Matsuda 2,*

1 CD-FMat, National Institute of Advanced Industrial Science and Technology (AIST),
Tsukuba 305-8560, Ibaraki, Japan

2 Institute for Solid State Physics, The University of Tokyo, Kashiwa 277-8581, Chiba, Japan
3 RIKEN Center for Emergent Matter Science, Wako 351-0198, Saitama, Japan
4 Faculty of Pure and Applied Sciences, University of Tsukuba, Tsukuba 305-8573, Ibaraki, Japan
* Correspondence: yasunobu.ando@aist.go.jp (Y.A.); imatsuda@issp.u-tokyo.ac.jp (I.M.)

Abstract: We have extensively searched for a cyclic hydrogenated boron molecule that has a three-
center two-electron bond at the center. Using first-principles calculations, we discovered a stable
molecule of 2:4:6:8:-2H-1,5:1,5-µH-B8H10 and propose its existence. This molecule can be regarded as a
building block for sheets of topological hydrogen boride (borophane), which was recently theoretically
proposed and experimentally discovered. The electronic structure of the cyclic hydrogenated boron
molecule is discussed in comparison with that of cyclic hydrogenated carbon molecules.

Keywords: boron; hydrogenated boron; calculation

1. Introduction

The theoretical design of new molecules is a central issue in chemistry. Such methods
have led to the syntheses of new functional materials such as catalysts or device components
that have become technologically significant [1]. Molecules with unique bonding schemes
have attracted academic interest because they often have unexpected chemical properties
that violate well-established models and trigger innovations.

Boron is an electron-deficient element, and it has been found to form unique bond-
ing configurations with multi-center atoms. Various boron-based molecules have been
designed and synthesized [2]. Some of these molecules have shown anti-Van’t Hoff/Le
Bel features [3–6]. The predicted existence of a 2D or planar boron material, borophene,
has triggered vigorous explorations of its molecules or atomic sheets [7]. Researchers have
reported growths of various borophene layers on metal substrates [8–10]. Theoretical and
experimental searches for 2D boron have been extended to seeking low-dimensional materi-
als composed of boron and other elements [7]. An example is the recent synthesis of sheets
of hydrogen boride (HB) or borophane [11–13], which show intriguing functions such
as hydrogen storage [14]. Boron and hydrogen atoms create a three-center two-electron
(3c-2e) bond with unique chemical characteristics that allow us to design new 2D HB
structures [15–17].

In this study, we searched for a possible planar structure of hydrogenated boron
molecules (0D HB) through theoretical calculations. On the basis of the well-known
boron hydride molecule diborone, shown in Figure 1a, we designed various molecular
models by adding cyclic structures with different numbers of member atoms to different
types of well-known boron-hydride (borane) molecules [18]. Among the twelve can-
didates, we found that only the molecule 2:4:6:8:-2H-1,5:1,5-µH-B8H10 was stable both
thermodynamically and kinetically. The structural formula and atomic structure of the
molecule are drawn in Figure 1b,c, respectively. The molecule has a 3c-2e bond at the
center and two five-membered rings on the sides. The nomenclature of the molecule is

1
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based on references [19,20]; its atomic structure can be regarded as a building block of a
topological borophane layer, discovered recently [12,13,15,17]. This research shows intrigu-
ing relationships between the planar molecules and atomic sheets of the hydrogenated
boron compound. This cyclic hydrogenated boron molecule provides new perspectives in
boron chemistry.

Molecules 2023, 28, x FOR PEER REVIEW 2 of 13 
 

 

found that only the molecule 2:4:6:8:-2H-1,5:1,5-μH-B8H10 was stable both thermodynam-
ically and kinetically. The structural formula and atomic structure of the molecule are 
drawn in Figure 1b,c, respectively. The molecule has a 3c-2e bond at the center and two 
five-membered rings on the sides. The nomenclature of the molecule is based on refer-
ences [19,20]; its atomic structure can be regarded as a building block of a topological boro-
phane layer, discovered recently [12,13,15,17]. This research shows intriguing relationships 
between the planar molecules and atomic sheets of the hydrogenated boron compound. This 
cyclic hydrogenated boron molecule provides new perspectives in boron chemistry. 

 
Figure 1. Molecules of hydrogenated boron compounds. (a) Atomic structure of diborane, B2H6. (b) 
A structural formula and (c) the optimized molecular structure of 2:4:6:8:-2H-1,5:1,5-μH-B8H10. 
Numbers of the boron atoms for nomenclature are labeled in (b). 

2. Results and Discussion 
2.1. Candidates from the Cyclic Hydrogenated Boron Compounds 

In searching for a new hydrogenated boron molecule, we examined the 12 candidates 
displayed in Figure 2 and listed in Table 1. We followed the same nomenclature as for the 
B8H10 molecule [19,20]. The atomic structures of the molecular candidates are schemati-
cally presented in Appendix A (Figure A1). The stable molecule was determined by filter-
ing values of cohesive energy and signs of vibration frequency. All the candidates were 
found to gain cohesive energy during molecular formation. However, most of them were 
excluded because they had negative phonon energies or imaginary vibrational modes, 
indicating breakdowns in their molecular structure. It is apparent in Table 1 that only the 
molecule 2:4:6:8:-2H-1,5:1,5-μH-B8H10 (Figure 1b,c) is stable and could possibly exist in 
nature. The formation energy of this molecule is Eform = 194.5 kcal/mol, from four mole-
cules of diborane—B2H6 (Table 2). Comparing this with Eform = 156.3 kcal/mol for eight 
molecules of borane (BH3) shows that the formation energy of the proposed molecule is 
38.3 kcal/mol, which is slightly higher than that of the borane molecule. 

  

Figure 1. Molecules of hydrogenated boron compounds. (a) Atomic structure of diborane, B2H6.
(b) A structural formula and (c) the optimized molecular structure of 2:4:6:8:-2H-1,5:1,5-µH-B8H10.
Numbers of the boron atoms for nomenclature are labeled in (b).

2. Results and Discussion
2.1. Candidates from the Cyclic Hydrogenated Boron Compounds

In searching for a new hydrogenated boron molecule, we examined the 12 candidates
displayed in Figure 2 and listed in Table 1. We followed the same nomenclature as for the
B8H10 molecule [19,20]. The atomic structures of the molecular candidates are schematically
presented in Appendix A (Figure A1). The stable molecule was determined by filtering
values of cohesive energy and signs of vibration frequency. All the candidates were
found to gain cohesive energy during molecular formation. However, most of them were
excluded because they had negative phonon energies or imaginary vibrational modes,
indicating breakdowns in their molecular structure. It is apparent in Table 1 that only
the molecule 2:4:6:8:-2H-1,5:1,5-µH-B8H10 (Figure 1b,c) is stable and could possibly exist
in nature. The formation energy of this molecule is Eform = 194.5 kcal/mol, from four
molecules of diborane—B2H6 (Table 2). Comparing this with Eform = 156.3 kcal/mol for
eight molecules of borane (BH3) shows that the formation energy of the proposed molecule
is 38.3 kcal/mol, which is slightly higher than that of the borane molecule.

A molecule of 2:4:6:8:-2H-1,5:1,5-µH-B8H10 has two types of boron atoms: those that
make chemical bonds with hydrogen and those that do not. Two boron atoms in the 3c-2e
bond at the center share hydrogen atoms. Besides the two boron atoms that connect with
their neighbors, the other four boron atoms are individually terminated by two hydrogen
atoms. To help understand the electronic states of the molecule, Figure 3 shows the
schematics of the highest occupied and the lowest unoccupied molecular orbitals, HOMO
and LUMO, respectively. Both orbitals extend inside the cyclic plane and have σ bonds.

2
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Figure 2. Structural formula of 12 candidates for a new cyclic hydrogenated boron molecule. A
top-left number of each formula corresponds to the index in Table 1.

Table 1. Filtration of the molecule candidates, TRUE or FALSE. Stability is determined by the absence
(stability: TRUE) or presence (Stability: FALSE) of an imaginary vibrational mode. Atomic structures
of the cyclic hydrogenated boron molecules are shown in Figure 2 and Appendix A.

Index Molecule Candidate Total Energy (eV) HOMO Level (eV) LUMO Level (eV) Stability

1 1:2:3:4:-H-B4H4 −2768.32 −6.64 −2.50 FALSE

2 2:3:5:6:-H-1,4:1,4-µH-B6H6 −4148.76 −6.56 −3.73 FALSE

3 2:5:-2H-1,3,4,6:1,3,4,6-µH-B6H6 −4149.17 −7.65 −4.22 FALSE

4 3:7:-H-1,5:1,5-µH-B8H4 −5466.93 −5.93 −4.30 FALSE

5 3:7:-2H-1,5:1,5-µH-B8H6 −5499.07 −5.20 −4.54 FALSE

6 2:4:6:8:-H-1,5:1,5-µH-B8H6 −5501.27 −5.93 −4.16 FALSE

7 2:3:4:6:7:8:-H-1,5:1,5-µH-B8H8 −5533.90 −6.64 −4.24 FALSE

8 2:4:6:8:-2H-1,5:1,5-µH-B8H10 −5568.84 −8.14 −4.05 TRUE

9 2:3:4:6:7:8:-2H-1,5:1,5-µH-B8H14 −5635.07 −7.10 −3.70 FALSE

10 2:3:4:6:7:8:9:10:-H-1,5:1,5-µH-B10H10 −6915.86 −6.18 −4.24 FALSE

11 2:3:4:5:7:8:9:10:-H-1,6:1,6-µH-B10H10 −6917.17 −6.18 −4.46 FALSE

12 2:3:4:5:6:8:9:10:11:12:-H-1,7:1,7-µH-B12H12 −8299.69 −6.31 −4.57 FALSE

Table 2. B2H6, 8 BH3, and B8H10 + 7H2. All the systems have 8 boron and 24 hydrogen atoms.

System Total Energy
E (Hartree)

E − 4E(B2H6)
(Hartree)

E − 4E(B2H6)
(kcal/mol)

4 B2H6 −213.218 0.000 0.000

8 BH3 −212.969 0.249 156.250

B8H10 + 7H2 −212.908 0.310 194.528
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2.2. Relation to the Borophane Layer

The molecule 2:4:6:8:-2H-1,5:1,5-µH-B8H10 has a five-membered boron ring on each
of the two sides of the 3c-2e bond, as shown in Figure 1b,c. The topological borophane
layer (α-HB sheet) reported recently also has such a pair of five-membered rings in its sheet
structure, as shown in Figure 4a,b [12,13]. Among the different arrangements, the pair unit
is the tiled β-HB sheet (Figure 4c,d). In this section, we discuss the physical and chemical
relationships between the proposed molecule and borophane layers.

The α-HB sheet in Figure 4a,b was predicted by topological band theory and confirmed
to be thermodynamically and kinetically stable by first-principles calculations [15,17]. It is
noteworthy that its kinetic stability was supported by the positive vibrational energy of
the phonon modes. This material was successfully synthesized through an ion-exchange
reaction [12,13]. The α-HB sheet is a semimetal, with electronic states of the Dirac nodal
loop (DNL) at the Fermi level. X-ray spectroscopic measurements have revealed a gapless
electronic structure [12,13]. In Figure 4, the wave functions of (a) the lower and (b) the higher
DNL bands at the point schematically overlap in the atomic structure model [15]. Focusing
on the spatial distributions of the electronic states, one finds that the borophane layer can
be described in terms of tiling with the molecular orbitals of the pair of five-membered
rings. Wave functions of the energetically higher and lower DNL bands have out-of-
plane (π) and in-plane (σ) characteristics, respectively. Instead of the molecular orbitals of
2:4:6:8:-2H-1,5:1,5-µH-B8H10, the shapes match the HOMO and LUMO of 2:3:4:6:7:8:-H-
1,5:1,5-µH-B8H8, which is shown in Figure 4e,f.

A case of the β-HB sheet is given in Figure 4c,d; as the electronic structure and
stability of the borophane layer have not been derived yet, we present our calculation
results in Appendix B. The β sheet is also semimetallic, with a DNL at the Fermi level
(Figure A2 in Appendix B). The phonon dispersion diagram for β-type borophane is shown
in Figure A3. The phonon dispersion diagrams for β1-borophane show the imaginary
phonon, while the one for β2-borophane shows that all the phonon energy is positive.
The absence of an imaginary phonon modes implies kinematic stability, but it may not be
sufficient to conclude their actual existence, as quadratic phonon bands appear near zero
phonon energy. As shown in Appendix B, the electronic states of the β-HB sheet presented
in Figure 4c,d are built with blocks of molecular orbitals of the pair of five-membered rings,
as in the case of the α-sheet. The wave functions of the energetically higher and lower DNL
bands have out-of-plane (π) and in-plane (σ) characteristics, respectively. The molecular
orbital shapes are also similar to those of 2:3:4:6:7:8:-H-1,5:1,5-µH-B8H8 in Figure 4e,f.
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Figure 4. Atomic structures of the borophane layer (α1, β1), and the molecule (2:3:4:6:7:8:-H-1,5:1,5-
µH-B8H8). Wave functions and molecular orbitals at point are schematically overlapped in the atomic
models. (a) Lower and (b) higher bands of a Dirac nodal loop of the α1-borophane [15,17]. (c) Lower
and (d) higher bands of a Dirac nodal loop of the β1-borophane (see Appendix A). (e) HOMO
and (f) LUMO of the 2:3:4:6:7:8:-H-1,5:1,5-µH-B8H8 molecule. The color of each molecular orbital
corresponds to the sign of its wave functions.

Comparing Figures 3 and 4 indicates that the electronic states of the borophane layer
agree better with the HOMO and LUMO of 2:3:4:6:7:8:-H-1,5:1,5-µH-B8H8 than those of
2:4:6:8:-2H-1,5:1,5-µH-B8H10. The electronic properties can naturally be understood in
terms of the bonding scheme between boron and hydrogen atoms. Besides the 3c-2e bond
at the center, the rest of the B–H bonds in the B8H8 molecule are associated with one
hydrogen atom, while those in B8H10 have two or no hydrogen atoms. The chemical
environment of the B8H8 molecule generates the same π/σ LUMO/HOMO states as those
of the borophane layer. It is worth mentioning that—in Table 1—2:3:4:6:7:8:-H-1,5:1,5-
µH-B8H8 is unstable, although the HB sheets themselves are stable. We infer that the π

electronic state is unfavorable for a single molecule of hydrogenated boron and that the
molecule 2:4:6:8:-2H-1,5:1,5-µH-B8H10 consists of σ bonding states.

By further comparing wave functions between the B8H8 molecule and the DNL sheets
of HB, one finds that the energy levels of the molecular orbitals are reversed between the
π and σ types. It is intriguing to find this contrast although the molecule corresponds
to a building block of the layer. To systematically investigate their electronic properties,
this study calculated the energy difference E(π) − E(σ) for the molecules and the sheets.
As shown in Figure 5a, the two types of low-dimensional structures—0D (molecule) and
2D (sheets)—have an opposite sign of energy difference E(π) − E(σ). This difference
is apparently due to interactions between the building blocks in the 2D network. To
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examine the issue quantitatively, the tight-binding model was calculated using the hopping
parameters between the composing boron atoms. An α-HB sheet structure was adopted in
the simulation. The critical parameters were the transfer integrals—tb and ti—at the two
types of inequivalent 3c-2e bonds, where tb and ti correspond to the bonds at the unit center
and those at the linkage between the units, respectively (Figure 5b). In the calculation, the
transfer integrals at the single bonds between the boron atoms were uniformly set as ts.
Under the condition tb/ts = 1, the energy level of the π-orbital decreases by ∆E = −0.114 ts
when ti/ts is changed only from 0 to 0.1. The electronic change in the molecular orbital
through the ti interaction is shown in Figure 5c. The isolated molecular orbitals (ti/ts. = 0)
interact with each other and form a delocalized wave function (ti/ts = 0.1) similar to the one
in Figure 4a. The model calculation demonstrates that the energy level of the π molecular
orbitals can become lower than that of a σ orbital through interactions between the building
units. The development of the delocalized π states is likely responsible for forming the 2D
network in the HB sheet.
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molecular orbitals between the cyclic molecule and topological borophane. Besides the 
electronic structure, it is interesting to consider a possible reaction path for building an 

Figure 5. (a) Energy differences E(π) − E(σ) between boron materials, corresponding to the
HOMO-LUMO gap (gap between lower-band and higher band of DNL at point) for the
HB molecules (the HB sheets). Molecules: (2) 2:3:5:6:-H-1,4:1,4-µH-B6H6, (7) 2:3:4:6:7:8:-H-
1,5:1,5-µH-B8H8, (10) 2:3:4:6:7:8:9:10:-H-1,5:1,5-µH-B10H10, (11) 2:3:4:5:7:8:9:10:-H-1,6:1,6-µH-B10H10,
(12) 2:3:4:5:6:8:9:10:11:12:-H-1,7:1,7-µH-B12H12. The index numbers correspond to those in Figure 2
and Table 1. Sheets (at point): (α1) α1-borophane, (α2) α2-borophane, (β1) β1-borophane, (β2) β2-
borophane. (b) Descriptions of the tight-binding parameters tb and ti. (c) Energy diagram calculated
from the tight-binding model with wave function forms before and after the interaction. Only one of
the neighboring molecular orbitals is shown for the case ti/ts = 0.1 for comparison with the results in
Figure 4a.
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The calculation results showed a significant role of the 3c-2e bond in the change in
molecular orbitals between the cyclic molecule and topological borophane. Besides the
electronic structure, it is interesting to consider a possible reaction path for building an HB
sheet from HB molecules. Figure 6a recalls the molecular structure of 2:4:6:8:-2H-1,5:1,5-
µH-B8H10. There are three types of boron atoms: BC, BH, and BA. The BC atoms take part
in the center 3c-2e B–H–B bonds and, thus, are not involved in linkages between molecules.
The BH atoms individually bond with two hydrogen atoms, while the BA atoms are absent
from the B–H bonding. Thus, we infer that a combination of BH and BA atoms naturally
contributes to the two 3c-2e B–H–B bonds that connect the molecules that form the 2D
network of the HB sheet.
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of BH atoms with combinations of BA atoms, as illustrated in Figure 6c. Pairs of BA atoms 
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Figure 6. Construction of the borophane layer with the 2:4:6:8:-2H-1,5:1,5-µH-B8H10 molecules.
(a) Molecular structures with labels on the different boron sites. (b) Building the α-borophane.
(c) Building the β-borophane. Intermediate seven-membered rings are shaded in green in (b,c).

To build an α-sheet composed of five-membered and seven-membered rings, one can
assemble B8H10 molecules to form an intermediate seven-membered ring structure, as
shown in Figure 6b. The heptagonal network is associated with two pairs of BH and BA
atoms that naturally lead to the formation of 3c-2e bonds. There is also a pair of BH atoms
that can induce intermolecular B–H–B bonding by releasing two hydrogen atoms or H2.
However, for a β-sheet, the intermediate seven-membered ring is formed by combinations
of BH atoms with combinations of BA atoms, as illustrated in Figure 6c. Pairs of BA atoms
lack a hydrogen atom and are unlikely to generate a 3c-2e B–H–B bond themselves; thus,
the B8H10 molecules cannot be used as blocks for building a β-structure. The argument for
B–H–B bond formation favors α-sheet rather than β-sheet formation.
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It is intriguing that β-borophane (Figure 4c,d) is not stable according to the calculations
(Appendix B). However, the cyclic hydrogenated boron molecule 2:4:6:8:-2H-1,5:1,5-µH-
B8H10 in Figure 1b,c and the topological α-borophane in Figure 1a,b were found to be stable.
It is coincidental but intriguing to find that the reaction path of the molecular assembly
favors a combination of the stable hydrogenated boron species.

Layers of topological borophane have been synthesized by liquid exfoliation associated
with an ion-exchange reaction [11–13]. This is a top-down approach and typically results
in powders of microscopic flakes. However, various 2D materials such as graphene and
transition-metal dichalcogenide have been grown by chemical vapor deposition (CVD).
This bottom-up approach has led to the synthesis of wide-area and single-crystalline
films [21]. The cyclic B8H10 molecule proposed in this research has an atomic structure that
corresponds to the building blocks of topological α-borophane. Thus, this molecule is the
ideal precursor or CVD reacting gas for preparing single-crystalline topological borophane
with a macroscopically wide area.

2.3. Orbitals of the Cyclic Boron Molecule in the Hückel Model

To examine the electronic states of a cyclic hydrogenated boron molecule, the classical
Hückel model was applied and the results were compared with those for carbon molecules.
The Hückel model has been used to simply calculate the energies of the π molecular orbitals
in a conjugated carbon system by regarding all molecular orbitals as linear combinations
of atomic orbitals [22–27]. Figure 7a shows the example of the cyclic conjugated carbon
compound naphthalene (C10H8). This molecule consists of two loops of pz-orbitals, and
each molecular orbital belongs to the genus-2 topological classification.
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Figure 7. Application of the Hückel model to cyclic molecules. (a) Naphthalene molecule and the
pz configuration. (b) 1,6-1,6-decadiborane and the pz configuration. (c) pz configuration of a cyclic
decagon molecule. (d,e) Molecular orbitals of 1,6-1,6-decadiborane, calculated from (d) the Hückel
model and (e) first-principles calculations. (f,g) Molecular orbitals of 1,5-1,5-octadiborane, calculated
from the (g) Hückel model and (f) first-principles calculations. The color of each molecular orbital
corresponds to the sign of its wave functions.
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For comparison, we prepared a cyclic hydrogenated boron molecule with 10 boron
atoms, corresponding to the 10 carbon atoms in naphthalene. The molecule is 1,6-1,6-
decadiborane, B10H10, as illustrated in Figure 7b. As the two central boron atoms connect to
each other through 3c-2e bonds, the pz-orbitals of the constituent boron atoms formed one
molecular orbital loop, as shown in Figure 7b. This loop was topologically equivalent to
a circle (genus-1), as illustrated in Figure 6c. This made it simple to calculate the Hückel
model of the cyclic hydrogenated boron molecule. In this research, the Hückel model was
calculated with a constant onsite Coulomb integral and constant resonance integral between
neighboring atoms. The overlap integral was set to zero. A wave function calculated from the
Hückel model is shown in Figure 7d for comparison with the LUMO in Figure 7e obtained
from first-principles calculations. The molecular orbitals agreed well. Figure 7f,g also
compares molecular orbitals between the Hückel model and the first-principles calculations
for 2:4:6:8:-2H-1,5:1,5-µH-B8H10. Again, the molecular orbitals of the two models were
similar. This similarity could be a theoretical test ground for deepening our understandings
of quantum chemistry-based topological structures and electronic states.

3. Calculation Methods

Calculations of optimized atomic structures, molecular orbitals, and vibrational prop-
erties were all made via density functional theory (DFT), implemented using the Python
package “Psi4 1.5.0” [28]. Becke three-parameter exchange and Lee–Yang–Parr correlations
(B3LYP) were selected as an exchange-correlation functional [29,30]. The Gaussian basis
set 6-311g(d,p) was applied to describe the electronic structures. Molecular geometry was
optimized under Gaussian-level criteria.

For 2D HB or borophane sheets, calculations of wave functions and band diagrams
were carried out via “Quantum ESPRESSO 7.1”, which is a first-principles code based
on DFT, the plane-wave method, and the pseudopotential method [31]. The present
calculations used the GGA–PBE exchange-correlation functional [32] with ultra-soft pseu-
dopotentials in the library of standard solid-state pseudopotentials called “SSSP” [33]. The
structure stabilities were evaluated from the phonon dispersion obtained from “Phonopy
2.16.3” [34], which can be used as post-process code for Quantum ESPRESSO.

The atomic structures and wave functions were visualized via Visualization of Elec-
tronic and STructural Analysis (VESTA) [35].

4. Conclusions

In summary, we predict the existence of a new cyclic hydrogenated boron molecule,
2:4:6:8:-2H-1,5:1,5-µH-B8H10, on the basis of first-principles calculations. This molecule
can be regarded as a building block of topological hydrogen boride (borophane) sheets.
This research shows intriguing relationships between the planar molecule and the atomic
sheet forms of the hydrogenated boron compound. The cyclic B8H10 molecule provides
new perspectives in boron chemistry. This molecule could also be the ideal precursor or
CVD reaction gas for preparing wide-area topological borophane, which could lead to
technological innovations.
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Appendix A

Figure A1 shows candidates for cyclic hydrogen boron molecules that were theoreti-
cally examined in this research.
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μH-B8H8

8 2:4:6:8:-2H-1,5:1,5-
μH-B8H10

9 2:3:4:6:7:8:-2H-
1,5:1,5-μH-B8H14

10 2:3:4:6:7:8:9:10:-H-
1,5:1,5-μH-B10H10

11 2:3:4:5:7:8:9:10:-H-
1,6:1,6-μH-B10H10

12 2:3:4:5:6:8:9:10:11:12
:-H-1,7:1,7-μH-B12H12

Figure A1. Candidates for the cyclic hydrogenated boron molecules. The structures are overlapped
with molecular orbitals of HOMOs and LUMOs. The color of each molecular orbitals corresponds to
the sign of its wave functions.

Appendix B

Figure A2 summarizes atomic models and electronic structures of the β1- and β2-
borophane layers. The phonon dispersion curves of the individual HB sheets are given in
Figure A3.
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The β1-borophane layer is tiled with the pseudo-2:3:4:6:7:8:-H-1,5:1,5-µH-B8H8 struc-
tures as shown in Figure A2a which has the 3c-2e bond at a shared edge of pentagons. The
band structure of β1-borophane is shown in Figure A2b, which has a DNL. The wave func-
tions that form a DNL are periodic HOMO (σ bonding; Figure A2c) and LUMO (π bonding;
Figure A2d) arrangements of the 2:3:4:6:7:8:-H-1,5:1,5-µH-B8H8 molecule (Figure 4e,f). On
an isolated molecule, the π bond is at a higher energy level than the σ bond. When the
2:3:4:6:7:8:-H-1,5:1,5-µH-B8H8 molecule is crystallized in 2D by forming intermolecular 3c-
2e B–H–B bonds, both molecular orbitals overlap with those on the neighboring molecules,
and hopping integrals are introduced. Because of the out-of-plane structure of the 3c-2e
bond, the sign of the hopping integral is different for the σ and π bonds, as discussed
in reference [16]. The hopping integral for the π (σ) bond is negative (positive), so the
band dispersion of the 2D crystal shows a cosine band with a lower (higher) energy at the
point. These hopping integrals have energy scales comparable with those of the molecular
orbitals, and thus the band is inverted at the point (Figure A2b). Because the inverted
bands have different eigenvalues with respect to the mirror operation about the z = 0 plane,
hybridization between them is prohibited and a gapless band crossing is produced, which
is the DNL.

The atomics structure of β2-borophane layer is shown in Figure A2e which has a
different 3c-2e bonds arrangement from that of β1-borophane layer. The band structure of
β2-borophane is shown in Figure A2f, which also has a DNL. The wave functions that form
the lower (higher) bands of a DNL is π (σ) bonding states as shown in Figure 4g,h. The π

bonding states of β2-borophane has nodes at 3c-2e bonds like that of β1-borophane, though
the character of the wave function differs from the isolated 2:3:4:6:7:8:-H-1,5:1,5-µH-B8H8
molecule due to the different 3c-2e bonding arrangement.

The phonon dispersion curves of both β1- and β2-borophane layers are given in
Figure A3 to evaluate their stability. The phonon dispersion of the β1-borophane shows
the imaginary phonon, which implies that the β1-borophane layers are unstable. On the
other hand, the β2-borophane shows that all the band dispersion is positive. Though
the absence of imaginary phonon modes implies kinematic stability, but it may not be
sufficient to conclude their actual existence because quadratic phonon bands appear near
zero phonon energy.
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Abstract: In the recently introduced phenomenological diatomic molecular model imagining the
clusters as certain constructions of pair interatomic chemical bonds, there are estimated specific (per
atom) binding energies of small all-boron planar clusters Bn, n = 1–15, in neutral single-anionic and
single-cationic charge states. The theoretically obtained hierarchy of their relative stability/formation
probability correlates not only with results of previous calculations, but also with available experimen-
tal mass-spectra of boron planar clusters generated in process of evaporation/ablation of boron-rich
materials. Some overestimation in binding energies that are characteristic of the diatomic approach
could be related to differences in approximations made during previous calculations, as well as
measurement errors of these energies. According to the diatomic molecular model, equilibrium
binding energies per B atom and B–B bond lengths are expected within ranges 0.37–6.26 eV and
1.58–1.65 Å, respectively.

Keywords: planar cluster; charge state; bond length; specific binding energy; relative stability;
formation probability; boron

1. Introduction

Nanoboron and boron-rich nanomaterials are of current academic and practical inter-
ests because of their widely variable interatomic bonding mechanism and related unique
complex of physical–chemical properties useful in technological applications—see some of
the reviews in the last decade [1–9].

Among them, the all-boron clusters Bn, n = 2, 3, 4, . . . , as individual species in the gas
phase, play an important role, as they can serve for building blocks in the boron-rich solids
chemistry [10]. For example, a quasi-planar boron cluster B35 with a double-hexagonal hole
at the center has been reported [11] as a flexible structural motif for borophene allotropies,
as it can be used to construct atom-thin boron sheets with various hexagonal hole densities.

In this regard, it should be noted that, depending on the number of atoms and also
formation kinetics, boron clusters can take several different shapes. Joint experimental
studies and computational simulations revealed [12] that boron clusters, which favor
(quasi)planar, i.e., 2D, structures up to 18 atoms, prefer 3D structures beginning at 20 atoms.
The B20 neutral cluster was found to have a double-ring tubular ground structure. As for the
B20
− anion, its tubular structure was shown to be almost isoenergetic to 2D structures. Thus,

the usually observed 2D-to-3D structural transition suggests that B20 may be considered as
the embryo of thinnest single-walled boron nanotubes. According to the QC (Quantum
Chemical) and DFT (Density Functional Theory) investigations [13], there are two structural
transitions that are expected in boron clusters: the second transition from double-ring
system into triple-ring one occurs between B52 and B54.

At low (namely, from 7 to 20) nuclearities, i.e., for (quasi)planar boron clusters, the
separate quantum rules of in- and out-of-plane bonding were obtained [14], using the free-
particle-on-disk and rectangle models combined with DFT electronic structure calculations.
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In this Introduction, the quite-rich data available on boron clusters synthesis methods,
binding parameters and their potential applications are only briefly discussed.

1.1. Synthesizing

Boron quasi-planar clusters can be formed in process of thermal vaporization [15–21],
bombardment with high-energy particles [22], even grinding of boron-rich solid materi-
als [23–25] and mainly by their laser ablation [26–29].

An effective method of thermal generating of pure boron cluster-ions for their further
use as a plasma-process feed gas was proposed by Becker [18]. Chamber’s electrode
material is a compound of boron with Me metal(s) thermally decomposable within a
suitable temperature range to provide boron in the vapor, but other species are substantially
not in the vapor states. Magnetic confinement of the simultaneously released electrons
causes numerous collisions, resulting in boron vapor ionization to the plasma state. This
plasma is then extracted and accelerated at a suitable energy toward the workpiece. Created
in this way, boron clusters can be self-assembled into nanostructures [19].

As early as in References [23,24], electron microscopic study of the elementary boron
powder structure revealed that ultrafine particles (of≤200 Å size) of freely grown boron are
characterized by a stable 2D shape with almost hexagonal profile and aspect ratio of ~20:1.
Computer simulations were performed [25] to model structural relaxation in 2D-clusters
mimicking these boron small particles.

Theoretically, using DFT, a growth path for small boron clusters Bn was discussed [30]
with a size range and isomers structure. The thermochemical parameters that were de-
termined by using coupled-cluster theory calculations suggested [31] the evolution of
geometry and resonance energy of Bn clusters through the number of B–B bonds. Based on
the known geometrical characteristics of boron clusters, their general growth mechanism
was proposed in Reference [32]. Moreover, a systematic structural investigation of Bn
clusters established a picture of their growth behavior [33].

1.2. Structure and Binding

According to References [15,34], the diboron molecule B2 experimental dissociation
energy is within range of 2.82 ± 0.24 or 2.69 ± 0.43 eV, respectively. The absorption
transition at 3200–3300 Å observed in B2 indicated [35] that its ground electronic state
should be the lower state of Σ-type. Moreover, as B2 was not observed via ESR (Electron
Spin Resonance), the ground electronic state was identified with 3Σg

−. An accurate CI
(Configuration Interaction) calculation confirmed [36] that mentioned transition is from
the first excited state of 3Σu

− type. Molecular binding energy for B2 at the HF (Hartree–
Fock) level of theory [37] is 2.861 eV, and its scaled ground-state harmonic frequency
equals to 0.120 eV. From the DFT calculations [30], these parameters are 2.718 and 0.134 eV,
respectively. By using the MO (Molecular Orbitals) method, the dissociation energy of B2
ground state was calculated to be 2.71 eV [38]. Handbook [39] recommends the diboron
molecule ground electron state dissociation energy of 3.02 eV. In this state, its bond length
and vibration quantum are 1.590 Å and 0.130 eV, and in the first excited state, they are
1.625 Å and 0.116 eV, respectively. The term of corresponding transition equals to 3.79 eV.

Potential energy curves for the states of B2 were constructed by the complete-active-
space SCF (Self Consistent Field) method at the multi-reference CI level [36]. According
to other multi-reference CI study [40], its ground-state curve parameters—bond length,
dissociation energy and relative vibration quantum are of 1.600–1.607 Å, 2.70–2.78 and
0.128–0.129 eV, respectively. For the B2 molecule ground-state interatomic potential energy,
P curve P − d, where d is the inter-nuclear distance, constructed [41,42] within quasi-
classical approach (Figure 1), the curve’s parameters are as follows: dissociation energy
of 2.80 eV, equilibrium bond length of 1.78 Å and vibration quantum of 0.13 eV. Based
on explicit expressions for intersite distances in boron nanotubes of regular geometry in
terms of B−B bonds length and using this quasi-classical B−B pair potential, there were
estimated some ground-state parameters of boron nanotubes [43–45].
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Figure 1. Quasi-classically calculated interatomic potentials for boron-containing diatomic molecules B2,
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The potential curves, transition energies, bond lengths and vibration frequencies of
ground and some of low-lying excited electronic states of B2

+ and B2 were obtained by
using a CI approach [46]. The B2

+ cation ground state, which was found to be 2Σg
+, shows

a rather shallow potential curve with a bond length of 2.125 Å and vibration quantum of
0.052 eV, when compared with that of the 3Σg

− state of B2 neutral: 1.592 Å and 0.131 eV.
The first excited state of B2

+, 2Πu, lies at 0.30 eV. As a result of loss of bonding electron, the
ground-state dissociation energy for B2

+ with calculated value of 1.94 eV is smaller than
that of B2.

In Reference [47], the local nature of different types of boron–boron bonds from the
topological analysis of ELF (Electron Localization Function) perspective was investigated
in 23 boron-containing molecules.

Initially, Boustani demonstrated that stable structures of neutral bare boron clusters,
Bn, with n = 12, 16, 22, 32, 42 and 46, can easily be constructed with the help of the so-called
Aufbau Principle suggested on the basis of HF SCF direct CI [48], as well as QC, DFT and
LMTO (Linear Muffin Tin Orbital) [49,50] studies.

Based on different theoretical approaches, such as LDA (Local Density Approximation)
and LSD (Local Spin Density) versions of DFT, HF, complete active space and scattered-
wave SCF; correlated CI, QC, MO, PES (Potential Energy Surface) coupled-cluster, Born–
Oppenheimer and full-potential LMTO versions of MD (Molecular Dynamics); and other
methods, there are reported the key structural and binding parameters of boron clusters
calculated or scaled from measured ones: B3 [37,51]; B3 and B4 in neutral and anionic
forms [52]; B4 [53]; B2, B3 and B4 [54]; B5, B5

+ and B5
− isomers [55]; B5

− [56]; B6 and B6
− [57];

B7 and B7
− [58]; B2

+–B8
+ [59]; Bn with n = 2–8 in both the neutral and cationic states [60];

Bn clusters with 4 ≤ n ≤ 8 [61]; 8- and 9-atom boron clusters [62]; small boron clusters
with up to 10 atoms [63]; B2–12 and B2–12

+ [64]; small neutral Bn clusters with n = 2–12 [30];
icosahedral cluster B12 [65]; B12 [66,67]; B2

+–B13
+ [68] (see also Reference [69]); multi-

charged clusters Bn with n = 2–13 [70]; set of small-sized neutral Bn and anionic Bn
− boron

clusters with n = 5–13 [31]; B7, B10 and B13 [71]; B12 and B13 for neutrals and cations [72];
B12

+ and B13
+ [73]; B12 and B13

+ [74]; isomers of boron 13-clusters [75]; cationic, neutral and
anionic charge states of B13 [76]; planar or quasi-planar structures of B13, B13

+ and B13
− [77];

isomers of planar boron cluster B13 [78]; small cationic clusters Bn
+ with n = 2–14 [79];

Bn with n = 2–14 [80,81]; Bn clusters for n ≤ 14 [82]; Bn with n = 5–14 [83]; boron clusters
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in the 10- to 15-atom size range [84]; B16
− and B16

2– [85]; B19
− [86]; neutral and anionic

B20 isomers [87]; B23
+ [88]; isomers of 24-atom boron cluster [89]; B25

− [90]; B27
− [91]; Bn

with n = 26–29 in both neutral and anionic states [32]; B32 [92]; B36 and B36
− [93,94]; B41

−

and B42
− [95]; neutral Bn clusters with n = 31–50 [33]; and boron cluster-families: spheres,

double-rings and quasi-planars containing up to n = 122 atoms [96].

1.3. Applications

The unique behaviors of clusters of elemental boron have been identified: they react
readily with metal surfaces; bond covalently to metal atoms; and cover surfaces with a
boron-enriched hard, smooth and corrosion-resistant layer, which can be called nano-boron
coating. Some parameters, especially feeding gas concentration, substrate temperature
and input power, were optimized [97] to prepare high-pure boron (94%B) coating films by
plasma-assisted CVD (Chemical Vapor Deposition). However, due to its thermal resilience,
elemental boron is a difficult material to work with. To overcome this problem, Becker
perfected a technique for generating clusters of elemental boron in plasma [98]. Unique
tribological applications and scalability of boron-rich materials are likely to emerge from
the combination of high mechanical strength, chemical stability, exceptional hardness and
toughness, wear resistance, strong binding to substrates, low density and other promising
physical–chemical properties [99].

The durability of boron coatings in sliding friction has been mentioned [100]. In
the search ways to enhance the surface hardness of aluminum, the equilibrium structure,
stability, elastic properties and formation dynamics of a boron-enriched surface were
studied by using DFT [101]. Nano-indentation simulations suggested that the presence
of boron nanostructures in the subsurface region significantly enhances the mechanical
hardness of aluminum surfaces.

Boron is the only practical solid material with both volumetric and gravimetric energy
densities substantially greater than those of hydrocarbons. That is why boron powder is
attractive as a fuel or a supplement in propellants and explosives and potential source of
secondary energy generation as well. One study [102] aimed to obtain the energy from
elemental boron burning as solid fuel, which is synthesized from boron minerals. By
experimental investigation [103] of the combustion characteristics of boron nanoparticles in
the post-flame region, a two-stage combustion phenomenon was observed. The extended
combustion model for single boron particles of sizes relevant for ramjet chambers was
introduced [104] and validated [105]; it comprised a consistent formulation of the heat and
mass transfer processes in the boron particles’ environment. A review on boron powders
given in Reference [106] serves as the basis for research on the tendency of nanosized
boron particles to group in an oscillating flow and its effect on the combustion process,
flame characteristics and pollutants’ emission. Nanoboron can be considered as a superior
rocket fuel because nano-particles have almost fluid-like properties. To optimize the
reactive surface for combustion, nanoparticle size could be shrunk to clusters consisting
of several atoms each. One review paper [107] encompassed the status and challenges
in the synthesis process of boron nanoparticles, their dispersion and stability of in liquid
hydrocarbon fuels, ignition and combustion characteristics of boron loaded liquid fuel,
particle combustion and characterization of post-combustion products. The combustion
characteristics of nanofluid fuels containing additions of boron and iron particles together
were investigated in Reference [108]. Furthermore, mechanical milling was used to prepare
a boron-based composite powder containing 5wt.% nanoiron to behave as a catalyst of
boron oxidation [109]. The energy density of reactive metal fuel containing Ti, Al and B
nanopowders was optimized [110] by varying the Ti:Al:B ratio.

As for information about oxidation of boron clusters, the cross-sections for ionic
products formed in reactions of B1–13

+ with oxygen were measured under single collision
conditions [111] and three main reaction mechanisms found to be important: oxidative
fragmentation, collision induced dissociation and boron atom abstraction. Cross-sections
for oxidation reactions of CO2 with boron cluster ions B1–14

+ were reported as a function of
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collision energy [112]. At least in some cases, oxidation causes structural rearrangement of
the boron clusters. To rationally design and explore a future energy source based on the
highly exothermic oxidation of boron, DFT was used to characterize small boron clusters
with 0–3 oxygen atoms and, in total, up to 10 atoms [63].

Thin coatings made from the 10B isotopically enriched nanoboron providing the high-
est possible concentration of neutron capture centers can greatly simplify the problem
of protection against thermal neutron irradiation [113–115], as well as neutron-fluence
nanosensors [116,117]. Boron 2D metallic crystal is a prospective electromagnetic shield-
ing nanomaterial as well [118], so nanoboron can combine neutron and electromagnetic
shielding properties.

Reference [119] presented the concept that an elongated planar boron cluster can
serve as a “tank tread” at the sub-nanometer scale, a novel propulsion system for potential
nanomachines. Ferromagnetism in all-boron planar clusters, e.g., in B34, has been revealed
theoretically [120]. They can be assembled to construct all-boron ferromagnetic monolay-
ers, in which ferromagnetism–paramagnetism and semiconductor–metal transitions are
expected to occur around 500 K, indicating their potential applications in nanoelectronic
and spintronic devices at room temperature.

The recent review [121] on borophene potential applications discusses in detail its other
utilizations, such as alkali metal ion and Li–S batteries, hydrogen storage, supercapacitors,
sensor and catalytic in hydrogen evolution, oxygen reduction and evolution and CO2
electroreduction reaction.

The hierarchy of clusters relative stability/formation probability mainly (together with
peculiarities characteristic of formation kinetics) is determined by the cluster-specific bind-
ing energy—its binding energy per atom. This work is focused on theoretical estimation of
this key energy parameter for boron small planar clusters in frames of recently modified
phenomenological diatomic molecular model.

2. Methodology

Specific binding energy or binding energy per chemical formula unit of the substance
clustered form serves for important factor determining relative stabilities and, consequently,
affects the relative concentrations of clusters with different numbers of formula units
synthesized during a formation process (of course, the mentioned concentrations are
influenced by the process kinetics as well). Here, we intend to calculate specific binding
energies for boron small clusters in (quasi)planar structures, starting from the old diatomic
model [122] of bounded multi-atomic structures.

The diatomic model is based on the saturation property of interatomic bonding. In
its initial approximation, when binding energy is the sum of energies of pair interactions
between only neighboring in the structure atoms, the microscopic theory of expansion
allows for the quite correct estimation of the thermal expansion coefficient for crystals [123].
Despite its simplicity, the diatomic model has been successfully used to calculate some
other anharmonic effects in solids as well [124].

As for the clusters binding energy, to the best our knowledge, there are no reports on
its calculations within diatomic model, unless our previous estimates of small all-boron
(quasi)planar clusters relative stabilities [125–128] and also their dipole moments [129,130].
These results have been summarized in the mini-reviews [131,132]. Furthermore, the
problem was specially analyzed [133] for the three most abundant clusters, namely B11, B12
and B13, in different charge states, while taking into account ionization processes.

As is mentioned above, boron (quasi)planar clusters are of special interest, as they can
form a borophene–monatomic boron layer with unique properties. The B–B bond length
value obtained for boron finite planar clusters in quasi-classical approximation was used
for an input parameter in quasi-classical calculations of electron energy band surfaces and
DoS (Density-of-State) for a flat boron sheet with a perfect (i.e., without any type of holes)
triangular network [134]. It is expected to have metallic properties. The Fermi curve of
the boron flat sheet is found consist of 6 parts of 3 closed curves well-approximated by
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ellipses and then representing the quadric energy dispersion of the conduction electrons.
The effective mass of electrons at the Fermi level is found to be too small compared with the
free electron mass and highly anisotropic. The low effective mass of conduction electrons
indicates their high mobility and, hence, high conductivity of the boron sheet.

Recently, we introduced [135] the most general formulation of the diatomic model
allowing analytical calculation of the clusters binding energy. It is based on the follow-
ing assumptions:

− Cluster binding energy is the sum of energies of pair interactions between nearest
neighboring in its structure atoms;

− Assuming that relative deviations of bond lengths in the multi-atomic cluster structure
from their values in corresponding diatomic molecules are small, pair interaction
energies between neighboring atoms are approximated by their quadratic functions;

− Valence-electron-density-redistribution-related corrections to the bond energies in the
cluster can be expressed through effective static charges localized on pairs of nearest
neighboring atoms;

− Interatomic vibrations related corrections can be approximated by ground-state vibra-
tional energies of corresponding diatomic molecules.

In the simplest but of practical interest special case, when all the bond lengths can
be assumed to be almost equal each to other, a, cluster symmetry does not lead to any
constrain (a relation to be satisfied by bond lengths), and most of other characteristics of
valence bonding are equal each to other as well: a0 is the bond length corresponding to
diatomic molecule, E0 is the diatomic molecule binding/dissociation energy, ω is the cyclic
frequency of relative interatomic vibrations and M is the reduced mass of the pair of atoms
with masses µ1 and µ2 constituting the bond:

1
M

=
1

µ1
+

1
µ2

(1)

In case of identical atoms, we have the following:

µ1 = µ2 ≡ µ (2)

and
M =

µ

2
(3)

However, effective atomic charge numbers Zi1 and Zi2 characterizing electrostatic
correction to the valence bonding energy remain different. The point is that the static
charges localized on the pair of nearest-neighboring atoms differ for pairs placed at the
center and periphery of the cluster, which is a finite structure of atoms. Here, the i index is
as follows:

i = 1, 2, 3, . . . , k (4)

where the numbers are different types of chemical bonds presented in the cluster, and k de-
notes their total number. If Ni is the number of bonds of i-type, then we have the following:

N =
i=k

∑
i=1

Ni (5)

which is the number of bonds in whole the cluster.
When we introduce the following parameter,

Z =
i=k

∑
i=1

NiZi1Zi2 (6)
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equilibrium bonds length, a, and corresponding cluster binding energy, E (in Gauss units),
are as follows:

a = a0 +
2e2Z

µω2a2
0N

(7)

and

E =

(
E0 −

}ω

2

)
N − e2Z

a0
+

e4Z2

µω2a4
0N

(8)

respectively.
From the data available [39] for diboron molecule, a0 ≈ 1.590 Å, E0 ≈ 3.02 eV and

ω ≈ 1051.3 cm−1 and boron atomic mass weighted for stable isotopes (10B and 11B) natural
abundance µ ≈ 10.811 amu, we get the following formula for numerical calculations:

E[eV] ≈ 2.995 N − 9.053 Z +
0.7273 Z2

N
(9)

The specific binding energy for cluster of n atoms is calculated as E/n.
To know parameter Z, one needs the estimates of effective atomic charges in the cluster.

Below, they are found based on the assumption that the effective number of outer valence
shell electrons localized on a given atomic site is proportional to its coordination number.
Every neutral boron atom contains only 1 electron in the outer valence shell (2p-state). Then
their total number in the all-boron cluster Bn is given as follows:

ν =





n B0
n

n− 1 B+
n

n + 1 B−n
(10)

Moreover, if Cj denotes the coordination number of j-site, then we have the following:

Zj ≈ 1− νCj

∑l=n
l=1 Cl

(11)

The numerical values of these effective charge numbers and a summary of them for
parameter Z for the ground-state structures of boron planar clusters with n = 2–15 atoms
in three charge states are shown below in Table 1.

Table 1. Specific binding energy of boron small planar clusters calculated in diatomic model.

Number of
Atoms n Structure Number of

Bonds N
Charge

State

Charge Numbers in Dependence
on Coordination Number Parameter Z

Specific
Binding

Energy E/n, eV

Bonds
Length, a,

Å1 2 3 4 6

2
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− − 1
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Table 1. Cont.

Number of
Atoms n Structure Number of

Bonds N
Charge

State

Charge Numbers in Dependence
on Coordination Number Parameter Z

Specific
Binding

Energy E/n, eV

Bonds
Length, a,

Å1 2 3 4 6
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3. Results and Discussion

Here, we report the specific binding energy that we calculated for boron small planar
clusters only in their ground-state structures. Ground-state structural isomers were chosen
based on two criteria leading to maximal binding energy: (1) maximum number of bonds
and (2) highest symmetry. We calculated clusters containing up to 15 boron atoms, because,
for bigger species, 2D (quasi)planar structures are challenged by 3D ring-like structures
(actually fragments of nanotubes), which are characteristic for boron clusters at n ≥ 20.

Specific binding energies calculated in diatomic model for neutral Bn
0, cationic Bn

+

and anionic Bn
− clusters with the number of atom n = 2–15 are listed in Table 1 and

presented in Figure 2.
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Figure 2. Specific binding energy of neutral ( �), positively (�) and negatively (N) charged boron
small planar clusters in dependence on number of atoms calculated in diatomic model.

For comparison, available experimental data are presented in Figure 3. In Refer-
ence [130], clusters in boron vapor were generated by the thermal decomposition of elec-
trode made of a boron-rich metal boride. Note that, in this way, initially clusters are
formed in neutral state but then ionized by collisions with released in the chamber ener-
getic electrons and accelerated toward the mass-spectrometer. Boron cluster cations were
generated [29] by laser evaporation of target compact made of boron dust with gold added
to increase its stability. Here, a disproportionately intense peak related to traces of gold is
erased because it masks that of B+

18, as masses of gold Au atom and boron 18-atom cluster
are almost undistinguishable. As for the boron cluster anions, they were produced [28] by
laser vaporization from homogeneous pure boron target rods.

Again, for comparison, Figure 4 represents the theoretical specific binding energies of
small boron clusters (in different, not only in planar, structures) depending on their size
calculated by using QC methods [70]. One can note that such a typical curve looks similar
to curves obtained in frames of diatomic model.

Thus, from the diatomic model, the theoretical equilibrium binding energies per B
atom and B–B bond lengths are expected within ranges of 0.37–6.26 eV and 1.58–1.65 Å,
respectively. For the most stabile neutral, positively and negatively charged species, B13

0,
B12

+ and B11
− are predicted; their characteristics are 6.26, 6.15 and 6.23 eV and 1.59, 1.59

and 1.58 Å, respectively.
From experimental reports, the diboron molecule B2 dissociation energy is expected

within the ranges of 2.58–3.06 [15] and 2.26–3.12 eV [34]. Theoretical values obtained by
HF [37], MO [38], CI [40], quasi-classical [41,42] and PES [53] methods are 2.86, 2.71, 2.70–
2.78, 2.80 and 2.70 eV, respectively. As diboron molecule contains two atoms, the correspond-
ing specific binding energies equal to (2.58–3.06)/2 = 1.29–1.53 and (2.26–3.12)/2 = 1.13–1.56
for measured and 2.86/2 = 1.43, 2.71/2 ≈ 1.36, (2.70–2.78)/2 = 1.35–1.39, 2.80/2 = 1.40 and
2.70/2 = 1.35 eV for calculated dissociation energies. Calculations based on DFT [30] and
QC [70] yielded 1.36 and 1.39 eV, respectively. The value of 1.48 eV obtained for cluster
B2

0 from the diatomic model falls in both experimental ranges and seems only slightly
overestimated if compared with previous theoretical ones.

The ground-state dissociation energy of diboron cation B2
+ calculated with the CI

approach [46] is 1.94 eV, which corresponds to 1.94/2 = 0.97 eV for specific binding energy,
significantly exceeding 0.37 eV yielded by diatomic model for B2

+. The same is true for the
QC specific binding energy for B2

+: 1.16 eV [70]. This discrepancy should be related not
only to the diatomic model itself but mainly phenomenological estimation of static atomic
charges used. The point is that, when calculating static atomic charges in diatomic species,
the equal dividing of a single elemental charge between constituent atoms is too crude of
an approximation, leading to the overestimated Coulomb repulsive energy. SCF CI [69]
and calibrated hybrid DFT [82] approaches’ B2

+→B1
+ + B1

0 fragmentation energies are 1.47
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and 1.96 eV, respectively. The corresponding specific binding energies are 1.47/2 ≈ 0.74
and 1.96/2 = 0.98 eV.
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The QC specific binding energy of anionic cluster B2
− is 2.24 eV [70]. As for the

cationic cluster, this value significantly exceeds 0.37 eV, which is suggested by the diatomic
model. The reason should be the same as for cationic isomer.

For the B3 cluster, the HF scaled dissociation energy is 8.59 eV [37], while the PES
study showed that atomization energy for B3 would be in the range of 8.21–8.36 eV [53].
As the molecule contains three atoms, the corresponding specific binding energies are
equal to 8.59/3 ≈ 2.86 and (8.21–8.36)/3 ≈ 2.74–2.79 eV, respectively. Calculations based
on DFT [30] and QC [70] approaches yielded 2.76 and 2.82 eV, respectively. The diatomic
model’svalue of 2.96 eV for cluster B3

0 again seems to be slightly overestimated if compared
with other theoretical results.

The QC specific binding energy of B3
+ and B3

− clusters is 2.46 and 3.58 eV, respec-
tively [70], while the diatomic model gives 1.96 eV for both clusterions.

A SCF calculation [51] predicted that the energy of fragmentation of the B3 cluster
to produce diatomic B2 and atomic B is 4.96 eV. From the diatomic model, one obtains
3 × 2.96 – 2 × 1.48 = 5.92 eV.

The SCF CI B3
+→B1

+ + B2
0 and B3

+→B2
+ + B1

0 fragmentation energies are 1.45 and
2.00 eV, respectively [68], while the B3

+→B1
+ + B2

0 fragmentation energy calibrated in a hy-
brid DFT approach is 4.33 eV [82]. The diatomic model gives 3 × 1.96 − 2 × 0.37 = 5.14 and
3 × 1.96 − 2 × 1.48 = 2.92 eV for B3

+→B1
+ + B2

0 and B3
+→B2

+ + B1
0 reactions, respectively.

According to the study of the B4 cluster PES, its total atomization energy is expected
in the range of 13.46–13.64 eV [53]. As this cluster consists of four atoms, the corresponding
specific binding energy is (13.46–13.64)/4≈ 3.37–3.41 eV. The calculations based on DFT [30]
and QC [70] approaches yielded 3.37 and 3.45 eV, respectively. The value of 3.97 eV obtained
in the diatomic model for the neutral B4

0 cluster is higher but comparable. However, the
CI analysis of B4 tetramer in rhombus geometry significantly underestimated its specific
binding energy: 2.42 eV [54].

The QC specific binding energies of B4
+ and B4

− clusters are 3.28 and 3.76 eV, re-
spectively [70]. The diatomic model gives quite close results of 3.31 and 3.13 eV for
these cluster-ions.

SCF CI B4
+→B1

+ + B3
0, B4

+→B3
+ + B1

0 and B4
+→B2

+ + B2
0 fragmentation energies

are 1.75, 2.80 and 3.20 eV, respectively [68]. Moreover, B4
+→B1

+ + B3
0 fragmentation energy

calibrated in a hybrid DFT approach equals to 4.23 eV [82]. In the diatomic approach, their
values are 4 × 3.31 − 3 × 2.96 = 4.36, 4 × 3.31 − 3 × 1.96 = 7.36 and 4 × 3.31 − 2 × 0.37 −
2 × 1.48 = 9.54, respectively.

The specific binding energies of the B5
0 cluster calculated in DFT [30] and two versions

of QC approach [31,70] are 3.67, 3.68 and 3.76 eV, respectively. Our result is 4.54 eV.
The QC specific binding energy of B5

+ is 3.82 eV [70], while we obtained 4.17 eV.
The specific binding energies of the B5

− cluster calculated in two versions of the QC
approach are 4.04 [31] and 4.11 eV [70], respectively, while the diatomic model yields the
lower value of 3.77 eV.
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The SCF CI B5
+→B1

+ + B4
0 fragmentation energy is 2.00 eV [68]. By calibrating

this energy in a hybrid DFT approach, it was found 4.95 eV [82] to be in almost perfect
agreement with the diatomic model result of 5 × 4.17 − 4 × 3.97 = 4.97 eV.

By using DFT [30], QC [31,70] and diatomic model (this work) methods, we calculated
the specific binding energy for the B6

0 cluster as 3.79, 3.84, 3.88 and 4.94 eV, respectively. The
QC approach [70] and diatomic model have yielded specific binding energy for B6

+ cluster
as 3.93 and 4.83 eV, respectively. According to two QC [31,70] and diatomic model calcula-
tions, the specific binding energy for B6

− cluster is 4.16, 4.25 and 4.15 eV, respectively.
The SCF CI B6

+→B5
+ + B1

0 fragmentation energy is 2.20 eV [68], while, in a hybrid DFT
approach, it is found to be 4.11 eV [82]. The diatomic value of 6 × 4.82 − 5 × 4.17 = 8.07 eV
exceeds both of them.

DFT [30], QC [31,70], LMTO MD [71] and diatomic model specific binding energies
for the B7

0 cluster are 4.07, 4.11, 4.17, 5.24 and 5.67 eV, respectively. For the B7
+ cluster, the

QC [70] and diatomic-model specific binding energies are 4.28 and 5.55 eV, respectively.
Moreover, the QC [31,70] and diatomic-model specific binding energies for B7

− cluster are
4.49, 4.48 and 5.07 eV, respectively.

The B7
+→B6

+ + B1
0 fragmentation energy calibrated in a hybrid DFT approach is

6.05 eV [82], i.e., lower than that predicted by the diatomic model: 7 × 5.55 − 6 × 4.82 = 9.93 eV.
For the B8

0 cluster, the DFT [30], QC [31,70] and diatomic-model specific binding
energies are 4.31, 4.33, 4.41 and 5.50 eV, respectively. As for the B8

+ cluster, its QC [70] and
diatomic-model specific binding energies are 4.42 and 5.53 eV, respectively. Moreover, the
B8
− cluster’s QC [31,70] and diatomic-model specific binding energies equal to 4.71, 4.71

and 4.88 eV, respectively.
The B8

+→B7
+ + B1

0 fragmentation energy calibrated in a hybrid DFT approach is
5.04 eV [82], which is in good agreement with this work’s calculation: 8 × 5.53 − 7 ×
5.55 = 5.39 eV.

The DFT [30], QC [70] and diatomic-model specific binding energies of B9
0 cluster

are 4.30, 4.39 and 5.00 eV, respectively. The QC [70] and diatomic-model specific binding
energies of B9

+ cluster are 4.46 and 5.25 eV, respectively. The QC [31,70] and diatomic-model
specific binding energies of B9

− cluster are 4.55, 4.71 and 4.25 eV, respectively.
The B9

+→B8
+ + B1

0 fragmentation energy calibrated in a hybrid DFT approach is
4.29 eV [82]. The diatomic model yields the fragmentation energy of 9 × 5.25 − 8 ×
5.53 = 3.01 eV, which is surprisingly less than previous theoretical results.

The DFT [30], QC [70], LMTO MD [71] and diatomic-model specific binding energies
of B10

0 cluster are 4.45, 4.56, 5.78 and 5.96 eV, respectively. The QC [70] and diatomic-model
specific binding energies of the B10

+ cluster are 4.57 and 5.84 eV, respectively. The QC [70]
and diatomic-model specific binding energies of the B10

− cluster are 4.79 and 5.24 eV,
respectively.

As for the B10
+→B9

+ + B1
0 fragmentation energy calibrated in a hybrid DFT approach,

it equals 5.58 eV [82], while the diatomic model gives 10 × 5.84 − 9 × 5.25 = 11.15 eV.
The DFT [30], QC [70] and diatomic-model specific binding energies of the B11

0 cluster
are 4.52, 4.63 and 5.63 eV, respectively. QC [70] and diatomic-model specific binding
energies of B11

+ cluster are 4.69 and 5.45 eV, respectively. The QC [70] and diatomic-model
specific binding energies of B11

− cluster are 4.89 and 6.23 eV, respectively.
The B11

+→B10
+ + B1

0 fragmentation energy calibrated in a hybrid DFT approach is
5.18 eV [82]. In this case, the diatomic model value is significantly less: 11 × 5.45 − 10 ×
5.84 = 1.55 eV.

In Reference [67], the Jahn–Teller distortion mechanism, which transforms the high-
lysymmetric icosahedral structure B12

0 into a quasi-planar disc-like structure with binding
energy per atom as 4.60 eV, was proposed. The same value was suggested based on DFT
calculations: 4.60 eV [30]. The QC specific binding energy of B12

0 is 4.71 eV [70], while our
diatomic model gives 5.77 eV. The QC [70] and diatomic-model specific binding energies of
the B12

+ and B12
− charged cluster are 4.72 and 4.85, and 6.15 and 5.72 eV, respectively.
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The B12
+→B11

+ + B1
0 fragmentation energy calibrated in a hybrid DFT approach is

4.64 eV [82], while 12 × 6.15 − 11 × 5.45 = 13.85 eV is obtained based on diatomic model.
The QC [70], LMTO MD [71] and diatomic-model specific binding energies of the

B13
0 cluster are 4.67, 5.94 and 6.26 eV, respectively. The QC [70] and diatomic-model

specific binding energies of the B13
+ and B13

− charged cluster are 4.73 and 4.91, and 6.03
and 6.05 eV, respectively.

The B13
+→B12

+ + B1
0 fragmentation energy calibrated in a hybrid DFT approach is

5.68 eV [82]. The diatomic model gives 13 × 6.03 − 12 × 6.15 = 4.59 eV.
Finally, the B14

+→B13
+ + B1

0 fragmentation energy calibrated in a hybrid DFT ap-
proach is 3.96 eV [82], which is in satisfactory agreement with diatomic model value of
14 × 5.87 − 13 × 6.03 = 3.79 eV.

The above comparisons between the diatomic model and the previous results on
specific binding and fragmentation energies of small boron clusters are summarized in
Tables 2 and 3, respectively. Here, the term “specific fragmentation energy” implies the
fragmentation energy per doubled difference between B–B bonds’ numbers in the initial
cluster (i.e., before fragmenting) and its fragments. For example, specific binding energies
(in diatomic model), numbers of B atoms and B–B bonds of clusters B4

+, B2
+ and B2

0 are
3.31, 0.37 and 1.48 eV; 4, 2 and 2; and 5, 1 and 1, respectively. Then, specific B4

+→B2
+ + B2

0

fragmentation energy is (4 × 3.31 − 2 × 0.37 − 2 × 1.48)/(2 × (5 − 1 − 1)) = 1.59 eV.
Theoretical E/n− n curves obtained in the diatomic model in general features coincide

with experimental ones. In particular, we can see maxima in the range B11–B13. At a number
of atoms ≤ 8, neutral clusters are predicted to be more stable than their charged isomers.
Moreover, at a number of ≤ 9, cations seem to be more stable than anions. However, at
a higher number of atoms in boron planar clusters, there is no common trend of relative
stability in the dependence of the charge state. As for the specific bind energy averaged by
charge states, it saturates. Discrepancies in details seem to be related to the different kinetics
of experimental generation processes of small boron clusters, as well as assumptions of the
diatomic method used in theoretical calculations.

As for quantitative agreement in specific binding and fragmentation energies and their
dependences on charge states and number of atoms in small boron clusters with previously
reported (in the most part theoretical) studies, it also seems satisfactory. However, the
diatomic model frequently overestimates these energy characteristics. This could be related
to the energy phenomenological parameter—dissociation energy of diboron molecule
B2—used in constructing the diatomic binding energy curve, as it is measured with too
significant an error. Of course, such an almost systematic deviation from previous studies
partially should be related to their assumptions on cluster structures and applied methods
of calculation or measurement errors.

Table 2. Comparison of the literature data on specific binding energies (in eV) of boron small clusters
with values calculated in diatomic model.

Cluster Literature Data Diatomic Model

B2
0

1.29–1.53 [15]
1.36 [30]

1.13–1.56 [34]
1.43 [37]
1.36 [38]

1.35–1.39 [40]
1.40 [41,42]

1.35 [53]
1.39 [70]

1.48

B2
+

0.97 [46]
0.74 [69]
1.16 [70]
0.98 [82]

0.37
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Table 2. Cont.

Cluster Literature Data Diatomic Model

B2
− 2.24 [70] 0.37

B3

2.76 [30]
2.86 [37]

2.74–2.79 [53]
2.82 [70]

2.96

B3
+ 2.46 [70] 1.96

B3
− 3.58 [70] 1.96

B4

3.37 [30]
3.37–3.41 [53]

2.42 [54]
3.45 [70]

3.97

B4
+ 3.28 [70] 3.31

B4
− 3.76 [70] 3.13

B5
0

3.67 [30]
3.68 [31]
3.76 [70]

4.54

B5
+ 3.82 [70] 4.17

B5
− 4.04 [31]

4.11 [70] 3.77

B6
0

3.79 [30]
3.84 [31]
3.88 [70]

4.94

B6
+ 3.93 [70] 4.83

B6
− 4.16 [31]

4.25 [70] 4.15

B7
0

4.07 [30]
4.11 [31]
4.17 [70]
5.24 [71]

5.67

B7
+ 4.28 [70] 5.55

B7
− 4.49 [31]

4.48 [70] 5.07

B8
0

4.31 [30]
4.33 [31]
4.41 [70]

5.50

B8
+ 4.42 [70] 5.53

B8
− 4.71 [31]

4.71 [70] 4.88

B9
0 4.30 [30]

4.39 [70] 5.00

B9
+ 4.46 [70] 5.25

B9
− 4.55 [31]

4.71 [70] 4.25

B10
0

4.45 [30]
4.56 [70]
5.78 [71]

5.96

B10
+ 4.57 [70] 5.84

B10
− 4.79 [70] 5.24
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Table 2. Cont.

Cluster Literature Data Diatomic Model

B11
0 4.52 [30]

4.63 [70] 5.63

B11
+ 4.69 [70] 5.45

B11
− 4.89 [70] 6.23

B12
0

4.60 [30]
4.60 [67]
4.71 [70]

5.77

B12
+ 4.72 [70] 6.15

B12
− 4.85 [70] 5.72

B13
0 4.67 [70]

5.94 [71] 6.26

B13
+ 4.73 [70] 6.03

B13
− 4.91 [70] 6.05

Table 3. Comparison of the literature data on specific fragmentation energies (in eV) of boron small
clusters with values calculated in diatomic model.

Chanel Literature Data Diatomic Model

B3
0→B2

0 + B1
0 1.24 [51] 1.48

B3
+→B2

0 + B1
+ 0.36 [68]

1.08 [82] 1.29

B3
+→B2

+ + B1
0 0.50 [68] 0.73

B4
+→B3

0 + B1
+ 0.44 [68]

1.06 [82] 1.09

B4
+→B3

+ + B1
0 0.70 [68] 1.84

B4
+→B2

0 + B2
+ 0.80 [68] 2.39

B5
+→B4

0 + B1
+ 0.50 [68]

1.24 [82] 1.24

B6
+→B5

+ + B1
0 0.55 [68]

1.03 [82] 2.02

B7
+→B6

+ + B1
0 1.01 [82] 1.66

B8
+→B7

+ + B1
0 1.26 [82] 1.35

B9
+→B8

+ + B1
0 1.07 [82] 0.75

B10
+→B9

+ + B1
0 0.93 [82] 1.86

B11
+→B10

+ + B1
0 1.30 [82] 0.39

B12
+→B11

+ + B1
0 0.77 [82] 2.31

B13
+→B12

+ + B1
0 1.42 [82] 1.15

B14
+→B13

+ + B1
0 0.99 [82] 0.95

4. Conclusions

In summary, a previously developed diatomic-type model for calculating clusters’
specific (per atom) binding energy was applied to obtain this key parameter for boron
small planar clusters’(Bn, n = 2–15) ground-state isomers in different charge states. The
main result of the conducted study was that, in any of the three considered (neutral, single-
cationic and single-anionic) charge states, the formation of B11–B13 clusters is preferable. In
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general features, it is in good agreement with the available experimental data and previous
theoretical reports.

As for quantitative agreement in specific binding and fragmentation energies, the
diatomic model predicts the values in magnitude comparable with previous results, but
it usually overestimates them. These deviations could be explained by different sets of
assumptions made in theoretical calculations and/or too significant errors in experimental
determination of boron clusters’ energy characteristics, one of which (B2 molecule dissocia-
tion energy), in particular, serves for key phenomenological parameter in diatomic model
approach to calculating cluster specific binding energy.

Specific binding energies and B–B bond lengths of most stabile neutral, positively and
negatively charged species are B13

0—6.26 eV and 1.59 Å, B12
+—6.15 eV and 1.59 Å and

B11
−—6.23 eV and 1.58 Å, respectively.

The success of the diatomic approach can serve for the basis for more detailed calcula-
tions of boron small clusters, including not only ground-state, but all the possible planar
structural isomers, as well as competitive ring-like clusters. In this way, one can determine
not only the specific binding energy but also other important characteristics, such as the
cluster dipole moment, ionization potential and electron affinity, vibration, atomization,
fragmentation energies, etc.

These results would be not only academic, but also practical interests, as boron
(quasi)planar clusters serve for building blocks of borophene and other boron-based nano-
materials perspective for variety of technological applications, such as thin super-hard
coatings, radiation shielding, solid fuel production, nanoelectronics, etc.
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Abstract: We have investigated the structure of χ3-borophene on Ag(111), a monolayer material
of boron atoms, via total-reflection high-energy positron diffraction (TRHEPD). By comparing the
experimental rocking-curves with ones for several structures calculated by using dynamical diffrac-
tion theory, we confirmed that the χ3-borophene layer has a flat structure. The distance from the
topmost layer of the metal crystal is 2.4 Å, which is consistent with results reported by X-ray standing
wave-excited X-ray photoelectron spectroscopy. We also demonstrated that the in-plane structure of
χ3-borophene is compatible with the theoretical predictions. These structural properties indicate that
χ3-borophene belongs to a group of epitaxial monolayer sheets, such as graphene, which have weak
interactions with the substrates.

Keywords: monolayer material; borophene; diffraction; TRHEPD

1. Introduction

Monolayer (ML) materials that are composed of a single element, which are referred
to by the term “Xene”, have attracted great interest. It is because they have intriguing
electronic states, such as Dirac Fermions [1], which are derived by a structural arrangement
of a two-dimensional (2D) honeycomb lattice. Today, Xenes have been investigated by a
large number of researchers in both the academic and technological fields. Typical examples
of Xenes are composed of group 14 elements and include materials such as graphene,
silicene, and germane [2,3]. Recently, a 2D material of boron (a group 13 element) called
“borophene” has been attracting attention, especially after the success of its fabrication on
metal substrates [4–8]. Similar to 3D boron, borophene layers are predicted to have various
types of atomic structures due to the multi-center bonding scheme of boron atoms [9].
Theoretical works have found that a flat layer of boron is stable when it is composed of
triangular lattices and hexagonal hollows [9–11]. Experimental observations of epitaxial
borophene on Ag(111) have been consistent with the theoretical structural models [6,12],
but the atomic structure has not been examined directly. Thus, there is a strong need to
conduct structural analysis by an appropriate diffraction experiment on the surface.

In the present research, we studied the atomic structure of χ3-borophene on Ag(111)
by means of total-reflection high-energy positron diffraction (TRHEPD). This structural
analysis method is exceedingly surface-sensitive, and it has determined varieties of atomic
layers precisely [1,13]. The present experiment has revealed that χ3-borophene is flat in
the 2D layer with a distance of 2.4 Å from the Ag(111) surface. This result agrees with
the structural models proposed in previous experimental and theoretical studies [12,14].
Notably, its structure is more like graphene, which interacts weakly with the substrate, and
unlike silicene and germane, which are epitaxial on the metal substrate.
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2. Results and Discussion
2.1. Calculated Rocking Curves

Since this work is the first case of applying TRHEPD for structural analysis of a 2D
boron material, here we briefly introduce the principles and the methods (see Section 3.2
for details). The TRHEPD experiment consists of measuring a series of the diffraction
patterns for a fixed incident azimuthal direction at various glancing angles. Following that,
the diffraction intensity of the specular (00) spot is plotted as a function of θ. The plot is
called a rocking curve (RC). In the structural analysis, the experimental RCs are compared
with those calculated for various structural models by using dynamical diffraction theory.
A reliability factor R [15,16] is used as a criterion to judge goodness of the agreement.
Typical measurements are made under one-beam (OB) and many-beam (MB) conditions.
In the OB condition the beam is incident along an off-symmetric direction, while in the MB
condition it is incident along a symmetric direction. The RC in the OB condition essentially
gives the information on the atomic positions in the out-of-plane direction only, while the
RC in the MB condition includes information on the in-plane structure as well [17,18]. Before
showing the experimental data of the TRHEPD and the optimized results, we demonstrate
the sensitivity of the RC of TRHEPD to the details of structural models. Figure 1a shows
the top view of a structural model of χ3-borophene on Ag(111), with arrows indicating the
beam incident directions for the OB (red) and MB (blue) conditions. The positron beam
is incident with a 17◦ deviation from the [110] direction for the OB condition, while it is
along the [110] direction for the MB condition. Usually, the TRHEPD analysis of the data
under the OB condition is performed first to extract the out-of-plane structure only, i.e., in
the present case, the interlayer distance between the Ag substrate and borophene and the
possible buckling of the borophene sheet.

Figure 1. (a) Structural model of χ3-borophene. Beam directions of the one- and many-beam condition
are depicted by the red and blue arrows, respectively. The bottom pictures show the side view along
each condition. (b) Calculated rocking curves of χ3 -borophene in one-beam condition with different
interlayer distance d, with no buckling (∆ = 0.0 Å). (c) Calculated rocking curves of χ3 -borophene
with different buckling ∆, with fixed interlayer distance (d = 2.2 Å) which is the height of the lowest
boron atoms from the Ag substrate.

2.1.1. One-Beam (OB) Condition

Figure 2b,c show the calculated RCs under the OB condition using the structural model
of the χ3-borophene [12]. The interlayer distance d from the substrate and the magnitude
of the buckling ∆ in the layer were changed systematically. It is of note that the proposed
model [12] has the parameters d = 2.4 Å and ∆ = 0.04 Å. The calculations here assume
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that the 1 ML borophene sheet completely covers the Ag substrate. Figure 1b shows RCs
calculated for various values of d with ∆ fixed to 0.0 Å (i.e., flat or no buckling). One can
find that the shape of the RC apparently depends on d. For example, a peak near 4◦ at
d = 2.0 Å approaches 3◦ at d = 3.0 Å. Figure 1c shows a series of RCs calculated for various
∆ with d fixed at 2.2 Å. Furthermore, it is clearly seen that the shape of the RC changes as
∆ increases. These results in Figure 1b,c demonstrate that RCs measured by TRHEPD are
sensitive enough to accurately examine the d and ∆ values of borophene.

Figure 2. (a–c) Structure of each of the three domains of χ3-borophene grown on different directions
to Ag(111), viewed from the top and side. (d–f) The RCs of (a–c), respectively. The shape of the RCs
was the same for all.

2.1.2. Many-Beam (MB) Condition

The in-plane structure is determined from the RCs under MB condition; for χ3-
borophene on the Ag(111), the beam is incident along the [112] and [110] directions. It is
reported that the χ3-borophene on the Ag(111) has three domains that are 120◦-rotated
from each other [14]. The structures in the different domains are illustrated in Figure 2a–c.
Essentially, we must pay attention to the domain direction relative to the beam incidence
direction. Interestingly, the calculated results of RCs of the three domains along the [110]
direction are identical to one another, as presented in Figure 2d–f. This is because the
in-plane structure perpendicular to the beam incidence direction is reflected in the RC. It
means that existence of domains is not an issue when the incident positron beam is along
the [110] direction. In this study, we focus on data along the [110] direction for a sample
without domain control.

2.2. TRHEPD Measurements
2.2.1. OB Measurement

Figure 3 shows the RCs of (a) a pristine Ag(111) surface and (b) the borophene grown
on it, measured under the OB condition. In Figure 3a, the experimental curve is super-
imposed on the calculated one, based on a previous TRHEPD report of Ag(111) [2]. The
profiles show good agreement with each other except for a small deviation below 2◦. The
suppressed intensity at the low glancing angles is likely due to the surface roughness, or
terraces with various heights on the Ag substrate. It has been made from the multiple
sputtering and annealing processes breaking the ideal total-reflection condition. Such an
effect is observed only in TRHEPD measurement whose surface selectivity is exceedingly
high and is not a concern in other techniques of surface analysis such as electron diffraction.
Considering this, we only used data above 1.6◦ for accurate analysis.
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Figure 3. Rocking curves under one-beam (OB) condition with calculated curves for (a) pristine
Ag(111) and (b) χ3-borophene on Ag(111).

In Figure 3b, a result for the χ3-borophene layer grown on the Ag(111) substrate obtained
in the OB condition was compared with the corresponding calculation. The experimental
profile was reproduced by the proposed model with d = 2.4 Å and ∆ = 0.04 Å [12]. In addi-
tion, it resulted in a surface occupancy of 56% on the Ag(111) substrate with a minimum
R of 1.38%. These agree with the previous report of the microscopic imaging by scan-
ning tunneling microscopy that observed a surface covered partially by domains of the
borophene [6]. We found that the agreements between the experiment and the calculation
were never possible with a structure with appreciable buckling. This indicates that there is
no buckling considering by the sensitivity of the shape of the RC to the amount of buckling
as shown in Figure 1c. Using the diffraction method, we have directly confirmed that the
χ3-borophene layer is a flat sheet and found that the structural model determined in this
study is completely consistent with that previously proposed by the X-ray standing wave
photoemission experiment [12].

2.2.2. MB Measurement

Figure 4 shows the RCs acquired by the THREPD measurements along the [110]
direction, i.e., under the MB condition, for (a) the pristine Ag(111) surface and (b) epitaxial
χ3-borophene. As in the case of the data under the OB condition, the intensity at low
glancing angles (<~2◦) was suppressed due to surface roughness that partly hindered
the total reflection of the positron beam. RCs measured under MB conditions include
information on the in-plane and out-of-plane structure, i.e., the analysis must be conducted
involving many parameters that are not independent. In this study, we have assumed the in-
plane structural model proposed in previous theoretical studies as shown in Figure 1a [14],
and adjusted d and ∆ so that R for the glancing angles above 2.0◦ is smallest. We found
that the experimental curves were well reproduced with the same parameters optimized
for the OB condition, d = 2.4 Å, ∆ = 0.0 Å, and 54% coverage. Other possible structural
models would not reproduce the experimental RC well. Thus, the result supports the
structural model proposed in theoretical studies, which state that χ3-borophene on Ag(111)
is a structure with a triangular lattice and hexagonal hollows. In the present study we did
not perform a full analysis of the MB RCs, where all the in-plane atomic coordinates are
optimized. For a more accurate structure determination, we plan to prepare a sample with
a single-domain and analyze the RC under MB conditions along the [112] direction.
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Figure 4. Rocking curve under many-beam (MB) condition with calculated curves for (a) pristine
Ag(111) and (b) χ3-borophene on Ag(111).

It would be worth while to discuss if or how TRHEPD is able to observe the concen-
tric superlattice structure in borophene via self-assembly of twin boundaries. Previous
STM works [12] have established the very interesting defect-mediated self-assembly as a
pathway to unique borophene structures and properties. Unfortunately, considering the
positron beam diameter of the current TRHPED measurement, it is difficult to observe
and analyze such structures, which depend on local domains or boundaries. Structural
analysis for these concentric superlattice structures may become possible if diffraction
patterns originating from the structural periodicity of such domains could be observed, or
by achieving microscopic measurement comparable to the domain size.

3. Materials and Methods
3.1. Sample

A clean surface of Ag(111) crystal was prepared by several cycles of Ar+ sputtering at
0.5 keV for 10 min and annealing processes at 450 ◦C, followed by confirmation through
clear 1 × 1 pattern of reflection high-energy electron diffraction (RHEED). Subsequently,
the epitaxial χ3-borophene was prepared by boron deposition at 300 ◦C. We checked the
formation of the borophene layer with the 3× 3 pattern by RHEED and TRHEPD, as shown
in Figure 5a,b, respectively.

Figure 5. (a) The RHEED and (b) TRHEPD pattern of the epitaxial χ3-borophene on Ag(111).
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3.2. TRHEPD Method
3.2.1. Features of TRHEPD

Figure 6 schematically shows a measurement configuration of the TRHEPD method.
The set-up resembles that of RHEED that uses the electron, its antiparticle. The surface
sensitivity of TRHEPD and RHEED results from the fact that elastic scattering or diffraction
events can only be available from a surface within a depth of the inelastic mean free path. In
addition, compared to electrons, a positron beam has the advantage of much higher surface
sensitivity because it senses positive electrostatic potential in every material [15,19,20];
when a positron of kinetic energy E0 is incident on a solid whose mean internal potential
is V0, the conservation of total energy leads to the mean kinetic energy (E) inside to be
E = E0 − eV0, while it is E = E0 + eV0 in the case of an electron. Here, for incidence at a
glancing angle (θ), the component of E related to the perpendicular momentum component
inside materials (E⊥) is described as E⊥ = E0 sin2 θ + eV0 due to conservation of the parallel
component of the momentum. Since no state is allowed for E⊥ < 0, positrons are totally
reflected for θ below the critical angle (θC)[θ < sin−1√eV0/E0 = θc], while the positron
beam penetrates into the crystal at the glancing angle above θc.

Figure 6. Schematic diagram of TRHEPD. A positron beam is incident on a sample surface with a
glancing angle (θ) and an orientation fixed at a specific azimuthal angle (φ). The diffraction spots
appear at the intersection of the Ewald sphere and reciprocal-lattice rods and the spots are projected
onto the screen as the diffraction pattern on the right.

3.2.2. TRHEPD Analysis

The R-factor is defined as R =
√

∑i
[
Iexp(θi)− Ical(θi)

]2 × 100 (%) where Iexp(θi) and
Ical(θi) are the experimental and calculated intensities of a diffraction spot at the glancing
angle θi, respectively, normalized under the following condition: ∑i Iexp(θi) = ∑i Ical(θi) = 1.
The most appropriate structure should be the one with the minimum R, as reduction in
R corresponds to a smaller difference between the measured and the calculated RCs with
structural optimization.

3.2.3. Experimental Condition for TRHEPD

The experiment was performed at the Slow Positron Facility (SPF) in IMSS, KEK. The
incident energy and the spot size of the positron beam were 10 keV and φ 1 mm, respectively.
The TRHED rocking curves were measured in a glancing angle range of 0.3◦ ∼ 6.5◦ with
0.1◦ steps. All of the measurements were performed at room temperature. At incident
energy E = 10 keV, the critical angle for an Ag crystal with eV0 = 23 eV is θC = 2.8◦ [2].
Calculations of the rocking curves for TRHEPD were performed by the structure-analysis
program, “2DMAT” [21], as well as the one build by Hanada et al. [22,23].

4. Conclusions

We performed a THRPED study to examine the atomic structure of the a χ3-borophene
layer on Ag(111). The structural parameters with d = 2.4 Å and ∆ = 0.04 Å, indicate that
the χ3-borophene belongs to a group of the monolayer sheets that have weak interactions
with substrates, such as graphene. The analysis of the RC under the MB condition along
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the [110] direction was also compatible with the in-plane structural model proposed by
theoretical structural model for χ3-borophene. The present study is the first application of
the diffraction method for the structural analysis of borophene. The method of THRPED is
described in some detail because the techniques is novel, and it can be applied to the other
2D boron materials.
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Abstract: We report a Raman characterization of the α borophene polymorph by scanning tunneling
microscopy combined with tip-enhanced Raman spectroscopy. A series of Raman peaks were
discovered, which can be well related with the phonon modes calculated based on an asymmetric
buckled α structure. The unusual enhancement of high-frequency Raman peaks in TERS spectra of α
borophene is found and associated with its unique buckling when landed on the Ag(111) surface.
Our paper demonstrates the advantages of TERS, namely high spatial resolution and selective
enhancement rule, in studying the local vibrational properties of materials in nanoscale.

Keywords: borophene; vibrational modes; tip-enhanced Raman spectroscopy; scanning tunneling
microscopy; density functional theory calculations

1. Introduction

Borophene is an emerging two-dimensional (2D) material with novel properties, such
as structural anisotropy [1], high thermal conductivity [2], metallicity [3,4], possible su-
perconductivity [5] and polymorphism [4,6–8]. The unique polymorphism of borophene
stems from the tremendous possible arrangements of hexagonal holes (HHs) in a planar tri-
angular lattice. However, among the huge number of 2D borophene polymorphs that have
been designed previously [7,9], only a few of them have been realized experimentally [10].
Using molecule beam epitaxial (MBE) to deposit boron on various metal substrates, differ-
ent borophene polymorphs have been found on Ag(111) [4], Ag(100) [8], Cu(111) [11,12],
Ag(110) [13], Au(111) [14], Al(111) [15] and Ir(111) [16,17]. Among them, the most studied
phases are the β12 and χ3 on Ag(111), and both of them can form large-area single phases
with appropriate growth conditions [4]. Their structures and properties have been well
established with different methods, such as in-situ Raman [18], angle-resolved photoemis-
sion spectroscopy (ARPES) [19,20] and high-resolution electron energy loss spectroscopy
(HREELS) [21].

Among various 2D borophene polymorphs, the α phase with three-fold symmetry
and 1/9 HH density is particularly interesting, as it was predicted to be one of the most
stable and fundamental borophene structures [9,10]. Previously, Zhong et al. reported
the observation of small α-phase domains coexisting with β12 and χ3 phases in Ag(111)
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substrate [6]. Recently, Liu et al. reported the observation of bi-layer borophene on Ag(111),
which was assigned to two covalently bonded α-layers [22]. In both cases, the α phase
only exists in small islands of typically nanometer size, and a complete α-layer is still not
available. This poses a great challenge to the understanding of the physical properties of
α borophene, as even microscopic characterization techniques usually require samples of
micrometer size. Thus, the properties of α borophene remain elusive so far.

In this paper, the vibrational properties of the α borophene were studied by combining
scanning tunneling microscopy (STM) with tip-enhanced Raman spectroscopy (TERS).
TERS allows one to detect the local vibrational properties with high spatial resolution
(<0.5 nm) by the help of the strong localized electric field under the probe tip [23]. We
obtained dramatically different Raman spectra from α borophene, as compared with
those from other phases in the previous report [18]. DFT calculations reproduce the
vibrational modes observed by the Raman spectra well, based on a buckled α-phase model
on Ag(111). Our results provide a fundamental data set for further studies of borophene
and demonstrate the capability of TERS in the study of local properties of 2D materials

2. Method

All STM and TERS measurements were performed at 77 K using a home-made STM-
TERS system (located in Institute of Physics, CAS, Beijing, China), the base pressure being
10−8 Pa. The single crystalline Ag(111) surface was cleaned by standard cycles of Ar+ ion
sputtering and annealing at 800 K. Pure boron was evaporated from an e-beam evaporator
to the Ag(111) substrate held at 570 K during deposition [4]. The TERS measurement
was performed with side illumination and backscattering collection configuration [24]. A
532 nm laser was focused at the tunneling gap using aspheric lens attached to the side
of the STM head in the ultrahigh vacuum chamber. The scattered Raman signals were
dispersed by 1200 grooves/mm grating and collected by a liquid-nitrogen-cooled charge
coupled device (CCD) (SP2300i, Princeton Instrument, Trenton, NJ, USA).

The first-principle calculations were performed within the framework of projector-
augmented wave (PAW) method [25], as implemented in Vienna Ab-initio Simulation
Package (VASP) [26,27]. The electronic exchange–correlation interaction was described by
Perdew–Burke–Ernzerhof (PBE) functional [28], and the van der Waals (vdW) correction
was included using DFT-D3 method with Becke-Jonson damping [29]. We set a 500 eV
plane-wave cutoff and adopted a 12 × 12 × 1 k-grid to sample the first Brillouin zone of the
unit cell. All the atomic structures of borophene were fully relaxed on a two-layer Ag(111)
surface until the changes in energy and force between each iteration step were respectively
smaller than 10−8 eV and 0.001 eV/Å. To avoid the interlayer interaction, a 30Å vacuum
interval was set up. With regard to phonon calculations, we employed the frozen-phonon
method with 4 × 4 × 1 supercell and 3 × 3 × 1 k-grid. The phonon dispersion was obtained
based on the frozen-phonon results with the help of Phonopy [30]. Finally, all the models
were shown using VESTA [31].

3. Results and Discussion

After the deposition of about 0.8 ML boron atoms on the Ag(111) substrate, the Ag(111)
surface was covered mainly with the β12 borophene islands, which exhibited parallel
Moiré stripes in parallel with the high-symmetry orientations of the Ag(111) substrate.
Meanwhile, small domains with hexagonal Moiré patterns are frequently found to coexist
with the β12 phase, an example of which is shown in Figure 1a. The high resolution STM
image in Figure 1b shows the hexagonal structure of this phase, with the lattice constant
a = 0.52 ± 0.01 nm. This structure is consistent with the previously reported α borophene
on Ag(111) [6].
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Figure 1. (a) STM image (1.3 V, 190 pA) of monolayer borophene sheet grown on Ag(111), showing
an α domain between β12 islands. (b) High-resolution STM image (−0.8 V, 190 pA) of the surface of
α borophene; the unit cell is marked by a blue rhombus. (c) The model of planar α phase, shown
together with the symmetric buckled α phase (relaxed without Ag(111) substrate) and asymmetric
buckled α phase (relaxed on Ag(111) substrate). (d) The simulated electronic band structure of
asymmetric buckled α phase.

To understand the structure and properties of the α phase, it is worth noting that a
completely flat α structure is unstable because of a large negative phonon frequency [9].
Instead, a symmetric and slightly buckled α phase with a vertical distance from the plane of
about ±0.16 Å is found to be stable in the freestanding form [9]. The upward buckled boron
atom in this model is marked by A, while the downward one is marked by B (Figure 1c).
Furthermore, after relaxing the symmetric buckled α phase on the Ag(111) substrate, we
found that the vertical distance of two buckled boron atoms from the plane further increased
to 0.36 Å and −0.51 Å, exhibiting an asymmetric buckled structure. The electronic band
structure of this asymmetric buckled phase is shown in Figure 1d. Its metallic properties
are also consistent with previous STS result [6]. The asymmetric buckling is found to be
critical for the vibrational properties of α borophene on Ag(111), as will be shown and
discussed below.

TERS measurement was performed to obtain the vibrational information from the α

borophene. As Figure 2a shows, when the STM tip is far from the surface, the far-field Ra-
man signal is very weak due to the small Raman scattering cross-section of borophene [18].
When the STM probe tip is brought close to the surface of α borophene, a dramatic en-
hancement of Raman signal is observed, exhibiting a strong increment with the decrease
in gap distance. The near-field TERS spectra clearly show a series of characteristic peaks,
as illustrated in the background subtracted spectrum (the red curve in Figure 2b). Five
strong peaks are found, located at 116.8 cm−1, 157.3 cm−1, 339.0 cm−1, 702.6 cm−1 and
920.4 cm−1, together with three weak peaks at 406.4 cm−1, 446.8 cm−1 and 1230.0 cm−1.
For comparison, the TERS spectrum of α borophene is quite different from that of β12
phase (blue curve in Figure 2b), as well as from that of χ3 phase reported in our previous
study [18]. In particular, we observe significant enhancements of high-frequency peaks over
500 cm−1, in contrast with the cases of β12 and χ3 phases, where only the low-frequency
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peaks are enhanced [18]. In view of the selective enhancement mechanism of TERS [18,23],
only vibration modes that contain out-of-plane components can be enhanced effectively.
For completely flat 2D borophene phases, such as β12 and χ3, their high-frequency vibra-
tional modes contain only in-plane components, and thus cannot be enhanced in TERS [18].
Therefore, we speculate that the obvious enhancement of the high-frequency Raman modes
in α borophene implies that these vibrational modes contain out-of-plane components.
This perfectly agrees with the fact that the α borophene is significantly buckled on Ag(111),
according to DFT calculations.

Figure 2. (a) Gap distance-dependent TERS spectra of α borophene (10 mW, 0.3 V, the accumulation
time for each spectrum is 50 s). The tip-sample distance was controlled by first decreasing the
tunneling current from 300 pA to 25 pA, and then the tip was retracted from the surface in 100 pm
steps with the feedback loop off. (b) Comparison of the TERS spectra of α and β12 phases after
background subtraction and normalization. (c) TERS spectra were taken along the yellow line,
crossing the α borophene domain. The Raman intensity map was plotted in the right panel, where
two dotted lines are the TERS intensity profiles of the two characteristic peaks of α borophene (red)
and β12 borophene (black), respectively.

We also emphasize that our TERS measurement renders Raman spectrum with ex-
tremely high spatial resolution. A series of TERS spectra were taken along the yellow
line in the STM image shown in Figure 2c, crossing β12-α-β12 regions as the α domain
is surrounded by β12 domains. One can see that when the STM tip moves from β12 to α

phase, the intensity of the characteristic B3g
2 peak from the β12 phase drop immediately,

accompanied by the appearance of the characteristic 116.8 cm−1 peak from α borophene
(the right panel of Figure 2c). Therefore, the high spatial resolution of TERS allows us to
well separate the Raman signal of α borophene from that of surrounding β12 phase, even
though the size of the α borophene domain is only a few nanometers.

To account for these TERS peaks, we performed DFT calculations. The phonon spectra
of both symmetric buckled α phase and asymmetric buckled α phase were simulated by
VASP, respectively. The phonon spectrum of symmetric buckled α phase was found to
largely deviate from our experimental TERS spectra. The phonon modes are completely
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absent in the vicinity of 116.8 cm−1, 157.3 cm−1, 339.0 cm−1, 406.4 cm−1, 1230.0 cm−1 at
the Γ point. In contrast, after relaxing the structure to the asymmetric buckled α phase, its
symmetry changes from D3d to C3v, causing the change of phonon spectrum. As shown
in Figure 3a, the phonon spectrum of asymmetric buckled α phase shows no obvious
negative phonon frequencies, indicating a stable structure. Importantly, most peaks in
experimental TERS spectra can be assigned to phonon modes at the Γ point, as shown in
Figure 3b. A detailed comparison of experimental and simulated peaks is shown in Table 1.
The five low-frequency peaks located at 116.8 cm−1, 157.3 cm−1, 339.0 cm−1, 406.4 cm−1,
446.8 cm−1 peak can be associated with E7, E6, A4

1, A3
1, A3

2 and phonon modes, respectively,
within a reasonable error range. The atomic displacements of these peaks, as shown in
Figure 3c, are composed of nearly pure out-of-plane vibrational components, which accords
with the selective enhancement rule in TERS. For the two high-frequency peaks located
at 702.6 cm−1 and 920.4 cm−1, we can assign them to two phonon modes E4 and E3. The
schematics of atomic displacements show that these two modes are composed of nearly
in-plane vibrational components; however, the out-of-plane vibrational components still
exist because of the two buckled boron atoms. Therefore, the enhancement of these two
peaks in TERS accords with our model.

Figure 3. (a) The calculated phonon dispersion curves of asymmetric buckled α phase. (b) The
near-field TERS signal of α phase, E7 and E6 peaks are fitted by red dashed curve. (c) Vibration
modes of unit cell associated with TERS peaks. (d) The vibration mode of supercell associated with
the 1230 cm−1 peak in TERS.
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Table 1. TERS modes of the α phase, as compared with the calculation, cm−1.

TERS Simulation Modes

116.8 107.85 E7

157.3 188.6 E6

339.0 352.94 A4
1

406.4 425.2 A3
1

446.8 507.83 A3
2

702.6 684.32 E4

920.4 907.16 E3

1230.0 1199.10 Vibration of SC

Finally, the TERS peak located at 1230 cm−1 is about 90 cm−1 above the highest phonon
mode at Γ in the phonon spectrum. To account for this peak, we attribute it to a vibration
mode of a supercell. Here, a 4 × 4 × 1 supercell is considered because the periodicity of
Moiré pattern of the α phase is about four times that of unit cell. Due to the Brillouin zone
folding, the M point of the unit cell will be folded to the Γ point in the new Brillouin zone
of the 4 × 4 × 1 supercell. The E1 mode at the M point contributes to a supercell vibrational
mode with a frequency of 1199.10 cm−1 (Figure 3d), which matches our measurement
better than any other modes contained in such a supercell. In addition to the frequency
consistency, this mode also contains the out-of-plane vibration component. Therefore, it
very likely corresponds to the 1230 cm−1 TERS peak.

4. Conclusions

In conclusion, we determine the characteristic Raman spectrum of α borophene with
the help of high spatial resolution of TERS, combining with DFT calculations. All Raman
peaks can be well associated with the phonon modes calculated based on an asymmetric
buckled α structure. The unusual enhancement of high-frequency Raman peaks in TERS
spectra of α borophene is also related to its unique buckling when landed on the Ag(111)
surface. Our work provides not only the basic Raman characterization of the highly
interesting α borophene, but also demonstrates the high prospect of TERS in studying local
vibrational properties of nanoscale structures.
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Abstract: In this study, hydrogen boride films are fabricated by ion-exchange treatment on magne-
sium diboride (MgB2) films under ambient temperature and pressure. We prepared oriented MgB2

films on strontium titanate (SrTiO3) substrates using pulsed laser deposition (PLD). Subsequently,
these films were treated with ion exchangers in acetonitrile solution. TOF-SIMS analysis evidenced
that hydrogen species were introduced into the MgB2 films by using two types of ion exchangers:
proton exchange resin and formic acid. According to the HAXPES analysis, negatively charged boron
species were preserved in the films after the ion-exchange treatment. In addition, the FT-IR analysis
suggested that B-H bonds were formed in the MgB2 films following the ion-exchange treatment. The
ion-exchange treatment using formic acid was more efficient compared to the resin treatment; with
respect to the amount of hydrogen species introduced into the MgB2 films. These ion-exchanged films
exhibited photoinduced hydrogen release as observed in a powder sample. Based on the present
study, we expect to be able to control the morphology and hydrogen content of hydrogen boride thin
films by optimising the ion-exchange treatment process, which will be useful for further studies and
device applications.

Keywords: hydrogen boride; thin film; ion-exchange; hydrogen release; pulsed laser deposition

1. Introduction

In contrast to their bulk counterparts, two-dimensional materials, such as graphene,
exhibit unique electronic properties and ultra-high specific surface areas. These unusual
characteristics result in energy band structures sensitive to external perturbations and
attract significant research interest [1]. Recently, Kondo et al. successfully synthesised
hydrogen boride (HB) nanosheets [2]. The synthesis method involves the 3-day reaction
of layered bulk magnesium diboride (MgB2) powder with an ion-exchange resin in an
organic solvent to promote the exfoliation of MgB2. This is the first experimentally syn-
thesised borophane (hydrogenated borophene), which is composed of sp2-bonded boron,
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forming hexagonal boron networks with bridge hydrogens. The chemical composition of
the material is HB, where the hydrogen/boron atomic ratio is 1/1. Previous experiments
have shown that hydrogen boride sheets have a high H2 content (8.5 wt %) [2], unique elec-
tronic properties [3,4], solid acid catalytic properties [5,6], photoinduced hydrogen release
capability [7], and a unique ability to reduce metal ions to form nanocomposites [8–10]. In
addition, theoretical models and computer simulations demonstrate that borophane is a
promising candidate for applications such as anode material, alcohol gas sensors, current
limiters, and photodetectors [11–14].

At present, studies on the synthesis of hydrogen boride have been carried out only for
a powder sample obtained from finely dispersed MgB2 [2–10]. However, hydrogen boride
thin films deposited on substrates would offer better opportunities for the in-depth analysis
of the physical properties and investigation of possible applications of this material. Thus
far, there has been no research on well-defined thin films of hydrogen boride. The epitaxial
growth of hydrides is quite a challenging objective, owing to their thermal and chemical
instability in air and multiple charged states [15–17].

Herein, we have developed a facile method for the fabrication of thin films of hy-
drogen boride using an ion-exchange treatment of deposited MgB2 films under ambient
temperature and pressure. Firstly, oriented MgB2 films on SrTiO3 (STO) substrates were
prepared by pulsed laser deposition (PLD). Afterwards, the deposited MgB2 films were
treated with an ion-exchanger in an organic solvent to fabricate hydrogen boride films.
Thin films wherein B-H bonds were introduced were successfully synthesised by using
two types of ion-exchangers: proton exchange resin and formic acid. We also observed
significant hydrogen release from these films under ultraviolet (UV) light irradiation.

2. Results and Discussions

To fabricate the single-phase MgB2 film, a two-step PLD method was used as described
in the experimental section. Figure 1 shows the out-of-plane XRD patterns of the MgB2 film
deposited on the STO (100) substrate. As shown in the inset image, a black film was formed
on the STO substrate. Only the 10-11 diffraction peak of the MgB2 film was detected, except
for the peaks associated with the substrate, indicating its strong orientation. Such oriented
growth of MgB2 is in agreement with previous reports [18–20]. Although a strong 10-11
peak appeared, our in-plane XRD analysis could not detect the diffraction peaks because
the film thickness was insufficient for in-plane diffraction. Consecutively, we were unable
to investigate the lattice matching relationship in the plane, and the film was described
as a single-oriented thin film. The thickness of the MgB2 film varied between 50 nm and
270 nm (see Supplementary Information, Figure S1). When the film was prepared by a
one-step PLD method (MgB2 deposition without Mg deposition), a peak of boron-rich
magnesium boride (MgBx) was observed in addition to the MgB2 peak (Figure S2). The
most likely reason for this is the lack of Mg in the one-step PLD method due to the high
volatility of Mg. The expected candidates of the produced MgBx compound are listed in
the Supplementary Information (Table S1). When a different crystalline substrate, such as
sapphire, was used in a two-step PLD process, no diffraction peaks of MgB2 were observed
(Figure S3). These results indicate that a dense and oriented MgB2 film can be deposited on
the STO (100) substrate by a two-step PLD method.

Next, the oriented MgB2 film was treated with ion-exchange resin in acetonitrile. MgB2
is a layered compound in which positive magnesium ions with a valence number close to
divalent are intercalated between negatively charged hexagonal boron layers, forming a
honeycomb structure [21–23]. In the present study, an ion-exchange resin was ground in
an agate mortar to increase the reaction area for efficient ion-exchange in a reaction time
equivalent to that of powder sample synthesis. During the ion-exchange treatment, Mg2+

ions in MgB2 are changed with protons. Therefore, we expect that negatively charged
boron states (B−) can remain even after the process, similar to previous powder sample
experiments [2]. HAXPES analysis was performed to characterise the valence states of the
boron and magnesium species in the film. Figure 2a shows the HAXPES spectra of the
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B 1s core-level before and after the ion-exchange treatment. As a result, the majority of
the boron sites retained their negatively charged B− state (peak at ~188.9 eV), even after
the treatment. This indicates that oxidation does not occur during the ion-exchange, and
impurities, such as boric acid, are not formed (B 1s of boric acid is known to appear at
193.2 eV [2]). As shown in Figure 2b, after the ion-exchange the Mg 2p core-level peak
broadens, indicating that the surroundings of Mg in the thin film change significantly. X-ray
diffraction data revealed a gradual decrease of the MgB2 10-11 peaks after the treatment,
suggesting that its crystallinity becomes worse after ion-exchange (see Supplementary
Information, Figures S4 and S5).
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Since photo-emission spectroscopy analysis is known to have low sensitivity to hy-
drogen species, TOF-SIMS analysis of the thin MgB2 films was performed. Figure 3 shows
the TOF-SIMS depth profile of the ionised hydrogen species (H+) in the films. The red
line demonstrates the H+ species profile of the MgB2 film. In this case, the observed H+

species on the surface originate from adsorbed water and/or hydrocarbon impurities.
The ion-exchanged films exhibit a greater amount of hydrogen species than that of the
untreated film. It can be assumed that the resin would not be an efficient reagent because
of the limited exchange process at the solid-to-solid interface between MgB2 and the resin.
Therefore, as an alternative ion-exchange method, liquid formic acid was used as a proton
donor for more efficient ion-exchange. It is worth noting that the film treated with formic
acid displayed a higher hydrogen content than the film treated with ion-exchange resin.
The etching rate of the TOF-SIMS analysis was approximately 0.35–0.4 nm/s and was
determined by the depth of the rastered area and sputtering time (Figure S6). Considering
the etching rate, the 200 s sputtering time corresponds to 70–80 nm etching depth. The
depth distribution of the hydrogen species varied depending on the method. In the formic
acid-treated thin films, hydrogen species were introduced at a depth of less than 100 nm
from the surface.
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We also investigated the TOF-SIMS depth profiles of the boron and magnesium
species (Figure S7). In the MgB2 film before the ion-exchange treatment, enrichment in
boron species was observed near the surface (Figure S7a, red line) due to the volatilization
of Mg in the outermost surface of the MgB2 thin film during the PLD process, as discussed
above. After the ion-exchange process with the resin, both the boron and magnesium
species’ contents decreased. The decrease in the abundance of the magnesium species
is due to leaching via the ion-exchange with protons inhomogeneously, while the lower
boron species content can be explained by the exfoliation of boron-rich layers from the
thin film. The decrease in the boron species signal was more significant compared to
that of the magnesium species. The integrated values of the TOF-SIMS signal intensities
from 0 to 20 s (corresponding to the 7–8 nm layer on the top surface) before and after the
ion-exchange treatments were calculated and compared. Then, the relative values after the
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resin ion-exchange with respect to the values before the ion-exchange were 0.51 and 0.71
for the boron species and magnesium species, respectively.

TOF-SIMS analysis of the boron and magnesium species were also performed for thin
films treated with formic acid (Figure S8). Similar to the resin treatment, the content of
both boron and magnesium species was reduced after the formic acid treatment. In this
case, the decrease in the magnesium signal was more significant than that of the boron
species. These results indicate that a long-term treatment with formic acid can induce a
proton ion-exchange process rather than an exfoliation of the boron layers in the MgB2 film.
We also evaluated the TOF-SIMS signal of the carbon species after the sample was treated
with formic acid (Figure S9). The signal intensities of the carbon species were very low,
even after the formic acid treatment. As shown in Figure 3, the hydrogen species signal
was stronger and detectable at a greater depth below the surface compared to the carbon
species signal (Figure S9). These results indicate that the dissociated protons from formic
acid were successfully introduced into the MgB2 film during the ion-exchange process.

Next, FT-IR measurements were conducted in an attempt to confirm the formation of
B-H and/or B-H-B bonds in the ion-exchanged film as an additional spectroscopic evidence
for the ion exchange of Mg2+ by protons. In spite of using the highly sensitive ATR method,
no signals characteristic of these bonds were detected, presumably because the film was
too thin. Instead, the FT-IR spectrum of MgB2 powder was investigated (Figure S10),
commercially available from Sigma-Aldrich and handled in the same manner as the thin
films. Notably, after the ion-exchange treatment in formic acid, a peak appeared around
2500 cm−1. According to a previous report, this signal corresponds to the terminal B-H
stretching mode in hydrogen boride sheets [4]. Since we followed an identical ion-exchange
process for both the powder sample and the thin film, we assume that a similar B-H bond
was formed in the film sample, as the existence of hydrogen species was also confirmed in
the film by TOF-SIMS measurements.

We also compared the surface morphologies of the as-deposited and ion-exchanged
films by SEM and AFM, as shown in Figure 4. The SEM (Figure 4a) and AFM (Figure 4b)
images of the as-deposited MgB2 thin film (before the ion-exchange) reveal cross-shaped
rectangular patterns. This implies that the MgB2 film has an epitaxial relationship with
the STO substrate, although we could not confirm this by in-plane XRD. The peak to
valley (PTV) height difference in the AFM image was 50–100 nm (Figure 4b, Figure S11a).
In contrast, the film treated with the ion-exchange resin exhibited a smoother surface
compared to the as-deposited MgB2 film, with a PTV height difference of less than 50 nm
(Figures 4c,d and S11b). This is likely because of the physical contact (mechanical abrasion)
between the MgB2 thin film and the resin during the ion-exchange. The thickness of the
film after the ion-exchange treatment was less than 200 nm (Figure S12). This might be
one of the reasons for the lower H content and its narrower depth distribution observed
in the TOF-SIMS profile. On the other hand, the film treated with formic acid for 2 days
exhibited more pronounced crisscross patterns on the surface and a larger PTV height
difference (50–200 nm), as shown in Figures 4e,f and S11c. This is because the ion-exchange
and exfoliation were more efficient when using formic acid, as compared to the use of
ion-exchange resin. These results reveal that both the hydrogen content and the surface
morphology of the thin films can vary significantly depending on the type of ion-exchange
treatment. This also suggests that, by choosing an appropriate ion-exchange method and
conditions, the morphology and hydrogen content of the films can be controlled for various
device applications.
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Previous experiments on powder systems have demonstrated that UV irradiation
of the B-H bonds in hydrogen boride sheets can lead to hydrogen gas release [7]. In this
study, the hydrogen release was induced by photoirradiation, which causes the electron
transition from the σ-bonding state (valence band) to the anti-bonding state of boron and
hydrogen orbitals (conduction band) with a gap of 3.8 eV and causes the self-reduction
of protons together with oxidation of boron in HB, even under mild ambient conditions.
We anticipated that a similar mechanism might lead to hydrogen emission from the ion-
exchanged thin films upon UV irradiation. As shown in Figure 5, hydrogen molecules
were detected from both types of ion-exchanged films upon UV light irradiation, while
the as-deposited MgB2 did not release hydrogen gas. The amount of hydrogen released
from the formic acid treated film was larger than that released from the resin-treated film.
These results agree well with the TOF-SIMS data, which showed a higher hydrogen species
content in the film treated with formic acid compared to the other one. That strongly
implies that B-H bonds were formed in the ion-exchanged film, as suggested by the FT-
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IR analysis, and hydrogen molecules can be liberated by an electron transition from the
bonding state to the anti-bonding state of hydrogen and boron orbitals under UV light
irradiation [7].
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Figure 5. Hydrogen release from as-deposited MgB2 and ion-exchanged thin films under UV irradiation.

Based on the experimental data, we can propose a reaction scheme for the ion-
exchange process in MgB2 films, as shown in Figure 6. The oriented MgB2 thin film
reacts with ion-exchange resin or formic acid (left panel) causing H+ to intercalate inside
the film and Mg2+ ions to be released from the film in the acetonitrile solution (middle
panel), similar to a layered metal oxide case [24]. In addition to the ion-exchange, a partial
exfoliation of boron layers occurred at the outermost surface, leaving H+ inside the thin film
to form B-H bonds (right panel). In terms of the chemical composition, the ion-exchanged
film is depicted as an inhomogeneous hybrid material with a top layer mainly consisting
of HB and a bottom layer mainly consisting of MgB2.
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3. Materials and Methods
3.1. Materials and Equipment

SrTiO3 (100) single-crystal substrates were purchased from SHINKOSHA CO., LTD.
Mg powder (212–600 µm, 99.9%, Wako, Osaka, Japan) and MgB2 powder (99%; Sigma-
Aldrich, St. Louis, MO, USA) were purchased to use MgB2 thin film deposition. Acetonitrile
(99.5% (JIS Special grade), FUJIFILM Wako Pure Chemical Industries Ltd., Osaka, Japan), a
cation-exchange resin (15JS-HG·DRY, Organo Corp., Tokyo, Japan) and formic acid (Kanto
Chemical Co., Inc., Tokyo, Japan) were purchased for ion-exchange treatment.

A pulsed laser ablation device (PLFD-221-1R, Freedom Ltd., Kawasaki, Japan) was
used for PLD. X-ray diffractometer (Smartlab, Rigaku Corporation, Tokyo, Japan), laser
microscope (LEXT OLS5100, Olympus Corporation, Tokyo, Japan), TOF-SIMS 5-100-AD
(ION-TOF GmbH, Germany), FT/IR-6100 (JASCO, Co., Ltd., Tokyo, Japan), atomic force
microscope (SPM-9700, Shimadzu Corp., Kyoto, Japan) and scanning electron microscope
(JEM-2010F, JEOL, Ltd., Tokyo, Japan) were used for characterization of prepared films.

3.2. Preparation of MgB2 Thin Films

The MgB2 thin films were deposited on SrTiO3 (100) single-crystal substrates by PLD
using the fourth harmonic wavelength (266 nm) of a neodymium: yttrium aluminium
garnet (Nd: YAG) laser. The substrate size was 1.0 × 1.0 cm2. The thin film deposition
was performed under argon partial pressure of 1.0 mTorr and substrate temperature of
700 ◦C. A high-purity single-phase MgB2 film was deposited via a two-step deposition
using subsequently two targets: a metallic magnesium (Mg) target pellet for 10 min and
an MgB2 pellet for 60 min for the same substrate. The former process was necessary to
compensate for the Mg supply in the MgB2 film because of the high volatility of Mg. The
Mg pellet was prepared by uniaxial pressing using Mg powder, while the MgB2 pellet was
prepared using commercial powder.

3.3. Ion-Exchange Treatment of MgB2 Thin Films

Two different types of ion-exchange method were employed to treat the deposited
MgB2 thin films: the first method involved a 3-day reaction with a cation-exchange resin
(400 mg) that was ground in an agate mortar in acetonitrile while referencing the previous
report [2]. As an alternative ion-exchange method, a solution of 3.6 mL of acetonitrile and
0.4 mL of formic acid as a proton donor was prepared according to the report by Kawamura
et al. [25], and MgB2 thin films were immersed into the solution for either 3 h or 2 d. Both
treatments were conducted at room temperature and atmospheric pressure in a glovebox
(<1 ppm O2) to prevent air exposure. The ion-exchanged film samples were washed with
acetonitrile and dried under a nitrogen atmosphere.

3.4. Characterization of Prepared Films

X-ray diffraction (XRD) measurements were performed using a Rigaku Smartlab
X-ray diffractometer (45 kV, 200 mA, radiation source: Cu(Kα1)). The film thickness was
measured using a laser microscope. We evaluated the height difference between the MgB2
thin film and the bare STO substrate near the edge of the thin film.

Hard X-ray photoemission spectroscopy (HAXPES) measurements were performed at
BL15XU of SPring-8 (Super Photon Ring 8 GeV, Hyōgo Prefecture, Japan). The excitation
photon energy and total energy resolution were set to 5.95 keV and 240 meV, respectively.
The measurements were taken at room temperature and the pressure of the analysis
chamber of HAXPES was 1.1 × 10−7 Pa. Details of HAXPES experiments at BL15XU were
described elsewhere [26].

Time-of-flight secondary ion mass spectroscopy (TOF-SIMS) depth profile analyses
were performed using a TOF-SIMS 5-100-AD. The analysis parameters were as follows:
primary ion source, Bi3++; energy, 60 keV; area, 100 × 100 µm2. The sputtering parameters
were as follows: sputtering ion source, O2; energy, 2 keV; area, 300 × 300 µm2. To investi-
gate the relationship between the actual depth and the sputtering time of the TOF-SIMS,
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the depth of the rastered area by ion beam was measured using a laser microscope and the
sputtering rate was estimated.

Fourier-transform infrared spectroscopy (FT-IR) spectra were recorded using an FT/IR-
6100 (MCT detector). The MgB2 film was too thin for the detection of the FT-IR signals of
B-H and/or B-H-B bonds. Thus, an additional FT-IR analysis was conducted using ion-
exchanged MgB2 powder by an attenuated total reflection (ATR) method using a diamond
holder. For FT-IR analysis, MgB2 powder was treated in the same manner as the MgB2 film.
Atomic force microscopy (AFM) images were obtained in dynamic imaging mode using
an SPM-9700 with a silicon cantilever. Scanning electron microscope (SEM) images were
obtained using a JEM-2010F (6.0 kV).

3.5. Photoinduced Hydrogen Gas Release

A film sample was placed in a quartz cell (3.5 mL with septum screw cap) under
a nitrogen atmosphere without any solvent. Hydrogen production in the quartz cell
under near-UV light irradiation was evaluated by gas chromatography (Tracera-GC-2010
Plus with a BID detector, Shimadzu, Co., Ltd., Japan). A film sample was placed under
dark conditions for 1 h, followed by UV irradiation for 2 h. Hydrogen generation was
determined by the difference in hydrogen amounts before and after the UV irradiation. UV
irradiation was performed using a mercury-xenon (Hg-Xe) lamp with a 340 nm band-pass
filter, similar to previous reports [7]. As a control experiment, the MgB2 film without an
ion-exchange treatment was also evaluated in the same manner as the ion-exchanged films.

4. Conclusions

We established a fabrication process for protonated boride films by using a facile
ion-exchange under ambient temperature and atmospheric pressure. This is the first report
of HB thin film fabrication on a substrate. The oriented MgB2 thin films were prepared
by a two-step PLD method and protons were successfully introduced into the films by
treatment with either ion-exchange resin or formic acid in an organic solvent. Depending
on the treatment conditions, the films with different characteristics such as proton content
and surface structure have been obtained. The irradiation treatment on thin film with
near-UV light produces hydrogen gas, similar to the powder HB samples. The present
study is the first to demonstrate light-induced hydrogen release from a protonated boride
thin film. This study will provide a method to fabricate thin films with B-H bonds, which
will be useful for further studies or device applications.

Supplementary Materials: The followings are available online: Table S1: XRD peaks data, Figures
S1, S6 and S12: microscope images, Figures S2–S5: XRD patterns, Figures S7–S9: SIMS depth profiles,
Figure S10: FT-IR spectra, Figure S11: AFM images.
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Abstract: Hydrogen boride (HB) sheets are two-dimensional materials comprising a negatively
charged hexagonal boron network and positively charged hydrogen atoms with a stoichiometric
ratio of 1:1. Herein, we report the spontaneous formation of highly dispersed Ni nanoclusters on HB
sheets. The spontaneous reduction reaction of Ni ions by the HB sheets was monitored by in-situ
measurements with an ultraviolet-visible spectrometer. Acetonitrile solutions of Ni complexes and
acetonitrile dispersions of the HB sheets were mixed in several molar ratios (the HB:Ni molar ratio
was varied from 100:0.5 to 100:20), and the changes in the absorbance were measured over time. In
all cases, the results suggest that Ni metal clusters grow on the HB sheets, considering the increase
in absorbance with time. The absorbance peak position shifts to the higher wavelength as the Ni
ion concentration increases. Transmission electron microscopy images of the post-reaction products
indicate the formation of Ni nanoclusters, with sizes of a few nanometers, on the HB sheets, regardless
of the preparation conditions. These highly dispersed Ni nanoclusters supported on HB sheets will
be used for catalytic and plasmonic applications and as hydrogen storage materials.

Keywords: hydrogen boride (HB) sheets; Ni nanoclusters; transmission electron microscopy

1. Introduction

Hydrogen boride (HB) sheets are two-dimensional (2D) nanosheets comprising a
positively charged hydrogen and negatively charged boron network with an atomic ratio
of B/H = 1.0. They were among the first synthesized hydrogenated borophenes (boro-
phanes) [1]. Boron atoms form a hexagonal 2D network in HB sheets, wherein hydrogen
atoms are bound to boron atoms by three-center two-electron (B–H–B) and two-center
two-electron (B–H) bonds [2], with chemical stability against water [3]. HB sheets have
been experimentally verified to exhibit excellent solid acid catalytic activity [4,5] and highly
sensitive gas-sensing capability [2], as well as semimetal electronic [6], light-responsive
hydrogen release [7], and carbon dioxide adsorption and conversion properties [8]. Fur-
thermore, theoretical studies have revealed their intriguing electronic [9], optical, and
thermal properties [10,11], as well as their possible applications in hydrogen release de-
vices [12,13], reversible hydrogen storage [14], current limiters [15], photodetectors, in-
dividual amino acid sensors [16], rechargeable Li/Na ion battery electrodes [17,18], and
anodes for rechargeable potassium-ion batteries, with high capacities, low voltages, and
high rate performance [19]. Furthermore, the formation of HB sheets has paved the way
for the conceptual development of new types of HB materials [20–28].
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HB sheets also function as reductants for specific ions: the HB sheets had a redox
potential between −0.277 and −0.257 V versus that of a standard hydrogen electrode
(SHE) [29]. Therefore, metal nanoclusters can be supported by a single process, i.e., by
mixing HB sheets with specific metal ions in a liquid [29], where metal ions with redox
potentials lower than HB can be reduced, whereas those with redox potentials higher than
HB cannot be reduced. This implies that only specific metals can be selectively reduced
by HB sheets. By applying this property, HB sheets have been used to prepare superior
composite electrode catalysts for oxygen evolution [30] and oxygen reduction reactions [31].
Therefore, a detailed understanding of the reduction properties of HB and the formation
process of nanoclusters and/or nanocomposites is essential to promote the practical usage
of HB sheets.

Herein, we report the spontaneous formation of highly dispersed Ni nanoclusters on
HB sheets. Ni nanoclusters were formed on HB sheets by mixing Ni ions and HB sheets
in an acetonitrile solution at different Ni ion concentrations. Although the sizes of the Ni
nanoclusters were not significantly affected by the concentration of Ni ions, their densities
were controlled by the concentration. The resulting highly dispersed Ni nanoclusters
supported on the HB sheets may be useful for catalytic and plasmonic applications, as well
as hydrogen storage materials [32,33].

2. Results and Discussion

Figure 1 shows the temporal change in the ultraviolet-visible (UV-vis) spectra of the HB
dispersion at a 0.02 mol/L concentration in acetonitrile after mixing with Ni ions at various
Ni ion concentrations (the molar ratio of the HB:Ni ions was adjusted from 100:0.5 to
100:20). The spectra shorter than 250 nm are not shown, since their photon numbers
in a UV-Vis detector were too low for quantitative comparison (Figure S1). Moreover,
the spectrum shorter than 330 nm for the high concentrated Ni ions conditions are not
shown because the original absorbance intensities are too high to be saturated in this range.
Across all concentrations, after mixing, the absorbance increases with time, at specific
wavenumbers. This change can be attributed to the increase in the plasmon absorbance
of the Ni nanoclusters on the HB sheets because of the spontaneous reduction reaction
of the Ni ions on the HB sheets. In this reaction, the Ni ions may be exchanged with the
protons of the HB sheets, and the electrons in the boron species would reduce the Ni ions,
resulting in the formation of metallic Ni nanoclusters onto the HB sheets, while positively
charged B would locally appear, similar to the results for Cu nanoclusters formed on HB
sheets [29]. To evaluate the chemical states of Ni and B in the products, X-ray photoelectron
spectroscopy (XPS) was performed for the samples of HB:Ni = 100:0.5 and 100:10, as shown
in Figure 2. In both cases, the Ni peak and Bδ+ component are detected, along with the
Bδ− component, which originated from the pure HB sheets (for comparison, the XPS result
for the pristine HB sheets is shown in Figure S2). The Ni intensity and Bδ+ population
are larger for HB:Ni = 100:10 than those for HB:Ni = 100:0.5, and a consistent correlation
between the B:Ni ratio and Bδ+/Bδ− is obtained (Table 1), indicating that Ni deposition
occurs because of the spontaneous reduction reaction of the following process:

nH+B− + Ni2+ → 2H+ + Ni2+·(n − 2)H+nB−

→ 2H+ + Ni·(n − 2)H+(n − 1)B−·B+ (1)
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Figure 1. Temporal change in UV-vis spectra of HB dispersion at 0.02 mol/L in acetonitrile after
mixing with Ni ions at various Ni ion concentrations. Molar ratio of the HB:Ni ions was adjusted
from 100:0.5 to 100:20. Spectrum range under 330 nm for HB:Ni = 100:3.3, 100:5.0, 100:10, and 100:20
represents the range of intensity saturation, and is not shown here. Legend indicates time (1, 5, 10, 20,
30, 60, 90, and 120 min) elapsed from the start of mixing the two dispersions.
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Figure 2. XPS results of the sample after drying the following mixtures in acetonitrile:
(a) HB:Ni = 100:10, and (b) HB:Ni = 100:0.5.

Table 1. Analyzed results of XPS spectra.

Atomic Ratio Estimated B 1s Peak

Sample from Peak Area (B:Ni) Bδ− Bδ+

HB:Ni = 100:0.5 100:0.5 96% 4%

HB:Ni = 100:10 100:5.4 67% 33%

It should be noted that the appearance of oxide Ni peak for the sample with HB:Ni = 100:10,
shown in Figure 2a, may arise from the surface oxidation of Ni nanoclusters because of the
need to expose the sample to air before setting it in the XPS load-lock chamber. A similar
spontaneous reduction reaction has also been reported in the formation of nanocompos-
ites using graphene [34], layered CaSi2 [35], polysilane [36], and Mg-deficient hydroxyl-
functionalized boron nanosheets [37].

In Figure 1, the wavelength of the absorbance changes according to the concentration of
Ni ions. To study the change, each spectrum was subtracted by the spectrum captured at 1 min
after mixing, as shown in Figure 3. In the case of a lower Ni concentration (HB:Ni = 100:0.5,
HB:Ni = 100:1.0, and HB:Ni = 100:1.7), the absorbance in the range of 250–300 nm increases
with time after mixing. For a higher Ni ion concentration (HB:Ni = 100:2.5, HB:Ni = 100:3.3,
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HB:Ni = 100:5.0, HB:Ni = 100:10, and HB:Ni = 100:20), the absorbance ranging from 320 to
800 nm increases with time after mixing. The change in the absorption feature as a function
of the Ni ion density is highlighted in Figure 4, where a representative subtracted spectrum
when the spectrum change is saturated is shown. The absorbance peak position shifts to the
longer wavelength as the Ni ion concentration increases.

Molecules 2022, 27, x FOR PEER REVIEW 5 of 12 
 

 

 

Figure 3. Subtracted spectra from UV-vis measurement; each spectrum shows a difference immedi-

ately after mixing (1 min). For the sample of HB:Ni = 100:2.5, the subtracted spectrum of “(40 min)-

(1 min)” is also presented because it shows multiple components. 

Figure 3. Subtracted spectra from UV-vis measurement; each spectrum shows a difference im-
mediately after mixing (1 min). For the sample of HB:Ni = 100:2.5, the subtracted spectrum of
“(40 min)-(1 min)” is also presented because it shows multiple components.
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Figure 4. Respective subtracted spectra of HB:Ni = 100:20 (90 min), 100:10 (120 min), 100:5.0 (120 min),
100:3.3 (120 min), 100:2.5 (120 min), 100:1.7 (120 min), 100:1.0 (120 min), and 100:0.5 (120 min). The
wavelength ranges for the intensity saturation in the original spectra and/or low detection sensitivity
are shown by dots.

Two possible reasons account for the shift in the absorbance wavelength: (1) the
sizes of the Ni nanoclusters formed on the HB sheets increase in proportion to the Ni
ion concentration, and (2) the effect of localized surface plasmon resonance due to the
change in the distance between the Ni nanoclusters on the HB sheets. Regarding (1), it has
been reported that the absorption peak due to surface plasmon resonance shifts to longer
wavelengths as the particle size of the metal nanoclusters increases [38–40]. For (2), the
absorption peak shifts to longer wavelengths because of surface plasmon coupling when
the distance between the nanoclusters decreases [41].

To clarify which of the two factors caused the shift in the absorption peaks in this study,
samples were prepared with two distinctly different Ni ion concentrations (HB:Ni = 100:10
and 100:0.5, 42 d and 48 d after mixing) and observed via transmission electron microscopy
(TEM); the results are shown in Figure 5. In both samples, several clusters are observed
as dark spheres, suggesting that Ni atoms form clusters after the reduction reaction of Ni
ions on the HB sheets, as reported previously [29]. Indeed, the presence of Ni with B is
clearly seen in the obtained energy dispersive X-ray spectroscopy (EDS) conducted during
TEM (Figure S3), which is consistent with the XPS results (Figure 2). The selected area
electron diffraction (SAED), which was conducted during TEM, shows a halo pattern, as
seen in Figure 5c. This indicates that the size of the Ni nanoclusters is considerably small.
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Consistently, X-ray diffraction (XRD) patterns show no diffraction peaks, indicating that
there are no larger sized Ni particles in the sample.
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Figure 5. TEM images SAED pattern and XRD patterns. (a) TEM images of HB:Ni = 100:0.5, and
(b) HB:Ni = 100:10. (c) SAED pattern simultaneously obtained with the TEM image shown in panel
b. (d) XRD patterns of HB, HB:Ni = 100:0.5, and HB:Ni = 100:10 (a Kapton capsule was used as a
cover of the sample to prevent the exposure of the sample to the atmosphere). The XRD pattern of
HB shows a small peak at 27◦, which is considered to be originated from the stacking of some of
the sheets.

To quantitatively evaluate the size and dispersion of the Ni nanoclusters on the HB
sheets, the diameter (D) and inter-center distance (L) of the dark spheres in 17 TEM images
were statistically analyzed, as shown by the histogram in Figure 6. The mean D values
of the Ni nanoclusters for HB:Ni = 100:0.5 and 100:10 were estimated as 1.59 ± 0.02 and
2.04 ± 0.03 nm, respectively, and the mean values of L were approximately 3.08 ± 0.06
and 3.08 ± 0.05 nm, respectively. This result indicates that the sizes of the Ni nanoclusters
formed on the HB sheets do not vary significantly with the Ni ion concentration. This
contrasts with the case of Pt clusters formed on graphene using a similar method, where
the sizes of the Pt clusters were reported to vary proportionally to the amount of prepared
Pt precursors [42]. In other words, HB can easily support highly-dispersed small metal
nanoclusters with high density, in contrast to graphene. In this study, the Ni ions presum-
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ably interact strongly with the HB sheets when they are reduced. The Ni clusters are then
considered to be anchored at the reacted sites on the HB sheets, preventing significant
aggregation, which differs from the metal ions reduction process using a reducing agent
under homogeneous media.
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From the average values of L and D, the inter-surface distance (S, the length between
the nearest cluster surfaces) values can be derived as 1.04± 0.06 nm for HB:Ni = 100:10, and
1.49 ± 0.07 nm for HB:Ni = 100:0.5. Notably, as the particle size increases, due to plasmon
resonance, the peak position of the spectrum shifts toward longer wavelengths [38–40,43].
For example, in the case of Au clusters, a change in the particle size from 9 to 99 nm results
in a peak shift of 25 nm [43]. Conversely, the spectral peak position shifts by approximately
40 nm when the interparticle distance of the Au clusters changes from 12 to 6 nm [41].
Previous studies suggest that the plasmon resonance is more sensitive to the interparticle
distance than to the particle size. As shown in Figure 4, the optical absorption peak shifts
56 nm from HB:Ni = 100:0.5 to HB:Ni = 100:10, where the difference in D of these samples
is 0.45 ± 0.03 nm and that of S is 0.45 ± 0.09 nm. Based on the previous plasmonic studies,
the present optical absorption shift is ascribed to the change in the interparticle distance
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S, rather than particle size D. This peak shift is also observed during the nanoparticle
formation for HB:Ni = 100:2.5, as shown in Figure 3 (the main peak position shifts from 290
to 320 nm).

The resultant highly dispersed Ni nanoclusters supported on the HB sheets may be
useful for catalytic and plasmonic applications, and also as hydrogen storage materials,
because highly dispersed Ni-clusters have been reported to contribute to the superior
hydrogen desorption kinetics of MgH2 [32,33].

3. Materials and Methods
3.1. Materials

MgB2 powder (99%, RareMetallic Co., Ltd., Tokyo, Japan), acetonitrile (99.5%,Wako
Pure ChemicalIndustries Ltd., Osaka, Japan), and an ion-exchange resin (AmberliteIR120B
hydrogen, Organo Corp., Tokyo, Japan) were used to synthesize the HB sheets and the HB
dispersion. Ni(C5H7O2)2 (98%, Merck) was used to prepare the Ni(C5H7O2)2 dispersion.

3.2. Synthesis of HB Sheets

The HB sheets were prepared using a previously reported ion-exchange method [1].
MgB2 (1.0 g) powder in acetonitrile (200 mL) was added to the ion-exchange resin (60 mL)
in acetonitrile (200 mL) in a Schlenk flask under a nitrogen atmosphere. The mixture was
stirred with a magnetic stirrer at 310 rpm for 3 d at room temperature (~300 K). The process
was sensitive to water because of the hydrolysis reaction of MgB2 [44]. Thus, water was
carefully removed beforehand. In this study, the recently reported acid-assisted reaction
was not applied [45]. The supernatant was kept for 1 d at 255 K to solidify and separate the
byproduct B(OH)3. Dried HB sheets were prepared by heating the resulting liquid at 343 K
while pumping with a cooling trap. We characterized the product rigorously using X-ray
photoelectron spectroscopy (XPS) to confirm the absence of Mg, the presence of negatively
charged B, and the absence of oxidized B, as shown in Figure S2 [1–8,29].

3.3. XPS Measurements

To characterize the sample, XPS measurement was performed using a JPS 9010 TR
spectrometer (XPS; JPS 9010 TR, JEOL, Ltd., Tokyo, Japan) equipped with an ultrahigh
vacuum chamber and an Mg Kα X-ray source (1253.6 eV). The pass energy was 10 eV,
the energy resolution (estimated from the Ag 3d5/2 peak width of a clean Ag sample)
was 0.635 eV, and the binding energy uncertainty was ±0.05 eV. The sample was placed
on a graphite tape. The Shirley background was subtracted from the spectrum using
SpecSurf version 1.8.3.7 (JEOL, Ltd., Japan). The same software was used for estimating the
quantitative atomic ratio of Ni and B of the reaction product, based on the peak area and
sensitivity factors. The charge build-up in the sample (because of the incomplete contact
of the graphite tape with the sample holder) resulted in a slight shift to higher binding
energies for those spectra. Therefore, we calibrated the charge build-up based on the C1s
peak of the graphite tape as 284.6 eV. The charge states of boron were judged based on the
B 1s core level peak position by comparing the results with those in the literature (listed in
the Supplementary Information of Ref. [46]).

3.4. UV-vis Measurements

A UV-vis spectroscope (DH-2000-BAL, Ocean Optics, Inc., Dunedin, FL, USA) was used
to measure the absorbance of the Ni(C5H7O2)2 and HB dispersions. For this, Ni(C5H7O2)2
powder was dispersed in acetonitrile at concentrations of 0.04, 0.002, 0.001, 7 × 10−4,
5 × 10−4, 3 × 10−4, 2 × 10−4, and 1 × 10−4 mol/L. The HB sheets (powder, 0.0059 g) were
dispersed into acetonitrile (25 mL) at a fixed concentration of 0.02 mol/L. The absorbance of
the mixture of the Ni(C5H7O2)2 dispersion and HB dispersion was then measured using the
UV-vis spectrometer. The intensity of the light source of the UV-vis device was measured
beforehand (Figure S1) to obtain a reliable wavelength range for the UV-vis measurements.
To study the change in the UV-vis spectra, the subtracted spectra were used, as reported

71



Molecules 2022, 27, 8261

previously [29], where each spectrum was subtracted by the spectrum that was captured at
1 min after mixing.

3.5. TEM, SAED, and EDS Measurements

Measurements were performed at room temperature using a JEM-2100F TEM/STEM
apparatus (JEOL, Ltd., Japan) with double spherical aberration (Cs) correctors (CEOS
GmbH, Heidelberg, Germany) to obtain high-contrast images with a point-to-point reso-
lution of 1.4 Å. The lens aberrations were optimized by evaluating the Zemlin tableau of
amorphous carbon. The residual spherical aberration was almost zero (Cs = −0.8 ± 1.2 µm
with 95% certainty). The acceleration voltage was set to 120 kV, which is the lowest voltage
that is effective with the Cs correctors in this system.

3.6. XRD Measurements

The XRD patterns were recorded at room temperature (~300 K) using a benchtop X-ray
diffractometer (Rigaku MiniFlex, Tokyo, Japan), which employed Cu Kα radiation. The
X-rays were generated using the line focus principle. A reflection-free Si plate was used as
the sample stage. The Kapton capsule was used as a cover for the sample to prevent the
exposure of the sample to the atmosphere. The diffraction patterns were recorded using a
D/teX Ultra silicon strip detector (Rigaku) at 0.01◦ s−1 up to a 2θ value of 90◦.

4. Conclusions

When a solution of Ni ions was mixed with an HB dispersion, it was confirmed that the
Ni ions were reduced to form Ni nanoclusters on the HB sheets, without the use of reduction
reagents. The TEM images showed that the Ni nanoclusters were small (1–2 nm) and highly
dispersed, without aggregation. This was ascribed to the anchoring effect due to the strong
interaction between the reduced Ni and HB sheets. By changing the concentration of Ni
ions, the density of the particles could be changed without significantly changing the size
of the particles. These highly dispersed Ni nanoclusters on HB sheets are expected to be
used as catalysts and hydrogen storage materials, as well as in plasmonic applications.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/molecules27238261/s1, Figure S1: Intensity of the light source of
the UV-vis device; Figure S2: XPS of HB; Figure S3: Energy-dispersive X-ray spectroscopy (EDS).
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Abstract: We present an enhanced method for synthesizing sheets of borophane. Despite the chal-
lenges associated with low efficiency, we discovered that incorporating hydrochloric acid into the
ion-exchange reaction significantly improved the production yield from 20% to over 50%. After a
thorough examination of the reaction, we gained insight into the underlying mechanisms and found
that the use of hydrochloric acid provides two key benefits: accelerated production of borophene and
isolation of high-purity products. This method has the potential to pave the way for the production
of novel topological 2D materials with potential industrial applications.

Keywords: two-dimensional material; hydrogen boride (HB); borophane; ion exchange; infrared
spectroscopy

1. Introduction

Explorations of two-dimensional (2D) materials beyond graphene have pushed the cut-
ting edge of materials science, leading to the development of next-generation devices [1–6].
Recently, atomic sheets of boron, known as borophene, were synthesized as a promising
counterpart to graphene [7–9]. In contrast to carbon, boron atoms can combine under
diverse bonding schemes, resulting in rich allotropes that display a variety of electronic
structures [10,11]. The unique characteristics of 2D boron offer exotic quantum states and
intriguing features, such as anisotropic metallicity and phonon-mediated superconductiv-
ity [12–14]. However, the layers of borophene require epitaxial growth on a crystal surface
under a ultrahigh vacuum, a process that is prone to oxidization under ambient condi-
tions [11–15]. This disadvantage makes novel materials made from borophene difficult for
industrial applications.

To passivate the boron atoms chemically and to extract the free-standing layer, the
synthesis of hydrogen boride (HB, borophane, or hydrogenated borophene) has recently
come under scrutiny through a variety of hydrogenation techniques. The most simple and
energy-saving approach is the liquid exfoliation method at room temperature, which is
associated with an ion-exchange reaction of materials that incorporate a 2D framework
of boron [16–20]. In metal boride crystals, such as MgB2 and YCrB4, borophene layers
are sandwiched by metal atoms. The ion-exchange reaction proceeds through the dein-
tercalation of the metal cations and hydrogenation of the boron layers, resulting in the
formation and subsequent extraction of HB layers. The hydrogen terminations are held
on both sides of the free-standing layer and make the material robust within ambient
environments. This extreme surface treatment of an atomic layer was achieved with MgB2
crystals in forming the honeycomb borophane composed of six-membered (hexagon) rings
of boron [16,17]. Recently, a different borophane was synthesized by the same method from
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the YCrB4 crystals [18,20], which is a Dirac nodal-loop semimetal characterized by a Z2
topology [20,21]. The “topological borophane” is made of five-membered (pentagon) and
seven-membered (heptagon) rings, arranged to exhibit non-symmorphic symmetry. For
simplicity, we abbreviate the name of the material as “5,7-HB”. The atomic structure of
5,7-HB, as verified by calculation, indicates that the material has a low area mass density
of only 21 % compared to graphene, highlighting its potential as a versatile material for
various applications [21]. With the existence of various 2D polymorphs of boron known to
exist in crystals of metallic borides, numerous borophene structures are possible [10].

The basic procedure of the ion-exchange reaction is to mix the metal boride crystals
and ion resins in an organic solvent such as acetonitrile [16–20]. The reaction typically
results in a production yield of 42.3% and takes 2–4 days at room temperature under
the atmospheric N2 pressure, to obtain macroscopic samples of, for example, honeycomb
HB developed from MgB2 [16]. This method was also found to be applicable to YCrB4
crystals [18–20]; the synthesis generally required over three weeks of reaction time to
achieve a 20% production yield. The simple mixing process has the potential to shorten the
reaction time and increase efficiency. In the research on honeycomb HB synthesis, a 50%
production yield was achieved within two hours by adding formic acid to the solution [22].
This improvement is believed to occur because the acid plays the role of a mediator for
efficient proton exchange between boride and resin.

In the present research, we examined the acidic effects from ion-exchange reactions
during the synthesis of 5,7-HB from a YCrB4 crystal, as schematically drawn in Figure 1.
The reaction was accelerated by adding hydrochloric acid to obtain macroscopic samples
and a yield of >50% after several hours, whereas, by comparison, the original ion-exchange
reaction provided a production yield of 20% after three weeks. Quantitative character-
izations were made through X-ray photoelectron spectroscopy (XPS) and infrared-ray
absorption spectroscopy (IRAS). Microscopic observations were made to evaluate the size
of the product sheet. Details of liquid exfoliation were uncovered at separate steps in the
synthesis. When subjected to the ion-exchange reaction, the metal atoms Y and Cr from the
mother material YCrB4 become metal chlorides and precipitate as residues with byproducts,
namely boric acid and remnants of the mother material, YCrB4. The high-speed reaction
and ease of isolating the pure product offer a new strategy for the efficient synthesis and
mass production of functional borophene sheets.

Figure 1. Concept of the synthesis of HB sheets with the 5- and 7-membered rings (5,7-HB) from a
YCrB4 crystal through the addition of hydrochloric acid (HCl).
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2. Results and Discussion
2.1. Synthesis Process

A sheet of HB with a boron network of 5- and 7-membered rings can be prepared
from crystals of YCrB4 through the liquid exfoliation method with an ion-exchange reac-
tion [18–20]. The reaction is described as

nYCrB4 + 4nH+ → nY(4−x)+ + nCrx+ + 4nHB,

where HB represents a sheet of hydrogen boride or borophane. The reaction yield of the
reaction can be evaluated by a ratio between n mol YCrB4 and 4n mol HB.

Figure 2a illustrates the experimental procedures. The ion-exchange reaction was per-
formed by stirring YCrB4 crystals and ion-exchange resin in a solvent containing hydrochloric
acid. The resulting reaction products were filtered and separated into solution and residues.
The solution was then filtered again to remove any boric acid and other possible by-products.
Fourier-transform (FT)-IRAS measurements on the solution, residues, and filtrate, while XPS
measurements were conducted on the filtrate and residues. During the ion-exchange reaction,
0.2 mL samples of the solutions were taken using a volumetric pipette after reaction times
lasting one hour, three hours, one day, and three days to conduct FT-IRAS measurements.
We note that the solution contained layers of 5,7-HB that could be extracted through cen-
trifugation (5000 rmp for 5 min) and filtration. The filtrate was also dropped and dried on
a sample holder in Ar atmosphere for the XPS analysis. Figure 2b shows a series of photos
taken after three days of reaction. Transparent and dark regions are observed in the sample
depending on the amount of hydrochloric acid used. After removal of the ion-exchange resin
and centrifugation, the sample was separated into a residue/precipitate [Figure 2c] and a
solution that eventually provided the borophene sheet after filtration.

Figure 2. (a) Schematic drawing of the synthesis and characterization processes; (b,c) photos of
(b) the reaction solutions and (c) the residue after three days of reaction with different amounts of
hydrochloric acid.
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Confirmations of the sheet morphology were made by two imaging approaches. For
the first case, we isolated a single flake of the HB sheet from the sample filtrate (Figure 3a)
by the spin-coating method, followed by observation with an optical microscope. As shown
in Figure 3c, the sheet was clearly visible and had a size of 10 µm. For the second case,
we dried the sample filtrate into powder (Figure 3b) and conducted the observation with
a transmission electron microscope (TEM, operated at 200 kV). An edge of the HB sheet
is presented in Figure 3d, providing concrete evidence of the formation of he 2D sheets
of borophane. To further characterize the flakes of borophane, we used scanning electron
microscopy (SEM) and an electron probe microanalysis (EPMA). Flakes with sizes of 10 µm
are shown in the right panel of Figure 3e. Moreover, the elemental mapping in Figure 3e
confirms the absence of possible impurities and byproducts, including boric acid. The HB
flakes are nonuniform with various thicknesses.

Figure 3. (a) A photo of the filtrate sample, synthesized by the addition of 1 mL HCl; (b) a photo of
the powder sample after the drying treatment of (a); (c) an optical microscopy image of the single HB
flake obtained after spin-coating of (a); (d) TEM images of the powder sample of (b). (e) SEM-EPMA
images of the topographic (Topo) map and elemental maps of boron (B) and oxygen (O) of the
HB flake.

Figure 4 shows a collection of X-ray diffraction (XRD) patterns of the HB and YCrB4
samples. Diffraction peaks of the YCrB4 crystals were found at angles, as expected. One can
also capture the differences in the XRD signals of YCrB4 before and after ball milling. After
the process, the peak width became broader and new peaks appeared. These additional
features indicate generations of the small crystals with more random orientations. This
confirms that the ball milling procedure successfully grinds down crystals of the mother
material and reduces their sizes for efficient ion exchange reaction. An XRD pattern of the
HB sample, in contrast, shows broad features with a minor diffraction peak at 2θ = 28.1◦

(±0.2◦) (an arrow in the figure). Based on Bragg’s condition, the spacing corresponds to
3.17 Å (±0.03 Å). These results suggest that the HB sheets do not feature a long-range order
but partially stack with each other with the interlayer spacing of 3.17 Å (±0.03 Å). This
is consistent with the microscopic images of the powder samples that show the flexible
nature of the sheet. It is, thus, reasonable to consider that the HB material essentially has
an amorphous phase with partial stacking of the layers in contrast to a crystalline phase
of YCrB4. This is likely due to the peeling-off of boron layers by hydrogen adsorption
during the reaction, which destroys the long-range order, rather than replacing metal and
hydrogen atoms in the crystal framework.
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Figure 4. A collection of XRD patterns of the YCrB4 crystals (before and after ball milling) and the
HB powder. An arrow indicates a diffraction peak of the HB sample.

2.2. Enhancement of the HB Product by the Acid

Figure 5 compares the FT-IRAS spectra over a range of 450–4000 cm−1, for the solvent
(acetonitrile) and two types of reaction solutions, with and without hydrochloric acid, after
one hour. The spectral peaks of the sample at 2250, 1450, 1050, 900, and 750 cm−1 match
those of the solvent and are therefore assigned to the vibration modes of acetonitrile. The
prominent peaks at around 640, 1640, and 3000–3500 cm−1 originate from the reaction
products and were enhanced when the solution with hydrochloric acid was added. Two
peaks at 640 and 1640 cm−1 are attributed to the HB samples [16,20,22–24]. The broad peak
at 3000–3500 cm−1 is ascribed to the O-H stretching mode of the water molecule in the
hydrochloric acid that remained in the sample. It is noteworthy that an IRAS peak around
1600 cm−1 may be attributed to vibrations of the H-O-H bending mode [25]. However,
the peak intensity appears differently in previous reports, where the peak of the H-O-H
bending mode appears much smaller in comparison to that of the O-H stretching mode [25].
Therefore, one can assign the peak at 1600 cm−1 as the B-H-B linkage mode [16,20,22–24]. In
addition, the peak at 640 cm−1 is close to both the B-H stretching and B-B skeletal vibrational
bonds, which are present in the borides [16,20,22–24,26,27]. In the previous reports, the
peaks were assigned to the B-H stretching mode [16,20,22–24]. In the powder sample,
the IRAS signal at 640 cm−1 is associated with the other peak at 2500 cm−1 [20]. When
the HB powder is put back into the acetonitrile solution, the peak becomes undetectable.
The FT-IRAS signal is ascribed to the stretching mode of the free terminal B-H bonds,
located at the edges of the HB sheet. The absence of the signal at 2500 cm−1 in the liquid
sample indicates that the free B-H bonds at the sheet edges are likely influenced by the
solvent molecules (acetonitrile), making no signal detection at 2500 cm−1 in Figure 5. In
this study, the peak observed at 640 cm−1 in the FT-IRAS spectrum is, thus, attributed to
the B-B skeletal vibrational mode of the HB sheet, as previously reported in the literature, at
740 cm−1 in pure boron clusters [26]. The slight shift in the wave number can be attributed
to the presence of hydrogen in the HB structure, which has an effect on the vibrational
modes of the boron atoms. The IRAS signals provide evidence for the formation of the
HB sheet, and the enhancement directly indicates an accelerated ion-exchange reaction by
the acid.
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Figure 5. Comparison of the FT-IRAS spectra from the sample filtrate synthesized with (red curve)
and without (blue curve) 1 mL of hydrochloric acid. For reference, the spectrum of the acetonitrile
solvent (yellow shadow) is displayed.

To quantitatively reveal peak enhancements, differences between two FT-IRAS spectra
were taken at different reaction times (Figure 6). Specifically, the spectrum of a sample
solution without acid (0 mL HCl) was subtracted from that of a sample with 1 mL HCl at
different reaction times [see Figure 6a–c], as well as from that of the sample filtrate obtained
after three days of reaction [Figure 6d]. The labeled spectral peaks in the figure provide
evidence of enhancements in the component due to the addition of HCl to the solution.
The peaks labeled as A and B in Figure 6 at approximately 640 cm−1 and 1640 cm−1 are
attributed to the vibrations of the B-B skeletal and B-H-B linkages modes in the HB sheet,
respectively [16,22–24,26]. The peaks labeled C at ∼3500 cm−1 are assigned to the O-H
stretching mode of water molecules. The observed peaks confirm the accelerated reaction
by hydrochloric acid. In the spectrum of the solution sample after three days of reaction
(Figure 6c), one finds the broadening of peak A and the appearance of peaks D at 1050 cm−1

and E at 1540 cm−1. After filtration, the spectrum shows an absence of both D and E peaks,
in addition to the sharpening of peak C. Because the post-filtration process removes boric
acid, B(OH)3, from the sample, the spectral changes correspond to the vanishing of the
FT-IRAS signal of this impurity. We also note that peaks A and B, which correspond to the
HB sheet, become sharper and larger after filtration, suggesting that boric acid, a byproduct
of the ion-exchange reaction, affects the neighboring HB sheets. Additionally, the intensity
of the O-H stretching bond at 3500 cm−1 decreases after filtration, as shown in Figure 6c,d,
while the intensity of the 1640 cm−1 signal increases, providing further evidence for the
assignment of the signal at 1640 cm−1 to the B-H-B linkage mode rather than the H-O-H
bending mode. The assignments are summarized in Table 1.

To examine the chemical composition of the filtrate sample shown in Figure 6d, XPS
measurements were performed on the core-level binding energies of the key elements, B, Y,
Cr, and Cl. Figure 7 displays a set of XPS spectra, including a reference spectrum of the
filtrate sample prepared via the ion-exchange reaction without hydrochloric acid. After
three days of reaction, no detectable amount of any compound was produced using the
conventional method. In contrast, the new synthesis procedure with hydrochloric acid
results in the appearance of a B 1s peak at a binding energy of 187.6 eV, providing evidence
for the formation of sheets of hydrogen boride [16,18,20,22]. The XPS chemical shift of
negatively charged boron, in combination with the detected HB bonds in FT-IRAS, clearly
indicates the formation of the HB sheet. Additionally, the TEM image of the sample in
Figure 3 further supports that it is not composed of elemental boron, as elemental boron
sheets cannot exist in the air due to oxidation. Moreover, no signal of the Y 3d and Cr 2p
core levels means that there is no remnant of the YCrB4 crystal, Y cation, or Cr cation in
the sample. In addition, the absence of the Cl 2p peak indicates that the counter ion in
hydrochloric acid does not make any compound as a byproduct.

80



Molecules 2023, 28, 2985

Figure 6. (a–c) FT-IRAS difference spectra of the solution samples with or without hydrochloric
acid (HCl) taken at various reaction times: (a) 3 h, (b) 1 day, and (c) 3 days. (d) FT-IRAS difference
spectrum of the filtrate after filtration of the sample (c). Peaks are labeled with capital letters.

Table 1. Summary of the assignment of the FT-IRAS peaks (Figure 6); the assignments are based on
references [16,22–24,26,27] (unit: cm−1).

Label 3 h 1 day 3 days Post-Filtration Reference (Vibration Mode)

A 634 631 635 632 B-B skeletal [26,27]
B 1652 1654 1645 1639 B-H-B linkage [16]
C 3232 3524 3014 3429 O-H stretching [28]
D - - 1050 - H-O-B deforming [28]
E - - 1540 - B-O stretching [29]
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Figure 7. Collection of XPS spectra (purple curves) at the binding energy regions of B 1s, Y 3d, Cr 2p,
and Cl 2p core levels for the filtrate sample after three days of reaction with hydrochloric acid (1 mL
HCl). For comparison, the individual figures contain the XPS spectra (black curves) of the sample,
prepared using the conventional method without hydrochloric acid (0 mL HCl).

Figure 8a,b show the variations in the intensity of the FT-IRAS peaks around 1640 cm−1

(B-H-B linkage mode) and 630 cm−1 (B-B skeletal mode) for the ion-exchange reaction
processes with and without hydrochloric acid. The addition of acid clearly enhances the
intensity of both peaks. Moreover, the modes exhibit contrasting behavior. The signal
from the B-B skeletal mode increases consistently throughout the process, while the B-H-B
linkage mode saturates at an early stage and decreases after several days of reaction. Given
that boric acid was identified at this stage in synthesis [Figure 6c], the impurity likely
intervenes in the formation of the HB sheet. The product has also shown its increase
with the amount of hydrochloric acid (Figure 8c). The enhancement can be quantified by
taking ratios of the FT-IRAS intensity at the vibration modes from the data obtained with
and without HCl. Increments in the ratio [Figure 8d] are larger for the B-B skeletal mode
than for the B-H-B linkage mode. The result indicates that during hydrogenation in the
ion-exchange reaction, the formation of the B-H-B bond on the HB sheet begins with B-B
bonding, and molecules of boric acid most likely intervene in the subsequent generation of
the three-center two-electron (3c-2e) scheme in the B-H-B bond.
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Figure 8. (a,b) Variations of the FT-IRAS intensity at around (a) 630 cm−1 (B-B skeletal mode)
and (b) 1640 cm−1 (B-H-B linkage mode) at steps in the synthesis for different reaction times and
post-treatments. (c,d) Changes in (c) intensity and (d) the ratio of the FT-IRAS signals around 630
and 1640 cm−1 with hydrochloric acid concentrations.

With the addition of HCl, the production yield of the reaction significantly improved
from around 20% (0 mL HCl), 34% (0.5 mL HCl) to over 50% (1 mL HCl). These results
provide evidence for the accelerated synthesis of borophane with 5- and 7-membered boron
rings through the use of hydrochloric acid. The use of the acid in HB synthesis has been
most notably conducted for the honeycomb borophane with 6-membered boron rings.
The synthesis was made through the ion-exchange reaction of MgB2 and is accelerated by
formic acid [22]. In the present research, the synthesis of 5,7-HB was examined with formic
acid but the reaction process and production yield remained unchanged. The difference
arises because the mother materials of metal borides react differently with the acid type.
The right combination is the key factor in synthesizing the variety of HB sheets through the
acid-accelerated ion-exchange reaction.

2.3. Analysis of the Precipitate Residue after the Reaction

The addition of hydrochloric acid in the ion-exchange reaction results in an apparent
separation of the solution and the precipitate [Figure 2b]. Drying the precipitate results
in a solid residue, Figure 2c, which allows us to handle it for analysis or post-treatment.
Figure 9 shows a collection of the FT-IRAS spectra of the various types of the residue
obtained after three days of reaction. For comparison, the figure provides the spectra of the
solvent (acetonitrile). All residues have similar spectral features, share the same origins,
and contain no signal of the volatile solvent. Peaks are found at 630 and 1640 cm−1, which
can be assigned to the vibration modes of the HB sheet (Table 1, peaks A and D). The
spectral appearance implies the existence of 5,7-HB in the residue. The other vibration
peaks at 1000–1500 cm−1 (D) and the broadband at 3500 cm−1 (E) indicates that there are
also compounds with O-B and O-H bonds, in comparison with the references. In Figure 9, a
spectrum of a mixture of boric acid and YCrB4 is given as a reference to make comparisons
with the residue spectra. The main features in the spectra of the residue show similarities
with those of the starting materials, YCrB4, and the byproducts, such as boric acid, B(OH)3,
confirming their presence in the residue.
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After confirming the absence of Y, Cr, and Cl atoms in the filtrate sample of the HB
sheet, we conducted an XPS analysis of the residue (Figure 10) to trace the elements. The
appearance of the Cl core-level peaks indicates the production of chlorides and, accordingly,
peaks of YCl3 and CrCl3 are found together with the remnant YCrB4 in the individual
spectra [30,31]. Two peaks are observed in the B 1s core-level spectrum at 187 and 192 eV.
The former corresponds to negatively charged boron atoms that can be assigned to HB
and YCrB4, whereas the latter is assigned to positively charged boron of boric acid. These
results indicate that Y and Cr atoms are efficiently captured as chlorides or are kept in the
mother material that remains. By gathering the residue after the reaction, the Y and Cr
atoms can be collected easily in solids. Then they become raw materials to produce YCrB4,
which can be used in the next synthesis of the 5,7-HB. Thus, this HCl-assisted ion-exchange
reaction has the advantage of recycling rare-earth metal.

Figure 9. FT-IRAS spectra of the residue obtained from different amounts of HCl, taken after three
days of reaction. Reference spectra of a mixture (boric acid and YCrB4) and the acetonitrile solvent
are also shown.
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Figure 10. XPS spectra of the residue, taken after three days of reactions, for the core levels of B
1s, Y 3d, Cr 2p, and Cl 2p. Peaks of YCl3 and CrCl3 are labeled by open triangles [30,31], whereas
remnants of YCrB4 are labeled with black triangles [16,18,20].

To deepen the understanding of the ion-exchange reaction, the synthesis was made
without the ball-milling process, leaving the mother crystals of YCrB4 at mm size. Figure 11
shows several FT-IRAS difference spectra taken at separate reaction times and after the
post-filtration of a sample after three days of reaction. The assignments of FT-IRAS peaks
are summarized in Table 2. Peaks corresponding to the B-B skeletal (A’), as well as B-H-B
linkage (B’) vibrational modes of the HB sheet were observed after a three-hour duration at
639 and 1627 cm−1, respectively. Around 3500 cm−1, a peak appears that is associated with
the O-H stretching mode, C’. The spectral appearances are similar to those in Figure 6a,b.
However, after one day, the spectrum is governed by peaks of boric acid, D’ and E’, at
1050 and 1512 cm−1, respectively, with the weak B’ peak. The FT-IRAS spectra show the
presence of the feature at 2500 cm−1 that can be assigned to the free B-H bonding mode [20].
Since the spectral appearance is associated with the reduction of the A’ and B’ signals, it
may be ascribed to broken fragments of the small HB molecules from the sheet. Eventually,
after three days, no appearance of the FT-IRAS signal of the boron material was detected in
the solution or the filtrate. The products precipitate at the bottom of the reaction beaker.

These results reveal significant details of the ion-exchange reaction underlying the
synthesis of 5,7-HB. From Figures 6 and 11, one finds that the production of the HB sheet is
followed by that of boric acid and the crossover time depends on the size of the mother
material, YCrB4. The reaction time required for HB synthesis is longer when the crystal
size is reduced through ball milling. This is because as the crystal size decreases, the ratio
between surface area and volume increases, and the ion-exchange reaction primarily occurs
at the surface of the crystal. Exfoliation results in a larger amount of product when the
crystal size is smaller. After the reaction, molecules of borophane and boric acid precipitate
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and mix to form the residue. Therefore, to obtain high-purity products of 5,7-HB, the
reaction time needs to be optimized and depends on the size of the YCrB4 crystal and the
desired level of filtrate extraction.

Figure 11. Difference spectrum of FT-IRAS, obtained by subtracting the spectrum of the normal
ion-exchange sample from the spectrum of the acid-ion exchange sample, synthesized from bulk
YCrB4. The measurements were taken at (a) 3 h, (b) 1 day, (c) 3 days, and (d) post-filtration. Peaks of
the vibrational modes are labeled.

Table 2. Summary of the assignments for the FT-IR peaks (Figure 11, sample synthesized from bulk
YCrB4); the assignments are based on references [16,22–24] (unit: cm−1).

Label 3 h 1 day 3 days Post-Filtration Reference (Vibration Mode)

A’ 639 - - - B-B skeletal [26]
B’ 1627 1642 - - B-H-B linkage [16]
C’ 3540 3550 3500 - O-H stretching [29]
D’ - 1050 - - B-H stretching [22,29]
E’ - 1512 - - B-O stretching [28]
F’ - 2364 - - B-H stretching [23]
C” - - 3225 - O-H stretching [29]

3. Materials and Methods
3.1. Synthesis Methods

Polycrystalline YCrB4 was fabricated by the arc melting method [20]. Rare earth
metals, Y (890 mg), Cr (520 mg), and B (432 mg) were loaded in a Cu hearth with an atomic
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ratio of 1:1:4, and melted under the Ar atmosphere. In total, the resulting polycrystals
were 1.632 g and were milled in an attritor by 5 mm diameter ZrO2-based balls, reduced to
µm-sized powders. The crystalline features were confirmed by X-ray diffraction (XRD).

The ion exchange reaction was prepared as follows. 100 mg powders of YCrB4 were
mixed with a 20 mL cation ion-exchange resin (0.5–1.0 mm, Amberlite IR120B hydrogen
form, Organo Corp., Tokyo, Japan) into a 50 mL solvent of acetonitrile (99.5%, Wako
Pure Chemical Industries, Ltd., Osaka, Japan). Then, 1 mol/L HCl (0 mL/0.5 mL/1 mL)
of hydrochloric acid was added to the solvent. The reaction was continuously stirred
(250 rpm) using a magnetic stirrer under inert gas (Ar) at room temperature. The filtration
was conducted after ion exchange reaction (0.2 µm pore filter, Omnipore Membrane Filters,
Merck Millipore, Billerica, MA, USA).

3.2. Characterization Methods

XRD (SmartLab 3 kW) measurements were conducted with CuKα operated at 40 kV
and 30 mA at room temperature in an ambient atmosphere. The TEM (JEOL-2100) was
operated with 200 keV. The SEM-EPMA (JEOL JXA-8530F) was conducted with 20 keV.

FT-IRAS measurements were performed to investigate the vibrational modes of the
sample that evidence the formation of vibrational bonds in the HB sheet. The experiment
was conducted using a commercial system (BRUKER ALPHA II FT-IR spectrometer). The
FT-IRAS spectra were recorded by applying the attenuated total reflectance method and
using a prism holder that was filled with a solution of either a sample of the filtrate or a
dried sample of the residue. All measurements were made at room temperature.

Elemental compositions and chemical states of the samples were examined by XPS.
Measurements were performed with the incident X-ray beam of energy hν = 1253.6 eV (Mg
Kα) and a photoelectron analyzer (Scienta Omicron DA30-L-8000). Before their transfer
into the UHV chamber, samples were annealed at 373 K in nitrogen gas to remove water
molecules as they violate the UHV condition for XPS measurements. The XPS spectra were
recorded at room temperature.

4. Conclusions

We discovered that adding hydrochloric acid to the ion-exchange reaction significantly
improves the efficiency of producing topological borophane, a novel 2D material. The
production yield increases to 50% compared to the reaction without the acid (20%). The
high-purity borophane sheets are dispersed in solution and can be extracted through
filtration. The metal atoms of the mother material, YCrB4, Y and Cr, form metal chlorides
and precipitate as a residue along with byproducts such as boric acid and remnants of
YCrB4. The use of hydrochloric acid provides advantages in both accelerating production
yield and isolating high-purity products. The mass-production method developed in
this research paves the way for expanding fundamental research on novel topological 2D
materials that may have a wide range of industrial applications.
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Abstract: The search for free-standing 2D materials has been one of the most important subjects in
the field of studies on 2D materials and their applications. Recently, a free-standing monolayer of
hydrogenated boron (HB) sheet has been synthesized by hydrogenation of borophene. The HB sheet
is also called borophane, and its application is actively studied in many aspects. Here, we review
recent studies on the electronic structures of polymorphic sheets of borophane. A hydrogenated
boron sheet with a hexagonal boron frame was shown to have a semimetallic electronic structure by
experimental and theoretical analyses. A tight-binding model that reproduces the electronic structure
was given and it allows easy estimation of the properties of the material. Hydrogenated boron sheets
with more complicated nonsymmorphic boron frames were also analyzed. Using the symmetry
restrictions from the nonsymmorphic symmetry and the filling factor of hydrogenated boron sheets,
the existence of a Dirac nodal line was suggested. These studies provide basic insights for research
on and device applications of hydrogenated boron sheets.

Keywords: borophene; borophane; 2D material; topological material; crystalline symmetry; Dirac
electron; Dirac nodal line material

1. Introduction

In recent years, two-dimensional (2D) materials have attracted much interest due
to their unique physical properties and potential applications in a variety of quantum
devices [1–5]. One of the most famous 2D material is graphene. Graphene shows a wide
variety of interesting properties, such as a high mobility, the anomalous integer quantum
Hall effect, edge-dependent mesoscopic effect, and so on [6]. In particular, it is known that
the linear dispersive electronic band of graphene, which is called Dirac electron, and the
topological properties of the wave function around it play an important role in the unique
physical properties of graphene. Recently, as an analog of graphene, honeycomb-lattice
materials with other atoms (Xenes) such as silicene [7–11], phosphorene [12–16], ger-
manene [11,17–19], arsenene [14,20,21], antimonene [14,20,22], and bismuthene [14,23,24],
have also been actively studied. These materials are expected to be a new platform to
explore unique physical properties qualitatively different from those of graphene, taking
advantage of the difference in model parameters such as the strength of spin–orbit interac-
tion. As a development in another direction, a material with a similar topological electronic
band structure has been explored. The typical example is a Dirac nodal line material [25–27].
While graphene has a band dispersion with degenerate points with a linear dispersion
around it, so-called Dirac points and Dirac cones, Dirac nodal line materials have a de-
generate line in the momentum space in the band dispersion. Many nodal line materials
have been proposed in 3D crystals [27–32], and Cu2Si [5] and CuSe [33] are also known
as 2D Dirac nodal line materials. While these 2D materials possess attractive properties,
most of them are restricted to preparation on substrates. For convenience in experiments
and applications, the search for free-standing 2D materials has been one of the important
subjects in this field [34]. Very recently, a monolayer of boron sheet has been synthesized
by hydrogenation of a borophene frame in a MgB2 crystal [35,36], which is one of the
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Xenes. The obtained monolayer hydrogenated boron (HB) sheet, or “borophane”, has been
attracting attention as a new 2D material [37–40]. Because the HB sheets are synthesized
from boron frames in a 3D crystal material, another type of HB with a different boron frame
has also been synthesized [41]. Not only a variety of borophene systems synthesized on
metal substrates [42–47], but the free-standing HB sheets are also an important platform to
study the 2D boron materials.

In this review, we first review what kind of boron frame we can find in 3D crystals
that exist in nature. Next, we review recent works on the electronic structure of a HB sheet
with a honeycomb boron frame, which is the most basic example of HB. Based on that,
we present two subsequent studies. One of them is a study on the electronic structure of
honeycomb HB nanoribbons. The other is a study on HB sheets with other types of boron
frame, nonsymmorphic HB sheets. Finally, we review the results of these experimental
studies on the HB sheets.

2. Borophene in Natural 3D Crystals

The synthesis of a HB sheet is realized by the proton ion-exchange reaction of magne-
sium diboride (MgB2): MgB2 + 2H+ → Mg2+ + 2HB [35]. By this method, the honeycomb
boron frame in MgB2 is peeled and obtained as a free-standing monolayer with the hydro-
gen termination. This method can be used in other metal-boron-layered materials to obtain
other types of HB sheets. Therefore, in this section, we first review what kind of borophene
layer we can find in 3D crystals in nature.

The most standard one is the hexagonal boron frame in MgB2 [48] (Figure 1a), as
introduced above. In a MgB2 crystal, there are two layers in the unit cell, a Mg layer and
a hexagonal borophene layer. It is noteworthy that the borophene layer has the same
symmetry as graphene. Because graphene exhibits a great variety of quantum phenomena,
the hexagonal borophene and HB from MgB2 is the most actively studied material in the
field of borophene and HB.

Figure 1. Crystal structures of metal-boron-layered materials. (a) Crystal structure of MgB2. (b) Crys-
tal structure of TmAlB4. (c) Crystal structure of YCrB4.

The next example is TmAlB4 [49], which consists of a metal atoms (Tm,Al) layer and a
borophene layer (Figure 1b). The characteristic feature of this material is that the crystal
and borophene frame have a nonsymmorphic symmetry. A nonsymmorphic symmetry
is a symmetry described by a screw or glide, which are a rotation or mirror followed by
a fractional translation, respectively. For example, when basic translation vectors a1, a2,
and a3 are, respectively, defined along the x, y, and z axes, the crystal structure of TmAlB4

is invariant for a screw
{

C2x

∣∣∣ 1
2

1
2 0
}

, which is a two-fold rotation along the x axis (C2x)
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followed by a fractional translation 1
2 (a1 + a2). Because this nonsymmorphic symmetry

gives a strong restriction on the electronic band structure of the material, the borophene
and HB from TmAlB4 is also an interesting target of research in this field. The same
borophene frame is also found in YCrB4 (Figure 1c) [50]. These materials can be used as
parent materials of nonsymmorphic borophene and HB.

In the following sections, we see electronic structures of the borophene and HB ob-
tained from these materials. First, we review a study on the most standard ones, hexagonal
borophene and HB.

3. HB Sheet with Hexagonal Boron Frame

In this section, we review the hexagonal borophene and HB sheet [37]. As easily expected,
a hydrogenation generally has a significant impact on the electronic structure [51,52]. The first
question to be considered is how this hydrogenation affects the electronic structure in the
hexagonal HB sheet. In particular, the presence or absence of topologically nontrivial band
structures such as graphene is of interest. The Dirac electron at the K point of graphene is
attributed to the symmetry of the honeycomb structure of graphene and its filling factor.
Because the hexagonal borophene from MgB2 has the same structure as graphene, the
electronic band structure is really similar to that of graphene but the Fermi energy is not
located on the Dirac point. Figure 2 is the electronic structure of borophene obtained by the
first-principles calculation (GGA-PBE exchange correlation functional). We can see there is
a Dirac electron around 3 eV at the K point as in graphene. Since boron has fewer electrons
than carbon, the Dirac cone is located above the Fermi level.

Figure 2. (a) Lattice structure and (b) BZ of the honeycomb boron sheet. (c) Density of states and
electronic band dispersion of the honeycomb boron sheet (adapted from [37]).

When the borophene is modified into HB, the honeycomb symmetry is broken by
hydrogenation. Therefore, the electronic structure of the hexagonal HB sheet should be
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analyzed in detail. Figure 3 is the electronic structure of the hexagonal HB sheet. The
electronic band structure of the hexagonal HB sheet (Figure 3) does not resemble that of
the honeycomb boron sheet and Dirac electrons are no longer found. We can see that the
hexagonal HB sheet is a semimetal with a hole pocket at the Γ point and an electron pocket
at the Y point in the Brillouin zone (BZ). The effective mass of the carrier is estimated
as (mΓ

xx, mΓ
yy) ' (−4.02me,−2.23me) for a hole and (mY

xx, mY
yy) ' (1.65me, 11.4me) for an

electron, respectively (me is the bare electron mass). In [37], it was shown that the electron
and hole pockets originate from some electronic bands in the honeycomb boron sheet by
varying the position of the hydrogen and checking the symmetry of the wave functions. As
a result, it was found that the hole pocket originates from one of the doubly degenerate hole
pockets at the Γ point in the honeycomb boron sheet, while the electron pocket originates
from the band around 2 eV at the M point.

Figure 3. (a) Lattice structure and (b) BZ of the hexagonal HB. (c) Density of states and electronic
band dispersion of the hexagonal HB (adapted from [37]).

From this result, the effects of hydrogenation and the B–H–B bond on the electronic
structure can be generally discussed. Although the symmetry and electronic structure
are significantly changed by hydrogenation, the bonding and antibonding states of the
B–H–B bond appear in the energy region far from the Fermi level, and thus there is almost
no density of state (DOS) of hydrogen near the Fermi level (Figure 3). As a result, the
electronic states derived from the boron frame remain around the Fermi level even after
hydrogenation. This allows partial inheritance of the properties of the boron frame before
hydrogenation. For example, the possibility of two-dimensional superconductivity is
pointed out in [37]. Although not all the properties are necessarily inherited from the
boron frame because the electronic state is significantly changed by hydrogenation, it may
provide potential applications for hydrogenated boron sheets.
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A tight-binding model of the hexagonal HB sheet has also been proposed in [37]. The
basis of the tight-binding model consist of pz orbitals on the boron atoms and bonding
states of the B–B bonds. In [37], the electronic structure has been qualitatively discussed
only with the nearest-neighbor hoppings, and it is shown that hopping along the B–H–B
bond is larger than others. This tight-binding model can be used as a convenient tool for
the analysis of the HB sheet.

Based on the results of the analysis on the hexagonal borophene and HB, here we show
two ways to extend the study on borophene and HB. The first one is aimed at nanodevice
applications of the hexagonal HB. We show electronic structures of HB nanoribbons in
Section 4 as an example. The other way is an investigation of topological bands that are
given by the nonsymmorphic symmetry in other HB sheets, which is reviewed in Section 5.

4. HB Nanoribbon

In this section, we calculate the electronic structure of a hexagonal HB nanoribbon. To
discuss the anisotropy and the spreading of the wave function due to the H–B–H coupling
in detail, we used the same calculation method as in [37], but including the long-range
hoppings. The tight-binding model was obtained by Wannier90 [53], and electronic band
structures of nanoribbons are calculated using the WannierTools package [54]. We considere
four edge truncation types, zigzag-1 (ZZ1), zigzag-2 (ZZ2), armchair-1 (AC1), and armchair-
2 (AC2) shown in Figure 4. We calculate the electronic structures of the four types of
nanoribbons by changing the ribbon width. The ribbon width is given as a number of unit
cell (N), and the unit cell is shown as a red dashed cell in the left figure of each row in
Figure 4. The 2D BZ (gray shaded rhombus) and corresponding 1D BZ of each nanoribbon
are shown in the second column of each row. The red lines in the 2D BZ are Fermi surfaces
of the electron and hole pockets. The right three panels are electronic band structures of the
nanoribbon for N = 3, N = 6, and N = 10. In the case of ZZ1, the electron and hole pockets
overlap at the G point, and the system becomes a 1D conductor when the ribbon width is
large enough (N = 10). As the ribbon width gets smaller, the electronic state is modified by
a finite size effect that comes from a spread of the Wannier functions. Around N = 3 ∼ 6,
the finite effect becomes significant and the electronic structure becomes gapped in N = 3.
This result indicates that hoppings between the third nearest cells have a non-negligible
effect on the low-energy electronic structure. In the case of ZZ2, the hole pocket is projected
on the G point while the electron pocket is projected on the X point in the 1D BZ. Therefore,
the electronic structure of the ZZ2 nanoribbon is semimetallic. Furthermore, in the ZZ2
case, the ribbon width dependence is almost the same as that of the ZZ1 case, and the
electronic structure becomes gapped around N = 3. Next, we move to the AC1 and AC2
cases. In the AC1 case, the electronic structure in a large ribbon width case is metallic, as in
the case of ZZ1. The AC2 case is in principle semimetallic, but the electron and hole pockets
are so large that the system becomes metallic in a large ribbon width case as N > 10. In
the cases of AC1 and AC2, the finite size effect is significant in N < 6 ∼ 10. This is simply
because the unit cells that make up the AC1 and AC2 nanoribbons are heavily distorted
and their width is small compared to the case of ZZ1 and ZZ2. Note that the ribbon widths
of the N = 6 ribbons in the AC1 and AC2 cases are comparable to those of the N = 3
ribbons in the ZZ1 and ZZ2 cases (roughly 8 Å). These results are consistent with the
first-principles calculations in [55].

In the above, as an example of using the tight-binding model, we have calculated the
electronic structure of HB nanoribbons and their ribbon width dependence. In the small
ribbon width case, the finite size effect gets significant and the electronic structure becomes
gapped. When the ribbon width is smaller than 7 Å, the HB nanoribbon is expected to be a
1D small-gap semiconductor. By changing the edge truncation, one can choose a direct or
indirect gap.
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Figure 4. HB nanoribbon and its electron structure. Red cells in lattice structure figures are the unit
cells that construct the nanoribbon. In each row (each truncation type), the definition of the 1D BZ is
shown with the 2D BZ (gray shaded rhombus) in the second right figure. For four edge truncation
types, electron band structures of nanoribbons are calculated for a three-unit cell case (N = 3), a
six-unit cell case (N = 6), and a ten-unit cell case (N = 10).

5. HB Sheet with Nonsymmorphic Boron Frame

In this section, we review the electronic structures of nonsymmorphic HB sheets
from TmAlB4 or YCrB4 [38]. In the nonsymmorphic HB sheets, the existence of a Dirac
nodal line has been proposed. First, we explain the symmetry restrictions on the electronic
band structure given by the nonsymmorphic symmetry. Because the nonsymmorphic
operation is combined with a fractional translation, a quasi-band-folding is generally seen
in the band structure. As a result, these nonsymmorphic operators generally guarantee
double degeneracies of electronic bands on some parts of the BZ boundary. If the band
folding is given by a pure fractional translation, all momenta k are invariant for the pure
translation and thus an eigenvalue of the pure translation is defined for all Bloch wave
functions ψk. Even if a Dirac nodal line is obtained by the band folding, an optical excitation
between bands with different translation eigenvalues is basically prohibited, and thus the
obtained Dirac nodal line is not usually used as a linear-dispersive band. On the other
hand, the nonsymmorphic operations are combined with rotations or mirrors, and thus
a generic momentum k is not invariant for the operation. Therefore, the Dirac nodal
line obtained by the quasi-band-folding of nonsymmorphic symmetry can be used as a
linear-dispersive band.

The nonsymmorphic boron frame obtained from TmAlB4 is named as (5–7)-α-borophene
(Figure 5), which belongs to the layer group Pbam (layer group no. 44, or 3D space group
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no. 55). Here, (5–7)-α indicates that the α lattice is composed of pentagons and heptagons.
Especially in this layer group, it is proved that the double degeneracy given by the non-
symmorphic symmetry occurs on all points on the BZ boundary. This general symmetry
restriction contributes to the appearance of a Dirac nodal line when the filling factor of the
HB sheet is additionally considered. Generally, the ratio of B and H atoms is always B:H =
1:1. Further, the number of B atoms in the unit cell in a Pbam symmetric system is an even
number due to the multiplicity from the nonsymmorphic operation. As a result, the filling
factor (number of electrons in the unit cell) is written as 12n = 4n′, where n and n′ are
integers. Because each doubly degenerate band on the BZ boundary consists of four states,
the lower n′ degenerate bands are completely occupied and the others are completely
empty. These restrictions on the band degeneracy and its filling play an important role to
determine the presence or absence of the Dirac nodal line in the material. By using this
restriction, in [38], a mirror-eigenvalue-based index has been proposed to determine the
presence or absence of a Dirac nodal line. Note that the well-known inversion-based index
(Fu–Kane index [26,56]) does not correctly work in 2D systems. It is noteworthy that one
needs to check wave functions only at the Γ point to calculate the mirror-eigenvalue-based
index. Generally, in a 2D system, a possible Dirac nodal line is always protected by a mirror
symmetry on the xy plane and thus the presence or absence is determined by checking
the parity of the number of occupied bands that have a mirror eigenvalue −1 in each
momentum. In [38], it was proved that the method gets even easier especially in the layer
group Pbam with a filling factor 4n′. By the representation theory of the layer group Pbam,
it is proved that the doubly degenerate bands on the BZ boundary always have the same
mirror eigenvalue. As a result, the number of occupied bands with a mirror eigenvalue
−1 on the BZ boundary must be an even number. Due to this symmetry restriction on the
BZ boundary, one only needs to check the parity at the Γ point to determine the presence
or absence of a Dirac nodal line. When the number of occupied bands with a mirror
eigenvalue −1 at the Γ point is odd, there is a Dirac nodal line and thus the material is a
Dirac nodal line semimetal. Among all 80 layer groups, the layer groups Pbam (no. 44) and
P4/mbm (no. 64) have these properties.

After this general discussion, the electronic band structures and appearance of a Dirac
nodal line were specifically shown for two types of HB sheets with different hydrogenation
patterns for the α-borophene frames. Both of α1 and α2 were predicted to be Dirac nodal
line semimetals (Figures 6 and 7). Figure 6 shows (a) the lattice structure, (b) the BZ and
high-symmetry points and lines, (c) the total and partial density of states and the band
dispersion of the (5–7)-α1-HB. Figure 7 shows those of the (5–7)-α2-HB. Note that the
electronic bands on the BZ boundary (the S–Y line and S–X line) are doubly degenerate due
to the symmetry restriction explained above. The mirror eigenvalues of the wave functions
are also shown in Figures 6c and 7c. Because a band inversion between two bands with the
opposite mirror eigenvalues occurs at the Γ point, the number of occupied bands with a
mirror eigenvalue −1 at the Γ point is odd in these cases. We can see there are Dirac points
(DP) on the Γ–Y and Γ–X lines, which are parts of the Dirac nodal line. Not only do these
materials have Dirac nodal lines, but there is also no band other than the Dirac nodal line
around the Fermi level and thus they are ideal 2D Dirac nodal line semimetals. Although
an easy model has not been given in [38], the bonding types are almost identical with the
hexagonal HB case and thus the finite size effect in a nanoribbon is expected to appear in
the same ribbon width.
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Figure 5. (5–7)-α-borophene. (a) Lattice structure of (5–7)-α-borophene. (b) BZ of the (5–7)-α-
borophene. (c) Total and partial density of state of (5–7)-α-borophene obtained by the first-principles
calculation (adapted from [38,41]).

Figure 6. (5–7)-α1-HB. (a) Lattice structures of (5–7)-α1-HB. (b) BZ of (5–7)-α1-HB. (c) Electronic band
structure and density of state of (5–7)-α1-HB. The Dirac points (DP) are parts of the Dirac nodal line
(adapted from [38]).
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Figure 7. (5–7)-α2-HB. (a) Lattice structures of (5–7)-α2-HB. (b) BZ of (5–7)-α2-HB. (c) Electronic band
structure and density of state of (5–7)-α2-HB. The Dirac points (DP) are parts of the Dirac nodal line
(adapted from [38]).

In the above, we have reviewed the electronic band structures of (5–7)-α-HB sheets
that are obtained from TmAlB4. Due to the symmetry restriction in the band structure and
filling factors of the systems, these materials were predicted to be good examples of 2D
Dirac nodal semimetals. In [38], another type of nonsymmorphic HB sheet, (5,6,7)-γ-HB,
and the existence of a Dirac nodal line were also discussed. Additionally, even if a boron
frame is symmorphic, the hydrogenation pattern can break the symmetry of the boron
frame and consequently a nonsymmorphic HB sheet can be obtained. As we have seen in
this section, the nonsymmorphic HB sheets have a potential as a topological material while
the hexagonal HB sheet does not have a topological band.

6. Experiments and Applications

Finally in this section, we review experimental studies of HB sheets and applica-
tion studies.

The electronic structures of HB sheets have also been studied by X-ray spectroscopy
experiments [37,41]. Both of the hexagonal and (5–7)-α HB sheets have been confirmed to be
semimetallic at least with power samples. For example, the spectroscopy data of the (5–7)-α
HB sheet is shown in Figure 8. The HB sheet was synthesized by the proton ion-exchange
method, prepared by liquid exfoliation for measurement [35]. The spectra of the soft X-ray
emission and absorption (SXE and SXA) at B K-edge were conducted in the BL-09A at the
NewSUBARU Synchrotron Radiation Facility [57]. The spectroscopy measurements were
carried out at room temperature. The calculated σ/σ∗ and π/π∗ bands for the (5–7)-α1
and (5–7)-α2 HB sheets are also shown for comparison. It is of note that the SXE and SXA
spectra indicate the dipole transition between 2p and 1s states, reflecting the occupied
valence band and unoccupied conduction band, respectively, [41,49], as shown in Figure 8.
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One can find that the spectroscopy results agree well with calculated bands, especially with
the α1 type. The consistent result provides evidence of semimetallicity and implies the
Dirac nodal loop exists near the Fermi level.

Figure 8. X-ray spectroscopy experiments on HB sheets. (a) Schematic picture of the soft X-ray
emission and absorption (SXE and SXA) spectroscopy. (b) Spectroscopy data of the (5–7)-α HB sheet
and calculated σ/σ∗ and π/π∗ bands for the (5–7)-α1 and (5–7)-α2 HB sheets (adapted from [41]).

Lastly, we mention the potential for other applications. The hexagonal HB has been
studied for applications as catalysts [58–62] and hydrogen storage [63,64]. As a catalyst,
an ethanol–ethylene conversion mechanism on the HB sheet has been studied in [59]. As
hydrogen storage, decorated HB nanotubes have analytically been studied in [64], and a
photoinduced hydrogen release has been experimentally reported in [63].

7. Summary and Outlook

We reviewed recent studies on electronic structures of free-standing monolayer hy-
drogenated boron (HB) sheets. HB sheets have recently been synthesized by the proton
ion-exchange reaction and have been attracting attention as a new 2D material in both
experimental and theoretical studies. A hexagonal hydrogenated boron sheet, which is
synthesized from MgB2, was revealed to have a semimetallic electronic structure. A tight-
binding model that reproduces the electronic state was given and it allowed us to easily
estimate the properties of the system, for example, the electronic band structures of nanorib-
bons. Nonsymmorphic hydrogenated boron sheets, which are synthesized from TmAlB4,
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were also proposed as 2D materials that host Dirac nodal lines around the Fermi level. The
appearance of the Dirac nodal line was strongly related to the symmetry restrictions on
the band dispersion. The semimetallic electronic structure or the existence of the Dirac
nodal line was also experimentally confirmed. In the future, it is expected that large sheet
samples of hydrogenated boron sheets will be obtained that will allow a more detailed
electronic structure analysis and application studies. In addition, if it becomes possible to
synthesize more diverse HB sheets, it is expected that we will be able to select and use an
ideal HB sheet as a 2D material for various applications.
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Abstract: This work is a mini-review highlighting the relevance of the θ metallabis(dicarbollide)
[3,3′-Co(1,2-C2B9H11)2]− with its peculiar and differentiating characteristics, among them the ca-
pacity to generate hydrogen and dihydrogen bonds, to generate micelles and vesicles, to be able
to be dissolved in water or benzene, to have a wide range of redox reversible couples and many
more, and to use these properties, in this case, for producing potentiometric membrane sensors to
monitor amine-containing drugs or other nitrogen-containing molecules. Sensors have been pro-
duced with this monoanionic cluster [3,3′-Co(1,2-C2B9H11)2]−. Other monoanionic boron clusters
are also discussed, but they are much fewer. It is noteworthy that most of the electrochemical sensor
species incorporate an ammonium cation and that this cation is the species to be detected. Alter-
natively, the detection of the borate anion itself has also been studied, but with significantly fewer
examples. The functions of the borate anion in the membrane are different, even as a doping agent
for polypyrrole which was the conductive ground on which the PVC membrane was deposited.
Apart from these cases related to closo borates, the bulk of the work has been devoted to sensors in
which the θ metallabis (dicarbollide) [3,3′-Co(1,2-C2B9H11)2]− is the key element. The metallabis
(dicarbollide) anion, [3,3′-Co(1,2-C2B9H11)2]−, has many applications; one of these is as new material
used to prepare an ion-pair complex with bioactive protonable nitrogen containing compounds,
[YH]x[3,3′-Co(1,2-C2B9H11)2]y as an active part of PVC membrane potentiometric sensors. The
developed electrodes have Nernstian responses for target analytes, i.e., antibiotics, amino acids,
neurotransmitters, analgesics, for some decades of concentrations, with a short response time, around
5 s, a good stability of membrane over 45 days, and an optimal selectivity, even for optical isomers, to
be used also for real sample analysis and environmental, clinical, pharmaceutical and food analysis.

Keywords: Ion-Selective Electrodes; potentiometry; ion pair complexes; cobaltabis(dicarbollide);
nitrogen containing compounds

1. Introduction, Objectives and Characteristics of Closo-Borates and
Metallabis(dicarbollides)

This mini-review deals with the potentiometric application of metallabis(dicarbollides)
in detecting basic nitrogen containing compounds, mostly in some pharmaceuticals. Thus
it does not provide a summary of the organic chemistry of nitrogenous compounds, which
is very extensive; according to Jonnalagadda et al. [1], there have been over 97,400 papers
only dedicated to nitrogen heterocycles between 2009 and early 2020, nor on the wide
list of top prescribed drugs containing nitrogen heterocycles that has been comprehen-
sively reviewed [2], although a large proportion of these could be target compounds to
be analyzed by the potentiometric method reported here; it does not deal on analytical
techniques on drug analysis, that have been well reviewed [3], or more specifically on the
application of electrochemical methods for pharmaceutical or drug analysis [4]. Concerning
potentiometric sensors, more specifically Ion Selective Electrodes (ISEs), have been broadly
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employed as one of the most important electrochemical approaches for pharmaceutical
drug analysis [5,6]. Since the advent of nanoscience, nanomaterial components and con-
cepts are available that can improve the design of ISEs [7–9], thus it is expected that a
new momentum for the fabrication of selective ISEs and nanomaterials-based potentio-
metric platforms for pharmaceutical drug analysis will take place. In this work, we will
prove that by using metallabis(dicarbollides) it is possible to design and manufacture very
selective, very stable, long-lasting, ionophore-free ISEs, without internal solutions and
reference electrodes in the working electrode; all thanks to the unique characteristics of
metallabis(dicarbollides).

Some years ago, little was known about the properties in a solution of the metal-
labis(dicarbollide) cobaltabis(dicarbollide) anion [3,3′-Co(1,2-C2B9H11)2]− [10], also known
as [o-COSAN]−, which possess the two C atoms connected. Most efforts had been de-
voted to its synthesis and derivatization, although its redox reversibility was well known.
There were three known redox couples, Co4+/3+, Co3+/2+, and Co2+/1+, each of them
reversible [11–13].

The molecule has a structure that, while not rigid, does not change volume or shape.
Its shape resembles the theta letter, θ [14], which allows a non-free rotation around the
cobalt atom, so that three types of conformers can be generated, transoid, cisoid, and
gauche [15]. As recently demonstrated, the three conformers show different properties
depending on the environment. If the environment is polar, water, or in the presence of
ions, the cisoid conformer is prevalent. If it is in vacuum or non-polar solvents, the transoid
conformer is dominant [16]. Therefore, depending on the environment, the properties in
the solution are very different. Thus, in aqueous media, the space around the 4 Ccluster-Hs
is hydrophobic while the space around the 18 B-Hs is hydrophilic [15]. Apart from the
hydrophobic/hydrophilic interactions, non-covalent hydrogen and dihydrogen interactions
play a key role [17]. Figure 1 displays the five conformers of the isomer [3,3′-Co(1,2-
C2B9H11)2]−, abbreviated as [o-COSAN]−, which are cisoid-1, gauche-1, transoid, gauche-2,
and cisoid-2 (being cisoid-1 and cisoid-2 as well as gauche-1 and gauche-2 equivalent.
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conformers (the arrows indicate the direction of dipole moments of compounds). Circles in grey
represent the Cc-H vertices; the orange ones correspond to metal (M = Co3+, Fe3+), while the circles
in pink correspond to B-H vertices.

These interactions explain why aggregates, vesicles, or micelles with monomers
coexist in an aqueous solution [14]. This amphiphilic behavior also explains that [o-
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COSAN]− can pass through cell membranes [18]. Apart from this type of interaction,
the θ cobaltabis(dicarbollide) [o-COSAN]− interacts strongly with proteins as demon-
strated by the interaction with Bovine Serum Albumin BSA [19]. In this case, there are
about one hundred [3,3′-Co(1,2-C2B9H11)2]− units per each BSA protein. This amount of
cobaltabis(dicarbollide) per BSA coated the entire surface of the BSA that was interpreted
by considering two phenomena: the anchoring capacity of [o-COSAN]− with amino acids
whose residue contained amino groups, i.e., Lysine, Arginine, and Histidine, and the
self-assembly capacity of the [o-COSAN]− anions. The cobaltabis(dicarbollide) anion can
dissolve in very non-polar and very polar media depending on the cation, but in the case
of H [3,3′-Co(1,2-C2B9H11)2], it is soluble from benzene to water. This makes it a unique
compound.

2. Generalities of Ion Selective Electrodes (ISEs) and First Steps in the Use of Closo
Borates and Metallabis(dicarbollides) as ISEs

Ion Selective Electrodes (ISEs) are transducers or sensors that convert the activity of a
specific ion dissolved in a solution into an electrical potential, which can be measured by
a voltmeter. ISEs have different applications in clinical, pharmaceutical, environmental,
and food processing industries [6,20–24] due to their efficiency from an economical point
of view, and analysis time. These sensors are related to low price, and following work due
to Bloch, Simon, and Thomas on PVC=based membranes, their performance was improved
a lot concerning the limit of detection and selectivity [25–27].

In 1999, [3,3′-M(1,2-C2B9H11)2]− (M = Co3+, Fe3+, Ni3+) compounds were imple-
mented in PVC membranes to study their performance as Cs+ sensors in ISEs. The three
metallabis(dicarbollide) complexes displayed a similar behavior with a near-Nernstian
response close to 51 mV decade−1 and, the [3,3′-Co(1,2-C2B9H11)2]− anion was chosen
as the parent on which C-substitution, both alkyl and aromatic were done. The species
[3,3′-Co(1-CH3-2-(CH2)n OR-1,2-C2B9H9)2]− ([1]−: n = 3, R = –CH2CH3; [2]−: n = 3, R =
–(CH2)2OCH3; [3]−: n = 3, R = −(CH2)3CH3; [4]−: n = 6, R= −(CH2)3CH3), and [3,3′-Co(1-
C6H5-1,2-C2B9H10)2]− ([5]−) and [3,3′-Co(1,7-(C6H5)2-1,7-C2B9H9)2]− ([6]−) were tested
for 137Cs, 90Sr, and 152Eu in extraction as long as for potentiometric detection of Cs. In
addition, permeability tests on supported liquid membranes with H [6], H [4], and H [6]
showed that these compounds present the highest values reported so far for this sort of
radionuclide transport experiment [28].

By the year 2006, when we initiated our potentiometric work on using metallabis
(dicarbollides) to generate electroactive salts for the selective determination of amine-
containing relevant drugs, two key experimental data were known for synthetic boron
cluster chemists that were very relevant to start this research: the water insolubility of salts
of Cs, used for Cs+ sensing [28] and alkylammonium with anionic boron clusters and that
these same salts were soluble in organic solvents like THF. This concept has been utilized
with another series of closo boranes, e.g., tetradecylammonium triethylammonium-closo-
dodecaborate as the electroactive species to determine [B12H11N(C2H5)3]− [29], or the use
of the sulfonium derivative of the closo-hydridodecaborate anion [B10H9S(C18H37)2]− as the
active component for a potentiometric lidocaine-selective sensor [30]. Concerning the use
of the closo borate clusters the 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12-undecabromocarborane anion,
[1-HCB11Br11]− has been studied as an alternative to the best lipophilic tetraphenylborate,
3,5-[bis(trifluoromethyl)phenyl]borate demonstrating a much higher persistence in the
potentiometric membrane [31].

Common key components of a membrane ISE are an inner reference solution on one
side of the membrane, a second reference electrode in contact with the analyte solution, and
the membrane itself on which at each interface is established an ion-exchange equilibrium
that results in charge separation at each interface producing a phase-boundary potential [32,
33]. When concentrations of the ion to be measured on both sides of the membrane are not
equal, a membrane potential develops. The difference in potential is measured by the two
reference electrodes. There are four major types of membrane: glass, crystalline, liquid,
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and polymer. The last two are also known as ion exchange membranes. In this mini-review,
we mostly dedicate to the polymer type in which the selective membrane consists of three
main components: ionophores, a polymer matrix, and a plasticizer. Figure 2 shows a
schematic representation of the ISEs with PVC membrane in the solid-state, left, and on the
right with a polypyrrol support [34] that performs as the conducting material on which
stay the Ionophores, within the PVC membrane, which can be ionic or neutral; these are
complexing agents capable of reversibly binding ions. Typically, solid membranes contain
an ionophore, ion-exchanger additives (i.e., either alkylammonium salts for anion sensing
or tetraphenylborates for cation sensing) [35,36], and a plasticizer which is the organic
medium that is supposed to allow the transport of charges within the membranes. Instead
of the ionophore, some membranes contain one ion pair complex, the anion part typically
being tetraphenylborate and the cation part, the protonated analyte to be measured as the
electroactive substance [37–41]. The ion pair complexes are charged ionophores, which
bind ions in a more complex binding than mere electrostatic interaction, show increased
selectivity towards a primary ion, and possess high strength of association constants [42,43].
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Very relevant for this research on potentiometry based on closo-borate anions was
that all PVC membranes for potentiometric sensors were prepared in THF. Therefore, the
ammonium salts of [3,3′-Co(1,2-C2B9H11)2]− and PVC had the same solubility require-
ments: very soluble in THF and insoluble in water. From the point of view of making the
membrane, it seemed that all factors were pointing in the same direction. If now we restrict
to the θ cobaltabis(dicarbollide) [3,3′-Co(1,2-C2B9H11)2]− potentiometric electrodes and to
make the construction simpler, even at the cost of having a lower limit of detection, LOD,
we have moved away from the traditional electrode in which the membrane separated
the solution with the analyte from an internal aqueous solution in which there was an
inner reference electrode, see Figure 3 top. In 2006, the research addressed developing
polymeric sensing membranes based on the principles of host-guest chemistry, as they
allowed the selectivity of the sensor to be modulated. Many hundreds of receptors have
been developed for this purpose. Typically, there was a lipophilic ion exchanger in ad-
dition to the ionophore, which was the gateway for the ions to be measured to enter the
membrane. Commonly tetraphenylborate had been used as an ion exchanger, but also the
boron cluster perbrominated closo-dodecacarborane anion, [1-HCB11Br11]− had been used
for this purpose [31]. It was then considered that the emf response of such membranes
was described in a simple way by the phase boundary model [44–46], which assumes a
localized equilibrium across interfaces and does not consider changes in potential within
the membrane or the sample solution [47,48]. A view is shown in Figure 3, bottom. The
applied equation is:

EPB = E0
I +

RT
zI F

ln
a1(aq)
a1(org)
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where aI(aq) and aI(org) are the activity of the ion I (with charge zI) in the aqueous and
organic phase boundaries, and are derived from the chemical standard potentials in
either phase.

Figure 3. Schematic representation of conventional membrane liquid ISEs (top left) and membrane
solid state (top right) with a magnification of their lower part displaying where the analytes are, and
where the metallabis(dicarbollides) is.

The above equation is reduced to the Nernst equation if the activity of the ion to be
studied is constant in the organic phase. This required the presence of a lipophilic ion
exchanger in the membrane [44–46] otherwise, the membrane would lose its selectivity [47,
48].

em f = K +
RT
zI F

ln aI(aq)

3. The Metallabis(dicarbollide) [3,3′-Co(1,2-C2B9H11)2]− as an Active Component of
Membrane Solid State ISE

Concerning the use of θ cobaltabis(dicarbollide) [3,3′-Co(1,2-C2B9H11)2]− we assumed
the basic concept of the rationale behind the recognition of ISE membranes, to suggest the
build-up of a potential difference between the bulk of the membrane and the outer analyte
aqueous phase (Figure 3 bottom right). The [3,3′-Co(1,2-C2B9H11)2]− anion provides sta-
bility to all participating agents in the membrane. The novelty of this strategy is that the
anion [3,3′-Co(1,2-C2B9H11)2]− is not the sensing part, but the cation ([cation-NH]+) that
leads to the selectivity. But this cation is strongly interacting with [3,3′-Co(1,2-C2B9H11)2]−,
unlike tetraphenylborate to illustrate with a relevant example. For the latter, only elec-
trostatic interactions are expected, but for [3,3′-Co(1,2-C2B9H11)2]− in addition to these,
hydrogen and dihydrogen bonds occur. Therefore, ion-pair complexes of this type do
not fit with the traditional definition of ionophore; hence the importance of this unique
cobaltabis(dicarbollide) anion in (bio)sensors.

Therefore, we had an ion exchanger, [3,3′-Co(1,2-C2B9H11)2]−, the PVC, and the
plasticizer, all within the membrane, and remarkably it was not necessary to design and
synthesize complex molecules that would be selective for a given analyte Y. This would
represent a major breakthrough as any protonable amine could be eligible as a candidate to
be measured and certainly, it would represent a readily available source of electrochemical
sensors while retaining selectivity as far as we were concerned. The presence of Y, in the
membrane at the appropriate concentration, could already be achieved by adding the
ion-pair complex [YH][3,3′-Co(1,2-C2B9H11)2], and there was confidence that YH+ would
not leak out of the membrane. Most biologically active compounds have in their structure
one or more amino groups that are able to be protonated, thus, our target analytes were
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compounds with pharmaceutical and medical applications, i.e., antibiotics, amino acids,
neurotransmitters, analgesics, etc. [49–56]. Figure 4 displays the schematic general synthetic
procedure of the electro-active [cation-NH]x[3,3′-Co(1,2-C2B9H11)2]y salt, as well as the ISE
electrode assembling.
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(b) Photo showing the simplicity of the ISE electrode preparation.

It remained to be demonstrated whether this simplicity in the electrochemical sensor
allowed for the detection of optically active species. Since the work of Simon et al. in
1975 [57], some papers and reviews have appeared dedicated to electrochemical enantiose-
lective sensors and biosensors based on molecular chiral receptors, such as cyclodextrins,
calixarenes, calixresorcinarenes, and crown-ethers, to form a complex preferentially with
one of the enantiomers [58–63]. An important achievement of the [3,3′-Co(1,2-C2B9H11)2]−

in the membrane preparation for ISEs was the possibility to prepare ion pair complexes
for enantiomers that were able to differentiate with a good selectivity of one enantiomer
in the presence of the second one without using a chiral receptor, and this turned out
to be possible [50]. This unexpected result after comparing with the current techniques
described earlier to differentiate enantiomers must be a consequence of the strong in-
teractions displayed by [3,3′-Co(1,2-C2B9H11)2]− with the enantiomer in the membrane
that prevents its fast rotation and mobility and therefore facilitates a better recognition.
Recently chiral sensing systems based on chiral inorganic platforms have been reported
for electrochemical recognition of enantiomers [64–66]. Also, [3,3′-Co(1,2-C2B9H11)2]−

has been used in the development of ISEs for the analysis of tropane alkaloids (tropane,
atropine, and scopolamine [67], the analysis of antipyrine and its metabolites/derivatives
from environmental water monitoring, which are (besides their beneficial health effect) of
growing concern based on their occurrence and fate in water and the environment [56] as
well as for serotonin detection [52].

The chemical structures of bioactive nitrogen-containing compounds used in the
ion-pair approach with [3,3′-Co(1,2-C2B9H11)2]− had the formula [cation-NH]x[3,3′-Co(1,2-
C2B9H11)2]y and some of the reported amines analyzed to date are presented in Figure 5. In
this figure, the amino groups that were expected to be basic enough to generate the stable
ion pair with [3,3′-Co(1,2-C2B9H11)2]− have been highlighted in red.
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Figure 5. Chemical structures of bioactive compounds used to prepare [YH]x[3,3′‐Co(1,2‐C2B9H11)2]y. 

In red color were the amino groups that were expected to be basic enough to generate stable ion‐

pairs with [o‐COSAN]−. 

Figure 5. Chemical structures of bioactive compounds used to prepare [YH]x[3,3′-Co(1,2-C2B9H11)2]y.
In red color were the amino groups that were expected to be basic enough to generate stable ion-pairs
with [o-COSAN]−.

The x and y values in the formula of the ion-pair complex, [cation-NH]x[3,3′-Co(1,2-
C2B9H11)2]y were established by 1H-NMR upon integration because the Ccluster-H proton
atoms of [3,3′-Co(1,2-C2B9H11)2]− were easily identified (3.94 ppm in d6-acetone) and were
weighted with regard to singular proton atoms, equally well identified, from the cation.
The electroactive ion-pair complex made this way was so simple that practically no other
spectroscopic or elemental analysis technique was required, but in many cases, Nuclear
Magnetic Resonance (1H{11B}, 11B, 11B{1H} 13C{1H}) NMR, Fourier Transform Infrared
Spectroscopy (FTIR), Elemental Analysis (EA), MALDI-TOF-MS spectroscopies were also
used as further characterization (Table 1).
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Table 1. Analytical performances of ISEs prepared for [cation-NH]x[3,3′-Co(1,2-C2B9H11)2]y.
The plasticizer is abbreviated as: o-nitro phenyl octyl ether (NPOE); di-octyl phthalate (DOP);
di-butyl phthalate (DBP); di-octyl sebacate (DOS), bis(2-ethylhexyl) phthalate (DEHP); tributyl
phosphate (TBP).

Samples Ion Pair Complex
Formula Plasticizer Slope

(mV·Decade−1)
Concentration

Range (mol·dm−3)
Detection Limit

(mol·dm−3) Reference

Isoniazid [H3INH][o-COSAN]3 NPOE 52.37 1.00 × 10−4–
1.00 × 10−1 5.00 × 10−5 [49]

Isoniazid [H3INH][o-COSAN]3 DOP 47.80 1.00 × 10−4–
1.00 × 10−1 5.80 × 10−5 [49]

Pyrazinamide H[HPZA]2[o-COSAN]3 NPOE 56.98 5.00 × 10−4–
1.00 × 10−1 3.00 × 10−5 [49]

Pyrazinamide H[HPZA]2[o-COSAN]3 DOP 46.70 5.00 × 10−5–
1.00 × 10−1 1.00 × 10−5 [49]

L-Arginine [HArg][o-COSAN] DBP 45.80 5.00 × 10−6–
1.00 × 10−1 3.00 × 10−6 [50]

L-Arginine [HArg][o-COSAN] DEHP 37.70 1.00 × 10−5–
1.00 × 10−1 5.00 × 10−5 [50]

D-Histidine [H2His][o-COSAN]2 DBP 36.50 1.00 × 10−5–
1.00 × 10−1 8.00 × 10−6 [50]

D-Histidine [H2His][o-COSAN]2 DEHP 42.40 5.00 × 10−5–
1.00 × 10−1 2.00 × 10−5 [50]

L-Histidine [H2His][o-COSAN]2 DBP 47.40 5.00 × 10−6–
1.00 × 10−1 1.00 × 10−6 [50]

L-Histidine [H2His][o-COSAN]2 DEHP 48.50 5.00 × 10−4–
1.00 × 10−1 1.00 × 10−4 [50]

D-Tryptophan [HTry][o-COSAN] DBP 60.50 5.00 × 10−7–
1.00 × 10−1 2.00 × 10−7 [50]

L-Tryptophan [HTry][o-COSAN] DBP 62.60 5.00 × 10−7–
1.00 × 10−1 1.00 × 10−7 [50]

Dopamine [HDA][o-COSAN] Dibutylsebacate 44.97 ± 1.23 1.00 × 10−6–
1.00 × 10−2 0.80 × 10−6 [51]

Dopamine [HDA][o-COSAN] Bis (2-ethyl hexyl)
phthalate 53.23 ± 1.75 1.00 × 10−5–

1.00 × 10−2 7.20 × 10−6 [51]

Dopamine [HDA][o-COSAN] NPOE 58.17 ± 1.44 5.00 × 10−6–
1.00 × 10−2 1.00 × 10−6 [51]

Dopamine [HDA][o-COSAN] DOP 55.96 ± 0.85 5.00 × 10−6–
1.00 × 10−2 1.00 × 10−6 [51]

Nicotinamide [HNAmd][o-COSAN] DOP 52.11 ± 1.17 5.00 × 10−6–
1.00 × 10−2 1.00 × 10−6 [51]

Nicotinic acid [HNA][o-COSAN] DOP 57.55 ± 0.88 1.00 × 10−6–
1.00 × 10−2 0.70 × 10−6 [51]

Histamine [H2His][o-COSAN]2 NPOE 31.62 ± 0.43 5.00 × 10−6–
1.00 × 10−2 0.80 × 10−6 [51]

Metformin [H2Met][o-COSAN]2 NPOE 25.82 ± 1.91 1.00 × 10−5–
1.00 × 10−2 6.00 × 10−6 [51]

Serotonin [HSer][o-COSAN] DBS 50.50 ± 0.50 2.25 × 10−5–
1.00 × 10−2 4.51 × 10−6 [52]

Serotonin [HSer][o-COSAN] DBP 50.60 ± 0.50 2.25 × 10−5–
1.00 × 10−2 1.17 × 10−5 [52]

Serotonin [HSer][o-COSAN] TBP 60.50 ± 0.30 2.25 × 10−5–
1.00 × 10−2 1.56 × 10−5 [52]

Serotonin [HSer][o-COSAN] NPOE 51.10 ± 0.10 2.25 × 10−5–
1.00 × 10−2 1.70 × 10−5 [52]

Irgarol [Irg-H][o-COSAN] DOP 56.67 ± 2.30 1.00 × 10−5–
1.00 × 10−1 3.00 × 10−6 [53]

Irgarol [Irg-H][o-COSAN] DOS 57.17 ± 1.70 1.00 × 10−5–
1.00 × 10−1 2.00 × 10−6 [53]

Irgarol [Irg-H][o-COSAN] NPOE 48.21 ± 6.40 1.00 × 10−5–
1.00 × 10−1 4.00 × 10−6 [53]
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Table 1. Cont.

Samples Ion Pair Complex
Formula Plasticizer Slope

(mV·Decade−1)
Concentration

Range (mol·dm−3)
Detection Limit

(mol·dm−3) Reference

Sulfapyridine A-H][o-COSAN] NPOE 47.69 1.00 × 10−6–
1.00 × 10−3 4.00 × 10−6 [54]

Sulfapyridine [A-H][o-COSAN] DOS 61.29 1.00 × 10−6–
1.00 × 10−3 1.00 × 10−6 [54]

Sulfapyridine [A-H][o-COSAN] DOP 61.26 1.00 × 10−6–
1.00 × 10−3 1.00 × 10−5 [54]

Amphetamine [Amph-H][o-COSAN] DBP 60 1.00 × 10−5–
1.00 × 10−3 12.00 × 10−6 [55]

Amphetamine [Amph-H][o-COSAN] DOP 42 1.00 × 10−5–
1.00 × 10−3 8.00 × 10−6 [55]

Amphetamine [Amph-H][o-COSAN] DOS 53 1.00 × 10−5–
1.00 × 10−3 4.00 × 10−5 [55]

Amphetamine [Amph-H][o-COSAN] NPOE 45 1.00 × 10−5–
1.00 × 10−3 2.00 × 10−5 [55]

Antipyrine [AP][o-COSAN] NPOE 79.6 ± 4.9 1.00 × 10−5–
1.00 × 10−2 70.8 × 10−6 ± 9.3 [56]

Antipyrine [AP][o-COSAN] DBS 57.0 ± 1.4 1.00 × 10−5–
1.00 × 10−2 29.8 × 10−6 ± 2.2 [56]

4-(methylamino)
antipyrine [MAAP][o-COSAN] NPOE 33.9 ± 1.0 1.00 × 10−5–

1.00 × 10−2 27.3 × 10−6 ± 1.5 [56]

4-
(methylamino)antipyrine [MAAP][o-COSAN] DBS 48.2 ± 1.0 1.00 × 10−5–

1.00 × 10−2 279.5 × 10−6 ± 7.0 [56]

4-aminoantipyrine [AAP][o-COSAN] NPOE 54.6 ± 3.8 1.00 × 10−5–
1.00 × 10−2 88.2 × 10−6 ± 14.8 [56]

4-aminoantipyrine [AAP][o-COSAN] DBS 71.2 ± 6.1 1.00 × 10−5–
1.00 × 10−2 342.0 × 10−6 ± 27.2 [56]

4-
acetamidoantipyrine [AAAP][o-COSAN] NPOE 57.0 ± 2.0 1.00 × 10−5–

1.00 × 10−2 252.2 × 10−6 ± 18.7 [56]

4. Results

As is common theory, the performance of ISEs is given by several parameters: the slope
of the calibration curve, the linear working range, the limit of detection (LOD), selectivity
and response time. These parameters strongly depend on the composition, stability, and
reproducibility of the membrane and these derived from the [YH]x[3,3′-Co(1,2-C2B9H11)2]y
methodology are reported in Table 1.

The value of the slope of the calibration curve has to be in correlation with the number
of charged species, proof of the Nernstian response of the prepared membranes. One of the
most important components of the membrane composition is the nature (polar or nonpolar)
and percentage of plasticizer, which ensure and improve the stability in time, the sensitivity,
and selectivity.

pH is an important analytical parameter with a direct influence on sensitivity and
selectivity. In our studies the influence of the pH on the ISEs answer in terms of Nernstian
response and linear concentration range and for selectivity of the prepared membrane
towards the analyte versus different interferences was done.

Commonly, the stability of the prepared membranes, in terms of slope was monitored
for a period of 45 days. In this time, it was observed that the prepared membranes remain
functional without degradation in performances for all of the studied analytes. The [o-
COSAN]− ISEs correlate very well with those traditionally made with ionophores taking
advantage of its ease of preparation and very favorably of the lack of ionophore design and
hence synthetic simplicity.

Another important parameter for ISEs is the response time, the time that the electrode
needs until reaching a stable potential, which is directly correlated with the membrane
thickness. For most of the membranes prepared following the protocol described in these
papers the response time was around 5 s.
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From the analytical point of view, selectivity is one of the most important parameters,
especially when it is necessary to determine the target compounds from a complex matrix.
In these studies, it was observed that a controlled tuning of the chemical composition of the
membrane, in terms of ratio between the ion pair complex and plasticizers and the nature
of plasticizers was possible to improve the selectivity

The potentiometric selectivity coefficients (KpotA/B) were calculated based on the
Nikolsky Eisenman equation [68,69] using the fixed interferences method (FIM). For each
studied analyte, the selectivity of the prepared ISEs were tested for the possible inorganic
and organic interference compounds and it was observed that the PVC membrane based on
ion-pair complexes made between [o-COSAN]− and the protonated tested analyte assured a
good selectivity. The advantages of using [3,3′-Co(1,2-C2B9H11)2]− as an ion-pair generator
compared with other anions are based on: its unique 3D aromaticity [70], its high chemical
and thermal stability (withstanding strong acid, moderate base, high temperatures and
intense radiation) [71,72], as well as its biological stability (neither degradation nor chemical
modification compounds were identified after cells’ uptake) [73,74], its lipophilicity [75],
low-charge density [76], small volume molecules with a size of 1.1 × 0.6 nm [77], capacity
to produce B–H···H–N dihydrogen bonds [19,77–79], and B–H···O, Ccluster–H···N and B-
H···Na or B-H···K hydrogen bonds [80–82] as well as unconventional cooperative effect
such as Ccluster−H···S−H···H−B hydrogen/dihydrogen bond interaction [83] that enhance
the membrane stability over the time a fact that directly correlates with the sensitivity of the
analyte determination. Further to these stability enhancing characteristics, it is our belief
that the fact that the anion is redox reversible really influences in the good performances of
these [3,3′-Co(1,2-C2B9H11)2]− dependent electroactive ion-pair species.

5. Why Do These Membranes with Metallabis(dicarbollides), Being So Simple in
Their Composition, Give Such Excellent Results?

Our explanation is simple; it is due to the θ-shape structure and chemical composition
of the cobaltabis(dicarbollide) that give it unique properties. For instance, if we compare
tetraphenylborate and [1-HCB11Br11]− described in the paper as lipophilic ion-exchangers
with [3,3′-Co(1,2-C2B9H11)2]− it is noted that in the case of borate there are no B-H bonds
but B-Br bonds, and the same for the tetraphenylborate that have C-H bonds so these
cannot generate hydrogen and dihydrogen bonds. We believe this is essential. Thereby
neither the one nor the other will generate strong interactions with the ammonium cation
or with the plasticizer solvent. Therefore, they have high mobility in the membrane. This is
not the case with [3,3′-Co(1,2-C2B9H11)2]−, which does make these strong interactions, and
therefore in our view, generates more reticulate, and therefore more stability and a higher
fixation of the concentration of the analyte in the membrane. The cobaltabis(dicarbollide)
has dimensions of 1.1 nm in length and 0.6 nm in width and is surrounded by hydrogens,
the mentioned B-H bonds, that have considerable hydride character but not enough to be
unstable in protic solvents. This sufficient hydride character of the B-H groups enables it to
interact strongly with H-N units. The non-bonding interactions are weak, but if there are
many, they become a strong interaction. Surely, this is what makes it unnecessary to have
ionophores in these membranes and that, on the other hand, the common ion to be detected
that is present on both sides of the interface remains constant within the membrane giving
the appropriate stability and sensitivity. In this case, we do not measure the anion, the
cobaltabis(dicarbollide); we measure the cation.

6. Conclusions

Typically, ISEs for cations or anions require a ligand to complex them and thus achieve
target selectivity. This ligand required a design and synthetic process that was usually
laborious because it required the formation constant with the target ion to be much higher
than an interfering one. This selectivity was also associated with a low dissociation constant,
which could lead to difficulties in transferring information between the analyte phase
and the internal phase. Our knowledge and understanding of the characteristics of [o-
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COSAN]− and its high appetence for protonated amines as well as its solubility properties
in aqueous media and in THF indicated that it could generate very efficient and easy
to produce ionic pairs to detect amine cations, which made it very interesting for the
determination of pharmaceuticals. The different potentials for the different redox couples in
which [o-COSAN]− could participate also made us believe that this system could facilitate
information transfer between the analyte phase and the internal phase of the electrode.
We could not observe the latter property as we did not exceed the 10−6 M detection
limit, but we did find a very versatile membrane with a cationic electroactive substance,
which was the one we wanted to detect. This cation was compensated by the anionic
cobaltabis(dicarbollides), [cation-NH]x[3,3′-Co(1,2-C2B9H11)2]y, which allowed us to easily
adapt it to the target we wanted to investigate. The strong interactions between the
electroactive cation and [o-COSAN]− and between [o-COSAN]− and the plasticizer solvent
favored a highly stable system very suitable for detecting amines as indicated in this work.
The system is highly extrapolated to different amines, including enantiomers, which it
detects in a clearly discriminatory way with respect to their optical isomers.

Thus, we developed membranes based on ion pair complexes between metallabis
(dicarbollides), [3,3′-Co(1,2-C2B9H11)2]−, and bioactive protonable nitrogen containing
compounds, [cation-NH]x[3,3′-Co(1,2-C2B9H11)2]y that have proven that the properties of
this anion open new directions for using these ISEs in environmental, clinical, pharma-
ceutical and food application and for miniaturization and mass production for routine
analysis.
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Abstract: In this study we explore the effect on the electrochemical signals in aqueous buffers
of the presence of hydrophilic alkylhydroxy and carboxy groups on the carbon atoms of cobalta
bis(dicarbollide) ions. The oxygen-containing exo-skeletal substituents of cobalta bis(dicarbollide)
ions belong to the perspective building blocks that are considered for bioconjugation. Carbon
substitution provides wider versatility and applicability in terms of the flexibility of possible chemical
pathways. However, until recently, the electrochemistry of compounds substituted only on boron
atoms could be studied, due to the unavailability of carbon-substituted congeners. In the present
study, electrochemistry in aqueous phosphate buffers is considered along with the dependence of
electrochemical response on pH and concentration. The compounds used show electrochemical
signals around −1.3 and +1.1 V of similar or slightly higher intensities than in the parent cobalta
bis(dicarbollide) ion. The signals at positive electrochemical potential correspond to irreversible
oxidation of the boron cage (the C2B9 building block) and at negative potential correspond to the
reversible redox process of (CoIII/CoII) at the central atom. Although the first signal is typically
sharp and its potential can be altered by a number of substituents, the second signal is complex
and is composed of three overlapping peaks. This signal shows sigmoidal character at higher
concentrations and may be used as a diagnostic tool for aggregation in solution. Surprisingly enough,
the observed effects of the site of substitution (boron or carbon) and between individual groups on the
electrochemical response were insignificant. Therefore, the substitutions would preserve promising
properties of the parent cage for redox labelling, but would not allow for the further tuning of signal
position in the electrochemical window.

Keywords: metallacarborane; cobalta bis(dicarbollide) ions; glassy carbon electrode; differential
pulse voltammetry

1. Introduction

The bis(icosahedral) cobalta bis(dicarbollide)(1-) ion, discovered by M. F. Hawthorne
in 1965 [1–5], contains two η5 coordinated dicarbollide ligands that sandwich a central
Co(III) atom [4–6]. Due to its unique properties, such as aromaticity [7], space-filling
properties, high thermal and chemical stability, low toxicity, hydrophobic interactions due
to the hydridic character of B-H bonds [4,8–10], the formation of dihydrogen bonds [9,11],
and easy penetration across phospholipid bilayers [12–15] and cell membranes [15–20],
this ion has been applied in different areas of contemporary materials research [4,21]
and medicinal chemistry [4,22–24]. The scope of potential applications in drug design
includes enzyme inhibitors such as HIV-protease [25–27], carbonic anhydrase IX [16,28,29],
anticancer compounds [16,29,30], antibiotics and antimycotics [31–35] and components for
modulating the hydrophobic interactions of biomolecules [36–38].
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The electronic structure in the inner orbital corresponds to a fully delocalized aromatic
system [7], and along with the presence of a Co(III) central atom, generates interesting elec-
trochemical properties [39]. Previous studies [24,39–43] and our recent results [44] suggest
that the cobalta bis(dicarbollide) ion can be considered a good candidate for the tunable elec-
trochemical labelling of biomolecules. Indeed, some icosahedral metallacarboranes have
already been used as redox labels for the electrochemical detection of biomolecules [45,46].
The cobalta bis(dicarbollide) ion has been used in bioconjugation studies [3,4,40,41]. In
addition, a study on the closely related ferra bis(dicarbollide) ion appeared recently in the
literature [40]. According to the published results, derivatives of cobalta bis(dicarbollide)
proved to have favorable electrochemical properties when modified boronated nucleotides
were studied alone [44] and when such building blocks were incorporated into DNA [40].
The design of all these systems is based on the cleavage of cyclic ether rings bound to
the B(8) boron atom of the cobalta bis(dicarbollide) ion by a nucleophilic attack of amino
functions on the α-carbon position adjacent to the oxonium atom of the ring [3,4,41,47].
This truly universal chemical method, which may be called the “boron click approach”,
was first reported by Plešek in 1991 [48]. Thus, only compounds substituted on boron
atoms have hitherto been studied. The boron cluster is attached to the biomolecule by
a six-atom-long linker terminated by a protonated ammonium group. This has some
further implication, not due to the chain length, but rather due to the presence within it
of three donor atoms. This type of ethyleneglycol connection is susceptible to forming
crown-ether-like arrangements with sodium ions (or K+ and Ca2+ ions) [49,50]. This results
in increased hydrophobic properties and a tendency to self-assemble into micelles [51] or
undergo compartmentation in solution. It is also well known from carborane chemistry
that simple protonatable groups on boron atoms have distinctly different physicochemical
properties than those on carbons.

Herein we therefore focus on a new alternative system based on carbon substitutions,
presenting the first electrochemical screening study over a series of compounds containing
hydroxyalkyl [52] and carboxyl [53] groups on the cobalt bis(dicarbollide) ion. This is
possible only now as synthetic pathways to these substitutions have appeared only recently.
In general, -COOH, -SH, and -OH groups attached on carbon atoms in icosahedral carbo-
ranes [4,54] are distinctively more acidic and better comparable in properties to organic
compounds than those on boron atoms. The compounds selected for this study thus contain
polar oxygen atoms in terminal units, which, according to our previous results on other clus-
ters [55–58], increased the solubility of boron compounds in phosphate buffers and aqueous
media and improved electrochemical response. The selection was also made with the aim
of using these compounds as biolabels. Herein we compare the electrochemical properties
of carbon-substituted derivatives with similar boron-substituted compounds available
by contemporary synthetic routes, which contain methoxy groups at B(8,8′) sites [42,59].
All compounds provided an electrochemical response that was sufficiently distinct from
typical windows for biomolecules. The results are a first step in the development of direct
site-specific labelling of biomolecules, following in situ bioconjugation schemes using
known methods. Thus, the -COOH group could be used for attachment to a biomolecule
by an established procedure of ester bond [60] or amide bond formation, or procedures for
esterification reactions when considering the studied alcohols.

2. Results and Discussion

All samples were sandwich complexes consisting of a central cobalt atom coordinated
between two C2B9 ligands. The samples were modified by different exo-skeletal substituents.
Within this series, the substituents comprised alkylhydroxy or carboxy residues. The
systematic formulae of metal bis(dicarbollide) ions salts investigated in this study are given
in Table 1. For the structural formulae, please see Figure 1. In contrast to our previous
results obtained with metallacarboranes and their exo-skeletal derivatives [44], all exo-
skeletal substituents used in this study were bound to the carborane cage at the carbon
atom (previously only at the boron atom). Our aim was to determine to what extent the
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presence and position of a hydrophilic substituent can alter the electrochemical behavior of
metallacarborane derivatives. This would reflect differences of electronic densities resulting
from the contribution of substituents attached at carbon or boron atoms.
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Table 1. Peak positions and heights with simple characteristics of used BCCs on GCE, pH = 8, con-
centration of all metallaborates 500 µM. For the BCCs marked * the highest achievable concentration
of 500 µM was used in the electrolyte solution.

BCC
Charge Label in the Text MW Peak Position/V Peak

Height/µA·cm−2

closo-[(1,2-C2B9H11)2-3,3′-Co)]Cs * 1- CoSAN 323.74 −1.30; 1.14; 1.29;
1.45;

121.0; 55.5; 217.0;
160.0;

[(1-HOC2H5-1,2-C2B9H10)(1′,2′-C2B9H11)-3,3′-
Co)]Cs 1- HOC2H5-CoSAN 367.79 −1.24; 1.16; 1.47; 8.7;191.2; 65.7;

[(1-HOC3H7-1,2-C2B9H10)(1′,2′-C2B9H11)-3,3′-Co)]
Me3NH 1- HOC3H7-CoSAN 382.83 −1.26; 1.17; 1.30;

1.58;
50.6; 75.9; 114.1;

30.2;

[1,1′-(HOCH21,2-C2B9H10)2-3,3′-Co)] Me3NH 1- (HOCH2)2-CoSAN 377.73 −1.13; 1.16; 1.38;
1.44;

31.7; 297.9; 209.7;
228.6;

[1,1′-(HOC2H5-1,2-C2B9H10)2-3,3′-Co)] Me3NH 1- (HOC2H5)2-CoSAN 411.74 −1.15; 1.17; 1.26;
1.49;

57.0; 231.8; 375.6;
160.7;

[(1-HOOC-1,2-C2B9H10)(1′,2′-C2B9H11)-3,3′-Co)]
Me4N 1- HOOC-CoSAN 367.75 −1.31; 1.16;1.32; 44.5; 192.5; 355.6;

[1,1′-(HOOC)2-(1,2-C2B9H10)2-3,3′-Co)] Me4N 1- (HOOC)2-CoSAN 411.76 −1.21; 1.17; 1.32; 51.1; 339.0; 406.5;

[8,8′-(CH3O)2-(1,2-C2B9H10)2-3,3′-Co)] Me4N * [42] 1- (CH3O)2B-CoSAN 377.73 −1.30; 1.15; 1.32;
1.45; 1.68;

94.3; 410.0; 371.0;
377.0; 14.1;

2.1. Electrochemical Behavior of Hydroxy- and Carboxy-Substituted Metallacarboranes

The electrochemical behavior of all measured samples is displayed in Figure 2. The
electrochemical data, systematic formulae and abbreviations used in the text are presented
in Table 1. All compounds studied give a single symmetrical peak in the negative part of the
potential window of the used GCEs. This peak is ascribed to the Co(III/II) redox process.
We can observe oxidation (the measurement starts at E = −1.7 V) after corresponding
electrochemical reduction to Co(II). According to the CV measurements (see Figure 3 for
the HOOC-CoSAN and (HOOC)2-CoSAN, the situation for the other samples is similar,
see Figure S1 in ESI. We can deduce the reversible character of this negatively situated
electrochemical response (the scan rate–peak height dependence (not shown) suggest that
the electrochemical reaction is driven by diffusion).
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The peak position for the reversible electrochemical reaction has an interesting trend for
all measured samples: the peak height is similar for almost all samples, about 50 µA·cm−2,
except for the ill-developed peak for HOC2H5-CoSAN. Starting at E =−1.30 V for the parent
CoSAN and a similar value for the simplest substitution, HOOC-CoSAN, the compounds
with a single exo-skeletal substituent exhibit generally positively shifted electrochemical
oxidation potential. This continues to grow up to E = −1.10 V for the disubstituted dicar-
boxylic acid and dialkylhydroxy derivatives (HOCH2)2-CoSAN and (HOC2H5)2-CoSAN.
The reason for this shift can be seen in the perturbation of the electronic and geometric
structure of the parent CoSAN by the hydrophilic substituents, which seem to facilitate the
electrochemical reaction.

However, the situation in the positive part of the potential window is completely
different. In accordance with our previous observations [44,55–58], the electrochemical
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response is irreversible in this region and could be ascribed to the electrochemical oxidation
of the carborane cage in the structure of the metallacarborane sandwich (in this case the
two C2B9 dicarbollide ligands).

If the CoSAN is considered as a template, we can observe one main broad peak situ-
ated at E = +1.32 V. Focusing on the negative potential, a small shoulder can be observed.
Moving up to positive potentials, one overlapping peak appears at a potential of around
E = +1.45 V, which is near to the potential of the electrode–electrolyte surface reaction [44]
(see the peak for the electrolyte at the same potential). All studied samples exhibit sim-
ilar, but quite complex electrochemical behavior. The electrochemical signals comprise
three overlapping peaks situated at similar potentials. Generally, a similar line shape is
observed for samples with identical substituents that differ in their numbers (most clearly
for (HOOC)2-CoSAN and HOOC-CoSAN). However, peak height and peak separation differ
markedly. The reason for this behavior may be similar to the situation at the negative
potential part of the electrochemical window. As is known from the literature [61], the
cobalta bis(dicarbollide) ion has three energy minima, resulting in discrete rotamers—
cisoid, transoid and gauche—identified by chemical calculations and found in solid-state
structures [2–4]. The three peaks may thus originate in energy minima corresponding to
the higher stability of the three different rotamers. As expected, the terminal hydroxy
and carboxy groups may be involved in hydrogen bonding, and furthermore, the longer
chains may contribute to steric clashes that may a play role in the distribution of different
rotamers within a time scale, which could be reflected in the position of observed maxima
and the shape of electrochemical responses. This hypothesis is further supported by the
recent electrochemical study of CoSAN substituted with a rigidifying bridge interconnect-
ing two C2B9 ligands and that led to the induction of a conformationally restricted cisoid
conformation. Unlike the compounds presented herein, those compounds showed only
one major electrochemical peak in the respective range [62]. Furthermore, even if it is
known that the speed of rotation is quite high in solution (as described recently for the
closely related iron sandwich) [63], the situation at the electrode interface is different. The
compounds are slightly stabilized when accessing the electrode surface, where often at
least slight adsorption takes place (which may hinder the rotation feasibility). Secondly, the
compounds are asymmetrically substituted and correspond to racemic mixtures. The elec-
trochemistry represents an average over all forms of molecules; thus, we are able to observe
all three rotamers simultaneously. The reason for the shift in electrochemical potential may
lie in the different accessibility of the electrode surface to boron and carbon atoms in given
rotamers. Coming out from our previously published results on metallacarboranes and
their exo-skeletal derivatives [44,56] and newly obtained knowledge, we can assume that
higher potential shift and/or the emergence of new peaks strongly depends on the physic-
ochemical properties of the exo-skeletal substituents. In the case of CoSAN, a significant
oxidation peak shift occurs in the case of iodine and chlorine exo-skeletal substituents [44]
(iodine has bulky valence orbitals, chlorine has ahigh electronegativity). The present results
corroborate these findings.

2.2. pH Dependencies of Selected BCCs

The pH dependence of selected anions is shown in Figure 4; the results for samples
at 200 µM concentration are presented and discussed. We selected samples with one and
two carboxylic groups for this study, which sit directly on the carbon atom and can be
easily protonated/deprotonated—compounds corresponding to (HOOC)2-CoSAN and
HOOC-CoSAN. The situation is simple at the positive potentials (the region of the electro-
chemical oxidation of dicarbollide ligands). For both selected samples, only one dominant
peak is observed. HOOC-CoSAN has peak height maxima for pH = 6, (HOOC)2-CoSAN for
pH = 8. At lower and higher pH, the peak height gradually decreases with only a small
shift in the observed potentials. The situation for HOC3H7-CoSAN and (HOC2H5)2-CoSAN
is similar, and differs for (HOCH2)2-CoSAN and HOC2H5-CoSAN—for the three highest
pH values (6, 8 and 10) we can observe the same peak heights, but with a shift of electro-
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chemical potential (to more positive values with the decrease of pH; see Figure S2 in ESI).
In the negative potential region of the Co(III) redox process, we can discern a similar trend
for all samples. At pH = 2, the signal becomes distorted or highly elevated. Both these
effects have their origin in the protonation of the groups and the formation of hydrogen
bonds. This may result (in dynamic time scales) in a slower rotation of ligands or in par-
tially restrained conformation, particularly in the case of disubstituted species, where a
formation of bridging -OH-H3O+-HO- arrangement between two dicarbollide ligands can
be expected.
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2.3. Concentration Dependence

The results (Figures 5 and S3 in ESI) show a similar trend for all samples, with the
exception of HOC2H5-CoSAN. For higher concentrations, sigmoidal types of dependence
are generally observed at the positive potential area of the polyhedral carborane cage
oxidation; for higher sample concentrations, the signal does not increase linearly. This
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behavior has already been observed in other metallacarboranes [44]. Based on current and
previous results we can assume that these effects may originate in the tendency of the met-
allacarborane anions to aggregate in aqueous solution. This behavior is well known from
recent studies using other techniques [49,51], which further support the electrochemical
results. In the positive potential area and at high concentrations (approximately above
250 µM), the predominant peak is located at approximately +1.30 V. When the concentra-
tions decrease, this peak slightly decreases, and its maximum is transformed into another
peak located around +1.15 V. The exception is HOC2H5-CoSAN, where the peak at +1.15 V
remains at the same potential even after increasing the concentration to 1 mM (see ESI,
Figure S3). When considering the emerging potential of metallacarboranes in medicine and
biochemistry [8,27,39], rapid information about aggregation and/or micelle formation in
water-based media is of particular concern. From the results described in this paragraph, it
follows that electrochemical methods can provide a new tool for easy inspection if a substi-
tuted boron anion tends to aggregate in aqueous solution under particular experimental
conditions. In particular, this provides for a ready estimation of the concentration at which
the formation of aggregates or micelles starts to occur.
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Interestingly, the concentration dependence in the region of the Co(III) redox process,
on which most electrochemical studies are centered, does not follow this trend and the
dependence on concentration is almost linear. Indeed, as can be expected, the reversible
reaction may be not so highly affected by this behavior. Therefore, only the signal of
the irreversible oxidation of the carborane polyhedral can be used for diagnostics of the
aggregation phenomena. On the other hand, this signal has a complex character and its
deconvolution is needed.

2.4. Comparison of Different Substituent Positions (B or C Atom)

It is reasonable that the most important changes in electron density can be introduced
by substitution at the carbon and boron atoms in ligand planes that bind in η-fashion to
the central cobalt atom in CoSAN polyhedra. We compare here the compound with two
(HOCH2)2 substituents on the carbon atom (HOCH2)2-CoSAN with a similar compound
that has two (O-CH3)2 groups on boron B(8,8′) sites in (CH3O)2B-CoSAN. The latter com-
pound should be taken for comparison due to the limited progress of the cage modification.
Unfortunately, no fully identical congeners that would have the same substitution on the
B or C atom are currently available by synthesis. The electrochemical responses of these
two samples in the positive potential area are complex (see Figures 2 and 6) and consist of
several overlapping peaks. For this reason, we used Fytik software for the deconvolution of
the electrochemical curves in this potential region. The deconvolution was performed using
a Gaussian distribution with an average fit error of 10%. For better clarity we also included
the electrochemical response of the parent CoSAN. The results are displayed in Figure 6.
Surprisingly enough, there is no distinguishable difference between those two substitutions
except for the peak height in the range of positive potentials ascribed to cage oxidation.
The character of the peak is quite complex, and is referred to in the discussion in Section 2.1.
The deconvolution provided four peaks for each compound, in which two positive peaks
are only slightly shifted in the case of disubstituted compounds; only the most positive
signal significantly differs in its position. Nevertheless, this peak might originate from
the electrode surface–electrolyte reaction and cannot be considered sufficiently reliable, as
mentioned above. Thus, the potential of the fitted peaks does not change, only the peak
heights. The corresponding number of the three peaks may give indirect evidence that the
peaks are associated with the presence of rotamers. This is because the B(8)-H bond with the
highest electron density known to be easily activated in an EINS-type reaction [2] cannot be
involved in the redox process in (CH3O)2B-CoSAN. If the complex character of the signal
is associated with the three most electron-rich sites H-B(8,9,12), the deconvolution would
inherently provide a simpler pattern for (CH3O)2B-CoSAN because most of the reactive
sites B(8,8′) are blocked by substitution.

2.5. General Remarks

Herein we present the electrochemistry of hydroxy and carboxy exo-skeletal deriva-
tives of CoSAN. Present knowledge on the electrochemistry of metallacarboranes indicates
that the responses at the positive potentials could be denoted as the electrochemical oxida-
tion of the core carborane structure. The peaks located in the negative potential part are
connected with the reversible redox processes of the central Co atom. Our results indicate
that the oxidation of the polyhedral boron cage is completely irreversible. Unfortunately,
the electrochemical methods that would allow for the theoretical evaluation of these pro-
cesses are available only for reversible or quasi-reversible reactions (e.g., the Pourbaix
diagrams). Therefore, the mechanism of the studied compounds’ electrochemical responses
cannot be understood fully. The reason for the uncommon electrochemical behavior of the
boron cluster compounds may lie in their specific electronic properties. Considering the
irreversible oxidation process, the electronic density is probably removed from the B-H [44].
Due to electron delocalization over the boron cages, we can assume that the exact place of
the electron exchange cannot be defined.
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Figure 6. Deconvolution results (peak heights and position of fitted peaks) for the CoSAN,
(HOCH2)2-CoSAN and (CH3O)2B-CoSAN [44] (A). Example of measured, sum of fitted peaks and
individual fitted peaks for (HOCH2)2-CoSAN (B). All fitted curves were measured in PB of pH = 8,
500 µM concentration.

3. Materials and Methods
3.1. Synthesis

All compounds used in this study were prepared in accordance with previously pub-
lished procedures. The carbon-substituted hydroxyalkyl derivatives of the general formula
[(1-HO(CH2)n-1,2-C2B9H10)(1′,2′-C2B9H11)-3,3′-Co)]Cs and [1,1′-(1-HO(CH2)n-1,2-C2B9H10)2-3,3′-
Co] were prepared by low-temperature lithiation reaction of the Cs[(C2B9H11)2-3,3′-Co] with
BuLi in DME followed by reaction with para-formaldehyde, oxirane or trimethylene
oxide [52]. The products were isolated by chromatography and crystallization. In the
case of dihydroxyalkyl compounds, only the racemic diastereoisomer was used in this
study, and was isolated according to the procedure described in the literature [16]. The
carboxylic acids were prepared by reactions of the carbon lithiated ion with carbon diox-
ide [53]. The boron-substituted compound was isolated from reaction mixtures obtained
from acid-catalyzed reactions of cobalta bis(dicarbollide) with para-formaldehyde, as de-
scribed in the literature [59]. The compounds were characterized by NMR, MS and HPLC
methods, with results matching data published in previous papers [52,53,59].
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3.2. Electrochemistry

An Autolab 302 potentiostat (Ecochemie, The Netherlands, and now Metrohm) con-
nected to a conventional electrochemical cell with a three-electrode system was used for
the electrochemical experiments. A platinum wire (1 mm diameter, purity 99.99%, Sa-
fina, Czech Republic) counter electrode and an Ag|AgCl|3 M KCl reference electrode
(Metrohm, Switzerland) were used. A glassy carbon electrode (GCE, 2 mm diameter,
Metrohm, Switzerland) was used as the working electrode. Differential pulse voltammetry
(DPV, pulse amplitude of 25 mV, pulse width of 50 ms, and scan rate of 8 mV·s−1) and
cyclic voltammetry (step 5 mV, scan rate 100 mV·s−1) were used for the measurements. All
measurements were performed at room temperature (295 K). DPV curves were baseline
corrected before further processing. Current values were normalized to the geometrical
surface area of the used electrodes. The GCE was pretreated by mechanical polishing with
silicon carbide papers (SiC polishing papers, Struers, Denmark) and the polishing was
finalized using 1 µm diamond particles in spray-on Lecloth B polishing cloth (both Leco,
St. Joseph, MI, USA). As a final pretreatment step the GCE was sonicated in tri-distilled
water. For electrochemical measurements, phosphate buffers (PBs) of various pH values
were mixed from NaH2PO4 and Na2HPO4. The concentration of phosphate anions was
kept at 0.2 M in all solutions. The systematic formulas of metal bis(dicarbollide) ion salts
investigated in this study are given in Table 1. Cations in the salts are specified in Table 1,
and served for anion precipitation in the last synthesis step, exchanged for sodium cation
using Amberlite CG-120 (Fluka) to increase their solubility in water. Samples used in this
study were prepared as 1 mM aqueous solutions according to weighting (in some cases,
the solubility in water was lower—see Table 1). All other chemicals were purchased from
Sigma-Aldrich and were of the highest available purity, and triple-distilled water was used
as the solvent.

4. Conclusions

This study presents the electrochemistry of different carbon-substituted cobalta
bis(dicarbollide) ion derivatives, substituted with groups containing oxygen atoms, in
phosphate buffer. Our results indicate that the presence of different substituents containing
terminal hydroxyalkyl or carboxylic residues do not markedly alter the high electrochemi-
cal response of the parent CoSAN, and that some compounds show even slightly enhanced
signals. Therefore, these derivatives can be considered good building blocks with groups
suitable for the redox labelling of biomolecules. On the other hand, the electrochemical
potential in the negative interval corresponding to the reversible Co(III)/Co(II) redox cou-
ple seems to be affected more by the increasing number of substituents on the boron cage
than by their nature or the site of substitution. A second potential area of electrochemical
response corresponding to an electrochemical oxidation of the cage was also observed.
This signal is located in the positive range of potentials from +1.1 to +1.3 V and shows
complex character composed of four overlapping peaks, as follows from the deconvolution
of selected electrochemical records. The number of peaks did not change even in the case
of the boron-substituted compound used for comparison. However, the mutual intensities
of the three observed peaks indicate pH and concentration dependency. In the first case
this is connected with hydrogen bond formation between substituents in the acidic range,
which seems to result in partially limited rotation of the ligands around the central atom.
The sigmoidal character of the peak observed for higher concentrations in the latter case
might be used as a rapid diagnostic tool for aggregation of ions in aqueous solution.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10.339
0/molecules27061761/s1, Figure S1: Cyclic voltammogram of HOC2H5-COSAN, HOC3H7-COSAN,
(HOCH2)2-COSAN and (HOC2H5)2-COSAN (D) in PB, 1000 µM concentration, GCE, pH = 8,
scan rate ν = 100 mV·s−1. Figure S2: pH dependencies of HOC2H5-COSAN, HOC3H7-COSAN,
(HOCH2)2-COSAN and (HOC2H5)2-COSAN for 200 µM concentration, GCE. Figure S3: Concentration
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dependencies of HOC2H5-COSAN, HOC3H7-COSAN, (HOCH2)2-COSAN and (HOC2H5)2-COSAN
at pH 8, GCE.
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Abstract: The electrochemical properties of methylisothiazolinone (MIT), the most widely used
preservative, were investigated by cyclic (CV) and differential pulse voltammetry (DPV) to develop
a new method for its determination. To our knowledge, this is the first demonstration of a voltam-
metric procedure for the determination of MIT on a boron-doped diamond electrode (BDDE) in a
citrate–phosphate buffer (C-PB) environment. The anodic oxidation process of methylisothiazoli-
none, which is the basis of this method, proved to be diffusion-controlled and proceeded with an
irreversible two-electron exchange. The radical cations, as unstable primary products, were converted
in subsequent chemical reactions to sulfoxides and sulfones, and finally to more stable final products.
Performed determinations were based on the DPV technique. A linear calibration curve was obtained
in the concentration range from 0.7 to 18.7 mg L−1, with a correlation coefficient of 0.9999. The
proposed procedure was accurate and precise, allowing the detection of MIT at a concentration level
of 0.24 mg L−1. It successfully demonstrated its suitability for the determination of methylisothia-
zolinone in household products without the need for any separation steps. The proposed method can
serve as an alternative to the prevailing chromatographic determinations of MIT in real samples.

Keywords: methylisothiazolinone; boron-doped diamond electrode; voltammetry

1. Introduction

Many groups of water-based products, including cosmetics, personal care products,
household products, and pharmaceuticals, require protection from microorganisms (fungi
and bacteria) to ensure their properties, suitability, and safety for users and to extend
their shelf life. Such functions are performed by preservatives. These are the compounds
that, when added at relatively low concentrations to protected objects, block, destroy,
inactivate and prevent the action of harmful organisms by chemical and/or biological
means. Preservatives are characterized by their diverse chemical structure. Literature data
show that the most numerous group of preservatives comprises isothiazolinones and other
nitrogen compounds. Isothiazolinone derivatives, such as methylisothiazolinone (2-methyl-
4-isothiazolin-3-one, MIT), methylchloroisothiazolinone (5-chloro-2-methyl-4-isothiazolin-
3-one, CMIT), and 4,5-dichloro-2-octyl-4-isothiazolin-3-one (DCOIT) (Scheme 1), are used
in various types of consumer products such as cosmetics (moisturizers, eye shadows,
and make-up removers), hair and skin care products [1–3], adhesives [4], water-based
paints [5], hydraulic fracturing fluids [6], biodiesels [7], reverse osmosis systems for water
desalination [8], cooling water treatment [9], household products [3], and in the textile
and paper industries [10]. This widescale use is due to their excellent biocidal proper-
ties at low concentrations, which in turn, are related to the active and oxidation-prone
sulfur molecule.

In the past, a mixture of methylisothiazolinone and methylchloroisothiazolinone in a
ratio of 1:3 (trade names: Kathon CG, Euxyl 400) was mainly used, but it was not until MIT
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started to be used in higher concentrations due to its allergenic effect that it was supposed
to be a better-tolerated chemical compound [11–13]. However, it has also been shown in
the literature to be highly allergenic [14,15]. Occupational cases of allergy to this compound
involve medical personnel, painters, turners, mechanics, catering workers, cleaning staff,
hairdressers and beauticians [16,17]. In 2013, MIT was announced as allergen of the year by
the American Contact Dermatitis Society [18]. For this reason, the use of MIT in leave-on
products was banned in 2016 [19]. In turn, in 2017, the European Commission published a
new regulation limiting the use of MIT in rinse-off products to a maximum concentration
of 0.0015% [20].
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The widespread use of isothiazolinones, as well as numerous reports in the litera-
ture on their harmful effects on the human body, make it important to quantify them in
various matrices. The determination of isothiazolinones is most commonly performed by
high-performance liquid chromatography (HPLC) [2,3,5,21–28] and sometimes by ultra-
high-performance liquid chromatography (UHPLC) [1,10,29,30]. Gas chromatography
(GC) is a much less commonly used technique for this purpose [28]. Mass spectrometry
(MS) [25,28] and tandem mass spectrometry (MS/MS) [1,3,5,10,24,26,27,31] predominate as
detection methods in the chromatographic analysis of these biocides. Spectrophotometric
detectors in the UV range are also frequently used [2,21–23,29,30,32]. To our knowledge,
only one method for the determination of MIT by HPLC coupled with electrochemical
detection (ECD) has been developed to date. Abad-Gil et al. [33] used their previous
studies on the voltammetric determination of MIT with a the gold electrode [34] to develop
a procedure for the simultaneous chromatographic determination of antimicrobial agents
in cosmetics. The LOD value of 30 µg L−1 obtained for MIT is lower than those previously
reported for HPLC with UV detectors [2,21,29,30] and comparable for MS/MS [1]. The
advantage of chromatographic techniques is excellent selectivity and sensitivity, allow-
ing the simultaneous determination of many analytes and achieving low detection limits.
Their serious drawbacks are expensive and complex equipment and the consumption of
many reagents necessary to prepare the sample for analysis (clean-up, extraction or/and
derivatization) and elution. Analytical methods based on voltammetry may be an attrac-
tive alternative for the determination of isothiazolinones. They do not require expensive
equipment, and sample preparation is often limited to dissolving a sample in a suitable
medium. They are equal in sensitivity and precision to chromatographic techniques [34,35].

To our knowledge, only four papers published to date deal with the voltammetric
determination of isothiazolinones [34–37]. According to Abad-Gil et al. [34], MIT can be
successfully determined on a gold anode in phosphate buffer solutions at pH 6 using
square wave voltammetry (SWV) with a linear response up to 53 mg L−1. Using adsorptive
stripping voltammetry (SWAdSV), it was possible to analyze samples containing MIT at
very low concentrations ranging from 0.027 to 0.12 mg L−1. The LOD and LOQ values
obtained were 2.8 and 9.4 mg L−1 for SWV and reached significantly lower values of
up 0.008 and 0.027 mg L−1 for SWAdSV. The same group of researchers developed a
voltammetric method for the determination of MIT in cosmetic and water samples using a
screen-printed electrode (SPCE) modified with poly(diallyldimethylammonium) (PDDA)
nanocomposite membranes containing a gold nanoparticles (AuNp) [35]. The experiments
were performed using the cyclic voltammetry (CV) technique in 0.1 M NaOH solutions. This
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method allowed the determination of MIT in a concentration range from 8.7 to 36 mg L−1

and with the LOD and LOQ values of 2.6 and 8.7 mg L−1, respectively. No interferences
were observed in the presence of many cations and organic compounds.

A simple differential pulse voltammetric (DPV) method for the quantification of MIT
and CMIT in cosmetics using the standard additional method developed by Wang et al. [36].
The determinations were preceded by the extraction of the analytes with dichloromethane.
It was shown that the best results were obtained using carbon fiber (CF) microelectrode in
solutions of 0.1 M LiClO4 (pH 6.04). The linearity of the method was found over the range
of 2–260 mg L−1 and 4–230 mg L−1 for MIT and CMIT, respectively.

An interesting indirect DPV method based on the interaction of cysteine with MIT and
CMIT for their voltammetric determination on a glassy carbon electrode (GCE) in phosphate
buffer solutions was proposed by Montoya et al. [37]. The specificity of these interactions
and low peak potential values minimized the interference from matrix components. The
determinations were based on the decrease in the cysteine oxidation signal with increasing
biocide concentration.

The limited number of procedures developed for the voltammetric determination of
isothiazolinones is probably due to little knowledge of their electrochemical properties in
different environments. As far as we know, no systematic studies of the electrochemical
properties of isothiazolinones have been conducted to find the optimal conditions for their
voltammetric determination in real samples. The anodic oxidation of these biocides, most
commonly MIT, CMIT, and DCOIT, has mainly been studied during the development
of methods for their electrochemical degradation [38–41] or determination [34,37]. The
working electrodes made of various materials such as Ti/SnO2-Sb/PbO2 [38], Sb2O3/α,
β-PbO2 [39], boron-doped diamond (BDD) [40], and carbon fiber felt (CFF) [41] have been
used. All the oxidative degradation pathways described involved a ring-opening reaction
and the breaking of the weak sulfur–nitrogen bond in MIT molecules is postulated [38,40],
but cleavage of the carbon–carbon double bond is also considered [39,41]. Subsequent
oxidation, hydrolysis, and loss of sulfur, as well as its conversion to SO4

2− lead to the
formation of many compounds, including N-containing products with fewer carbon atoms,
organic acids (acetic and formic), which can eventually be slowly converted into CO2, NO3

−,
H2O, and additionally into HCl during CMIT oxidation [38–40]. In the case of a CFF-based
flow-through electrode system (FES) the electrochemical degradation of MIT was via direct
anodic oxidation, where the organic sulfur was oxidized to an unstable sulfoxide or sulfone
structure [41]. The possibility of direct oxidation of isothiazolinones on the surface of a BDD
anode was demonstrated by Kandavelu et al. [40]. The CV curves recorded in the presence
of these compounds consisted of a well-defined anodic peak at 1.72 V and a shoulder
at 1.58 V vs. SCE. The shape of the signals resulted from the overlapping of the two
characteristic oxidation peaks of CMIT and MIT, respectively. The absence of any cathodic
peaks indicated irreversible oxidation of the biocides. The same voltammetric technique
was used to study the electrochemical properties of MIT on a gold electrode in phosphate
buffer solutions in the pH range of 2–10 by Abad-Gil et al. [34]. The anodic oxidation of
this compound was shown to be an irreversible and diffusion-controlled process in which
two electrons and two protons were exchanged to yield sulfoxides and, ultimately, sulfones.
Unlike other cited researchers [38–41], the authors of [34] did not include the ring-opening
reaction in the proposed MIT oxidation mechanism. The results obtained were applied to
the voltammetric determination of MIT [34] and to the construction of an electrochemical
detector in HPLC for the detection of various antimicrobial agents, including MIT in
cosmetic products [33]. The two-electron anodic oxidation processes of MIT, CMIT, and
DCOIT in phosphoric acid and phosphate buffer solutions (pH 2–11) on GCE with their
ring-opening were postulated by Montoya et al. [37]. The CV curves recorded in the studied
solutions showed a poorly shaped MIT oxidation peak at a potential of about 1.5 V vs.
Ag/AgCl. When CMIT was anodically oxidized, two overlapping peaks appeared at the
same potential as the MIT peak. The oxidation of DCOIT in this environment occurs at
potentials higher than those characteristic for MIT and CMIT (about 1.7 V vs. Ag/AgCl).
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Considerably better-shaped peaks were obtained when the DPV technique was used. The
anodic peak potentials of all three biocides remain constant up to pH 6 and decrease slightly
above this pH value. This indicates that protons are not involved in the electrode reaction.
The results show that all the biocides studied undergo a two-electron anodic ring-opening
oxidation. The oxidation process is of ECE type in which the rate-determining step is a
chemical reaction placed after the first partially reversible electron transfer.

To our knowledge, there has been no work to date on the use of a boron-doped
diamond electrode (BDDE) for the voltammetric determination of isothiazolinones. No
have citrate-phosphate buffer solutions been used for this purpose. Therefore, this study
aims to investigate the electrochemical properties of MIT—the major isothiazolinone on
BDDE in aqueous buffer solutions—to test the possibility of developing a voltammetric
method for its determination in real samples.

2. Results and Discussion
2.1. Selection of the Best Voltammetric Conditions

In order to obtain an optimal environment for the investigation of the electrochem-
ical properties of MIT, as well as for its voltammetric determination, the DPV curves
were recorded in various types of buffer solutions in buffer-specific pH ranges (Figure 1).
Britton-Robinson (B-RB), acetate (AcB), phosphate (PB), citrate (CB), and citrate–phosphate
(McIlvaine, C-PB) aqueous buffers were tested. The position and shape of the curves, as
well as the peak currents, were found to be closely dependent on the type of buffer and its
pH. In each of the buffer solutions tested, it was found that there was a pH at which the
peak current, Ip reached a maximum value. The curves corresponding to such conditions
are shown in Figure 1B.
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ity of future determinations were observed in the McIlvaine buffer. In all other buffer so-
lutions, asymmetric curves (CB) or much lower peak currents, Ip (B-RB, AcB, PB) were 

Figure 1. (A) Relationship between MIT (10.38 mg L−1) oxidation peak current, Ip and the pH
obtained in buffer solutions: B-RB, AcB, PB, CB, and C-PB on BDDE. (B) DPV curves (dE = 20 mV)
recorded in tested solutions at pH (given in parenthesis) guaranteeing the maximum value of the
peak current.

The best-shaped curves with the highest current intensity to guarantee high sensitivity
of future determinations were observed in the McIlvaine buffer. In all other buffer solutions,
asymmetric curves (CB) or much lower peak currents, Ip (B-RB, AcB, PB) were obtained.
The data presented in Figure 1 indicate that optimal conditions can be obtained in C-PB
solutions at pH 5.6. The oxidation of the analyte in this environment proceeds in one step
giving a well-defined peak at a potential of about 1.535 V vs. Ag/AgCl. The DPV peak
width at half height, W1/2 of 0.130 V is well above the theoretical predicted for reversible
exchange of electron, n (W1/2 = 0.0904/n V at 25 ◦C [42]). This indicates an irreversible
anodic oxidation of MIT. The same was observed in other buffers. Therefore, the McIlvaine
buffer, pH 5.6, was chosen for further studies. It should be noted that the concentration
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of CP-B buffer components has no significant effect on the magnitude and shape of the
MIT signal.

The next part of the experiments was the selection of the optimal working electrode
material. For this purpose, DPV curves were recorded in the chosen composition of the
solution on electrodes made of gold (Au), platinum (Pt), glassy carbon, and boron-doped
diamond (Figure 2). When the electrode material was gold, to prevent its oxidation,
the curves were recorded at 1.4 V. The only signal appeared at a potential of about 1 V.
However, it cannot be associated with MIT because it also occurs in the case of the DPV
curve recorded for the supporting electrolyte itself. This signal may be related to the
formation of an oxide layer on the surface of the gold electrode. In the presence of MIT,
only a slight increase in this signal was observed, which may suggest that oxidation of
methylisothiazolinone takes place on the oxide layer. Another reason for the lack of a clear
signal for MIT oxidation may be the blocking of the electrode surface by the analyte caused
by the affinity of sulfur to gold. The signals recorded on GCE and platinum at potentials of
about 1.7 and 1.8 V, respectively, are poorly shaped, unreproducible, and thus unsuitable
for analytical purposes. The best-shaped and symmetrical MIT oxidation curve with the
lowest residual currents was obtained on a boron-doped diamond electrode (Figure 2).
In addition, this material provides the best repeatability of successively recorded curves.
Therefore, BDDE with a diameter of 3 mm was used in further studies.
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Figure 2. Comparison of DPV curves (dE = 20 mV) recorded in C-PB buffer (pH 5.6) containing MIT
(10.38 mg L−1) on different electrode materials (each Φ = 3 mm, given in the curves). The dashed line
shows the curve recorded for the supporting electrolyte on the gold electrode.

In order to optimize the measurement conditions, the influence of the operating
parameters of the DPV technique was also studied. They should ensure the best-shaped
curves obtained, high resolution of signals, and the maximum peak current guaranteeing
the highest sensitivity and, thus, achieving low detection limits. The operating parameters
of the DPV technique and their test values are shown in Table 1. It was noted that Ip
increased gradually as the DPV amplitude (dE) increased. Since values of dE greater than
50 mV cause a sharp increase in W1/2, and thus reduce the resolution of the signals, an
amplitude of 50 mV was chosen for further study. Considering the shape and MIT oxidation
peak current, the potential step of 5 mV and the pulse width of 80 ms were selected.

Table 1. Optimization of DPV parameters.

Parameter Tested Values Optimal Value

Amplitude, dE/mV 5–150 50
Potential step, Es/mV 2–13 5

Pulse width/ms 20–140 80
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2.2. Electrochemical Properties of MIT in C-PB

The electrochemical properties of MIT on BDDE were performed in an experimentally
selected C-PB buffer (pH 5.6). For this purpose, cyclic voltammetry was used. This
voltammetric technique is usually applied to investigate the reduction and oxidation
processes of both organic and inorganic species and to study their mechanisms. The
analysis of CV curves allows obtaining information on the characteristics of electrode
processes and accompanying homogeneous reactions, electrochemical properties of the
analyzed substances, as well as their reduction or oxidation products.

The preliminary investigations indicate that MIT undergoes anodic oxidation in the
applied environment giving a well-shaped, single peak at a potential above 1.5 V vs.
Ag/AgCl. The selected CV curves of MIT recorded in the potential window from −1.2 to
2.0 V are shown in Figure 3. The position of the signal is similar to those reported in the
literature and observed in other buffer solutions [36,37,40]. A characteristic feature of the
CV curves recorded on BDDE, both in the absence and presence of MIT, were very small
residual currents. The observed signal position corresponds to the DPV curves recorded
in the same buffer solution (Ep = 1.535 ± 0.005 V vs. Ag/AgCl; Figure 1). The unlimited
current increase above 1.8 V is related to the oxidation of the buffer components. As Figure 3
shows, no corresponding reduction peak is observed over a wide cathodic potential range.
The cathodic signal did not appear even when the scan rate increased, and the polarization
direction, Eλ was reversed near the anodic peak (Figure 3, inset). The reason for this can
be due to a completely irreversible electrode reaction or instability of the primary MIT
oxidation product, which may participate in the following homogeneous reaction near the
electrode surface. This chemical reaction can transform it into non-electroactive products
or those that were not reducible in the potential range available in the environment studied.
Other researchers have also observed the absence of a cathodic peak on the CV curves
recorded in the presence of these compounds [37,40].
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Figure 3. CVs (v = 50 mV s−1) for MIT oxidation (10.38 mg L−1) recorded on a BDDE in C-PB solution
(pH 5.6). The dashed line is the residual current. Inset: CVs (v = 500 mV s−1). The direction of
electrode polarization was reversed from anodic to cathodic at potentials Eλ = 1.6; 1.7; 1.9 V.

In the next stage of the experiments, the influence of the scan rate, v in the range of
0.0062 to 0.5 V s−1, on the MIT peak current and its peak potential was investigated. The
CV curves shown in Figure 4 indicate the peak currents increase as the potential scan rate
increases. According to the Randles-Sevcik equation, a linear relationship was observed
between the anodic peak current and the square root of the scan rate (Ip (µA) = 38.26 v1/2

(V s−1)1/2 + 3.34, r = 0.9999, Figure 4, inset A). This indicates that the electrode process is
controlled by the diffusion of the analyte onto the surface of the working electrode. This
conclusion is confirmed by the plot of log Ip vs. log v (log Ip (µA) = 0.41 log v (V s−1) + 1.60,
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r = 0.9995, Figure 4, inset B), whose slope of 0.41 is close to the theoretical value of
0.5 characterizing diffusion-controlled processes [42,43].
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rates: (a) 6.2; (b) 12.5; (c) 25; (d) 50; (e) 100; (f) 250; (g) 500 mV s−1. Insets: (A) the relationship between
anodic peak currents, Ip, and the square root of scan rate, v1/2; (B) the dependence log Ip = f(log v);
(C) the dependence Ep = f(log v).

When recording successive scans without cleaning the electrode surface, a small and
gradual decrease in peak currents was observed. The largest changes were noticed between
the first and second cycles (a 15% decrease in the peak current). Subsequently, the peak
currents decreased by 8% and 2% between cycles 2 and 3, and 3 and 4, respectively. This
indicates that the oxidation of MIT was accompanied by passivation of the electrode and,
thus, a reduction in its active surface area. The peaks in successive cycles reached a stable
height. Since the anodic oxidation of MIT is diffusion-controlled, the decrease in the peak
current can be attributed to the partial adsorption of the final products of the electrode
process. The reproducibility of the successively recorded curves was restored by applying
cathodic polarization in the region of the hydrogen evolution potential (−1.2 V by 30 s).
A similar decrease in the anodic peak current, corresponding to the oxidation of MIT and
CMIT on BDDE in aqueous Na2SO4 solutions, was observed by Kandavelu et al. [40].
However, the electrode activity was restored in the region of water decomposition potential
(>2.3 V vs. SCE).

The CV curves shown in Figure 4 indicate that the peak potential of the MIT oxidation,
Ep, slightly shifted toward more positive with an increase in the potential scan rate. This
indicates that the anodic oxidation of MIT is not reversible. To check the reversibility of the
electrode process, a criterion based on the difference between the peak potential and the
potential corresponding to 1/2 the peak current (Ep − Ep/2) was applied. The theoretical
value characteristic of the reversible process is 0.0564/n V [42] at 298 K. The experimental
values are higher than the theoretical ones, and they increased with an increasing potential
scan rate from 0.078 V to 0.093 V (for v = 0.025 and 0.500 V s−1, respectively). This
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confirms that the anodic oxidation of MIT is irreversible. In this case, the relationship
between Ep and Ep/2 is described by the equation Ep − Ep/2 = 0.0477/neα V, where α is
the transfer coefficient, and ne—the number of electrons exchanged in a rate-determining
step [42,43]. Since most often ne = 1, the value of α can be easily obtained from this
equation [43]. An α value in the range of 0.61 to 0.51 was obtained for scan rates of 0.025 to
0.500 V s−1. The irreversibility of this electrode reaction is confirmed by the relationship
between the peak potential and the log of the scan rate shown in Figure 4, inset C. In this
case, the peak potential should be a linear function of v and described by the equation:
Ep (V) = (2.303RT/2αnF) log[v (V s−1)] + const. [42], where n is the total number of electrons
transferred. The theoretical value of the slope of this relationship at 298 K should be
0.030/αn V per decade change in scan rate. The experimentally obtained dependence
(Figure 4, inset C) is described by the equation: Ep (V) = 0.03093 log v + 1.624 (r = 0.9997).
The slope of this curve is close to the theoretical one predicted for a 2-electron irreversible
electrode reaction at the experimental value of the transfer coefficient, α close to 0.5. The
anodic oxidation of MIT thus proceeds with an irreversible exchange of two electrons.

The contribution of protons in the electrode process was checked for the effect of pH
on the peak potentials of the CV curves in the range from 2.4 to 6.0. The obtained results
indicate that an increase in pH caused only a slight shift in the oxidation peak potentials
toward less positive values (data not shown). The obtained plot of peak potential, Ep vs. pH
is linear and is expressed by the equation: Ep (V) = 1.605 − 0.0041 pH (r = 0.998). A slight
slope of this relationship (0.0041 V/pH) deviates significantly from the theoretical one
expected for an equal number of protons and electrons involved in the electrode reaction
(0.0591 V/pH). These results indicate that the anodic oxidation of MIT in the tested pH
range proceeds without proton exchange. They are consistent with the results obtained by
Montoya et al. [37] on GCE in phosphate buffer solution.

2.3. Mechanism

The results obtained indicate that the anodic oxidation of MIT on BDDE in a citrate-
phosphate buffer solution is diffusion-controlled and proceeds with an irreversible ex-
change of two electrons. Protons, however, do not participate in this heterogeneous reac-
tion. In addition, the primary product is unstable and undergoes an irreversible chemical
reaction near the surface of the working electrode. This is evidenced by the absence of
cathodic peaks in the CV curves (Figures 3 and 4). Taking into account the results obtained,
a probable mechanism for the anodic oxidation of MIT in C-PB was proposed, which is
shown in Scheme 2. Given the susceptibility of sulfur to oxidation and its easy access to the
electrode surface, the electrode process can proceed with its participation. The irreversible
loss of the first electron (Ei1) leads to the formation of an unstable radical cation. This
primary product can react with a water molecule, leading to the formation of sulfoxide.
The sulfoxide thus formed can undergo a second irreversible stage of one-electron anodic
oxidation (Ei2) to a radical cation, which is then transformed into a sulfone molecule under
the influence of water. The oxidation of MIT to sulfoxides and sulfones has been suggested
in studies of their direct electrochemical degradation on carbon fiber felt [41] and on a
gold electrode [33,34]. Both sulfoxides and sulfones are unstable [41] and can undergo
subsequent chemical reactions, including breaking the weakest sulfur–nitrogen bond and
opening the ring [38,40]. These homogeneous chemical reactions can lead to the loss of a
sulfur atom and its conversion to SO4

2− ions and the formation of many stable compounds,
such as N-containing products with fewer carbon atoms, NO3

− ions, and organic acids
(acetic and formic) [38–41]. It is worth noting that the presented mechanism is only proba-
ble and consistent with the literature data. Our laboratory has not been able to identify the
primary and final products.

2.4. Validation of the MIT Determination Method

The applicability of the proposed voltammetric method for the determination of
methylisothiazolinone was examined by measuring the peak current as a function of an-
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alyte concentration using the optimized parameters of the DPV technique. Figure 5 and
inset A display the DPV curves at different MIT concentrations. It was found that the peak
current increases linearly with increasing its concentration in the range of 0.7–18.7 mg L−1

(Figure 5B). The calibration curve was described by the equation: Ip (µA) = (1.147841 ± 0.032)
× c (mg L−1) − (0.095063 ± 0.087), r = 0.9999 (n = 25). Based on the standard deviation of the
intercept Sb, and the slope a of the calibration curve, the detection limit (LOD = 3.29 Sb/a)
of MIT was determined to be 0.24 mg L−1. This is well below the legal level allowed in
cosmetics [20]. The LOD value is lower than those obtained by HPLC-DAD [2,21], square
wave [34], cyclic voltammetry [35], comparable to the value for UHPLC-PDA [30] and
higher for GC-MS [28], HPLC-MS/MS [27] and adsorptive stripping voltammetry [34].
Additionally, McIlvaine buffer pH 5.6 provides one of the wider useful concentration ranges
compared to the literature data [21,29,34,35].
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Scheme 2. Proposed mechanism of MIT oxidation.

The intra-day reproducibility was determined by recording DPV curves (n = 10) in
0.75 mg L−1 MIT solution. The obtained relative standard deviation (RSD) of the peak
current of 0.6% demonstrates the excellent repeatability of the developed method. The inter-
day precision of the results was determined by measuring Ip over a period of 5 consecutive
days using the same solution, and the RSD value obtained was 1.1%.

To evaluate the selectivity of the procedure, the influence of possible interfering species,
such eugenol, methyl paraben, 4-hydroxybenzoic acid, and also inorganic ions K+, Na+,
Mg2+, Ca2+, SO4

2−, NO3
− which can be found in cosmetics and household products along

with MIT, were investigated. The impact of the 10-fold excess of interferences concentration
on the peak currents of MIT did not exceed 5%. These results indicate that it is possible to
determine methylisothiazolinone in the presence of these interferents.
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The developed method was verified by control determinations (the procedure de-
scribed in Section 3.3). The methylisothiazolinone content of a selected household product
was determined in the same way. The example curves are shown in Figure 6A. The content
of the analyte in the solution was determined using mEAlab 2.1 software based on the
dependence of the peak current on the concentration of the standard (Figure 6B). The
resulting concentration in the real sample was then converted to the content in 1 g of
product and statistically analyzed (Table 2).
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Figure 6. (A) DPVs recorded in a solution containing (a) Perwoll (V0 = 2.0 mL) and after addition of
the MIT standard solution (207.4 mg L−1) with the volume of: (b) 50 µL, (c) 100 µL, (d) 150 µL, (e) 200
µL. (B) DPV curves from (A) after subtracting the background current. (C) Calibration plots for five
determinations in the standard addition method.

Based on the analysis of the results of control determinations and those obtained
in the solution of the selected household product, it was concluded that the developed
procedure for the voltammetric determination of methylisothiazolinone was accurate
(recovery, R = 99.0–99.5%, without Perwoll matrix) and precise (RSD ≤ 1.0%). The MIT
content in control solutions with the matrix is consistent with the sum of the amounts
introduced and determined in the matrix.
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Table 2. Results of the methylisothiazolinone determination in control and in household products
by DPV.

Sample MIT Taken/
mg L−1

1) MIT Found/
mg L−1 % (w/w)

2) RSD/%
(n = 5)

3) R/%

Control 0.96 0.95 ± 0.02 - 1.0 99.0
Control 4.98 4.96 ± 0.03 - 0.5 99.5

Control with Perwoll matrix 0.96 5.17 ± 0.04 0.0126 ± 0.001 0.7 538.5
Control with Perwoll matrix 4.98 9.15 ± 0.04 0.0224 ± 0.001 0.4 183.7

Perwoll - 4.31 ± 0.03 0.0103 ± 0.0001 0.6 -
1) x = xav ± t0.95 Sav for n = 5 and t0.95 = 2.776 (tabulated), Sav—denote standard deviation of mean, 2) relative
standard deviation, 3) Recovery, R = (xav/concentration involved) × 100%.

3. Materials and Methods
3.1. Reagents

All the reagents were of high quality and were used as received: 2-methyl-1,2-thiazol-
3(2H)-one (MIT, ≥95%, Sigma-Aldrich, St. Louis, MO, USA), sodium acetate (CH3COONa,
AcNa, anhydrous, >99.0%, Merck, Darmstadt, Germany), sodium citrate (Na3C6H5O7
× 2H2O, ≥99.0%, Sigma-Aldrich, St. Louis, MO, USA), disodium hydrogen phosphate
(Na2HPO4, anhydrous, ACS, Reag. Ph Eur, Merck, Darmstadt, Germany), potassium
dihydrogen phosphate (KH2PO4, anhydrous, ACS, Reag. Ph Eur, Merck, Darmstadt,
Germany), sodium hydroxide (NaOH, p.a., 98.8%, Pol-Aura, Olsztyn, Poland), glacial
acetic acid (CH3COOH, AcH, p.a. ACS, Merck, Darmstadt, Germany), phosphoric acid
(H3PO4, 85 wt.%, Sigma-Aldrich, St. Louis, MO, USA), citric acid (H3C6H5O7, ≥99.5%,
Sigma-Aldrich, St. Louis, MO, USA), sulfuric (VI) acid (H2SO4, p.a., 95 wt.%, Chempur,
Piekary Slaskie, Poland). Perwoll washing liquid (Henkel, Wien, Austria) was used as an
example of the MIT determination in the real sample.

Britton–Robinson buffer (B-RB) solutions were prepared by mixing phosphoric acid,
boric acid, and acetic acid (all at a concentration of 0.04 mol L−1). Their pH ranged from
2.0 to 10.0 and was adjusted with 0.2 mol L−1 NaOH. A series of McIlvaine buffers (citrate-
phosphate buffers, C-PB) with pH in the range of 2.4–8.3 was obtained by mixing different
volumes of 0.4 mol L−1 disodium hydrogen phosphate and 0.2 mol L−1 citric acid. Citrate
buffers (CB) were prepared by mixing 0.2 mol L−1 solutions of citric acid and sodium
citrate in different volumes. The pH range of these buffer solutions was from about 3.0 to
5.9. Phosphate buffers (PB) were prepared by mixing 0.2 mol L−1 solutions of disodium
hydrogen phosphate and potassium dihydrogen phosphate in various amounts. The pH
range of these buffer solutions was from about 5.9 to 7.5. Acetate buffers (AcB) were
obtained by mixing 0.2 mol L−1 solutions of acetic acid and sodium acetate to obtain the
desired pH in the range of 3.8 to 5.7. Double-distilled water was used to prepare the
buffer solutions.

3.2. Apparatus

The voltammetric experiments were performed using a computer-controlled Model
M161 electrochemical analyzer cooperating with EALab 2.1. software (mtm-anko, Cracow,
Poland). A three-electrode glass measuring cell with a volume of 10 mL consisted of
a boron-doped diamond electrode, BDDE with a diameter of 3 mm (BioLogic Science
Instruments, Seyssinet-Pariset, France), a platinum wire (BASi, West Lafayette, IN, USA),
and Ag/AgCl with 3 mol L−1 KCl (Mineral, Warsaw, Poland) as the working, counter
and reference electrode, respectively. Some experiments were carried out using working
electrodes of platinum, gold, and glassy carbon with a diameter of 3 mm (each BASi, West
Lafayette, IN, USA).

The pH of the buffer solutions was measured using a CX-732 multifunction meter
with a sensor consisting of a glass indicator electrode and an Ag/AgCl reference electrode
(Elmetron, Zabrze, Poland).

All experiments were conducted at a constant temperature of 25 ± 1 ◦C.
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3.3. Electrochemical Measurements

The EC behavior of MIT on BDDE was studied by cyclic and differential pulse voltam-
metry. Prior to all the voltammetric experiments, the BDDE surface was mechanically
polished with 0.01 µm alumina powder slurry on a polishing cloth, then sonicated in dis-
tilled water and dried. In the next stage, the electrode surface was cathodically activated in
1 mol L−1 H2SO4, at a potential of −2.4 V, for a period of 5 min [44,45]; this procedure was
repeated each day before starting all voltammetric measurements. The BDDE surface did
not require additional treatment between the registrations of the voltammetric curves. This
pre-treatment method guaranteed the highest activity of the electrode surface and, thus, the
highest MIT oxidation currents, and the best reproducibility of voltammetric curves. The
CV curves were recorded at scan rates from 6.2 to 500 mV s−1 in the potential range of −1.2
to 2.0 V vs. Ag/AgCl. To improve the electrode response, the DPV technique parameters,
such as a potential step, the pulse width, and the pulse amplitude, were optimized. Their
values are shown in Table 1. The DPV curves were recorded in the potential range of 1.0 V
(beginning) to 1.8 V (end) vs. Ag/AgCl. The reproducibility of the successively recorded
curves was restored by applying cathodic polarization in the area of the hydrogen evolution
potential (−1.2 V by 30 s).

The main voltammetric measurements were carried out on BDDE in an experimentally
selected citrate-phosphate buffer solution at pH 5.6. The calibration procedure was based
on the DPV curves of MIT oxidation in the concentration range of 0.24 to 27.1 mg L−1. Test
solutions with the desired amount of MIT were obtained by dissolution in an appropriately
defined pH buffer.

The quantitative analysis was carried out by the multiple standard addition method.
Optimal determination conditions were obtained using the MIT standard at a concentration
that guaranteed a significant increase in the analytical signal. The appropriate standard
was added in portions of 50 µL to 2.0 mL to the solution of the test preparations. The
sample preparation procedure was limited only to dissolving the product in a solution of
citrate–phosphate buffer at pH 5.6. The test product was introduced in such an amount as
to obtain an analyte signal suitable for quantitative analysis.

The reliability of the procedure was checked by control determinations at two MIT
concentration levels of 0.96 and 4.98 mg L−1, without and with the addition of a matrix
(about 1 g of the Perwoll product containing MIT). The DPV curves were recorded in the
stock solution and after the successive additions of the methylisothiazolinone standard. The
constructed relationship Ip = f(cMIT) was used to determine the concentration of the analyte.
The procedure was repeated five times, and the results were subject to statistical analysis.

4. Conclusions

The obtained results indicate that citrate-phosphate buffer solution at pH 5.6 is a
suitable medium for studying the electrochemical properties of methylisothiazolinone
and its determination. The process of the anodic oxidation of MIT is characterized as
diffusion-controlled and proceeds with an irreversible exchange of two electrons. Based
on this electrode reaction, a new voltammetric method was developed using DPV on a
boron-doped diamond electrode for the determination of MIT. To the best of our knowledge,
this is the first procedure using C-PB and BDDE for this purpose. A linear relationship
was obtained between the MIT concentration and the current response in the range of
0.7 to 18.7 mg L−1, with a detection limit of 0.24 mg L−1, which is lower than those ob-
tained by square wave and cyclic voltammetry presented in the literature. The developed
procedure is accurate and precise, and its utility was successfully demonstrated in the
determination of methylisothiazolinone in household products. Its advantage is the sim-
plicity of sample preparation, which does not require any separation steps, thus reducing
the time of analysis. In addition, the use of aqueous buffer solutions and small sample
volumes make the proposed method compliant with the principles of green chemistry.
Consequently, the developed procedure can be a useful tool for quality control analysis of
products containing MIT.
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Abstract: Two-dimensional materials have wide ranging applications in electronic devices and cata-
lysts owing to their unique properties. Boron-based compounds, which exhibit a polymorphic nature,
are an attractive choice for developing boron-based two-dimensional materials. Among them, rhom-
bohedral boron monosulfide (r-BS) has recently attracted considerable attention owing to its unique
layered structure similar to that of transition metal dichalcogenides and a layer-dependent bandgap.
However, experimental evidence that clarifies the charge carrier type in the r-BS semiconductor is
lacking. In this study, we synthesized r-BS and evaluated its performance as a semiconductor by
measuring the Seebeck coefficient and photo-electrochemical responses. The properties unique to
p-type semiconductors were observed in both measurements, indicating that the synthesized r-BS
is a p-type semiconductor. Moreover, a distinct Fano resonance was observed in Fourier transform
infrared absorption spectroscopy, which was ascribed to the Fano resonance between the E(2) (TO)
phonon mode and electrons in the band structures of r-BS, indicating that the p-type carrier was
intrinsically doped in the synthesized r-BS. These results demonstrate the potential future application
prospects of r-BS.

Keywords: rhombohedral boron monosulfide; two-dimensional materials; seebeck coefficient

1. Introduction

Two-dimensional (2D) materials exhibit unique properties such as a large surface
area and unique electronic states [1–3]. Hence, they have potential applications in the
development of superior electronic devices and catalysts. Among them, boron has a
number of stable structures owing to its polymorphism [4–6]. Theoretical predictions
indicate that borophene [6–9], boron hydride [10], boron sulfide [11], boron oxide [12], and
boron phosphide [13] form stable 2D phases; hence, these structures have attracted much
attention as targets for developing new 2D materials [14]. Among them, rhombohedral
boron monosulfide (r-BS) has been successfully synthesized experimentally [15] and is
theoretically predicted to exhibit excellent thermal conductivity [16] and high hydrogen
storage performance via alkali modification [17]. Moreover, experimental reports have
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indicated that r-BS can be easily exfoliated from bulk to nanosheets physically in the
air [18]. Furthermore, experimental results as well as density functional theory (DFT)
calculations have shown that the bandgap of r-BS varies with the number of layers [18].
Hence, r-BS has the potential for a wide range of applications. By contrast, the bandgap
of r-BS is always indirect and independent of the number of layers, according to the
theoretical calculations [18], which is in sharp contrast to the case of intriguing 2D materials
like MoS2, which shows a transition from indirect to direct bandgap by changing the
number of layers from bulk to monolayer [1]. As for the effective mass of r-BS, the average
effective electron and hole masses are reported to change from 0.41 to 0.29 and 0.57 to
6.95 by changing the number of layers from bulk to monolayer, respectively, based on
the theoretical calculations [18]. This means that the mobility of the carrier in r-BS is
quite different depending on the type of carrier. However, the properties of r-BS as a
semiconductor have not been experimentally investigated. Semiconducting borides have
predominantly exhibited p-type characteristics. In 3D-structured borides, this is due to the
particular bonding of the boron clusters [19] and electron deficiency. The 2D borides are
much less well known, although n-type behavior has generally been proven to be much
more difficult to induce in h-BN [20]. Therefore, it is of high interest to investigate r-BS.

In this study, r-BS was synthesized and its structure and optical properties were
evaluated via X-ray diffraction (XRD), Fourier transform infrared absorption spectroscopy
(FT-IR), Raman scattering, and UV-visible spectroscopy. The Seebeck coefficient and photo-
electrochemical responses were measured as well. These measurements revealed that the
synthesized r-BS shows the properties of a p-type semiconductor driven by defects.

2. Results and Discussion
2.1. Structure of Synthesized r-BS

r-BS was synthesized based on the methods described in previous studies [15,18,21,22].
Powdered sulfur and amorphous boron—used as starting materials—were mixed at an
atomic ratio of 1:1, and pellets of the samples were formed. The pellets were heated to
1873 K at a pressure of 5.5 GPa and then quenched to room temperature (approximately
300 K) to obtain the r-BS samples. The resulting r-BS sample was a pink pellet that could be
easily powdered. The synthesis procedure is detailed in the Materials and Methods section.

As shown in Figure 1a, the structure of r-BS has an R-3m symmetry. r-BS consists of
boron and sulfur layers periodically stacked in an A-B-C stacking manner by van der Waals
forces. This unique structure is similar to those of the transition metal dichalcogenides
such as MoS2: the structure of MoS2 is an arrangement wherein one Mo atom in the MoS2
structure is replaced by a pair of B atoms. However, according to a previous study [18], the
nature of bonding with sulfur is rather different. B and S atoms are covalently bonded in
r-BS, whereas bonds between S and transition metals (such as Mo) are ionic (the transition
metal is positively charged and sulfur is negatively charged) [18]. The results of XRD
measurements of the r-BS synthesized in this study are shown in Figure 1b. The structure of
r-BS synthesized under the conditions of this experiment is consistent with the previously
reported structure [15,18,21,22].

The size of the r-BS crystallite was roughly estimated to be 30 ± 10 nm independent of
the crystal orientation, using Scherrer’s formula:

Bhkl =
0.94λ

Lhkl cos θ
, (1)

where Bhkl is the peak half-width (rad), λ is the wavelength of the X-rays used for irradiation
(CuKα: 1.5406 Å), Lhkl is the crystallite size, and θ is the diffraction angle.
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Figure 1. (a) The structure of r-BS [23] and (b) X-ray diffraction patterns (CuKα: λ = 1.5418 Å) of r-BS
obtained via a high pressure synthesis method, and those of the theoretically calculated structure [18].

2.2. Optical Properties of r-BS

The optical properties examined in this work are shown in Figure 2. Figure 2a shows
the results of FT-IR measurements of the synthesized powder, r-BS. A relatively large
mountain-valley shape was observed at 673 cm−1, and a smaller peak was observed at the
bottom of the valley at 701 cm−1. The smaller peak at 701 cm−1 was assigned to the A1(2)
(TO) phonon mode, based on a previous study [22] and theoretical predictions [24]. Our
DFT calculations also predicted the same peak, as shown by a purple curve in Figure 2a
(the calculated phonon dispersion and phonon density of states are shown in Figure 2d,e,
respectively). The significant smaller peak intensity is attributed to the plane-perpendicular
and smaller dynamic dipole moment. The mountain-valley shape at around 673 cm−1 was
fitted with a Fano resonance cross section σ as a function of energy E given by

σ =

(
qΓres

2 + E − Eres

)2

(
Γres

2

)2
+ (E − Eres)

2
(2)

where Eres is the resonance energy, Γres is the resonance width, and q is the Fano parameter
determined by the coupling between a vibrational mode and conductive electrons [25]. As
shown in Figure 2a, the mountain-valley shape with the background subtraction was fitted by
Eres of 82.9 meV (669 cm−1), Γres of 9.2 meV (74 cm−1), and q of −1.19. This means that the
mountain-valley shape is derived from the Fano resonance between the E(2) (TO) phonon
mode [20] and electrons in the band structures. Fano resonance has also been observed
between the Eu phonon mode and conductive electrons in bilayer graphene [26–28]. The
appearance of Fano resonance requires doping of carriers in semiconducting materials [29,30].
Therefore, herein, the Fano resonance proves that the carrier was intrinsically doped in
the synthesized r-BS. In addition, a reported Fano parameter for the bilayer graphene was
approximately −0.8 [27]. The slightly larger absolute value of Fano parameter for the r-BS
means that the coupling of the phonon mode and electrons is more than comparable to that of
bilayer graphene.

As shown in Figure 2b, the Raman scattering spectrum of the synthesized r-BS powder
shows three distinct peaks at 319, 686, and 1041 cm−1, which are ascribed to the A1(3), E(4),
and A1(4) modes of r-BS, respectively [18,22]. The absence of other peaks corresponding to
boron or sulfur compounds in the Raman spectra indicates that r-BS was synthesized as a
single phase.
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Figure 2c shows the ultraviolet-visible adsorption spectroscopy (UV-vis) results of
the synthesized r-BS powder. Two types of absorption were observed: a sharp increase at
400 nm and a gradual increase from 680 nm to 510 nm. A wavelength of 400 nm corresponds
to an energy of 3.1 eV. The theoretical bandgap of bulk r-BS is approximately 2.8 eV [18].
The theoretical bandgap is usually underestimated below the experimentally determined
bandgap [31,32]. Therefore, the present bandgap of r-BS is consistent with the previously
reported theoretical value. The gradual increase in the absorption at 680 nm (corresponding
energy is 1.8 eV) is considered to be the transition from the valence band to the localized
state in the bandgap, possibly due to the presence of defects because of the p-type nature
of the r-BS carrier, as discussed below. The UV-Vis spectrum of r-BS was reported by Sasaki
et al., who also observed two steps of optical absorption [15]. The strong absorption in the
UV region was assigned to bandgap excitation, while the weak absorption in the visible
light range was ascribed to defects in r-BS. The presence of defects in r-BS is indicated by
the electron spin resonance (Figure S1 from Supplementary Materials), i.e., the observed
distinct peaks can be ascribed to the unpaired electrons due to the presence of defects
in r-BS, such as sulfur and/or boron vacancies and/or impurities. Previously reported
ESR signals with g = 2.0037 for r-BS were consistently attributed to r-BS electric carriers
originating from deficiency [15].

2.3. p-Type Property of Synthesized r-BS

To identify the semiconductor type of the synthesized r-BS, the Seebeck coefficient
was measured. First, an r-BS pellet was placed with flattened edges between the electrodes
and chromel-alumel thermocouples on its side. A temperature difference was applied
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across the sample using a heater while passing a current through it, and the voltage was
monitored. Figure 3a shows the Seebeck coefficient of r-BS obtained in this measurement
(the measurement method is detailed in the Materials and Methods section). The measured
Seebeck coefficient was in the range of 500–520 µVK−1. This indicates that holes are the
charge carriers in the synthesized r-BS, and hence it is a p-type semiconductor. The sample
has a high resistance (several MΩ) and the contact between the sample pellet and electrode
may cause an error of approximately 20%. Hence, the Seebeck coefficient measurement
result is merely a qualitative indication that the synthesized r-BS is a p-type semiconductor.
The decrease in the Seebeck coefficient with an increase in temperature is attributed to
the increase in carrier concentration. XRD measurements and FT-IR spectroscopy of the
r-BS were conducted thereafter (Figures S2 and S3 from Supplementary Materials). The
results show that there were no significant changes in the structure of r-BS caused by
the heating during the Seebeck coefficient measurements. The sample was heated twice
during the Seebeck coefficient measurements: the first round of heating included the
desorption of adsorbed water (Figures S4–S6 from Supplementary Materials); the results
shown in Figure 3a correspond to the Seebeck coefficient measured during the second
round of heating.
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Figure 3. p-type property of the synthesized r-BS. (a) Temperature dependence of the Seebeck co-
efficient of the synthesized r-BS. (b) The experimental system used for the photoelectrochemical
measurements. (c) Photoelectrochemical measurements of r-BS. Linear sweep voltammetry (LSV)
was conducted with and without light irradiation. Schematic expected energy diagrams and photo-
electrochemical reactions in the case that (d) r-BS is a p-type semiconductor and the case that (e) r-BS
is an n-type semiconductor.

Photo-electrochemical measurements were conducted to further examine the semi-
conductor property of r-BS. A schematic of the setup used for the measurement is shown
in Figure 3b. The electrolyte was 0.5 M Na2SO4 (pH ≈ 7). The r-BS film coated on a
fluorine-doped tin oxide (FTO) glass was used as a working electrode. Pt was used as the
counter electrode, and Ag/AgCl was used as the reference. As shown in Figure 3c, in the
dark condition, a p-type rectification profile was observed in the linear sweep voltammetry
(LSV). The current was larger for the positive bias condition because the holes contributed
to the current, while the photo-electrochemical current was more pronounced on the ca-
thodic (negative bias) side. Figure 3d,e show the schematic expected energy diagrams and
photo-electrochemical reactions for p-type and n-type semiconductors, respectively. For
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the p-type, the photo-electrochemical current is dominant when a negative bias is applied
because of the hydrogen production driven by photogenerated electrons in the conduction
band [33] (Figure 3d). On the other hand, an n-type semiconductor shows photocurrent
at positive bias because of a water oxidation reaction, similar to the TiO2 and/or WO3
cases [34] (Figure 3e). Thus, the result in Figure 3c clearly indicates that the synthesized
r-BS has a p-type nature, with holes being the majority carriers under dark conditions.

Electron spin resonance (ESR) of the r-BS before and after heating at 573 K (Figure S1
from Supplementary Materials) was performed to examine the defect state of the sample.
The results indicate that finite defects exist intrinsically in the synthesized r-BS, and the
amount of defect does not considerably change after heating at 573 K. These intrinsic
defects may be the origin of the p-type carrier in the synthesized r-BS. Further studies are
required to clarify the origin of the p-type carrier of r-BS.

3. Materials and Methods
3.1. Starting Material

Amorphous boron (>99.5%) was prepared by the decomposition of B2H6 (Primary
Metal Chemical Japan, Kanagawa, Japan). Sulfur (99%) was purchased from Wako Pure
Chemical Industries Ltd., Osaka, Japan.

3.2. Synthesis of r-BS

Boron and sulfur were mixed at an atomic ratio of 1:1 in a mortar and then pressed
at 200 kgfcm−2 to form pellets. The pellets were packed in h-BN capsules sandwiched
between NaCl discs; they were then sandwiched between graphite discs to prepare the cell.
The cells were heated at 1873 K for 40 min at a pressure of 5.5 GPa using a belt-type high-
pressure apparatus with a cylinder bore diameter of approximately 32 mm [35]. The cell
was then quenched and removed; the cell was crushed and separated from the r-BS sample.
The sample was pink in color and could be easily crushed to obtain the powdered form.

3.3. X-ray Diffraction (XRD)

XRD patterns were acquired at room temperature (approximately 300 K) using a
MiniFlex600 (Rigaku, Tokyo, Japan) with CuKα radiation. X-rays were generated using
the line-focus principle. A reflection-free Si plate was used as the sample stage. Diffraction
patterns were recorded using a D/teX Ultra silicon strip detector (Rigaku) at 0.1◦ s−1 up to
a 2θ value of 80◦.

3.4. Fourire Transform Infrared Absorption Spectroscopy (FT-IR)

FT-IR measurements were performed at room temperature using a benchtop IR equip-
ment (ALPHAII, Bruker, Billerica, MA, USA).

3.5. Ultraviolet-Visible Adsorption Spectroscopy (UV-vis)

The UV-Vis absorption spectra of the r-BS powders were measured using spectropho-
tometer (V-750, Jasco, Tokyo, Japan) with an integration sphere unit at room temperature.

3.6. Seebeck Coefficient Measurement

The Seebeck coefficient values of r-BS were obtained using a ZEM-2 (ADVANCE
RIKO, Yokohama, Japan). The edges of the r-BS pellet were flattened via sanding. Since
the r-BS pellets alone could easily be broken up by a slight shock, pyrophyllite, which is
not conductive, was left around the pellet. A carbon sheet was laid on the electrodes, with
the pellets sandwiched between them. Chromel-alumel thermocouples were applied from
the side. The Seebeck coefficient was measured at 373 K, 423 K, 473 K, 523 K, and 573 K.
The temperature difference ∆T was applied to the sample in each temperature condition.
The measurements were performed three times with different ∆T (1, 2, and 3 K) at each
temperature condition.
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3.7. Photoelectrochemical Measurements

The r-BS electrode was prepared on a fluorine-doped tin oxide (FTO)-coated glass by a
drop casting method using r-BS powder dispersed in ethanol with a 5% NafionTM solution
(DE520 CS type, Wako Pure Chemical Industries Ltd., Osaka, Japan). The photocurrent of
r-BS was evaluated in an aqueous solution with 0.5 M sodium sulfate (Wako Pure Chemical
Industries Ltd., Osaka, Japan) at a pH of 7.0. The working, counter, and reference electrodes
were r-BS, Pt plates and Ag/AgCl, respectively. The chopping light was irradiated on
the r-BS electrode using a 150 W xenon lamp, and its photocurrent was recorded by
a potentiostat (Hokuto Denko Corp., HZ-7000, Tokyo, Japan) during the linear sweep
voltammogram (LSV).

3.8. Thermogravimetry Analysis (TGA)

The experiment was performed using an STA 2500 Regulus (Netzsch Japan, Japan).
The sample was placed on an Al2O3 holder, and the experiments were conducted by heating
at 10 Ks−1 under an Ar flow.

3.9. ESR

ESR measurements were performed using an EMX nano (Bruker, USA). The r-BS
powder was placed in a quartz tube and cooled by liquid nitrogen.

3.10. DFT Calculation and Simulation of Vibrational Spectrum

Density-functional theory (DFT) calculations were performed using the Quantum
ESPRESSO program package [36,37]. The local density approximation was used for the
exchange-correlation energy function. The norm-conserving (for electronic structures)
and ultrasoft (for phonon dispersion) pseudopotentials [38,39] were used for the core
electrons. The valence (B-2s, B-2p, S-3s, and S-3p) wavefunctions were expanded on a
plane-wave basis with a kinetic cutoff energy of 120 Ry. The structural optimization was
performed until the remaining atomic forces fell below 10−4 a.u. In order to calculate
the vibrational properties, the density-functional perturbation theory calculations were
performed using the Phonon package of Quantum ESPRESSO. The dynamical matrix in the
harmonic approximation was calculated at Γpoint using a linear response approach. The
calculated IR spectrum was broadened by a Gaussian function with a FWHM of 10 cm−1.

4. Conclusions

Based on the Seebeck coefficient measurements and photo-electrochemical responses,
we identified that the r-BS synthesized herein is a p-type semiconductor. Moreover, the
distinct Fano resonance observed in the FT-IR results, which was ascribed to the Fano
resonance between the E(2) (TO) phonon mode and electrons in the band structures of r-BS,
indicates that the p-type carrier was intrinsically doped in the synthesized r-BS.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/molecules28041896/s1, Figure S1: ESR measurement results
of the r-BS sample before and after heating to 573 K; Figure S2: XRD pattern of the r-BS sample
after Seebeck coefficient measurements (heating at 573 K); Figure S3: FT-IR spectra before and after
Seebeck coefficient measurements (heating at 573 K); Figure S4: All Seebeck coefficient measurements
for the r-BS sample; Figure S5: Thermogravimetric analysis (TGA) results of r-BS; Figure S6: Water
desorption from r-BS during heating.
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Abstract: A detailed study of charge transport in the paramagnetic phase of the cage-cluster dodeca-
boride Ho0.8Lu0.2B12 with an instability both of the fcc lattice (cooperative Jahn–Teller effect) and the
electronic structure (dynamic charge stripes) was carried out at temperatures 1.9–300 K in magnetic
fields up to 80 kOe. Four mono-domain single crystals of Ho0.8Lu0.2B12 samples with different crystal
axis orientation were investigated in order to establish the singularities of Hall effect, which develop
due to (i) the electronic phase separation (stripes) and (ii) formation of the disordered cage-glass state
below T*~60 K. It was demonstrated that a considerable intrinsic anisotropic positive component
ρan

xy appears at low temperatures in addition to the ordinary negative Hall resistivity contribution in
magnetic fields above 40 kOe applied along the [001] and [110] axes. A relation between anomalous
components of the resistivity tensor ρan

xy~ρan
xx

1.7 was found for H||[001] below T*~60 K, and a
power law ρan

xy~ρan
xx

0.83 for the orientation H||[110] at temperatures T < TS~15 K. It is argued
that below characteristic temperature TS~15 K the anomalous odd ρan

xy(T) and even ρan
xx(T) parts

of the resistivity tensor may be interpreted in terms of formation of long chains in the filamentary
structure of fluctuating charges (stripes). We assume that these ρan

xy(H||[001]) and ρan
xy(H||[110])

components represent the intrinsic (Berry phase contribution) and extrinsic (skew scattering) mecha-
nism, respectively. Apart from them, an additional ferromagnetic contribution to both isotropic and
anisotropic components in the Hall signal was registered and attributed to the effect of magnetic
polarization of 5d states (ferromagnetic nano-domains) in the conduction band of Ho0.8Lu0.2B12.

Keywords: dynamic charge stripes; anomalous Hall effect; Jahn-Teller instability

PACS: 72.15.Gd; 72.20.My

1. Introduction

Numerous fundamental studies on strongly correlated electron systems (SCES) such
as manganites [1–4], high-temperature superconducting (HTSC) cuprates [5–8], iron-based
superconductors [9–13], chalcogenides [14], etc., have allowed for the discovery of a diver-
sity of physical phenomena universal to SCES. Indeed, all these systems are characterized
by a complexity of phase diagrams induced by strong phase separation due to structural or
electronic instability [15]. The spatial electronic/magnetic inhomogeneity turns out to be
directly related to simultaneously active spin, charge, orbital, and lattice degrees of free-
dom, which are considered as factors responsible for the appearance of high-temperature
superconductivity in cuprates, as well as for the emergence of colossal magnetoresistance
in manganites [5,16–18]. In particular, there are two possible mechanisms of the formation
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of spatially inhomogeneous ground states in SCES [19]: (i) disorder resulting from phase
separation near a first-order metal–insulator transition caused by an external factor [19,20]
and (ii) frozen disorder in the glass phase with short-range order formed by nanoscale
clusters [21–23]. In the second case, one more and among the most significant mechanisms
leading to an inhomogeneous glass state in HTSC oxides is the formation of static and
dynamic charge stripes [24]. Such structures have been repeatedly observed in HTSC
cuprates and nickelates by both direct and indirect techniques [25–29].

Studying the effect of spatial charge inhomogeneity on the scattering of charge carriers
in HTSC cuprates, manganites, and other SCES is rather difficult due to their complex
composition, low symmetry crystal structure, and high sensitivity to external conditions
(pressure, magnetic field, etc., see, e.g., [4]). In this respect, it looks promising to use
another model SCES—rare-earth dodecaborides (RB12). The RB12 (R—Tb, Dy, Ho, Er, Tm,
Yb and Lu) attract considerable attention due to the unique combination of their physical
properties, such as high melting point, microhardness, and high chemical resistance, which
create prospects for practical applications [30–33]. These materials are also extremely
interesting for fundamental studies. Indeed, both electronic (dynamic charge stripes) and
structural (cooperative dynamic Jahn–Teller (JT) effect of the boron sub-lattice) instabilities
take place in these high-boron borides with a simple fcc lattice (space group Fm3m, see
Figure 1a), in which stoichiometry can be reliably controlled during crystal growth [34].
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of the field-angular magnetoresistance dependence in the paramagnetic state and (f,g) angular
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Let us name the main factors that determine the appearance of spatial inhomogeneity,
leading to symmetry lowering in fcc rare earth (RE) dodecaborides. Firstly, the cooperative
dynamic Jahn–Teller effect in the rigid boron sub-lattice with covalent bonds that leads
to lifting of degeneracy of the highest occupied molecular orbitals (HOMO) in B12 octa-
hedrons and produces static structural distortions with related splitting EJT~500–1500 K
(~50–150 meV) of HOMO [36]. Secondly, reaching the Ioffe–Regel limit near TE~150 K
(~15 meV) causes a development of vibrational instability, which leads to an increase
in the density of phonon states at T~TE [37]. Thirdly, order–disorder transition to the
cage-glass state at T*~60 K (~5–6 meV) causes random displacements of RE ions from
central symmetric positions in B24 cuboctahedra, which form a rigid covalent boron frame-
work [37]. Fourthly, well below T* large amplitude vibrations of neighbored RE ions in
trigonal planes (transverse to the axis of the ferrodistortive JT effect [36]) produce periodic
changes of hybridization between the 5d(RE) and 2p(B) states in the conduction band. This
leads to the emergence of high-frequency charge density fluctuations with frequencies
νS~240 GHz [38] (denoted also as dynamic charge stripes, see Figure 1a) along one of the
<110> direction in the fcc structure [39–42]. Stripe patterns are formed at characteristic
temperature TS~hνS/kB~15 K (~1 meV). These structural and electronic instabilities initiate
nanoscale phase separation and inevitably cause strong charge transport anisotropy in
external magnetic field both in the nonmagnetic reference LuB12 [37] and in magnetic
RB12 [41–46]. In particular, the above features of the crystal and electronic structure of
RB12 have a decisive effect on the characteristics of charge transport when Lu ions (with
a filled f -shell, 4f14 configuration) are partially replaced by magnetic Ho (4f10) ions in
HoxLu1-xB12 compounds.

The spatial inhomogeneity of fluctuating electron density is the origin for the strong
anisotropy of magnetic phase diagrams in these systems (see, e.g., Figure 1b–d for the best
quality single-domain crystals of Ho0.8Lu0.2B12 and [35,43–46]). Indeed, strong magnetic
anisotropy is observed, for instance, in HoxLu1-xB12 with a high concentration of magnetic
ions both in the paramagnetic (P) state (see the color plot in Figure 1e demonstrating
the anisotropy of magnetoresistance) and on the angular antiferromagnetic (AF) phase
diagrams, which reveal a Maltese cross-symmetry (see Figure 1f,g, [35,43,44] and also [46]
for TmB12). It is worth noting that, like in the nonmagnetic reference compound LuB12,
strong charge transport anisotropy is observed in the paramagnetic state of HoxLu1-xB12,
ErB12 [45], and TmB12 [46] (see, for example, Figure 1e and [47]) and attributed to interaction
of electron density fluctuations (stripes) with external steady magnetic field (for recent
review see [48] and references therein).

Until now, studies of electron transport in HoxLu1-xB12 have mainly focused on trans-
verse magnetoresistance (see, e.g., [35,43,47]). Nevertheless, the recent study of LuB12 [49]
and the initial short research on Ho0.8Lu0.2B12 (Ref. [50]) have demonstrated a significant
anisotropy of the Hall effect due to an anomalous positive anisotropic contribution that
appeared below T*~60 K. Thus, it is of great interest to study in detail the effect of electronic
phase separation on the off-diagonal component of the resistivity tensor in model magnetic
compound Ho0.8Lu0.2B12 with dynamic charge stripes. As a continuation of the short
study conducted in [50], this work presents results and detailed analyses of the normal and
anomalous contributions to the Hall effect in the paramagnetic phase of Ho0.8Lu0.2B12. We
investigated both the angular and magnetic field dependences of Hall resistivity in detail
and determined the anisotropic component of the resistivity tensor for this model system
with electronic phase separation (dynamic charge stripes). The observed complex angular
behavior of the anisotropic Hall resistivity is attributed to interaction of the filamentary
structure of fluctuating charges with the external magnetic field. The arguments presented
here favor both intrinsic and extrinsic mechanisms of the anomalous Hall effect formation.
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2. Experimental Results and Data Analysis
2.1. Temperature Dependences of Resistivity and Hall Resistivity

In conventional Hall effect experiments the Hall coefficient is calculated as RH = ρH/H
= ((VH(+H) − VH(–H))/(2I))·d/H, where d is the sample thickness, I the excitation current
and VH(±H) the voltage measured on Hall probes in two opposite directions of external
magnetic field. Taking into account the complex field dependence of Hall effect in parent
compound LuB12 [49], and the different origin of the detected anomalous contributions
to Hall resistivity [51], the term “reduced Hall resistivity” for ρH/H is used below in the
present study instead of the Hall coefficient RH.

Figure 2 shows the temperature dependences of resistivity ρ(T) at H = 0 and 80 kOe,
as well as the reduced Hall resistivity ρH(T)/H in Ho0.8Lu0.2B12 calculated from experi-
mental results recorded for three different crystals with principal directions H||n||[001],
H||n||[110], and H||n||[111], and identical DC current direction I || [110]. Vertical
solid lines point to the transition to the cage-glass state at T*~60 K [37] and to the formation
of stripes at TS~15 K (see also discussion below). In the zero-magnetic field, the ρ(T) curves
measured for all three Ho0.8Lu0.2B12 samples correspond to metallic conductivity with
the same RRR value ρ(300 K)/ρ(4.2 K) = 13.47 (Figure 2a). The data for H = 0 kOe and
80 kOe are clearly separated below T*~ 60 K, indicating a pronounced sign-alternating
magnetoresistance. Note that the ρ(T, H = 80 kOe) curves for crystals with n||[110] and
n||[111] match together above the characteristic temperature TS~15 K and differ noticeably
at lower temperatures. On the contrary, at T < T*~60 K, the ρ(T, H = 80 kOe) dependence
for field direction H||n||[001] lies well above those for H||n||[110] and H||n||[111],
so the MR anisotropy reaches values ρ(n||[001])/ρ(n||[111])≈ 1.8 (MR~80%) at T = 2.1 K.
Open symbols in Figure 2b show the results of ρH/H(T) measurements in the scheme with
two opposite orientations of H. Significant differences between the ρH/H(T) dependences
for different field directions appear below T*~60 K, while the curves for samples with
H||n||[110] and H||n||[111] start to diverge below 15 K. In this case, the lowest neg-
ative values of ρH/H(T) are detected for the n||[001] sample, while the highest values
are observed for H||n||[111]. The maximal anisotropy of the reduced Hall resistivity at
T = 2.1 K and H = 80 kOe equals to ρH/H(n||[111])/ρH/H(n||[001]) ≈ 1.8 (~80%), which
is very similar to resistivity anisotropy. Thus, the temperature dependences of ρH/H(T)
allow to identify some anisotropic positive component of the Hall signal, which appears
in Ho0.8Lu0.2B12 in strong magnetic fields. It is worth noting that temperature-lowering
results in the increase in anisotropy for both Hall resistivity and MR components (Figure 2).
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H||n||[110], and H||n||[111] (see inset). On panel (b) open and closed symbols show the
experimental data for -ρH/H and the sum of isotropic and anisotropic contributions to Hall effect
sum = ρH0/H + ρH

an/H, correspondingly. Thick solid lines show the reduced amplitudes of the
isotropic component cos = ρH0/H (see Section 2.3 for details). Vertical dashed lines point to the
transition to the cage-glass state at T*~60 K [37] and to the formation of stripes at TS~15 K (see
discussion below), and denote the temperatures 2.1 K, 4.2 K, and 6.5 K at which Hall resistivity was
studied in more detail.

2.2. Field Dependences of Hall Resistivity and Magnetization

Figure 3a–c show the reduced Hall resistivity ρH/B(B) vs magnetic induction B
at temperatures of 2.1, 4.2, and 6.5 K measured in the conventional scheme on three
different samples with magnetic field H applied along their normal vectors- n||[001],
n||[110], and n||[111], correspondingly. The related magnetic susceptibility M/B(B) is
shown in Figures 3d–f and 4 shows the temperature dependence of magnetic susceptibility
M/B(T) ≡ χ(T) measured in magnetic field H = 100 Oe. The data were corrected by demag-
netizing fields. It is seen from Figure 3d–f, that M/B(B) decreases with increasing both
field and temperature in the paramagnetic phase, indicating a trend towards saturation of
magnetization in strong magnetic fields. It can be discerned from Figure 3e,f that in the
paramagnetic state, these M/B(B) curves are very similar, and the magnetic anisotropy
at H~70 kOe does not exceed 1.4% even at lowest available temperature 2.1 K. Therefore,
below we analyze the Hall effect using the same dependence M/B(n||[001]) for all three
orientations of applied magnetic field.
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Figure 3. (a–c) Field dependences of the reduced Hall resistivity ρH/B vs magnetic induction B at
T = 2.1, 4.2, and 6.5 K for samples with H||n||[001], n||[110], and n||[111], respectively. Arrows
at BN indicate the AF-P transitions. (d–f) Corresponding curves of magnetic susceptibility M/B(B).
Dashed lines show the approximation in the interval 7–8 T (see text).
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HoB12 (see [52]).

The AF-P phase transition at TN = 5.75 K can be clearly recognized on the temperature
dependence of magnetic susceptibility measured at H = 100 Oe (see Figure 4). Above TN,
the low field magnetic susceptibility χ(T) may be described approximately by a Curie–Weiss
type dependence

χ = M/H = NHo µeff
2/

(
3kB

(
T− θp

))
+ χ0 (1)

where NHo = 0.95·x(Ho)·1022 cm−3, and µeff~10 µB are the concentration and the effective
magnetic moment of Ho-ions, correspondingly (µB and kB denote Bohr magneton and
Boltzmann constant), θp ≈ −14 K is the paramagnetic Curie temperature corresponding to
AF exchange between magnetic dipoles. χ0 ≈ −1.78·10−3 µB/mole/Oe is the temperature-
independent additive combination of (i) diamagnetic susceptibility of the boron cage and
(ii) Pauli paramagnetism and Landau diamagnetism of conduction electrons.

Fitting of χ(T) by Equation (1) with temperature-dependent µeff(T) indicates that
within experimental accuracy the susceptibility follows the Curie–Weiss dependence with
magnetic moment, which is only slightly below the total moment µeff ≈ 10.6 µB of Ho3+

4f -shell in the range 80–300 K. As the population of excited magnetic states of the Ho3+ 5I8
multiplet (that is split by crystalline electric field (CEF) [52]) declines significantly in the
range 8–80 K, µeff decreases moderately (to 9.5 µB; see Figure 4, right scale). Thus, even at
TN, the value of µeff noticeably exceeds the magnetic moment of the Γ51 ground state triplet
µeff (Γ51) ≈ 8 µB (solid line in Figure 4, right scale). The difference (∆µeff~1.5 µB, Figure 4)
may be related to ferromagnetic correlations, which develop in this SCES below T*~60 K.
Note that below 25 K, various short-range ordering features including ferromagnetic
components were previously observed in magnetic RB12 [53–55].

As can be seen from Figure 3a–c, the behavior of reduced Hall resistivity ρH/B(B) differs
significantly depending on B direction. Indeed, in the paramagnetic region for B||n||[001]
the value of ρH/B(B) turns out to decrease, for B||n||[110] the curve is practically field
independent, and for B||n||[111], an increase of negative ρH/B(B) values is observed. These
trends persist in temperature range 2.1–6.5 K in the paramagnetic phase (above Neel field,
B > BN in Figure 3a–c), and the anisotropy of ρH/B(n||[001])/ρH/B(n||[111]) reaches values
of ~80% at 2.1 K for B = 80 kG in accordance with the results of Figure 2b. Such strong
anisotropy is very unusual for the paramagnetic state of fcc metals (as HoxLu1-xB12) with
intense charge carrier scattering in the disordered cage-glass phase.
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2.3. Angular Dependences of Hall Resistivity in the Paramagnetic State of Ho0.8Lu0.2B12

To reveal the nature of the strong anisotropy of ρH/H Hall resistivity (Figures 2b and
3a–c) as well as to separate different contributions to Hall effect, it is of interest to study the
angular dependencies of Hall resistivity ρH(ϕ) in Ho0.8Lu0.2B12 for different configurations
of magnetic field with respect to principal crystallographic directions. Here we present
precision measurements of Hall resistivity ρH(ϕ,T0,H0,n) angular dependencies performed
at 2.1–300 K in magnetic field up to 80 kOe for four crystals of Ho0.8Lu0.2B12 with different
orientations of normal vector n to sample surface: n||[001], n||[110], n||[111], and
n||[112] (see inset in Figure 2a). In these cases, each sample was rotated around current
axis I||[1–10]. Thus, both fixed vector H and rotating vector n were lying in the same plane
(1–10). For clarity, Figure S1 in Supplementary Materials demonstrates a direct correlation
between the results of two different measurements of the Hall effect: (i) in the conventional
field-sweep scheme with two opposite directions of ±H||n and (ii) in the step-by-step
rotation of the sample around I||[1–10] with a fixed H vector in the plane perpendicular
to the rotation axis (see the inset in Figure 2a).

Figure 5 shows the results of angular ρH(ϕ) measurements at H = 80 kOe for samples
with normal directions n||[001] and n||[110] in temperature ranges 40–300 K (Figure 5a,c)
and 2.1–25 K (Figure 5b,d). The experimental results were fitted by formula.
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ρH(ϕ) = ρH
const + ρH0·cos(ϕ + ϕsh) + ρH

an(ϕ) (2)

where ρH
const is an angle independent component, ρH0 is the amplitude of the isotropic

cosine-like contribution to Hall resistivity fcos(ϕ) = ρH0·cos(ϕ + ϕsh), ϕsh is the phase shift,
and ρH

an(ϕ) = ρH0
an·g(ϕ) the anisotropic contribution to Hall resistivity (see Figure 5).

The approximation of ρH(ϕ) within the framework of Equation (2) for two crystals with
normal directions n||[001] and n||[110] was carried out in two intervals ∆ϕ = 90 ± 35◦

and ∆ϕ = 270 ± 35◦ where the cosine-type behavior is almost perfect. By analogy, ρH(ϕ)
curves for samples with n||[111] and n||[112] were approximated in same intervals
∆ϕ = 90 ± 35◦ and ∆ϕ = 270 ± 35◦ (near the zeros of angular dependencies), but without
reference to certain crystallographic directions (see Figure S2 in Supplementary Materials).
As a result, the ρH0(T, H, n) and ϕsh(T, H, n) parameters of the isotropic contribution
fcos(ϕ) in (2) were found directly from this approximation. The anisotropic contribution
ρH

an(T, H, n) at fixed direction H||n was determined as an average of the sum of absolute
ρH

an(ϕ) values found for n at ϕ = 0◦, ϕ = 180◦, and ϕ = 360◦ in the rotation experiment.
As can be seen from the analysis of angular ρH

an(ϕ) dependencies undertaken below, the
proposed approach reveals significant limitations and inaccuracies inherent in Hall effect
measurements according to the conventional field-sweep scheme. Taking into account
that ρH

const and ϕsh ≈ 3–5◦ lead only to small corrections in determining the ρH0 = ρH0(T,
H, n) and ρH

an = ρH
an(T, H, n) amplitudes in Equation (2), the experimentally measured

Hall resistivity is discussed below as a sum of isotropic and anisotropic contributions
ρH(ϕ) ≈ ρH0·cos(ϕ) + ρH

an cos(ϕ)·g(ϕ).
In the range 40–300 K at H = 80 kOe the experimental data for n||[001] and n||[110]

samples (Figure 5a,c) are well fitted by a cosine dependence, indicating the absence of
anisotropic contribution—ρH

an(ϕ)~0. On the contrary, below 40 K, the ρH
an(ϕ) curves

for n||[001] exhibit a broad feature in a wide range of angles around <001> (between
nearest <111> axes (see Figure 5b)) with a step-like singularity just at <001>. Several peaks
of relatively small amplitude may be identified on ρH

an(ϕ) dependence for the n||[110]
sample (Figure 5d). The ρH

an(ϕ) curves for samples with n||[111] and n||[112] in the
range 2.1–30 K and at H = 80 kOe are presented in Supplementary Materials (see Figure S2).
Note that the ρH(ϕ) dependences for n||[111] and n||[112] being similar to each other
differ from curves recorded for n||[001] and n||[110] samples, and deviate significantly
from cosine dependence in a wide range of angles. The anisotropic contribution of ρH

an(ϕ)
extracted for n||[111] and n||[112] samples is close to zero near their normal directions n
(for more details see Figure S2 in Supplementary Materials).

Figure 6 shows the result of approximation by Equation (2) of the measured Hall
resistivity ρH(ϕ) at T = 6.5 K in fixed fields up to 80 kOe for the studied four crystals. It is
seen that the anisotropic contribution ρH

an(ϕ) appears just above 40 kOe having the largest
amplitude for sample n||[001], it decreases by a factor of 2 for n||[110] and goes to zero
for n||[111] and n||[112] samples (Figure 6). Indeed, below 40 kOe the experimental data
(shown by symbols) and the cosine fits (thin solid lines) coincide with a good accuracy
indicating the absence of an anisotropic component ρH

an(ϕ) in the low field region (see
also Figure S3 in Supplementary Materials for the n||[111] at T = 20 K).

It is worth noting that in the range T > T*~60 K, the temperature dependences of
reduced Hall resistivity ρH/H(T) at H = 80 kOe for samples with n||[001], n||[110], and
n||[111] coincide within the experimental accuracy (Figure 2b). Angular ρH(ϕ) curves can
be fitted well by cosine (Figure 5a,c), and they are close to each other. Note also that for
n||[110] and n||[111] samples, the amplitudes ρH0 of ρH(ϕ) coincide in an even wider
temperature range of 15–60 K (Figure 2b). Below TS~15 K and in the range H > 40 kOe, a
significant deviation of the ρH/H(T) curves from cosine-type behavior is observed for crys-
tals with n||[110], n||[111], and n||[112] in intervals ∆ϕ = 90 ± 35◦ and ∆ϕ = 270 ± 35◦

(see, e.g., Figure 6). This can lead to large errors in determining the amplitude ρH0 of the
main contribution from conventional ±H field-sweep measurements. In our opinion, this
finding allows us to explain the different behavior of reduced Hall resistivity ρH(T)/H

166



Molecules 2023, 28, 676

for various field directions (see Figure 2) and shed light on the shortcoming of conven-
tional ±H field-sweep scheme commonly used for the Hall effect studies. Thus, avoiding
incorrect conclusions, at low temperatures and in magnetic fields H > 40 kOe, an isotropic
ordinary contribution to the Hall effect is assumed, and one common ρH0 value found from
the analysis of Equation (2) for n||[001], which was used for these four studied crystals
with different n directions. At the same time, in fields H ≤ 40 kOe at T < TS~15 K, the
ρH/H(T) curves in intervalsϕ = 90± 35◦ andϕ = 270± 35◦ differ only slightly from cosine
curves (Figure 6); therefore, approximation by Equation (2) was carried out with individual
parameters of the harmonic contribution for each of the four samples.
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Figure 6. (a–d) Angular dependences of Hall resistivity ρH(ϕ) at T = 6.5 K in fixed magnetic field
up to 80 kOe for samples with n||[001], n||[110], n||[111], and n||[112]. Symbols show the
experimental ρH(ϕ) curves, thin and thick lines indicate isotropic fcos(ϕ)≈ ρH0·cos(ϕ) and anisotropic
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an(ϕ) = ρH(ϕ) − fcos(ϕ) contributions, correspondingly.

2.4. Analysis of Contributions to Hall Resistivity

Figure 7 shows the fitting parameters obtained from the approximation by Equation (2)
(Figures 5 and 6 and Supplementary Materials) of ρH(ϕ) dependences in the paramagnetic
(P) phase of Ho0.8Lu0.2B12. Different symbols correspond to isotropic ρH0/H(T0,H) and
anisotropic ρH

an/H(T0,H) components estimated at T0 = 2.1, 4.2, and 6.5 K (vertical dashed
lines in Figure 2 denote the T0 values). The data for different samples with n||[001],
n||[110], n||[111], and n||[112] in Figure 7 are indicated by different colors. It is seen
in Figure 7a that at T0 = 6.5 K for the sample with n||[001], the value of ρH0/H is about
field independent below 40 kOe, while in the range H > 40 kOe, the negative values of
ρH0/H(T0,H) increase linearly. For n||[110], n||[111], and n||[112] samples, the neg-
ative values of ρH0/H(T0,H) decrease moderately with increasing magnetic field below
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40 kOe. Note that in P-phase, the variation of the isotropic ρH0/H(T0,H) component may be
attributed to significant (~14%) and non-monotonous change of the concentration of conduc-
tion electrons if we assume one type of charge carrier with relation ρH0/H = RH(T)~1/nee
(e is the electron charge, and ne the concentration of charge carriers). For convenience,
the reduced Hall concentration ne/nR = (H/ρH0)/enR is shown on right axis of Figure 7a,
where nR = 0.95 ∗ 1022 cm−3 is the concentration of Ho and Lu atoms. Note also that the
amplitude of anisotropic contribution ρH

an/H(T0,H) turns out to be almost zero below
40 kOe. In a stronger magnetic field H > 40 kOe, the anisotropic component increases
for samples with n||[001] and n||[110] (Figure 7b), with the amplitude ρH

an/H(H) for
n||[001] being more than two times higher than the corresponding values for n||[110].
For n||[111] and n||[112] directions, the small negative values turn out to be close to zero
(see also Figures S2 and S5 in Supplementary Materials).
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Figure 7. Reduced amplitudes of (a) isotropic ρH0/H and (b) anisotropic ρH
an/H contributions vs

external magnetic field H at temperatures of 2.1, 4.2, and 6.5 K for samples with n||[001], n||[110],
n||[111], and n||[112]. Different temperatures are indicated by different shapes of symbols, while
samples with different n directions are indicated by different colors of the symbols. Right axis on
panel (a) shows the reduced Hall concentration n/nR for comparison (see text).

The experimental temperature dependences ρH/H(T,H0 = 80 kOe) obtained in the
conventional, commonly used the field-sweep technique with two opposite orientations of
applied magnetic field ±H||n from one side, and the isotropic component deduced from
the angular dependences of Hall resistivity ρH0/H(T,H0) from the other, are compared
in Figure 2b. It can be seen that for the sample with n||[111], the ρH0/H(T,H0) data
coincide with good accuracy with the ρH/H values detected by conventional field-sweep
measurements in a wide range of temperatures 1.9–300 K. For the sample with n||[110],
ρH0/H starts to deviate from ρH/H(T,H0) at T < TS~15 K, and for n||[001], noticeable
differences arise already upon the transition to the cage-glass state at T*~60 K (Figure 2b).
This observation allows to attribute the appearance below T* of the strong anisotropy of
the Hall effect in Ho0.8Lu0.2B12 to the contribution ρH

an/H, which increases additionally
below TS. Figure 2b shows a comparison of the parameter sum = ρH0/H + ρH

an/H, which
corresponds to Hall effect amplitude detected from ρH/H angular dependences from
one side, and the reduced Hall resistivity measured in the conventional ±H||n field-
sweep experiment from the other. It can be seen that the temperature behavior of the sum

168



Molecules 2023, 28, 676

detected by angular measurements is in good agreement with the results of conventional
±H||n field-sweep dependences of ρH/H(H) for all crystals under investigation (Figure 2b,
H||n||[001], H||n||[110], and H||n||[111]) approving the validity of the proposed
Hall effect separation. Then, using the simple relation ρH0/H(T) = RH(T)~1/nee, we roughly
estimate from the temperature dependences presented in Figure 2b and the charge carrier
concentration ne in the conduction band. Figure 8a shows the strong field (H = 80 kOe)
Arrhenius plot lg(ne/nR)~1/T for H||n||[001] and H||n||[110] directions, similar to
Figure 7a (right axis), demonstrating the field dependence of the ratio ne/nR.
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Figure 8. (a) Arrhenius plot lg(n/nR) = f(1/T) of the reduced Hall concentration for n||[001] and
n||[110] at H = 80 kOe. (b) Temperature dependences of the Hall mobility µH and the parameter
ωcτ ≈ µH·H for three directions n||[001], n||[110], and n|[111]. Thick dashed lines show the
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It can be seen in Figure 8a that the Arrhenius-type dependence 1/RH(T)~e·n0·exp(−Ta/T)
is valid above the cage-glass transition at T*~60 K, and that the estimated activation tempera-
tures Ta = 14.4 ± 0.6 K and Ta = 16.7 ± 0.3 K detected for H||n||[001] and H||n||[110],
correspondingly, are close to TS~15 K. As the detected initial concentration n0 = (1.61–1.64)·
1022 cm−3 coincides within experimental accuracy for these two field directions, the reduced
Hall concentration changes in the range ne/nR = 1.2–1.6 (Figure 8a) in accordance with the
results of previous Hall effect measurements in RB12 (R = Lu, Tm, Ho, Er) [56].

Figure 8b shows the temperature dependences of Hall mobility µH(T)≈ ρH0(T)/[H·ρ(T)]
(left scale) and the related parameter ωcτ ≈ µH·H (right scale, where ωc is the cyclotron
frequency and τ the carrier relaxation time) in magnetic field H = 80 kOe for samples with
n||[001], n||[110], and n||[111]. At low temperatures T < TS~15 K the obtained µH(T) data
tend to constant values µH~600–700 cm2/(V·s) (Figure 8b), and in the range T > T*~60 K Hall
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mobility follows the power law µH~T−α with a single exponent being estimated as α ≈ 5/4
both for H||n||[001] and H||n||[110].

Similar behavior of Hall mobility was observed in the range 80–300 K previously for
various LuB12 crystals; an α ≈ 7/4 exponent was detected for crystals with large values
of RRR ≡ ρ(300 K)/ρ(6 K) = 40–70 and α ≈ 3/2 was estimated for LuB12 with a small
RRR~12 [49]. The α = 3/2 exponent is typical for scattering of conduction electrons by
acoustic phonons (deformation potential). The increase of α values up to 7/4 in best LuB12
crystals was interpreted [49] in terms of charge carriers scattering both by quasi-local
vibrations of RE ions and by boron optical phonons [57] in the presence of JT distortions
and rattling modes of RE ions [58–60]. In the case of Ho0.8Lu0.2B12 crystals with RRR~10 the
further decrease of α value from 3/2 to 5/4 could be attributed to the emergence of strong
magnetic scattering in dodecaboride with Ho3+ magnetic ions. Note that the inequality
ωcτ < 1 (see Figure 8b), which is fulfilled in the entire temperature range 1.9–300 K in fields
up to 80 kOe, corresponds to the low field regime of charge carriers in Ho0.8Lu0.2B12. This
indicates that the results of Hall effect measurements should be insensitive to the topology
of the Fermi surface and depending mainly on the features of disorder and inhomogeneity
of the crystals studied.

Obviously, the Hall effect in Ho0.8Lu0.2B12 is strongly modified by the positive anisotropic
contribution ρH

an/H. Figure 9a,b show the angular dependencies of ρH
an(ϕ)/H at H = 80 kOe

for samples with n||[001] and n||[110]. The same contributions for n||[111] and n||[112]
are shown in Figure 10. As can be seen from Figures 9 and 10, the ρH

an(ϕ)/H curves
differ in both the amplitude and shape of angular dependence. Since very small changes of
ρH

an(ϕ)/H with temperature are detected for samples with H||n||[111] and H||n||[112]
in the field along normal directions (ϕ = 180◦ in Figure 10), the temperature dependences of
the anomalous component below are analyzed only for n||[001] and n||[110].
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Figure 9. (a,b) Anisotropic positive contribution ρH
an(ϕ)/H for samples with n||[001] and n||[110]

at H = 80 kOe. (c,d) Temperature dependencies of ρH
an/H amplitudes for n||[001] and n||[110] in
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the logarithmic scale. Panels (e,f) show the temperature dependencies of the anisotropic contribution
to resistivity ρxx

an = ρ(n||[001], T0, H = 80 kOe)-ρ(n||[111], T0, H = 80 kOe) and ρxx
an= ρ(n||[110],

T0, H = 80 kOe) − ρ(n||[111], T0, H = 80 kOe), respectively. Green and red solid lines on panels
(c–f) show the approximation by Equations (3) and (4) (see text).

Molecules 2023, 28 x FOR PEER REVIEW  15  of  27 
 

 

 

Figure 10. (a,b) Anisotropic contributions ρHan(φ)/H in magnetic field H = 80 kOe for the samples 

with n||[111] and n||[112], respectively. 

The amplitude ρHan/H variation with temperature is shown in Figure 9c,d in the log‐

arithmic plot. It is worth noting that two phenomenological relations 

ρHan/H ≈ C*∙(1/T − 1/TE)  (3)

ρHan/H ≈ (ρHan/H)0 −AH∙T−1∙exp(−TаH/T)  (4a)

were used in [49,55,61] for the Hall effect analysis in strongly correlated electron systems 

with a filamentary structure of conducting channels. Among these, a hyperbolic depend‐

ence  (3)  of  Hall  resistivity  was  observed  previously  in  SCES  CeCu6‐xAux  [55]  and 

Tm1‐xYbxB12 [61]. The authors of [55,61] argued in favor of a transverse even component of 

the Hall signal associated with the formation of stripes (see also [38]) on the surface and 

in the bulk of the crystal, similar to the chains of nanoscale stripes detected in the normal 

phase of HTSC [62]. Equation (4a) was applied to discuss the temperature  induced de‐

struction of the coherent state of stripes in LuB12    [49]. Below, we use the analysis based 

on Equations (3) and (4a) to highlight quantitatively the changes caused by various orien‐

tations of the external magnetic field. 

Indeed, the approximation by Equation (3) in the range 5–40 K results in values ТE ≈ 

132 K and С* ≈ 8.9∙10−4 cm3/C for the sample with n||[001], while for n||[110], the param‐

eter ТE ≈ 135 K is almost the same and С* ≈ 4.3∙10−4 cm3/C turns out to be about half the 

size (see green curves in Figs. 9c, 9d). Then, the analysis based on Equation (4a) provides 

very similar values TаH ≈ 13.7–13.8 K for these two field directions (see Figs. 9c, 9d, red 

curves). Note that the estimation of TаH agrees both with the characteristic temperature of 

stripe chains formation TS~15 K [48] from one side, and with the activation energy Ea/kB 

=Ta~14–16 K detected above in the Arrhenius type approximation of the main contribution 

to the Hall effect (see Figure 8a) from the other. It can be seen from Figure 9c,d that for the 

case n||[001] and n||[110], Equation (4a) provides a good description of the experimental 

ρHan/H(T) curves at temperatures up to 10 K. Above 10 K, these fits (see red curves in Figs. 

9c, 9d) differ sharply from experiment, indicating the restriction of the phenomenological 

approach applied. The AН coefficients in Equation (4a) differ for these two field directions 

by more than two times (AН = 73.8∙10−4 cm3/C for n||[001] and AН = 32.3∙10−4 cm3/C for 

n||[110]), being in good agreement with the amplitude ratio for ρHan/H (Figure 9c,d). Fur‐

thermore, similar to the approach developed in [43] for LuB12, an analysis of the aniso‐

tropic positive contribution to magnetoresistance in Figure 9e,f for Ho0.8Lu0.2B12 is carried 

out within the relation 

ρxxan(n,T0,H = 80 kOe) ≈ (ρxxan)0 − Axx∙T−1∙exp(−Tаρ/T)  (4b)

Figure 10. (a,b) Anisotropic contributions ρH
an(ϕ)/H in magnetic field H = 80 kOe for the samples

with n||[111] and n||[112], respectively.

The amplitude ρH
an/H variation with temperature is shown in Figure 9c,d in the

logarithmic plot. It is worth noting that two phenomenological relations

ρH
an/H ≈ C*·(1/T − 1/TE) (3)

ρH
an/H ≈ (ρH

an/H)0 −AH·T−1·exp(−Ta
H/T) (4a)

were used in [49,55,61] for the Hall effect analysis in strongly correlated electron sys-
tems with a filamentary structure of conducting channels. Among these, a hyperbolic
dependence (3) of Hall resistivity was observed previously in SCES CeCu6-xAux [55] and
Tm1-xYbxB12 [61]. The authors of [55,61] argued in favor of a transverse even component
of the Hall signal associated with the formation of stripes (see also [38]) on the surface
and in the bulk of the crystal, similar to the chains of nanoscale stripes detected in the
normal phase of HTSC [62]. Equation (4a) was applied to discuss the temperature induced
destruction of the coherent state of stripes in LuB12 [49]. Below, we use the analysis
based on Equations (3) and (4a) to highlight quantitatively the changes caused by various
orientations of the external magnetic field.

Indeed, the approximation by Equation (3) in the range 5–40 K results in values
TE ≈ 132 K and C* ≈ 8.9·10−4 cm3/C for the sample with n||[001], while for n||[110], the
parameter TE ≈ 135 K is almost the same and C* ≈ 4.3·10−4 cm3/C turns out to be about
half the size (see green curves in Figure 9c,d). Then, the analysis based on Equation (4a)
provides very similar values Ta

H ≈ 13.7–13.8 K for these two field directions (see Figure 9c,d,
red curves). Note that the estimation of Ta

H agrees both with the characteristic temperature
of stripe chains formation TS~15 K [48] from one side, and with the activation energy
Ea/kB =Ta~14–16 K detected above in the Arrhenius type approximation of the main
contribution to the Hall effect (see Figure 8a) from the other. It can be seen from Figure 9c,d
that for the case n||[001] and n||[110], Equation (4a) provides a good description of the
experimental ρH

an/H(T) curves at temperatures up to 10 K. Above 10 K, these fits (see
red curves in Figure 9c,d) differ sharply from experiment, indicating the restriction of the
phenomenological approach applied. The AH coefficients in Equation (4a) differ for these
two field directions by more than two times (AH = 73.8·10−4 cm3/C for n||[001] and
AH = 32.3·10−4 cm3/C for n||[110]), being in good agreement with the amplitude ratio for
ρH

an/H (Figure 9c,d). Furthermore, similar to the approach developed in [43] for LuB12,
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an analysis of the anisotropic positive contribution to magnetoresistance in Figure 9e,f for
Ho0.8Lu0.2B12 is carried out within the relation

ρxx
an(n,T0,H = 80 kOe) ≈ (ρxx

an)0 − Axx·T−1·exp(−Ta
ρ/T) (4b)

For each of the samples with H||n||[001] and H||n||[110], the anisotropic com-
ponent ρxx

an(n,T0,H = 80 kOe) was determined by subtracting from the experimental
resistivity data (e.g, ρ(n||[001],T0,H = 80 kOe) for H||n||[001]) and the dependence
ρ(n||[111],T0,H = 80 kOe) for H||n||[111], where the magnetoresistance is minimal.
Parameters Ta

ρ = 13.3–14.8 K found from this approximation in the same range T ≤ 10 K
turn out to be close to Ta

H ≈ 13.3–13.8 K values and also to TS~15 K [48], as well as to the
activation temperature Ta~14–16 K (see Figure 8a).

3. Discussion
3.1. Multicomponent Analysis of the Contributions to Anomalous Hal Effect (AHE) in the Regime
of Ferromagnetic Fluctuations

Previous measurements of the Hall effect in Ho0.5Lu0.5B12 in P-phase (T > TN ≈ 3.5 K)
were carried out in the conventional field-sweep scheme with two opposite field directions
±H||n [63]. Ordinary and anomalous components of the Hall effect observed in [63] were
described by the general relation

ρH/B = RH0 + RS·4πM/B, (5)

which is usually applied to AHE in ferromagnetic metals [51,64], where RH0 and RS = const(T)
are the ordinary and anomalous Hall coefficients, respectively. According to [51], the ferro-
magnetic AHE regime represented by Equation (5) corresponds to the intrinsic scattering
mechanism. Since short-range order effects are observed in the paramagnetic phase of mag-
netic RB12 in the temperature range at least up to 3TN [53,60,65] (see also Figure 4), and
that a ferromagnetic component was detected in the magnetically ordered state of HoB12 in
magnetic fields above 20 kOe, it is of interest to perform the analysis within the framework of
Equation (5) of the ordinary and AHE components in the vicinity of TN. In this case, relying
on the above results of angular measurements of Ho0.8Lu0.2B12 (Figures 5–7, 9 and 10), one
should use isotropic ρH0(T, H, n) and anisotropic ρH

an(ϕ, T, H, n) components of the Hall
signal separated within the framework of Equation (2) (see Figures 2–10). It is worth noting
that the analysis performed in [43] within the framework of Equation (5) is applied to the
field dependences of Hall resistivity ρH(H) obtained in the conventional field-sweep ±H ||
n scheme, leading obviously to mixing of contributions ρH0(H) and ρH

an(H). As a result, the
coefficients RH0 and RS were determined in [43] for the total averaged Hall resistivity, which
contains both the isotropic ρH0(T, H, n) and anisotropic ρH

an(ϕ, T, H, n) components. Actu-
ally, each of the angular contributions ρH0 and ρH

an(ϕ) is characterized by two independent
coefficients R0 and RS, which generally differ in sign. Below, we develop the analysis, consid-
ering two ferromagnetic components included in the AHE. To keep generality, we analyze
our Hall effect data for all three principal directions of external magnetic field (H||[001],
H||[110], and H||[111]), despite the fact that for H||[111], the intrinsic AHE is found to be
practically negligible (see Figures 7 and 10).

Thus, for a full description of the Hall effect in Ho0.8Lu0.2B12, we used the
following relations: {

ρ0
H/B = R0

H + R0
M ∗ 4πM/B

ρan
H /B = Ran

H + Ran
M ∗ 4πM/B

(6)

where ρH
0/B = ρH0/B(H, T0, n) and ρH

an/B = ρH
an/B(H, T0, n) are the reduced amplitudes

of contributions ρH0 and ρH
an(ϕ) (see Figure 7), which depend on temperature and direction

of the normal vector n to the sample surface; RH
0 and RH

an are components of the ordinary
Hall effect, connected with magnetic induction B, and RM

0, RM
an are the coefficients of

anomalous Hall effect determined by magnetization M and related to the ferromagnetic
component (see Figure 3d–f). Obviously, there are two independent ordinary contributions
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to Hall resistivity RH
0·B and RH

an·B, as well as two independent anomalous (ferromagnetic)
components RM

0·4πM and RM
an·4πM, which differ for various H directions. Note that

the last two components RH
an·B and RM

an·4πM are responsible for the observed Hall
effect anisotropy.

Figure 11 shows the linear approximation within the framework of Equation (6) of
the reduced amplitudes ρH0/B and ρH

an/B vs 4πM/B in the range T0 = 2.1–6.5 K for
Ho0.8Lu0.2B12 crystals with n||[001], n||[110], and n||[111]. Linear fits are acceptable for
directions n||[001] and n||[110] at temperatures of 2.1 K and 4.2 K for both the isotropic
ρH0/B and anisotropic ρH

an/B contributions. This approximation was found to be valid at
T = 6.5 K in the interval of small 4πM/B values (i.e., in high magnetic fields, in more detail
see Figure S4 in Supplementary Materials), where the estimated parameters RH

0 and RH
an

are extracted as cutoffs, and RM
0 and RM

an are the slopes of corresponding straight lines
in Figure 11. Since the parameters RH

0, RH
an, RM

0, RM
an depend weakly on temperature

(see Figure S4 in Supplementary Materials), the temperature-averaged values of these
coefficients are summarized in Table 1.
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Table 1. Parameters RH
0, RH

an of the ordinary and anomalous RM
0, RM

an contributions to Hall effect
in Ho0.8Lu0.2B12 averaged over temperatures 2.1–7 K.

RH, 10−4 × cm3/C H||n||[001] H||n||[110] H||n||[111]

RH
0 −7.3 −7.7 −7.7

RH
an 6.8 2.3 0

RM
0 25.2 26.9 26.5

RM
an −64.9 −20.9 0

The analysis based on Equation (6) allows us to conclude that the values of coefficients
RH

an and RM
an, which are characteristics of the anisotropic component, turn out to be
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practically equal to zero for H||[111] (Figure 11f). It can be seen that the Hall coefficient
RH

0~−7.5·10−4 cm3/C remains practically invariant for any H direction (see Table 1 and
Figure S4 in Supplementary Materials), confirming that this ordinary negative component of
Hall signal is isotropic. On the contrary, the value of anisotropic positive contribution RH

an

changes significantly from ~6.8·10−4 cm3/C for H||[001] to 2.3·10−4 cm3/C in H||[110]
passing through zero for H||[111] (Table 1). As a result, in Ho0.8Lu0.2B12 for strong
field H||[001], the anisotropic positive component RH

an B·g(ϕ,n), which is proportional
to magnetic induction, turns out to be comparable in absolute value with the negative
isotropic component RH0 B of the ordinary Hall effect. Note that the values of coefficients
RM

0, RM
an of the anomalous (ferromagnetic) contributions, which are proportional to

magnetization, dramatically exceed the ordinary parameters RH
0, RH

an that agrees with
the result [63] for Ho0.5Lu0.5B12.

It is very unusual that a significant isotropic anomalous positive contribution
RM

0 ~25:27·10−4 cm3/C appears in the paramagnetic phase of Ho0.8Lu0.2B12, and it may
be attributed to the isotropic ferromagnetic component in the Hall signal. We propose
that the RM

0 term depends on the regime of ferromagnetic fluctuations detected in low
field magnetic susceptibility above TN (Figure 4). On the contrary, the anomalous negative
contribution RM

an varies strongly in the range (−)(21:65)·10−4 cm3/C depending on M
direction (see Table 1), and this component appears in strong magnetic field and at low
temperatures (Figure 11). To summarize, AHE in the paramagnetic state of Ho0.8Lu0.2B12 is
proportional to magnetization and is determined both by the positive contribution RM

0

·4πM·cos(ϕ) and by the strongly anisotropic negative component RM
an·4πM·g(ϕ). These

two contributions compensate each other in the vicinity of n||[110] (dynamic charge stripe
direction [35,48]).

When discussing the nature of multicomponent Hall effect in Ho0.8Lu0.2B12, it is
worth noting the complicated multi-q incommensurate magnetic structure in the Neel state.
Magnetic ordering is characterized by propagation vector q = (1/2±δ, 1/2±δ, 1/2±δ) with
δ = 0.035 and detected in [53,66,67] for Ho11B12 in the neutron diffraction experiments at
low temperatures in low (H < 20 kOe) magnetic field. It was also found for HoB12 [53,66,67]
that as the strength of external magnetic field increases above 20 kOe, the 4q-magnetic
structure transforms into a more complex one, in which, apart from the coexistence of two
AF 4q and 2q components, there additionally arises some ferromagnetic order parameter.
Then, a strong modulation of the diffuse neutron-scattering patterns was observed in HoB12
well above TN [53,67] with broad peaks at positions of former magnetic reflections, e.g., at
(3/2, 3/2, 3/2), pointing to strong correlations between the magnetic moments of Ho3+ ions.
These diffuse scattering patterns in the paramagnetic state were explained in [53,67] by the
appearance of correlated 1D spin chains (short chains of Ho3 + -ion moments placed on
space diagonals <111> of the elementary unit), similar to those detected in low dimensional
magnets [68]. It was found that these patterns can be resolved both well above (up to 70 K)
and below TN, where the 1D chains seem to condense into an ordered antiferromagnetic
modulated (AFM) structure [53,67,69]. The authors [53] discussed the following scenario
for the occurrence of long-range order in HoB12: Far above TN, strong interactions lead
to correlations along [111], they are essentially one-dimensional and would not lead to
long-range order at finite temperature. As TN is approached, the 1D-correlated regions
grow in the perpendicular directions, possibly due to other interactions. Cigar-shaped
AFM-correlated regions were proposed in [53] that become more spherical when TN is
approached. Within this picture, the ordering temperature is located in the point where
spherical symmetry is reached. Only then 3D behavior sets in, and HoB12 exhibits long-
range AFM order [53]. The refinement of Ho11B12 crystal structure was done with high
accuracy in the space group Fm3m, but also small static Jahn–Teller distortions were found
in RB12 compounds [36,41]. However, the most important factor of symmetry breaking is
the dynamic one [36,41], which includes the formation both of vibrationally coupled Ho–Ho
dimers and dynamic charge stripes (see [36,48,52] for more details). As a result, twofold
symmetry in the (110) plane is conserved as expected for cubic crystal, but the charge
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stripes and Ho–Ho-coupled vibrations suppress the exchange between nearest neighbored
Ho-ions. This result in the emergence of complicated phase diagrams in the AF state
with a number of different magnetic phases separated by radial and circular boundaries
(Maltese Cross type of angular diagrams in RB12 [35,42,44,46]). In this scenario AF magnetic
fluctuations develop well above TN in HoB12 along trigonal axis [111], and dynamic
charge stripes along <110> suppress dramatically the RKKY indirect exchange between Ho
magnetic moments [44] provoking the formation of cigar-shaped AFM-correlated regions
proposed in [53]. In our opinion, these effects are responsible both for the emergence of
filamentary structures of fluctuating charges in these nonequilibrium metals and for the
formation of spin polarization in the conduction band. This also results in the appearance
of a complicated multicomponent Hall effect including two (isotropic and anisotropic)
anomalous contributions.

3.2. Mechanisms of AHE in Ho0.8Lu0.2B12

Returning to commonly used classification [51,70], it is necessary to distinguish be-
tween the intrinsic and extrinsic AHE. Intrinsic AHE is related to the transverse velocity
addition due to Berry phase contribution in systems with strong spin–orbit interaction
(SOI), while the extrinsic AHE associated with scattering of charge carriers by impurity
centers. However, AHE also arises in noncollinear ferromagnets, in which a nonzero scalar
chirality Si(Sj × Sk) 6= 0 leads to the appearance of an effective magnetic field even in the
absence of SOI [71], and in magnetic metals with a nontrivial topology of spin structures in
real space [72–76]. When interpreting experimental data, a problem of identifying the actual
mechanisms of AHE arises [51]. Among the extrinsic AHE, skew scattering, for which the
scattering angularly depends on the mutual orientation of the charge carrier spin and the
magnetic moment of the impurity, predicts a linear relationship between the anomalous
component of the resistivity tensor ρan

H~ρxx and usually corresponds to the case of pure
metals (ρxx < 1 µOhm·cm) [77]. In the range of resistances ρxx = 1–100 µOhm·cm the
intrinsic AHE dominates, which is due to the effect of the Berry phase (ρan

H~ρxx
2) [78].

The contribution to scattering due to another extrinsic AHE, side jumping [79] with a
similar scaling (ρan

H~ρ2
xx0, where ρxx0 is the residual resistivity of the metal) is usually

neglected [51]. In the “dirty limit” (ρxx > 100 µOhm*cm), an intermediate behavior is
observed with a dependence of the form ρan

H~ρxx
β and with an exponent β = 1.6–1.8,

which is associated usually with the transition to hopping conductivity [51].
When identifying the AHE mechanism in Ho0.8Lu0.2B12 with a small residual resistiv-

ity (ρxx0~1 µOhm·cm, Figure 2a), it is not possible to follow the traditional classification
as no presence of the itinerant AHE with an asymptotic ρan

xy~ρxx
2, or a skew scattering

regime (ρan
H~ρxx) was found here. However, in order to correctly compare these diag-

onal and off-diagonal components of the resistivity tensor, it is possible to extract the
corresponding anomalous contributions. As can be seen from Figure 2, for H||n||[111],
the anisotropic anomalous component of Hall signal is negligible and, as a result, the
reduced Hall resistivity measured in angular experiments in direction H||n consists of
the isotropic contribution only. In addition, according to conclusions made in [43,47], at
low temperatures in paramagnetic state the magnetoresistance of Ho0.8Lu0.2B12 consists of
isotropic negative and anisotropic positive contributions, the latter being close to zero in
the direction H||n||[111].

In this situation, for estimating the anisotropic components ρan
H and ρan

xx, e.g., for
the n||[001] sample, it suffices to find the difference ρan

H(n||[001]) = ρH(n||[001])-
ρH(n||[111]) (see Figure 2b) and ρan

xx(n||[001]) = ρ(n||[001])-ρ(n||[111]) (see Figure 2a).
Figure 12 demonstrates the scaling relation between these anisotropic components of ρan

H
and ρan

xx for H||[001] and H||[110] directions, which leads to the following conclusions:
(i) For H||[001] a ρan

H~ρan
xx

1.7 dependence is observed over the entire temperature range
T ≤ T*~60 K. This regime does not correspond to intrinsic AHE (β < 2), while an onset
of hopping conductivity (β = 1.6–1.8) [51] seems to be an unreal scenario in this good
metal (ρxx~1 µOhm·cm, Figure 2a). (ii) On the contrary, for H||[110], two anisotropic
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components of the resistivity tensor appear in the interval T < TS~15 K and turn out to be
related to each other as ρan

H~ρan
xx

0.83 (Figure 12), which does not favor skew scattering
(β~1) [77]. Note that the exponent β for H||[110] is twice as small as that for H||[100] in
Ho0.8Lu0.2B12, and these regimes are observed in adjacent ρan

xx intervals changing one to
another at ρan

xx~0.1 µOhm·cm (Figure 12). Such a different behavior in charge transport
parameters for two different magnetic field directions suggests that the AHE is caused
by another scattering mechanism, which, in particular, may result from the influence of
external magnetic field on dynamic charge stripes directed along <110> (see Figure 1a).
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In this scenario the appearance of two types of AHE in Ho0.8Lu0.2B12 may be inter-
preted as follows. The first mode of AHE associated with charge scattering in the interval
T < TS~15 K is detected when magnetic field is applied along charge stripes (H||[110]),
and the regime appears due to the formation of a large size cluster (long chains) in the
filamentary structure of fluctuating charges. The second mode of AHE is induced by
the order–disorder transition at T*~60 K and corresponds to the magnetic field applied
transverse to vibrationally coupled dimers of rare-earth ions (H||[001] ⊥ <110>). In the
latter case, when the carrier moves in transverse magnetic field along a complex path,
the intrinsic AHE is expected to be influenced by the Berry phase in real space [51,78],
but instead, the ρan

H~ρan
xx

1.7 scaling is observed. This unusual behavior seems to be a
challenge to the contemporary AHE theory and has to be clarified in future studies.

3.3. AHE Anisotropy and Dynamic Charge Stripes

The above analysis of Hall effect contributions in Ho0.8Lu0.2B12, based (i) on mea-
surements in the conventional field-sweep ±H||n scheme (Figures 2, 3a–c and S1a in
Supplementary Materials), and (ii) on studies of angular dependences with vector H rotat-
ing in the (110) plane (Figure 5, Figure 6, Figures S1b, S2 and S3 in Supplementary Materials),
allows to obtain a set of AHE coefficients, which characterize the ordinary and anoma-
lous contributions along three principal directions of the magnetic field (H||n||[001],
H||n||[110], and H||n||[111]).

In this case, the methodological feature of the performed angular measurements of
Hall resistivity shows a cosine modulation of the projection of transverse Hall electric
field on the direction that connects two Hall probes and is perpendicular to any of the
specific normal vectors: n||[001], n||[110] n||[111], or n||[211]. In this situation, it is
more convenient to control the projection of the external field H onto the normal vector
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Hn = (H·n) = H0·cosϕ, which is used to determine the amplitude of contributions in the
corresponding n direction (see inset in Figure 2a). As can be seen from Figure 10, vanishing
of the AHE for H directed precisely along n||[111] and n||[112] does not mean zero values
of ρH

an(ϕ)/H for these crystals in the entire range of angles. In this case, it is obvious that
for H in the plane of the sample, near-zero values of Hn = H0·cos occur.

For ϕ = 0, one should also expect zero values of anomalous contributions to the
Hall signal.

In [44,47–49,58], it was found that the angular dependence of magnetoresistance (MR)
in RB12 is determined by scattering of carriers on dynamic charge stripes. As a result, the
maximum positive values of MR are observed for H||[001] perpendicular to the direction
of these electron density fluctuations, while the minimum MR is observed for H||[111]
(see Figure 13b). To clarify the nature of these anomalies in angular AHE curves, one can
restore the angular dependence of the AHE in the entire range of 0–360º and compare
the obtained curve with the related MR data. This analysis can be performed by relying
on experimental ρH/B(ϕ) curves measured at T = 2.1 K in magnetic field H = 80 kOe
for four different crystals when H is rotated in the same plane (110). Since both the
ordinary and anomalous components of Hall signal can be described by cosine dependence
ρH(ϕ) = ρH0·cos(ϕ − ϕ1) + ρH

an·g(ϕ), the representation of experimental data shown in
Figure 13a in the form of ρH(ϕ)/(H·cos(ϕ − ϕ1)) allows us to separate the isotropic and
anisotropic contributions from Hall experiments.
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The averaged envelope (indicated by yellow shading in Figure 13a) was obtained after
removing the particular portions of the related angular dependences with singularities
associated with division by small values (zeros of cosine), and then averaging the data of
these four angular Hall signal dependences. In this case, in accordance with the data in
Figure 2b, in H||<111> directions on the resulting envelope curve ρH(ϕ)/(H·cos(ϕ − ϕ1)),
the maximum negative values of about −6 × 10−4 cm3/C correspond to isotropic ordinary
component ρH0/H of Hall effect, which is independent on magnetic field direction. The
positive anisotropic component reconstructed from the data of four measurements (the
yellow shading in Figure 13a) provide changes of the ρH(ϕ)/(H·cos(ϕ − ϕ1)) in the range
(3.2:6)·10−4 cm3/C. Despite the fact that the initial ρH

an(ϕ) dependence is an odd function
(see Figures 5, 6, 9 and 10), the result of its division by the odd cos(ϕ − ϕ1) allows one
to obtain the real anisotropic even amplitude of Hall effect and compare it with MR.
The location of its extrema coincides with the positions of anomalies on the MR curve
(Figure 13b). Indeed, the maximum positive contribution to AHE appears synchronously
with the MR peak along <001>, while for <110>, a small (if compared with the anomaly
along <001>) positive AHE component is recorded (Figure 13b) simultaneously with a
small amplitude singularity of MR. We also note that two spatial diagonals <111> on the
anisotropic contribution ρH

ang(ϕ)/(H·cos(ϕ − ϕ1)) seem to be equivalent and show no
hysteretic features. The observed behavior of the Hall effect in Ho0.8Lu0.2B12 agrees very
well with symmetry lowering of the fcc structure of Ho0.8Lu0.2B12 due to static and dynamic
Jahn–Teller distortions [36].

Finally, the comparison of the angular dependences of MR and Hall effect in Ho0.8Lu0.2B12
(Figure 13) shows that, along with the normal isotropic contributions to the diagonal (negative
MR) and off-diagonal (the ordinary Hall coefficient of negative sign) components of the
resistivity tensor, anomalous anisotropic positive components appear both in the MR and in
Hall effect at low temperatures. These components reach (i) maximal values in the direction
of magnetic field transverse to dynamic charge stripes (H||[001]) and (ii) zero values for
H||[111]. This anisotropy arises simultaneously with the transition to the cage glass state at
T*~60 K and seems to be related to the formation of vibrationally coupled pairs of rare-earth
ions displaced from their centrosymmetric positions in B24 cavities of the boron sublattice [48].
A significant increase of this anisotropy is detected at temperatures T < TS~15 K upon the
formation of large size clusters (long chains) in the filamentary structure of fluctuating elec-
tron density (stripes). Taking into account that, according to the results of room temperature
measurements of the dynamic conductivity of LuB12, about 70% of charge carriers participate
in the formation of the collective mode (hot electrons) [80], a redistribution of carriers between
the nonequilibrium and Drude components should be expected with decreasing temperature.

Apparently, the activation behavior of the Hall concentration of charge carriers ob-
served in the range 60–300 K (Ta~14–17 K, Figure 8a) may be attributed to the involvement
of additional conduction electrons in the collective mode. When vibrationally coupled
dimers of rare-earth ions are formed below T*~60 K, short and disordered chains of stripes
oriented along <110> appear in magnetic field, initiating the emergence of intrinsic AHE
(Figure 12). We propose that the AHE in Ho0.8Lu0.2B12 is caused by a transverse addition
to velocity due to the Berry phase contribution [51], which arises for carriers moving in a
complex filamentary structure of the electron density in magnetic field applied transverse
to dynamic stripes. During the formation of large size clusters in the structure of stripes
(interval T < TS~15 K) in field orientation along the stripes H||[110], no intrinsic AHE is
expected. A skew scattering contribution, for which the scattering angle depends on the
mutual orientation of the charge carriers spin and the magnetic moment of the impurity,
may become noticeable with a linear relationship ρan

H~ρan
xx between these components of

the resistivity tensor (Figure 12). We propose that some geometric factors are responsible
for the reduction of β exponent in these two AHE regimes. Approaching the AF transition
above TN, on-site 4f -5d spin fluctuations in the vicinity of Ho3+ ions lead to magnetic
polarization of the 5d states of the conduction band, which gives rise to ferromagnetic
fluctuations in Ho0.8Lu0.2B12 (Figure 4). These produce ferromagnetic nanoscale domains
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(ferrons), and, as a result, initiate the appearance of the ferromagnetic contribution to AHE
(Figure 11 and Table 1). We emphasize that such a complex multicomponent AHE in model
Ho0.8Lu0.2B12 metal with a simple fcc lattice turns out to be due to the inhomogeneity and
complex filamentary structures of the electron density in the matrix of this SCES with
dynamic Jahn–Teller lattice instability and electron phase separation.

4. Experimental Details

Ho0.8Lu0.2B12 single-domain crystals were grown by crucible-free induction zone
melting in an inert argon gas atmosphere (see, e.g., [34]). Magnetization was measured
with the help of a SQUID magnetometer MPMS Quantum Design in fields up to 70 kOe
in the temperature range 1.9–10 K. The external magnetic field was applied along the
principal crystallographic axes- H||[001], H||[110], and H||[111]. Resistivity, magnetore-
sistance, and Hall effect were studied on an original setup using the standard DC five-probe
technique with excitation current commutation. The angular dependences of transverse
magnetoresistance and Hall resistivity were obtained using a sample holder of original
design, which enables the rotation of the vector H located in the plane perpendicular to
fixed current direction I||[110]⊥H with a minimum step ϕstep = 0.4◦ (see the schematic
view on the inset of Figure 2a). Measurements were carried out in a wide temperature
range 1.9–300 K in magnetic fields up to 80 kOe, the angle ϕ = nˆH (n-normal vector to
the lateral sample surface) varied in the range ϕ = 0–360◦. The measuring setup was
equipped with a stepper motor, which enabled an automatic control of sample rotation,
similar to that one used in [35]. High accuracy of temperature control (∆T ≈ 0.002 K in the
range 1.9–7 K) and magnetic field stabilization (∆H ≈ 2 Oe) was ensured, respectively, by
LLC Cryotel, (Moscow, Russia) TC 1.5/300 temperature controller and Cryotel SMPS 100
superconducting magnet power supply in combination with a CERNOX 1050 thermometer
and n-InSb Hall sensors.

5. Conclusions

In the paramagnetic phase of the cage-cluster high-boron boride Ho0.8Lu0.2B12 with a
cage-glass state below T*~60 K and electronic phase separation (dynamic charge stripes),
magnetotransport was studied at temperatures 1.9–300 K in magnetic fields up to 80 kOe.
Field and angular measurements of resistivity and Hall resistivity were performed on
single-domain crystals of the Ho0.8Lu0.2B12 model metal allowed to separate and analyze
several different contributions to the Hall effect. It was shown that, along with the negative
ordinary isotropic component of Hall resistivity, an intrinsic AHE of a positive sign arises
in the cage-glass state in field direction H||[001], which is perpendicular to the charge
stripe chains. This AHE corresponds through the relation ρan

H~ρan
xx

1.7 to the anomalous
components of the resistivity tensor. It was also found that at temperatures T < TS~15 K,
where long chains prevail in the filamentary structure of fluctuating charges (stripes), a
contribution to AHE of the form ρan

H~ρan
xx

0.83 becomes dominant when H||[110]. We
propose that these two components are intrinsic (a transverse addition to velocity due to the
contribution of the Berry phase) and extrinsic (from the skew scattering mechanism) [51],
respectively, and exhibit some decrease of exponents from integers due to the geometric
factor. In the paramagnetic phase near Neel temperature, on-site 4f -5d spin fluctuations
in the vicinity of Ho3+ ions were found to induce spin-polarized 5d states (ferromagnetic
nanoscale domains–ferrons) in the conduction band, which result in the appearance of
an additional ferromagnetic contribution to AHE, as observed both in the isotropic and
anisotropic components of Hall effect. Detailed measurements of the angular dependences
of Hall resistivity and MR with vector H rotation in the (110) plane, perpendicular to
the direction of stripes, made it possible to separate the negative isotropic and positive
anisotropic contributions to AHE and MR, and to explain them in terms of charge carriers
scattering by dynamic charge stripes.
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Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/molecules28020676/s1, Figure S1: The direct match between
(a) the data obtained in the conventional field-sweep scheme of Hall effect measurements with two
opposite directions of ±H||n and (b) the data extracted in the experiment with step-by-step rotation
of the sample around I||[1–10] with a fixed H direction in the transverse plane; Figures S2 and S3:
The approximation of the angular dependences of Hall resistivity ρH(ϕ) for H = 80 kOe in the
temperature range 2.1–30 K for n||[111] and n||[112] by Equation (2); Figure S4: Coefficients
RH0, RHan of the ordinary and RM0, RMan of the anomalous Hall effect (Equation (6)) depending
on temperature for three vectors n||[001], n||[110], and n||[111]; Figure S5: The X-ray powder
analysis; Figure S6: Typical X-ray Laue back reflection patterns; Figures S7–S9: Verification of the
single-domain crystals by the rocking curve control; Figure S10: The results of the microprobe analysis
of the Ho0.8Lu0.2B12 single crystals; Table S1: The corrections due to demagnetizing factors and values
of the demagnetization factor, depending on the type of experiment; Table S2: The results of the
microprobe analysis of the Ho0.8Lu0.2B12 single crystals.
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26. Jacobsen, H.; Holm, S.L.; Lăcătuşu, M.E.; Rømer, A.T.; Bertelsen, M.; Boehm, M.; Toft-Petersen, R.; Grivel, J.C.; Emery, S.B.; Udby,
L.; et al. Distinct nature of static and dynamic magnetic stripes in cuprate superconductors. Phys. Rev. Lett. 2018, 120, 037003.
[CrossRef]

27. Anissimova, S.; Parshall, D.; Gu, G.D.; Marty, K.; Lumsden, M.D.; Chi, S.; Fernandez-Baca, J.A.; Abernathy, D.L.; Lamago, D.;
Tranquada, J.M.; et al. Direct observation of dynamic charge stripes in La2–xSrxNiO4. Nat. Commun. 2014, 5, 1. [CrossRef]

28. Abeykoon, A.M.M.; Božin, E.S.; Yin, W.G.; Gu, G.; Hill, J.P.; Tranquada, J.M.; Billinge, S.J.L. Evidence for short-range-ordered
charge stripes far above the charge-ordering transition in La1.67Sr0.33NiO4. Phys. Rev. Lett. 2013, 111, 096404. [CrossRef]

29. Kohsaka, Y.; Taylor, C.; Fujita, K.; Schmidt, A.; Lupien, C.; Hanaguri, T.; Azuma, M.; Takano, M.; Eisaki, H.; Takagi, H.; et al. An
intrinsic bond-centered electronic glass with unidirectional domains in underdoped cuprates. Science 2007, 315, 1380. [CrossRef]

30. Gabani, S.; Flachbart, K.; Siemensmeyer, K.; Mori, T. Magnetism and superconductivity of rare earth borides. J. Alloys Compd.
2020, 821, 153201. [CrossRef]

31. Paderno, Y.; Shitsevalova, N.; Batko, I.; Flahbart, K.; Misiorek, H.; Mucha, J.; Jeżowski, A. Transition and rare earth element
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