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Preface to ”Flexible and Wearable Sensors”

In recent years, the field of flexible and wearable electronics has emerged as a promising domain

with vast potential in various areas such as human–machine interaction, robotics, and healthcare

monitoring. The favorable flexibility and adaptability of these technologies have paved the way for

unprecedented advancements, making this field one of the most captivating and rapidly growing

areas of interdisciplinary research.

At the heart of flexible electronics lie flexible and wearable sensors, which play a pivotal role in

ensuring the exceptional performance of these devices. With their remarkable sensing capabilities,

these sensors have become the focal point of both domestic and international research endeavors.

Their development is crucial to the realization of truly flexible and wearable electronics.

In light of the significance of flexible and wearable sensors, this Special Issue presents a

comprehensive collection of research papers, short communications, and review articles in the field.

The focus of these contributions revolves around three main themes:

(1) Novel structural designs, material fabrication, signal processing, and modeling techniques

applying a wide range of mechanisms to flexible and wearable sensors. This exploration could lead

to groundbreaking advancements in sensor technology.

(2) The utilization of MEMS (Micro-Electro-Mechanical System) techniques in the production

process of wearable and flexible sensors, along with simulation analysis with theoretical modeling.

These techniques will enable researchers to enhance the performance and functionality of sensors.

(3) The exploration of multiple application scenarios within the realm of multivariable flexible

and wearable sensor systems. These applications hold immense potential in revolutionizing various

industries and domains.

By bringing together cutting-edge research in these areas, we aim to provide a platform for

knowledge exchange and collaboration among researchers, scientists, and practitioners. This Special

Issue serves as a valuable resource for readers seeking to delve into the exciting world of flexible and

wearable electronics and contribute to their further advancements.

We would like to express our gratitude to all the contributors for their valuable insights and

expertise, without which this Special Issue would not have been possible. We hope that this collection

of work will inspire new ideas, foster innovation, and push the boundaries of what is possible in the

field of flexible and wearable electronics.

Libo Gao and Zhuoqing Yang

Editors
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Editorial

Editorial for the Special Issue on Flexible and Wearable Sensors
Libo Gao 1,2,* and Zhuoqing Yang 3

1 Pen-Tung Sah Institute of Micro-Nano Science and Technology, Xiamen University, Xiamen 361102, China
2 Innovation Laboratory for Sciences and Technologies of Energy Materials of Fujian Province (IKKEM),

Xiamen 361005, China
3 National Key Laboratory of Micro/Nano Fabrication Technology, School of Electronic Information and

Electrical Engineering, Shanghai Jiao Tong University, Shanghai 200240, China; yzhuoqing@sjtu.edu.cn
* Correspondence: lbgao@xmu.edu.cn

Flexible wearable sensors have garnered significant interest in the fields of human-
computer interaction, materials science, and biomedicine. The remarkable progress achieved
in combining flexible materials and sensor manufacturing processes has led to substantial
growth in flexible wearable sensors, making it a highly attractive and rapidly evolving area
of interdisciplinary research. This Special Issue aims to highlight the latest advancements,
ongoing challenges, and emerging opportunities in flexible wearable sensors, encompass-
ing both fundamental principles and practical applications. The objective of this Special
Issue is to inspire the community by addressing key questions in this field, with the ultimate
aim of maximizing the societal impact of flexible wearable sensors.

In this Special Issue on Flexible and Wearable Sensors, we have included 25 papers,
including 24 research papers, covering applications in human-computer interaction [1–3],
mechanical design [4–8], health monitoring [9–15], manufacturing technology [16–20],
algorithms [21–23], and smart cities [24]. Additionally, we feature an intriguing review
paper focusing on flexible wearable sensor devices for biomedical applications [25].

In particular, Xue et al. proposed a frictional electromagnetic hybrid harvester with
a low starting wind speed and an engineering-practical propeller design approach to
achieve output power over a wide range of wind speeds [24]. Vanhala et al. proposed a
strategy for long carbon stitched fibers in the form of permeable carbon fiber cloth placed
on a stretchable thermoplastic polyurethane matrix to improve the 3D printed matrix’s
mechanical, electrical, and thermal properties [17]. Gao et al. proposed a flexible skin
pressure sensor for monitoring the pulse of the radial artery, which was connected to a
flexible processing circuit mount to enable real-time wireless, accurate monitoring of the
pulse by a smartphone [12]. Zhang et al. combined 2D transition metal carbides, nitrides,
and carbon-nitrides with a honeycomb structure formed by femtosecond filamentary pulses
to design and fabricate a high-performance flexible piezoresistive sensor that enables stress-
strain detection during human movement [14].

Finally, the review articles in this issue highlight the latest advances in flexible wearable
sensor devices for biomedical applications [25]. As the field of flexible wearable electronics
continues to grow, the number of relevant articles published on flexible wearable sensors is
also increasing, and we look forward to the day when flexible wearable electronics move
from the laboratory to full social life.

It is our hope that this Special Issue on Flexible and Wearable Sensors provides readers
with valuable insights into the current state of the art in this rapidly evolving research area,
presenting some of the latest technologies developed in the field.

Author Contributions: Investigation, L.G. and Z.Y.; resources, L.G. and Z.Y.; writing—original draft
preparation, L.G.; writing—review and editing, L.G. and Z.Y.; supervision, L.G.; funding acquisition,
L.G. All authors have read and agreed to the published version of the manuscript.
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Laser-Formed Sensors with Electrically Conductive MWCNT
Networks for Gesture Recognition Applications
Natalia A. Nikitina 1,* , Dmitry I. Ryabkin 1,2, Victoria V. Suchkova 1 , Artem V. Kuksin 1 , Evgeny S. Pyankov 1,
Levan P. Ichkitidze 1,2, Aleksey V. Maksimkin 2 , Evgeny P. Kitsyuk 3 , Ekaterina A. Gerasimenko 1,
Dmitry V. Telyshev 1,2 , Ivan Bobrinetskiy 4 , Sergey V. Selishchev 1 and Alexander Yu. Gerasimenko 1,2,*

1 Institute of Biomedical Systems, National Research University of Electronic Technology, 124498 Moscow,
Russia; ryabkin@bms.zone (D.I.R.); molodykh1999@gmail.com (V.V.S.); nix007@mail.ru (A.V.K.);
zugusik@gmail.com (E.S.P.); ichkitidze@bms.zone (L.P.I.); katball@mail.ru (E.A.G.);
telyshev@bms.zone (D.V.T.); selishchev@bms.zone (S.V.S.)

2 Institute for Bionic Technologies and Engineering, I.M. Sechenov First Moscow State Medical University,
Bolshaya Pirogovskaya Street 2-4, 119991 Moscow, Russia; aleksey_maksimkin@mail.ru

3 Scientific-Manufacturing Complex “Technological Centre”, Shokin Square 1, bld. 7 off. 7237, 124498 Moscow,
Russia; kitsyuk.e@gmail.com

4 Center for Probe Microscopy and Nanotechnology, National Research University of Electronic Technology,
124498 Moscow, Russia; vkn@nanotube.ru

* Correspondence: demitasha1@gmail.com (N.A.N.); gerasimenko@bms.zone (A.Y.G.);
Tel.: +7-9857957508 (N.A.N.); +7-9267029778 (A.Y.G.)

Abstract: Currently, an urgent need in the field of wearable electronics is the development of flexible
sensors that can be attached to the human body to monitor various physiological indicators and
movements. In this work, we propose a method for forming an electrically conductive network
of multi-walled carbon nanotubes (MWCNT) in a matrix of silicone elastomer to make stretchable
sensors sensitive to mechanical strain. The electrical conductivity and sensitivity characteristics of the
sensor were improved by using laser exposure, through the effect of forming strong carbon nanotube
(CNT) networks. The initial electrical resistance of the sensors obtained using laser technology was
~3 kOhm (in the absence of deformation) at a low concentration of nanotubes of 3 wt% in composition.
For comparison, in a similar manufacturing process, but without laser exposure, the active material
had significantly higher values of electrical resistance, which was ~19 kOhm in this case. The laser-
fabricated sensors have a high tensile sensitivity (gauge factor ~10), linearity of >0.97, a low hysteresis
of 2.4%, tensile strength of 963 kPa, and a fast strain response of 1 ms. The low Young’s modulus
values of ~47 kPa and the high electrical and sensitivity characteristics of the sensors made it possible
to fabricate a smart gesture recognition sensor system based on them, with a recognition accuracy
of ~94%. Data reading and visualization were performed using the developed electronic unit based
on the ATXMEGA8E5-AU microcontroller and software. The obtained results open great prospects
for the application of flexible CNT sensors in intelligent wearable devices (IWDs) for medical and
industrial applications.

Keywords: strain sensors; flexible electronics; smart wearable electronics; carbon nanotubes; electrical
conductive networks; laser structuring; gesture recognition; sensor glove

1. Introduction

Hand gesture recognition has attracted widespread research interest as an important
approach to human–machine interaction. Enabling direct human–computer communica-
tion is necessary in many areas: for people with disabilities [1], in virtual reality [2], video
games [3], and robotics [4]. Studies have found that regular training of the hands in the
form of monotonous, purposeful repetition of specific movements (gestures), leads to a
reorganization of the cerebral cortex and the formation of a permanent therapeutic effect on
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the patients’ motor activity recovery [5]. The effectiveness of training depends directly on
the accuracy of the gesture recognition. In selecting the best method of gesture detection,
it is important to consider that the human hand has a complex, asymmetrical geometric
shape and that hand gestures are unpredictable and varied. In this regard, the following
limitations should be addressed in constructing a gesture recognition system: segmentation
of the gesturing hand, and a selection of specific purposeful gestures in a continuous stream
of chaotic body movements.

One of the most popular approaches to recognizing hand gestures is visual. Visual ges-
ture recognition methods use a combination of digital cameras, visible and infrared range
to capture finger movement and further interpretation, so gesture reading is performed
without the use of additional connected sensors [6]. The visual approach requires the use
of a complex, extensive mathematical apparatus to construct a three-dimensional model of
the hand [7]. Besides the listed disadvantages, the visual method of gesture recognition is
the most expensive because of the high-tech assistive equipment used.

Radar gesture recognition technology is less sensitive to external noise [8,9]. The range
resolution for hand gesture recognition is determined by the bandwidth of the radio waves.
This approach requires the development of expensive equipment to generate radio waves
with a sufficiently large bandwidth to provide the necessary resolution.

Ultrasound is well known for the ability to penetrate several cm under the skin and
deliver information about both superficial and deep muscle tissues. This feature allows
for the use of ultrasonic sensors for gesture recognition [10]. Recognition is based on an
ultrasound image constructed from the propagation parameters of ultrasound waves [11].
This approach allows for a more miniaturized gesture recognition system. However, the
accuracy of the ultrasonic gesture recognition system remains insufficient.

One of the most cost-effective approaches to gesture recognition is the use of ac-
celerometers and gyroscopic sensors [12]. Most of these systems use a gyroscope, which
reads angular velocity as the hand gestures change and transmits it to a personal computer
interfaced to the three-axis gyroscope. Sensor data is processed using a moving average
filter to reduce noise [13]. Gyroscopic sensors can only indirectly estimate the position of
the finger joints, so the accuracy of movement registration is not high enough.

A promising approach to recording hand movements and gestures is the use of
flexible strain sensors. Traditional microelectronic strain sensors, by the rigidity of their
construction, cannot provide the necessary response on flat and/or curved surfaces with
large deformations, such as the human body [14]. In contrast, the development of flexible
strain sensors makes it possible to measure hand gesture movements directly by placing
the sensors on the fingers or integrating them into gloves for data transfer [15]. The
basic principle of flexible strain sensors is the generation of electrical signals (resistance,
capacitance, voltage, etc., depending on the type of active material) in response to applied
strain [16]. Capacitive strain sensors demonstrate good linearity, low hysteresis, and high
sensitivity [17]. However, the variation in capacitance is typically in the order of pF and
requires quite sensitive measuring equipment. In addition, capacitive sensors have some
disadvantages, such as high impedance, making them sensitive to the stray capacitance
of coaxial cables and leading to corresponding measurement errors [18]. Other types of
sensors, such as Bragg fiber array [19], triboelectric [20], and piezoelectric [21] sensors,
usually cannot detect slow or static strain due to rapid charge transfer. In general, they
cannot detect slow or static deformation due to rapid charge transfer. In addition, their
practical application as skin-worn devices remains difficult due to the need for sophisticated
measurement equipment. Resistive sensors are the most used [22,23] due to the lack of
the need for complex measuring equipment and the ease of manufacturing. Traditionally,
due to their simple design, high sensitivity, and linearity, piezoresistive sensors have been
the most widely used in commercial microelectromechanical systems [24]. Current focus
is placed on the development and improvement of flexible resistive sensors, as well as
extending their range of applications.
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The active materials of resistive sensors are mostly conductive micro/nano-polymer
composites, thin films, or conductive filaments/fabrics [25]. Recent research and develop-
ment of resistance sensors based on nanostructures and their composites have accelerated
following the discovery of materials such as carbon nanotubes (CNT) [26]. CNT based
nanocomposites and films are a promising alternative to other smart materials, largely
owing to their superior electrical and mechanical properties, ultra-high intrinsic piezoresis-
tivity caused by nanotube chirality [27], unique morphology, ease of manipulation, and
chemical versatility. A significant correlation was found between the reversible mechanical
strain and the electrical resistivity of single- and multi-walled carbon nanotubes (SWCNT
and MWCNT). The correlation demonstrates that CNT can be used as precise nanoscale
strain sensors [26]. Moreover, the addition of low concentrations of CNT to polymers
provides the materials with piezoresistive properties. The obtained materials show a suffi-
ciently linear and reversible change in electrical resistance under deformation [15,28]. The
strain sensitivity of such CNT composites is based on the modification of the percolation
network of nanotubes under mechanical action [29]. Recent results have shown that the
characteristics of such strain sensors are closely related to the assembly methods and mi-
crostructure of the conductive networks [30]. Therefore, to manufacture high-performance
flexible strain sensors based on CNT composites, it is crucial to be able to control the
formation of the conductive network of nanotubes in the material during production.

Laser exposure is a universal and inexpensive method for modifying and assembling
polymer composites [31–35]. Laser exposure of composites with CNT can significantly
increase electrical conductivity by increasing the concentration of the carbon filler until
the electrical conductivity percolation threshold is reached [36]. Laser exposure causes
pyrolysis of the polymer matrix, which leads to the formation of gaseous particles leaving
the material, thereby increasing the conductive filler/matrix ratio [37]. This approach
makes it possible to make inexpensive materials, since it allows for the use of sufficiently
low concentrations of expensive fillers, such as CNT. The morphology and structure of
three-dimensional CNT networks are known to be controllable by adjusting the power
and laser exposure time [38]. Thus, laser exposure of electrically conductive composites
allows for the formation of conductive CNT networks with a specified morphology and
improved electrical conductivity. In the process of the exposure of composites, laser
energy is absorbed by electrons and transferred to CNT atoms. As a result, branched CNT
networks are formed. It has been previously demonstrated that laser exposure can be used
to form strong conductive networks of nanotubes and a carbon framework in polymer
composites under normal atmospheres, with minimal costs and minimal losses [39–42].
At the same time, laser exposure allows for increasing the electrical conductivity and
mechanical hardness of the final material. Laser exposure through improved binding of the
nanotubes to each other has resulted in a low electrical resistance value.

In summary, this paper describes the manufacturing of flexible strain sensors con-
sisting of electrically conductive networks of carbon nanotubes in polydimethylsiloxane
(PDMS) elastomer. Laser processing has been applied to fabricate various flexible sen-
sors [43–45]. The novelty of the project lies in the use of laser exposure to form electrically
conductive networks of carbon nanotubes for the manufacture of gesture-registering strain
sensors. This approach significantly increases the conductivity and sensitivity of the strain
sensors, allowing for the use of lower MWCNT concentrations. Thus, the formed percola-
tion network of MWCNT is more electrically sensitive to mechanical deformations. Under
laser exposure, electrically conductive networks of carbon nanotubes were formed in the
PDMS matrix. This has resulted in a high sensitivity of the sensors while maintaining high
elongation and strength. Based on the sensors, a touch-sensitive smart system for hand
gesture recognition in the form of a glove can be fabricated. Such a smart system is one of
the reliable and inexpensive approaches, endowing a person with objective feedback during
training of hand motor functions in rehabilitation after severe diseases and during learning.
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2. Materials and Methods
2.1. Components Used for Flexible Sensor Manufacturing

The sensors are nanocomposites based on multi-walled carbon nanotubes (MWCNT),
where the MWCNT have been encapsulated in a PDMS matrix. MWCNT (NanoTechCenter
LLC, Tambov, Russia) in powder form were obtained via CVD synthesis, had an outer
diameter of 8–30 nm, inner diameter of 5–15 nm, length ≥20 µm, specific surface area
≥270 m2/g, and bulk density 0.025–0.06 g/cm3. The two-component PDMS elastomer
Ecoflex 00–10 (Smooth-On Inc., Macungie, PA, USA) had a dynamic viscosity in the mixed
state of 14 Pa·s, Young’s modulus at 100% elongation 0.06 MPa, hardness (Shore A) 10,
density 1.04 g/cm3, with an operating range of 19 ◦C to 232 ◦C. Carbon fiber wires were
used to connect the sensor.

The basis of the electronic unit to read and process signals from the sensors was a
10-bit microcontroller ATXMEGA8E5-AU (Microchip Technology Inc., Chandler, AZ, USA),
enclosed in ABS plastic.

2.2. Flexible Sensor Fabrication

The sensors were produced by screen-printing with laser-scanning of the surface
to form a strong electrically conductive network of MWCNT. The fabrication process is
shown schematically in Figure 1. To compare the effect of laser radiation on the electrical
properties, sensors without laser exposure were also fabricated. Sensors that were not
laser-exposed were also produced. The manufacturing process was similar.

Figure 1. Schematic diagram of sensor manufacturing.

First, components A and B of the PDMS elastomer in the liquid phase were added to
the carbon nanotubes in equal proportions and thoroughly mixed mechanically for 10 min.
The concentration of MWCNT in the resulting mixture was 3 wt%. This percentage of
nanotubes corresponded to the experimentally obtained percolation threshold, above which
no significant changes in the electrical conductivity of the MWCNT/PDMS composite were
observed. Then, the mixture was transferred to an XFL020 vacuum furnace (France Etuves,
Chelles, France) and the degassing process was started (vacuum). After removing the air
formed in the mixing process, the mixture MWCNT/PDMS was applied to the substrate
via a U-shape screen. The forms printed using a DLP three-dimensional printer were used
as a substrate and screen. The sensor dimensions can be adjusted by selecting a new shape
of the screen with the required dimensions. The U-shape form of the sensors was chosen for
the convenience of the wires which were added to the MWCNT/PDMS composite before
the PDMS solidified. In addition, the U-shaped design has a longer active material length
than the I-shaped sensor. This provides a greater change in resistance when deformed. The
wires were placed on one end of the sensor due to the chosen shape. The thickness of the
formed active material layer was 0.5 mm. This thickness is mainly due to the magnitude of
the laser radiation drag to form an electrically conductive nanostructured layer. To increase
the tensile strength and insulation of the conductive layer, the sensor was coated with
0.25 mm thick layers of PDMS on the top and bottom. The total thickness of the sensor
was therefore 1 mm. After the active layer solidified, it was exposed to laser radiation at
selected parameters. Pulsed Yb laser was used and a laser exposure pattern was set in the
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software (Figure 2a). The parameters of the laser exposure are shown in Table 1. Figure 2b
shows the pattern under the pilot laser beam. Laser scanning was performed over the entire
surface of the MWCNT/PDMS composite in a U-shape. After the MWCNT/PDMS layer
was screen-printed and laser-treated, a thin layer of PDMS was poured on top through
another rectangular screen. The active material layer with the PDMS-insulating layer was
then inverted and the PDMS layer was poured on the other side in the same mold.

Figure 2. Laser exposure of the active material layer of the sensor: (a) template for laser scanning;
(b) active material layer of the sensor in the process of laser exposure.

Table 1. Parameters of laser exposure.

Parameter Value

Wavelength 1064 nm
Energy density 0.5 J/cm2

Pulse duration 100 ns
Frequency 30 kHz

Beam speed 450 mm/s

Laser exposure has been used to improve electrical performance and sensitivity due to
the previously demonstrated effect of forming strong MWCNT networks with an increased
electrical conductivity of the material [39,40,46]. This includes the proven effect of the
enhanced electrical conductivity in various polymer and biopolymer matrices [31–34,41,42].
This approach allows for the use of low MWCNT concentrations (3 wt%) without the loss
of sensitivity at large strains.

After laser-processing, the active sensor material (a U-shaped MWCNT/PDMS com-
posite) was coated on both sides with a layer of pure PDMS to insulate it from external
damage. The sensors made by this technique consisted of three layers, as demonstrated
in Figure 3. The inner layer of the MWCNT/PDMS is the active material of the sensor,
ensuring strain sensitivity. The MWCNT/PDMS layer was coated with layers of pure
PDMS on both sides.
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Figure 3. Schematic diagram of the manufactured sensor.

2.3. Sensitivity Study of the Sensors

The study of the sensitivity of the developed sensors included the construction of
curves of dependence of electrical resistance on the applied strain and the calculation of
the gauge factor (GF).

To plot the curves of electrical resistance dependence on the applied strain, the sensors
were connected to a multimeter (UNI-T UT33C+, Rexant International Ltd., Hong Kong,
China) and the resistance values were recorded from 0 to 100% stretch (readings were taken
every 0.5 cm of elongation).

GF is defined as the ratio of the relative change in electrical resistance to the applied
strain. The range of strain for GF determination was 0–100%. This range is related to the
fact that the finger bending movement can result in a strain n of less than 100% [47]. The
GF of the developed sensors was calculated using the equation [30]:

GF = (∆R/R0)/(∆l/l0), (1)

where ∆R and ∆l are the absolute change in electrical resistance and length, respectively,
under strain n, R0 and l0, which are the initial value of electrical resistance and length,
respectively.

Resistance hysteresis, a typical shortcoming of most resistive sensors, was estimated
using the equation [48]:

h (%) = ((Rs − Rr)/(Rmax − R0)) × 100%, (2)

where Rs and Rr are the resistance during stretching and releasing, respectively, at the
same strains, R0, which is the initial (minimum) value of resistance, Rmax, the maximum
resistance value.

2.4. Linearity Study of the Sensors

Linearity is the coefficient of determination of GF under stretching up to 100% of the
length. Sensor linearity was calculated using the equation:

R2 = ∑(GFpredicted − GFmean)2/∑(GFactual − GFmean)2, (3)

where R2 is the determination coefficient, GFpredicted is the predicted GF value, GFmean is
the average GF value, and GFactual is the actual calculated GF value. The predicted GF
values were determined by constructing a linear regression using the sklearn library in the
python programming language.

2.5. Study of Mechanical Characteristics of the Sensors

The sensor elasticity should correspond to the elasticity of human skin in order to
accurately replicate the movements during measurements. The elasticity (Young’s modulus)
was calculated using the equation:

E = F·l0/S·∆l, (4)
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where F is the applied force, l0 is the initial length, S is the area, and ∆l is the absolute
change in length because of the applied strain.

2.6. Cyclic Sensor Testing

To confirm the reliability of the developed sensors, cyclic tests were conducted for one
month. The sensors were subjected to daily cyclic load: percentage elongation ε = 100%
and relaxation to the initial length. The number of repetitions per cycle was 10,000. During
the test, the resistance values were monitored at the starting point ε = 0% and the end point
ε = 100%. The measurements were carried out with a testing machine equipped with a
positioning system. For testing, the strain sensor was gripped by the clamps integrated in
the moving head of the test machine. To control the resistance, the strain sensor wires were
connected to a multimeter. Using a specially developed software, the positioning system
has been programmed to stretch the strain sensor for 1 s to ε = 100%, then return to the
initial length of the sensor.

2.7. Manufacturing of an Electronic Signal-Reading Unit

The developed resistive strain sensors convert external deformation into an electrical
signal. Their structure contains an electrically conductive active material connected to a
flexible substrate. A change in the structure of the active material under applied strain
results in a change in electrical resistance. In fact, the conductive network of active materials
of the developed sensor acts as a variable resistor under the applied voltage. On this
basis, a specialized electronic unit was developed to read the signals of the developed
flexible sensors.

The electronic unit was developed as follows: based on the resistance values of the
developed sensors, an electrical circuit was simulated using the LTspice software (Analog
Devices Inc., Wilmington, NC, USA), and the values of the resistors used in the circuit
were selected. The developed electrical circuit is shown in Figure 4a. Next, the circuit
for converting the electrical resistance of the sensors into voltage was calculated using a
10-bit ATXMEGA8E5-AU microcontroller (Atmel Corporation, San Jose, CA, USA). The
input voltage range applied to the ADC was 0 to 1.14 V. The analog circuit was designed
so that the voltage converted by the LM358D operational amplifier (STMicroelectronics,
Geneva, Switzerland) from the sensor resistance is in the input voltage range. In this case
the sensor acts as a variable resistor. In the electrical circuit, R4 is designated (Figure 4a). In
accordance with the developed circuit, an electronic unit was constructed from electronic
components (Figure 4b). The electronic circuit (1) was based on the ATXMEGA8E5-AU
microcontroller, a Bluetooth module (2) was added to transfer data to a computer with the
software installed, a power button (3) allowed for starting the unit, wires (4) provided a
sensor connection, and a USB connector (5) was needed to connect to a 5 V power supply
or to a computer. Finally, the case was closed with a lid.

2.8. Manufacturing of the Smart System for Gesture Recognition

The flexible sensors made according to the method described above (in Section 2.1)
were attached using conventional medical tapes to a soft, thin tissue glove. The sensors
were attached to the glove at the middle mobile joints of the fingers and connected to the
developed electronic unit. No more than two resistive sensors could be connected to one
electronic block. The electronic block was connected to a computer. The software for the
electronic unit displayed the ADC values of each connected sensor on the computer screen
and plotted the ADC values over time. The ADC values changed with finger movements,
and the graph clearly represented the amplitude of the movements. Numerical ADC values
were recorded and stored for further processing and machine learning of hand gesture
recognition. The data were recorded at intervals of 60 values per second. A schematic
representation of the developed smart system for gesture recognition is shown in Figure 5.
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Figure 4. (a) Developed circuit design of the electronic sensor unit. (b) Electronic microcontroller cir-
cuit layout, where 1—electronic circuit for reading sensor signals, 2—Bluetooth wireless transmission
module, 3—power button, 4—wires for sensor connection, and 5—power connector.

Figure 5. Schematic representation of a smart system for gesture recognition.

2.9. Gesture Recognition Techniques Using a Smart System and Machine Learning

Gesture recognition is a multiclass classification task. The One-vs-Rest approach was
used to solve the problem. The One-vs-Rest approach trains n binary classifiers, where
n is the number of classes. Each classifier predicts whether an instance belongs to one of
n classes or not. The class of which the probability of belonging was the most probable
was chosen.

The K nearest neighbor classifier (KNN) and support vector machine (SVM) models,
as well as ensembles over decision trees random forest classifier (RF), xgboost classifier
(XGB), LightGBM Classifier (LGBM), decision tree classifier (DT), logistic regression (LR)
were used for gesture recognition. The ML models KNN, SVM, RF, DT, LR from sklearn
(ver. 0.23.2), XGB from xgboost (ver. 1.4.1), and LGBM from LightGB (ver. 3.3.2) were used.
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Accuracy was chosen as the quality metric for the gesture recognition task. The
accuracy metric for multiclass classification is the ratio of the number of correct predictions
to the total number of predictions. With a significant class imbalance, the accuracy metric
may show incorrect results. When generating the dataset of resistive sensors, the exposure
time of the gestures was equal, thereby achieving a balance in the information for the
different gestures.

The formation of the dataset was carried out automatically. Resistive sensors were
connected to the electronic unit, which was connected to a personal computer with special
software. The software recorded the date, time, resistance values received from the sensors,
as well as the demonstrated gesture into a .csv file. The person demonstrated the gesture
according to the information from the software. The demonstrated gesture was changed
every 5 s. This way, automated data labeling was performed. A maximum of two resistive
sensors could be connected to one electronic unit. In this way, the data are written to 3 files.
When combining data from files by a sensor from different fingers, the different sampling
rate of data recording and the start and end time of the recording are considered.

The optimization of the hyperparameters of models with the best values of quality
metrics was performed using the Optuna package (ver. 2.10.0). The data were modified
with a moving average filter for better training quality. After filtering, the data were
normalized using MinMax Scaler.

3. Results and Discussion
3.1. Structure and Initial Characteristics of the Sensors

Flexible electronic devices are gaining enormous popularity for wearable applications.
The flexible sensors manufactured in this paper are the interface component of a smart
system being developed to record hand gestures. Essentially, the developed sensors are
a flexible resistor that changes its resistance under strain, so the sensors can be useful in
many wearable electronics applications.

The sensors manufactured in this work (Figure 6) were a three-layer nanocomposite
with dimensions of 35 × 15 × 1 mm. The active layer of sensors, i.e., the MWCNT/PDMS
composite had dimensions of 30 × 12 × 0.5 mm (Figure 6d). Flexibility and stretchability
of the sensors was provided by the constituent polymer, PDMS elastomer. The deformation
sensitivity was provided by the included carbon nanotubes.

In order to compare the electrical and mechanical properties, the sensors were manu-
factured in two ways: with and without the use of laser exposure.

The structure of the network of conductive particles in polymer composites is known
to determine their electrical properties [49]. Considering this, a laser exposure was applied
in the sensor fabrication process to form an electrically conductive network of MWCNT
by forming bonds between the individual nanotubes. Firstly, laser exposure of carbon
nanotube films has previously been found to cause carbon nanotubes to bind and weld
together, resulting in strong electrically conductive networks [34,35]. In polymer matrices,
laser nanotube network formation not only increases electrical conductivity, but also
increases material strength [50].

Figure 7 shows the structure of the electrically conductive network of MWCNT sensors
obtained without laser exposure (simple air-drying) and with laser exposure. Images were
obtained through scanning electron microscopy (SEM), using an FEI Helios NanoLab 650
microscope (FEI Company, Hillsborough, OR, USA) with an electron column acceleration
voltage of 1 kV and an electron probe current of 21 pA. The internal structure was studied
for sensors made without laser exposure (Figure 7a) and with laser exposure (Figure 7b).
After laser exposure, a redistribution of the MWCNT clusters is observed. Large clusters
are separated into smaller clusters, increasing the number of clusters and decreasing their
average size. The electrically conductive network of MWCNT after laser exposure has
become less complex, with predominantly nanotube bonding areas. A sparser network
is preferable for strain sensors because it allows for a lower resistance hysteresis. This is
because a sparser network stretches more uniformly and the rearrangement of the con-
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ductive network becomes more stable due to the absence of a large number of conductive
paths. This means that there is less chance of random contribution to the conductivity
of untangled or randomly connected nanotubes. Figure 7c,d shows the areas where the
nanotubes are welded together under higher magnification. The arrows show the contact
points between the MWCNT.

Figure 6. (a) Developed sensors based on carbon nanotubes and elastomers. (b,c) Photo of the sensor
with the scale grid. (d) Dimensions of the manufactured sensor.

The electrical properties of the sensors obtained with and without laser exposure
were compared using different concentrations of 2, 3, 4 wt% of nanotubes (Figure 8).
Increasing the MWCNT concentration above 4 wt% significantly increases the viscosity of
the MWCNT/PDMS blend. This makes it difficult to homogenize the MWCNT in PDMS
during the fabrication of the active material. Concentrations of CNT below 2 wt% will
cause the sensor resistance to rise above 1 MOhm. Such high resistance values result in
difficulty in detecting changes in resistance and are unacceptable for sensor construction. If
2% is exposed to higher laser power, the silicone in the active sensor layer will overheat
and burn out. This will reduce the performance of the sensor.

The initial electrical resistance of the laser-produced sensors was ~3 kOhm (no de-
formation, Figure 8) at a low concentration of 3 wt% nanotubes in the composition. In
comparison, using a similar fabrication process without laser exposure, the active material
had significantly higher electrical resistivity values, in this case ~19 kOhm. Increasing
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the concentration of the nanotubes resulted in a slight increase in strength, which is re-
lated to the high strength of the nanotubes themselves, allowing them to be used as a
reinforcing material.

Figure 7. Internal structure of the sensors with enlargement mode ×120,000: (a) fabricated without
laser exposure and (b) with laser exposure. Enlarged areas of laser-irradiated sensors: (c) Area 1 with
enlargement mode ×500,000, (d) Area 2 with enlargement mode ×1,000,000 and at 52◦ angle. The
arrows indicate the welded areas of the nanotubes formed by the laser exposure.

Figure 8. Comparison of the resistance of the active sensor material at different concentrations and
fabrication methods.

3.2. Strain Response

High strain sensitivity of traditional semiconductor and metal sensors is achieved
with a small range of relative strain <3% and only in a certain direction [51]. These
types of devices are widely used as “rigid” sensors because they have low flexibility and
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extensibility, so they are designed to be attached to rigid materials (concrete, metal, plastic)
to monitor the condition of the structure or quantify the small strain of the sample. The
current demand for wearable electronic devices has changed the structure of resistive type
strain sensors from fragile to tensile. For resistive sensors, the working mechanism is the
change in electrical resistance in response to tensile (bending) and compressive strains. A
common indicator is sensitivity, which is quantified through the GF.

The strain response of the developed sensors obtained with the two methods (for
comparison) was evaluated under tensile stress from 0 to 100%. The developed sensors
respond to the tensile strain as follows. The electrical resistance of the sensors increases
during stretching and decreases during return to the initial state. By recording the changes
in electrical resistance, it is possible to judge the magnitude of elongation. The strain
response time was 1 ms. Figure 9 shows the plots of the relative change in electrical
resistance when the sensors are extended (Figure 9a) and released (Figure 9b). The relative
change in resistance is presented as a percentage. The resistance hysteresis is shown
in Figure 9c. The sensitivity coefficient of the sensors at different strains is shown in
Figure 9d. It should be noted that the sensors exposed to laser exposure showed a higher
GF (Figure 9c).

Figure 9. Deformation response of the developed sensors with and without laser exposure: (a) depen-
dence of the relative change of resistance during stretching; (b) dependence of the relative change of
resistance during releasing; (c) gauge factor at different strains; (d) dependence of the relative change
of resistance during tension and release (hysteresis).

16



Micromachines 2023, 14, 1106

It was found that the sensors obtained using the laser-formed conductive network
method exhibit a wider variation in electrical resistance under deformation (Figure 9a,b
blue lines). This is apparently related to the efficient formation of an electrically conductive
network of nanotubes in the sensor material, which conducts an electric current more
efficiently. For further research and fabrication of the smart system, laser produced sensors
were used, as they showed a higher sensitivity coefficient (Figure 9c). Their average
sensitivity coefficient is 10, with a maximum value of 15.4 at 100% strain. Sensitivity is
strain dependent and increases with increasing strain range.

The presence of hysteresis is a typical problem of flexible sensors. Hysteresis is
related to the viscoelastic nature of flexible polymers and the slip of internal conductive
nanomaterials [52,53]. As a result, the conductive network needs time to recover. The
calculated hysteresis value of the sensors obtained with laser exposure was 2.4%, while
that without laser exposure was 5%. The lower hysteresis of the laser-exposed sensors
(Figure 9d) indicates a faster recovery of the conductive network. The lower hysteresis
values can be explained by the efficient formation of the conductive network.

Although laser exposure increases the strength of materials, the laser-assisted sensors
are flexible enough to follow movements accurately and without constraint. The Young’s
modulus of the laser-irradiated sensors was 47 kPa, which is comparable to the Young’s
modulus of human skin, which is 25–250 kPa [54]. Table 2 shows a comparison of the
sensor characteristics investigated in this paper.

Table 2. Comparison of the characteristics of sensors.

Method Initial Resistance,
kOhm

Young’s Modulus,
kPa Gauge Factor Strength, kPa Hysteresis, %

Sensors formed without laser 19 40 2.5–4.1 827 5
Laser-formed sensors 3 47 4.8–15.4 963 3

3.3. Linearity and Cyclicality

Laser-formed sensors were selected for the fabrication of an intelligent gesture recog-
nition system. The strain response speed and linearity of these sensors were evaluated. The
processing speed of the output signal directly depends on the linearity of the sensor GF.
The key feature of using flexible polymer/nanoparticle-based strain sensors for gesture
recognition is the presence of two strain linearity areas ε = 0–10% and ε > 10%, caused by
hysteresis [25]. Figure 10 compares the actual GF values with the predicted GF using linear
regression. The linearity for the 0 to 10% stretch region (Figure 10a) reached 0.998, and for
the 10% to 100% stretch region (Figure 10b) 0.97. Since in finger bending, the stretch of the
sensors usually does not exceed 10%, the area with the highest linearity is mainly used,
which determines the high accuracy and predictability of the results.

Developed sensors, due to their flexibility, present the possibility to measure defor-
mations of body parts caused by anatomical movements. By attaching the sensor to the
area under investigation, it is possible to determine strain directly in the area under inves-
tigation. The resistance of the developed sensors changes due to the restructuring of the
formed network of carbon nanotubes. By recording the resistance changes of the developed
sensors, the registration of strain is realized. Resistance changes during strain are due to
(1) geometric changes (length and cross-sectional area of the active material) [52], (2) sepa-
ration of the tunnel gaps due to strain and reconstructing of the conductive network [29],
(3) the intrinsic piezoresistive properties of carbon nanotubes [27]. When the deformation
is removed, the resistance is restored as the conductive network of nanotubes returns to its
original morphology.
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Figure 10. Linearity determination of the GF of the developed sensors where: (a) the comparison of
predicted GF values with actual values at the area ε < 10%; (b) the comparison of predicted GF values
with actual values at the area ε > 10%.

The results of the study demonstrated that regular loads do not affect the electrical
characteristics of the sensors negatively and, accordingly, the sensors can ensure a stable
operation of the smart system. The resistance fluctuations remained within the hysteresis
range (Figure 11). For 30 days and a total of 300,000 cycles, no degradation of the conductiv-
ity and decreased sensitivity of the sensors was observed. This repeatability is caused using
the proposed laser processing of the active material of the sensors. The high strength of the
created networks of carbon nanotubes makes it possible to keep the conductive properties
of the active material for a long period of time.

Figure 11. Sensor cyclic load graph: stretching ε = 100% and relaxation to the original length within
the first 200 s.

3.4. Gesture Recognition

Sensors were manufactured for each finger of the hand (Figure 12a). Sensors were
attached to each finger in the moving joints using medical tapes to a soft fabric glove. The
glove was comfortable to wear, fit the fingers tightly, and did not restrict movement. The
sensors were connected to the developed electronic unit, the appearance of which is shown
in Figure 12b. Then, the electronic unit was connected to a personal computer by means of
a wireless Bluetooth connection. The appearance of the resulting smart system for gesture
recognition is shown in Figure 12c. The program for visualization, reading and storing
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data from the sensors developed for the electronic unit was run on the computer. The
visualization software plotted the amplitude of the ADC values over time. A screenshot
of the program window content display by the PC is shown in Figure 12d. The sensors
contain wires for connection to the electronic unit. The function of the wires is to transmit
the signal from the active sensor layer to the electronic unit. The electronic unit can be
powered by a USB cable or a battery charger.

Figure 12. Developed sensors, and a smart system based on them, to recognize hand gestures:
(a) sensors based on carbon nanotubes and elastomers; (b) glove with five installed carbon nanotube
and elastomeric sensors for gesture recognition applications; (c) a smart gesture recognition system
consisting of a glove with sensors and an electronic unit connected to a computer; (d) the program
for visualization, reading and storing data from the sensors.

To train the ML model for gesture recognition, a dataset was formed. The subject
demonstrated in turn the basic and recognizable gesture. The subject wore a glove with
sensors. The wires that come from the sensors were connected to the electronic unit to
record the signals. The electronic unit was connected to a computer and the developed
software run, which recorded the data received from the sensors over time in a separate file.
Eleven different gestures were chosen for the gesture recognition experiment, including a
basic gesture. The signals produced by the alternation between the base gesture and the
studied gesture were recorded. The basic gesture was a hand clenched in a fist. For each
gesture, data were collected for 30 min, the basic and recognized gestures changed every
5 s.

Figure 13 shows the plots of dependencies of resistive sensor values during the
demonstration of various gestures.
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Figure 13. Dependence of resistive sensor readings from five fingers for 10 recognizable gestures.

The resistance value of the sensors is time-varying in long-term measurements. To
improve the quality of the ML model predictions it is necessary to apply filtering to the
sensor data. Filtering by the moving average was applied:

f̂ =
∑

j−1
i=j−n fi + ∑

j+n
i=j+1 fi

2n
, (5)

where f is the value of the feature received from the sensor, f̂ is the value after filtering,
j is the feature value number in dataset, n is half the width of the interval of values across
which the average is calculated. Figure 14 shows graphs of the data as a function of time
during the “three” gesture demonstration, before and after filtering. Figure 14 shows the
application of filtering to the sensor signal. With prolonged operation, a change in the basic
resistance of the sensor occurs. Then there is practically no change in baseline resistance.
Filtering is used to correct for changes in the sensor resistance baseline (blue curves before
filtering, orange after). Signal fluctuations in the orange curves are the result of changes in
sensor resistance and are not noise.
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Figure 14. Data in a demonstration gesture “three”, before ( f ) and after filtering ( f̂ ) for index, middle,
little fingers, and the thumb.

The dataset was collected based on data from sensors detecting the amount of resis-
tance when the subject displayed gestures. Eleven gestures were used in the data collection:
1 basic gesture (the fist), and 10 recognizable gestures. The screen showed information
for the subject which gesture to demonstrate, while at the same time, the data from the
sensors were written into a .csv with a label value corresponding to the information being
shown. This is how the data were labeled. Each gesture was measured for ~30 min, with
the displayed gesture changing every 5 s. Data were recorded with a discretization in the
range of 20–60 Hz. The final dataset for model training contained over 560,000 lines.

Seven machine learning models were used for gesture recognition: K nearest neighbor
classifier (KNN), support vector machine (SVM) random forest classifier (RF), xgboost clas-
sifier (XGB), LightGBM Classifier (LGBM), decision tree classifier (DT), logistic regression
(LR). The accuracy metric was used as a classification quality metric. Since training several
models on the entire dataset is an extremely resource-intensive task, to compare the quality,
we used 105 rows from the dataset. The following accuracy was obtained for the classi-
fiers: 0.941 ± 0.001 (RF), 0.887 ± 0.001 (KNN), 0.604 ± 0.004 (SVM), 0.734 ± 0.005 (XGB),
0.731 ± 0.003 (LGBM), 0.753 ± 0.003 (DTC), 0.490 ± 0.005 (LR) (Figure 15a). Increasing the
dataset size improves the prediction accuracy (Figure 15b). However, if the dataset is larger
than 4.5 × 105, the accuracy does not increase significantly.

Figure 15. Accuracy for the ML models KNN, SVM, RF, XGB, LGBM, DT (a) during training on
dataset of size 105 rows. (b) Accuracy for ML models RF, KNN during training on a part of the
dataset of size 0.5 × 105 to 5.5 × 105.

For the best performing ML models, the RF and KNN hyperparameters were op-
timized. After hyperparameter optimization, the KNN model showed an accuracy of
0.965 ± 0.001, and the RF model showed an accuracy of 0.958 ± 0.002.

For wearable applications where significant dynamic loads are often encountered,
durability is an important quality indicator. With long load cycles during data collection
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for machine learning, the flexible sensors built into the smart system ensured the reliable
functionality of the developed system.

4. Conclusions

The effect of the formation of electrically conductive networks in the MWCNT/PDMS
material under laser exposure is demonstrated. It is found that MWCNT/PDMS-based
strain gauges obtained by laser structuring of conductive networks have lower initial
resistance (3 kOhm), higher sensitivity (average GF 10) to strain and lower hysteresis (3%)
of electrical resistance compared to those obtained without laser exposure. The Young’s
modulus for the laser-irradiated sensors was 47 kPa, which is comparable to the Young’s
modulus of human skin.

A sensor-based intelligent hand gesture recognition system based on laser-formed
strain sensors has been successfully developed. The numerical values of the change in
electrical resistance during finger movements were read and processed using the developed
microcontroller electronic unit based on the ATXMEGA8E5-AU microcontroller. The data
were transmitted wirelessly to a personal computer and displayed as a graph of the
amplitude of movements versus time. The developed software allowed for recording the
data in a convenient form for subsequent processing and machine learning for the purpose
of machine gesture recognition. The use of a fabricated smart system based on laser-formed
sensors with conductive MWCNT networks has achieved a gesture recognition accuracy
of ~94%. The developed sensory smart system is one of the reliable and inexpensive
approaches to provide objective feedback for training the motor functions of the hand.
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Abstract: The integration of assembled foils in injection-molded parts is a challenging step. Such
assembled foils typically comprise a plastic foil on which a circuit board is printed and electronic
components are mounted. Those components can detach during overmolding when high pressures
and shear stresses prevail due to the injected viscous thermoplastic melt. Hence, the molding settings
significantly impact such parts’ successful, damage-free manufacturing. In this paper, a virtual
parameter study was performed using injection molding software in which 1206-sized components
were overmolded in a plate mold using polycarbonate (PC). In addition, experimental injection
molding tests of that design and shear and peel tests were made. The simulated forces increased
with decreasing mold thickness and melt temperature and increasing injection speed. The calculated
tangential forces in the initial stage of overmolding ranged from 1.3 N to 7.3 N, depending on the
setting used. However, the experimental at room temperature-obtained shear forces at break were
at least 22 N. Yet, detached components were present in most of the experimentally overmolded
foils. Hence, the shear tests performed at room temperature can only provide limited information. In
addition, there might be a peel-like load case during overmolding where the flexible foil might bend
during overmolding.

Keywords: injection molding; simulation; in-mold electronics; over-molding; Moldflow

1. Introduction

The need for low-cost, flexible, lightweight electronic devices has risen dramatically.
Over-molding electronics is an innovative technique for producing three-dimensional (3D)-
shaped smart products. The main concept is to use injection molding to create working
circuit carriers with components in two-dimensional (2D) or 3D shapes. The overmolding
process has been used in various applications, including the automotive sector, consumer
household appliances, and medical equipment [1,2]. First, an electrical circuit is deposited
on a flexible substrate, and surface mount devices (SMDs) are attached to the circuit using
lead-free solder or conductive adhesives. Then, this electronic circuit is put into an injection
molding machine as an insert, and the plastic flows over it. The end product is a plastic
part with an integrated circuit and functional electrical components.

However, the prevailing thermal and mechanical loads during the injection molding
cycle necessary to shape the molten polymer can lead to failures within the electrical
circuits [3–5]. The mechanical forces may be considered separately as shear loads acting
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in-plane and pressure loads acting normally upon the component surfaces. To bypass the
high stresses inherent to the injection molding process, Ott and Drummer [6] proposed
using thermoplastic foam injection molding. That way, they could encapsulate epoxy-based
printed circuit boards (PCBs) with cavity pressures of approx. 1 MPa only.

Heinle et al. [7] developed an injection mold that allows the forces on small compo-
nents to be measured during the overmolding cycle. To that end, they added a three-way
force sensor with a size of 5 × 6 × 1 mm3 in the center of a 40 × 40 × 2 mm3 mold. Hence
the sensor could record the force in all directions in space: in flow (Fx), transverse (Fy), and
perpendicular (Fz) to the flow direction. Short shots (almost filled part and no packing
pressure applied) were made, and sharp peaks of Fx and Fz were recorded during filling
that decreased quickly. The centered sensor depicted no force in Fy because of a symmetric
flow around it. During cooling, forces Fx and Fz were measured due to shrinkage.

Schirmer et al. [4,8] overmolded assembled foils with components of sizes 0402, 0603,
and 0805 with polycarbonate (PC). Larger components showed lower failure rates than
smaller components when the conductive adhesive was used. However, the opposite
trend was observed when solder was used. Fewer crack formations were observed on
components overmolded at higher injection speeds when the conductive adhesive was
used, and medium injection speeds were preferred for those with solder. Further, no
influence of the orientation of the components, placed in 0◦ (transverse flow) and 90◦

(in flow) orientation, was found. Components using conductive adhesive placed close
to the film gate were less prone to damage. They reasoned that the melt would become
significantly more viscous along the flow path, resulting in more significant damage to
the components. Likewise, a faster injection speed would reduce the time the melt would
cool during filling and be beneficial [4]. However, the opposite was observed for soldered
resistors. Here less damage was visible on components farther away from the gate [8].

Bakr et al. [9] developed an assembled foil design comprising 18 zero-ohm resistors
oriented at 0◦, 45◦, and 90◦ for overmolding in a flat or corner-shaped mold. The design was
also used in this study. Two component sizes, namely, 0805 and 1206, and two copper-based
foil substrates with different polymer layers, polyimide (PI) and polyethylene terephthalate
(PET), were investigated. Lead-free solder and a conductive adhesive (CA) were used as
interconnection materials for the PI foils and components. However, CA and a low melt
temperature solder (LTS) were used for the PET foils. Only the PI foil using lead-free solder
showed no change in the resistance after overmolding (in the flat mold). In contrast, the PET
foils with the used interconnection materials frequently exhibited detached components.
No influence of the package size, orientation, or placement within the mold was reported.

Wimmer et al. [10] overmolded assembled polymer films with glued 0805 0 ohm
resistors placed in a line in a 4 mm thick test rod with PC. They estimated the shear force on
the components using the injection simulation software CADmould (Simcon kunststofftech-
nische Software GmbH, Würselen, Germany). To that end, the part with components
was modeled in the software (mesh size 0.4 mm). Three “sensors” per component with
surface area A0805 were placed to obtain the local shear rates (

.
γ) and viscosities (η), and

hence the shear forces Fs =
.
γ·η·A0805 at any time during the cycle [11]. Their simulation

showed shear forces Fs = 0.8 . . . 1.5 N. This was substantially lower than the tested shear
strength of their components of 15 N to 20 N (measured according to DIN EN 62137-1-2 at
room temperature). Of the 42 films overmolded, only one component was washed away.
However, components overmolded with lower melt temperatures exhibited larger increases
in electrical resistance. This was denoted to crack formations due to the increased viscosity
of the colder polymer [10].

State-of-the-art commercial injection molding software such as Autodesk Moldflow
Insight (AMI, Autodesk Inc., San Rafael, CA, USA) [12] or Moldex3D (CoreTech System
Co., Ltd., Zhubei City, Taiwan) [13] have implemented core shift analyses into their filling
simulations. These features estimate possible deformation of (mold) inserts during the
injection molding cycle based on the pressure distribution within the melt. Those software
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extensions, however, were designed with cantilevered core pins in mind that are affected
by deformation when a non-uniform flow around them causes pressure differences [12].

In a very recent work [14], we investigated the integration of structural electronics in
injection-molded parts. This paper used two thermoplastic polyurethanes (TPUs) as middle
layers with different melting temperatures. Parameter studies were performed to investigate
the influence of the melt temperature, mold temperature, injection speed, and TPU layer. A
shear distortion factor for the TPU layer was derived based on simulations that linked the shear
stresses with the injection time and the softening (melting) of the TPU. The distortion of the
films was found to reduce with higher melt temperature, lower mold temperature, and faster
injection speed. Films using the TPU with the higher melting temperature yielded significantly
better results.

This literature overview shows that some studies have investigated the optimization of
the injection molding process for assembled foils. However, an in-depth examination of the
prevailing forces during filling is still lacking. By analyzing numerically performed parameter
studies, this paper aims to gain insight into how the injection molding settings influence the
forces on the components.

To that end, the foil design developed by Bakr et al. [9] was utilized (illustrated in
Figure 1a), and virtual parameter studies were made using AMI. Here, the influences of the
mold thickness, melt temperature, and injection speed on the forces on 1206-sized components
when overmolded with PC were investigated. A Python script accessing the AMIs Synergy
Application Programming Interface [15] was developed to calculate and visualize the tangential
(Ft) and normal forces (Fn) on the components during filling (Figure 1b). The experimental
results obtained in [9] were extended with additional injection molding tests, and the number
of detached components after overmolding was counted (Figure 1c). In addition, the shear
and peel strength values were assessed in mechanical tests (Figure 1d). The findings were then
combined to extract guidelines for injection molding of assembled foils (illustrated in Figure 1e).
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Figure 1. Workflow to study the impact of injection molding parameters on detached components:
The foil design with soldered resistor components developed in [9] (a) was numerically simulated in
parameter studies in which the normal (Fn) and the tangential forces (Ft) on the components during
filling were investigated (b). Additional injection molding tests were conducted on the results in [9],
and the detached components were counted after overmolding (c). Further mechanical tests like shear
and peel tests investigating the mountings’ strength were made (d). Finally, the findings concerning
simulation, overmolding process, and mechanical testing were combined to extract guidelines for
injection molding of assembled foils (e).
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2. Materials and Methods
2.1. Assembled Foil Design

Figure 2a shows an assembled foil fabricated according to the design developed in [9]
comprising 18 components oriented in three directions (0◦, 90◦, and 45◦) with copper tracks
used for the connection. A PET-based GTS-MP (Furukawa Electric Co., Ltd., Tokyo, Japan)
foil was used with the layer structure and thicknesses given in Figure 2b.
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Figure 2. Assembled foil for overmolding (developed in [9]) using 1206 resistor components (a) and
a layer structure of the foil (b).

Zero-ohm resistors of size 1206 (Yageo Corporation, New Taipei City, Taiwan) were
used for the foils with dimensions presented in Table 1 [16].

Table 1. Dimensions of the components used [16].

Type Length (mm) Width (mm) Height (mm)

1206 3.10 ± 0.10 1.60 ± 0.10 0.55 ± 0.10

Two materials for manually assembling the components on the foils’ copper tracks were
used:

• LTS: Low-temperature Sn42Bi57Ag1 Interflux DP 5600 solder alloy (Interflux Electronics
N.V., Gent, Belgium) with a melting temperature of 139 ◦C [17].

• CA: Loctite Ablestik CE 3103WLV thermoset silver-based conductive glue (Henkel AG &
Co. KGaA, Düsseldorf, Germany), with a curing temperature of 120 to 150 ◦C [18].

2.2. Injection Molding

The assembled foils described above were inserted into a plate mold, as depicted in
Figure 3, for overmolding with the Makrolon 2805 polycarbonate (PC) (Covestro AG, Lev-
erkusen, Germany) [19]. The cavity thickness was set to either h = 2 mm or 3 mm. A
temperature-resistant adhesive tape was used to fix the foils, and the contacts were kept
free from overmolding by a retractable insert added on top of the foils (cf. gray part in Figure 3).

Table 2 lists the foils’ overmolding settings presented in [9] that were extended by the
“harsh” settings of 2-260-CA and 2-260-LTS for this study. A constant injection speed of 70 cm3/s
was used, and n = 3 foils were overmolded per setting.

Table 2. The molding plane of the foils produced in [9] was extended by setting 2-260-CA and
2-260-LTS (mold temperature: 100 ◦C, injection speed: 70 cm3/s, n = 3).

Setting No. Mold Thickness (mm) Material of Assembly Melt Temperature (◦C)

2-260-CA 2 CA 260
2-260-LTS 2 LTS 260
2-300-CA 2 CA 300
2-300-LTS 2 LTS 300
3-300-CA 3 CA 300
3-300-LTS 3 LTS 300
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Figure 3. Setup of the plate mold with dimensions, where the foils were placed on the bottom side
for overmolding. The insert, drawn in grey, was used to keep the foil contacts free from overmolding.
As the blue arrow indicates, the mold was equipped with a pressure sensor close to the gate.

A fully electric Arburg Allrounder 470 A Alldrive (Arburg GmbH + Co KG, Loßburg,
Germany) injection molding machine equipped with a 25 mm screw was used. A Wittmann
Tempro plus D 160 (WITTMANN Technology GmbH, Wien, Austria) temperature control
unit was utilized to heat the mold to 100 ◦C. The dosing volume was set to either 50 cm3

for the 3 mm plate or 40 cm3 for the 2 mm plate. The switchover point (velocity-to pressure-
controlled filling) was adapted for each setting to obtain an almost (99%) filled part before
the start of packing. The packing pressure was set to 400 bar for 15 s, and a residual cooling
time of 50 s was used for all tests.

In addition, the pressure within the cavity close to the gate was recorded using a 4 mm
diameter Kistler Type 6157B (Kistler Holding AG, Winterthur, Switzerland) piezoelectric
pressure sensor (see Figure 3 for sensor positioning). The retrieved pressure curves were
then used to validate the simulation results.

2.3. Simulation

The commercial injection molding simulation software Autodesk Moldflow Insight
2021 (AMI) was used to numerically study the pressures and shear loads on the components
during overmolding. To model the filling phase, AMI numerically solves the conservation
equations of mass, momentum, and energy using the finite element method (FEM) [20].

The 3D FEM models were created featuring either a 2- or 3-mm plate and 18 compo-
nents of size 1206. The AMI property part and part insert were assigned to the CADs of the
plate and components, respectively. Thus, the AMI solver performed the flow simulation
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on the region of the plate only while treating the components as fixed pieces added to
the cavity. The thin foil (70 µm) and the joints were not modeled. The machine die was
modeled as a beam hot runner.

The part region close to the components (<2 mm) and the components were modeled
with a mesh size of 0.3 mm (cf. Figure 4a). The global edge length was set to 1 mm with a
minimum number of 12 elements through the thickness. The auto sizing scale factor was
set to 0.9. Precise match was enabled for the contact interfaces, providing identical surface
meshes for contacting bodies.
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Figure 4. Filling illustration of the 2 mm plate AMI model (a). Pressures (p) and shear stresses
(τ) accumulate into normal (Fn) and tangential (Ft) forces on the components during filling (b). A
shear angle (θ) might be used to specify the direction of the tangential force (Ft) with respect to the
center line (c).

The tetrahedral element count for the 3 mm plate model was 3,198,779/65,832 (part/inserts),
and for the 2 mm plate model it was 3,141,193/77,748 (part/inserts). An illustration of the 2 mm
model is given in Figure 4a.

All the required simulation material data for the PC Makrolon 2805 overmolding
material (such as Cross-WLF viscosity coefficients and Tait pvT coefficients) are available
in the Moldflow material database (Autodesk udb-file). The components were simpli-
fied and modeled as aluminum oxide (Al2O3) ceramic. Here, the values for the density
(ρ = 3.69 g/cm3), the specific heat capacity (cp= 880 J/(kg·K)), and the thermal conduc-
tivity (λ = 18.0 W/(m·K)) were taken from the literature [21].

A uniform heat transfer coefficient (HTC) of 5000 W/(m2·K) (AMI default for the
filling phase) was used for the part-component interfaces.

During filling, pressures (p) acting in the normal direction and shear stresses (τ) acting
in the flow direction accumulated into forces in normal (Fn) and tangential (Ft) directions
on the components, as illustrated in Figure 4b.

The direction of the tangential force (Ft) to the center line of the mold could be specified
using a shear angle (θ), as depicted in Figure 4c.

It is not feasible to receive the forces (Fn and Ft with shear angle θ) on a component
(viz., part insert) during filling directly within AMI. However, among the results that AMI
offers are [22–24]:

• Pressure (scalar nodal part result).
• Shear stress at wall (viz., frozen/molten interface; scalar nodal part surface).
• Velocity (vector nodal part).
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A Python script that used the Synergy Application Programming Interface (API) [13]
was developed to access the AMI (filling) results and information about the node location
and element allocation. The mechanical forces on the inserts were estimated as described
in the following and are illustrated in Figure 5:
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The nodal pressure result of the part at the surface (pNpart) is mapped onto the component
insert mesh. This process is made straightforward by the congruent surface meshes between
inserts and part (precise match mesh). Following that, a pressure average can be calculated for
each insert triangle (pTrinsert). By calculating the normal vector of each insert’s triangle (

→
nTrinsert),

pressures are operating normally upon a surface.
Similarly, the nodal shear stress result of the part (τNpart) can be transformed into an

averaged and mapped triangle result of the insert (τTrinsert). Shear stresses act in the plane of a
surface. This direction is estimated by using the closest nonzero nodal part velocity (

→
vNpart) and

mapping it onto the insert mesh. (The melts velocity at the surface is zero due to the assumption
of wall adherence. Therefore, the velocity results are based on the closest internal part node.) An
averaged vector is computed for each triangle that is projected onto the surface of the triangle
and normalized (

→
a Trinsert).

The area of each insert triangle is calculated (ATrinsert) and multiplied by the corresponding

force contribution of each triangle (
→
FTrinsert = (pTrinsert·

→
nTrinsert + τTrinsert·

→
a Trinsert)·ATrinsert).

The overall mechanical overmolding force of a component is assessed by adding up all the

individual triangle forces (
→
F insert = ∑

→
FTrinsert). This overall force vector can then be separated

into the normal force Fn and tangential force Ft with shear angle θ.
Table 3 lists the performed simulated parameter study comprising the 8 simulations

termed S01–S08. The parameter mold thickness (A) and melt temperature (B) were investi-
gated in the experiments (listed in Table 2) at two levels. In addition, also a slower injection
speed (C) was simulated.

Table 3. Performed injection molding simulations.

Setting No. A—Mold Thickness
(mm)

B—Melt
Temperature (◦C)

C—Injection Speed
(cm3/s)

S01 3 260 20
S02 3 260 70
S03 3 300 20
S04 3 300 70
S05 2 260 20
S06 2 260 70
S07 2 300 20
S08 2 300 70
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Fill was selected as the analysis sequence, and 100 intermediate results were requested.
The maximum %volume to fill per time step had to be reduced to 0.5% to ensure that this
number of results was obtained. The switchover point was set to 97%, and a constant melt
temperature of 100 ◦C was assumed for all settings.

2.4. Mechanical Test Setups

Shear tests on three 90◦-oriented 1206 components using LTS were already performed
in [9] and supplemented by equivalent tests for CA. To that end, a Bruker UMT-2 (Bruker
Corporation, Billerica, MA, USA) mechanical tester platform with a purpose-built clamping
plate fixture for the foils (Figure 6a) was used. The foils were firmly pressed and constrained
between two metal plates, as shown in Figure 6b.
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Figure 6. The foils were fixed within a clamping plate fixture (a) and sheared off (b).

The foils were firmly pressed and constrained between a metal plate and a frame with
a 6 mm wide slot, as shown in Figure 6b. Next, a shear head with a width of 4 mm was
moved above the foil at 1/4th of the component’s height and connected to a 100 N load
cell.

The shear tests could only be performed at room temperature at a shear head speed of
6 mm/min (following DIN EN 62137 1-2).

Peel tests were made of already overmolded components to gain insight into the peel
strength of the (molded) LTS and CA connections. A 15 mm wide foil strip was laser cut for
each row of 0◦-, 45◦-, and 90◦-oriented components. An Instron 5500R (Illinois Tool Works
Inc., Glenview, IL, USA) tensile test machine attached with a peel-off fixture was utilized
for those tests. First, the molded PC plates were positioned with the foil strip along the
centerline of the peel-off fixture. Next, the PC plates were clamped on both sides. Then,
one side of the foil strip was loosened from the PC substrate to be clamped by the peel
head. The pivoting fixture guaranteed a peel angle of 90◦. Finally, a 10 mm/min peel speed
and a 100 N static load cell—recording at a frequency of 10 1/s—were chosen. Figure 7a,b)
show images of the test setup.
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Figure 7. Strips of already overmolded foils with components were laser cut and fixed in a peel-off
fixture (a) and peeled at an angle of 90◦ (b).

3. Results
3.1. Count of Detached Components

The number of detached components per overmolded foil was counted, as depicted in
Figure 8. No pattern in terms of orientation or concerning gate location was noticed.
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Figure 8. The number of detached components per setting (each foil comprising 18 components total).
The labeling reads mold thickness (mm)–melt temperature (◦C)–material for assembling (/).

Due to the high variation of detached components within the foil molded settings,
comparison across them is limited. However, a lower melt temperature (260 ◦C vs. 300 ◦C)
clearly provokes detachment. Additionally, there seemed to be more detached components
when a lower mold thickness (2 mm compared to 3 mm) was used and when CA was used
instead of LTS to mount the components.

3.2. Comparison of Recorded and Simulated Injection Molding Pressures

Figure 9 contrasts the filling pressures for the 2 mm plate mold measured within the
cavity using the installed pressure sensor with the simulated filling pressure curves. No
packing pressure was applied for those comparisons to emphasize the pressure develop-
ment during filling.
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Figure 9. Comparison of the recorded (in blue and red) and simulated (in black) pressure curves for
short shots (no packing pressure applied) with the 2 mm plate mold at different melt temperatures
and injection speeds. The positioning of the pressure sensor is marked with a blue arrow in Figure 3
(the mold temperature was set to 100 ◦C).

The measured and simulated pressure developments were in good agreement (similar
slopes), and discrepancies in the peak pressures were likely due to differences in the
application of the switchover points.

3.3. Simulation of Forces on Components during Filling

It is possible to investigate the force development on each component during filling
through the developed Python script. Figure 10a visualizes those forces in the normal
(Fn) and the tangential directions (Ft) on the 1206 components of setting S01. As the
melt progressed, the normal force (Fn) substantially exceeded the tangential force (Ft).
Only in the initial stages of the overmolding was the tangential force (Ft) dominant, as
shown in Figure 10b. Thus, we assumed this is also the most critical moment during
overmolding—an observation also mentioned in [25].

The shear angles (θ) were almost zero for the 90◦-oriented components positioned close
to the center line of the plate mold, as depicted in Figure 10c. For the 0◦- and 45◦-oriented
components, however, the shear angles (θ) pointed toward the sidewalls of the mold, which
was attributed to the parabolic flow front, as indicated in Figure 10d.

There seemed to be only minor differences in the shape of the force curves regarding
orientation (0◦, 45◦, and 90◦) or their position (close or far from the gate).

In Figure 10b, Ft=n when |Ft| = |Fn| is marked with a red dot for the 90◦-oriented
component closest to the gate. This was done to have a clearly defined force at the beginning
of the components overmolding. The Ft=n value is depicted for all the simulations of the
parameter study in Figure 11.

Based on the calculated Ft=n forces stated in Figure 11, the polynomial

Ft=n (N) = 19.54−2.71·A − 0.04·B + 0.04·C, (1)

with A as the mold thickness (mm), B as the melt temperature (◦C), and C as the injection
speed (cm3/s) can be derived (coefficient of determination R2 = 97%). The related effects
plot is shown in Figure 12. In such diagrams, the examined factor is varied between the two
levels, while the other factors are set to the intermediate value in the regression equation
(Equation (1)). Accordingly, as the force Ft=n becomes lower, the thicker the cavity (A), the
higher the melt temperature (B), and the slower the injection speed (C).
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Figure 10. Simulated normal (Fn) and tangential (Ft) forces on the 1206 components during over-
molding in (a) with augmentation on the tangential forces in (b). The 90◦-oriented components along
the center line show a shear angle (θ) close to zero (c). However, the 0◦- and 45◦-oriented components
yield shear angles (θ) pointing toward the mold side walls, which can be attributed to the parabolic
flow front (d).

Micromachines 2023, x, x FOR PEER REVIEW 12 of 16 
 

 

 

Figure 11. Simulated Ft = n forces for the parameter study defined in Table 3. The numbering in brack-

ets reads (mold thickness (mm)–melt temperature (°C)–injection speed (cm³/s)). 

Based on the calculated Ft = n forces stated in Figure 11, the polynomial 

Ft = n (N) = 19.54−2.71∙A − 0.04∙B + 0.04∙C, (1) 

with A as the mold thickness (mm), B as the melt temperature (°C), and C as the injection 

speed (cm³/s) can be derived (coefficient of determination R² = 97%). The related effects 

plot is shown in Figure 12. In such diagrams, the examined factor is varied between the 

two levels, while the other factors are set to the intermediate value in the regression equa-

tion (Equation (1)). Accordingly, as the force Ft = n becomes lower, the thicker the cavity 

(A), the higher the melt temperature (B), and the slower the injection speed (C). 

  

Figure 12. Effect plot for Ft = n according to Equation (1). 

In the simulations, one can easily set the (filling) pressures to zero (p
Npart

= 0), so that 

only the shear stresses (τNpart
) remain. Figure 13a shows that in such a hypothetical case, 

the calculated tangential forces (Ft*) would become significantly lower compared to the 

previously calculated tangential force (Ft). For instance, the previously defined force Ft = n 

would be halved (Ft = n= Ft ≅ 2∙Ft
*). Hence there is a substantial contribution of the pressure 

gradient during filling, despite the small size of the components (Figure 13b). 
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In the simulations, one can easily set the (filling) pressures to zero (pNpart= 0), so
that only the shear stresses (τNpart) remain. Figure 13a shows that in such a hypothetical
case, the calculated tangential forces (Ft*) would become significantly lower compared to
the previously calculated tangential force (Ft). For instance, the previously defined force
Ft=n would be halved (Ft=n = Ft∼= 2·Ft

∗). Hence there is a substantial contribution of the
pressure gradient during filling, despite the small size of the components (Figure 13b).
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Figure 13. Comparison of the simulated normal (Fn) and tangential (Ft) forces with the hypothetical
force curves in the normal (Fn*) and tangential (Ft*) direction (a). For the latter, the filling pressures
were virtually set to zero (pNpart= 0) as illustrated in (b). Therefore, the calculated tangential forces
(Ft*) were lower compared to the tangential forces (Ft) obtained previously (Ft=n

∗∼= 50%·Ft=n ),
indicating the substantial contribution of the pressure gradient during filling.

3.4. Mechanical Test Evaluation

Figure 14 shows that roughly twice as high shear loads at break can be obtained when
LTS (42.8 ± 2.7 N, [9]) is used to mount the 1206 components to the copper pads of the foils
compared to when CA (21.9 ± 3.2 N) is used.
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Figure 14. Shear load at break for 1206 components using CA or LTS to mount the copper pads.

Figure 15 shows the peel load vs. peel length plots of the cut 15 mm wide foil strips
containing the already overmolded 1206 components, as described in Section 2.4 above.

Figure 15a shows a significant drop in the peel load whenever a component mounted
using CA is reached. This was not apparent for LTS-mounted components (Figure 15b),
where an initial increase in the peel curve is frequently observed. All peeled components
remained in the PC substrate (Figure 15c). Compared to CA, LTS components can be
exposed to higher load cases that resemble peel loads. Load cases like this might occur
during overmolding when the flexible foil potentially bends during overmolding, as
illustrated in Figure 15d.
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Figure 15. Peel force of the film strips cut from overmolded foils comprising components using low
conductive adhesive (a) and low-temperature solder (b). All peeled components remained in the PC
substrate (c). Similar load cases might occur during overmolding when the flexible foil potentially
bends during overmolding (d).

4. Conclusions

The injection molding simulations—in which the force development on 1206-sized
components during overmolding with PC in a plate mold was investigated—may be
summarized as follows: The tangential forces Ft (acting in the “flow direction”) on the
components are only dominant in the initial stage of the overmolding. They are quickly
surpassed in magnitude by the normal forces Fn (pressing the components to the mold
wall). Hence, the potential detachment of components is expected to happen in the initial
moments of the overmolding. This observation was also suggested in [25]. The force Ft=n,
when |Ft| = |Fn|, seems to be almost independent of the component’s orientation (0◦, 45◦,
and 90◦) or positioning within the mold (close to or far from the gate). The calculated shear
angle θ indicated a push in the direction of the mold sidewalls for components placed at a
distance to the center line of the mold caused by the parabolic polymer flow.

According to the simulated parameter study, the force on the components can be
reduced by increasing the mold thickness, using a higher melt temperature, and using
a slower injection speed. The calculated Ft=n ranged from 1.34 N (S03) to 7.23 N (S06)
for the 1206 components. Those simulated tangential forces are substantially lower than
the experimentally obtained shear loads at breaks of ~22 N and ~43 N for the conductive
adhesive (CA, Loctite Ablestik CE 3103WLV) and low-temperature solder (LTS, Interflux
DP 5600), respectively. This is a discrepancy to the observation that most of the overmolded
assembled foils have detached components. A possible explanation could be that the shear
testing was performed at room temperature (following DIN EN 62137 1-2), while injection
molding was conducted at elevated temperatures. Further, the flexible foil might cause
a more peel-like load case during overmolding. Peel tests of foil strips with overmolded
components indicated higher peel loads when LTS was used instead of CA.

The assembled foils overmolded in the 2 mm plate mold at low melt temperature
(260 ◦C) showed more detached components compared to the assembled foils overmolded
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in the 3 mm plate mold at high melt temperatures (300 ◦C). This is an expected trend
compared to the simulated forces (Ft=n). Seemingly, when a higher melt temperature is
used, the viscosity is lower, and thus lower forces on the components outweigh the potential
faster softening of the connections.

Further, no pattern for the detachments could be observed regarding the components’
orientations (0◦, 45◦, or 90◦) or distance from the gate. This matches the simulation results,
which, as discussed, also do not show substantial differences in the calculated forces
(regarding Ft=n).

The pressure gradients’ contribution to the overall component’s tangential force Ft is
considerable. An examination of the shear stresses alone (as done in [10]) would therefore
result in a significant underestimation of the prevailing component’s tangential forces
(Ft=n = Ft∼= 2·Ft

∗).
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Abstract: Wearable sensors integrating multiple functionalities are highly desirable in artificial wearable
devices, which are of great significance in the field of biomedical research and for human–computer
interactions. However, it is still a great challenge to simultaneously perceive multiple external stimuli
such as pressure and temperature with one single sensor. Combining the piezoresistive effect with
the negative temperature coefficient of resistance, in this paper, we report on a pressure–temperature
dual-parameter sensor composed of a polydimethylsiloxane film, carbon nanotube sponge, and
poly(3,4-ethylenedioxythiophene)-poly(styrenesulfonate). The proposed multifunctional sensor can
stably monitor pressure signals with a high sensitivity of 16 kPa−1, has a range of up to 2.5 kPa, and
also has a fast response time. Meanwhile, the sensor can also respond to temperature changes with
an ultrahigh sensitivity rate of 0.84% ◦C−1 in the range of 20 ◦C to 80 ◦C. To validate the applicability
of our sensor in practical environments, we conducted real-scene tests, which revealed its capability
for monitoring = human motion signals while simultaneously sensing external temperature stimuli,
reflecting its great application prospects for electronic wearable devices.

Keywords: dual-parameter flexible sensor; PEDOT:PSS; CNTs; external stimuli response;
wearable devices

1. Introduction

With the ever-increasing demand for electronic wearable devices, the development
of multifunctional tactile sensors has shown significant progress [1–4]. Likewise, many
scientific researchers have reported on flexible tactile sensors applied in human motion
monitoring, pulse detection, and temperature stimuli perception. The goal of these mul-
tifunctional tactile sensors is to accurately identify different external stimuli, and then
respond to them with high sensitivity and in a timely manner. Over the years, various
well-performing single-function pressure sensors have been reported [4–10], which com-
monly employ piezoresistive materials whose working mechanism depends on variations
in the geometric structure, tunneling resistance, or contact resistance, such as carbon nan-
otubes [11], carbon black nanoparticles [12], and MXene [13,14]. Nevertheless, as the key
for efficient and compact electronic wearable devices, the realization of a multifunctional
tactile sensor requires the integration of different types of materials with different physical
properties, thereby enabling the ability to simultaneously respond to various stimuli such
as pressure and temperature [15,16].

Carbon nanotube sponge, as a high-strain material with a hollow architecture, is an
excellent choice for the fabrication of pressure sensors. The typical structural hierarchy en-
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ables the CNT sponge to keep its shape, without requiring the support of substrates or elec-
trodes [11,12,17]. Moreover, the microstructure of the CNT sponge consists of CNTs with a large
number of micropores uniformly distributed within. This unique internal distribution results
in low density and thermal conductivity. Furthermore, poly(3,4-ethylenedioxythiophene)-
poly(styrenesulfonate) is an excellent temperature-sensitive material [18–23]. Its advantages
are its high conductivity and strong stability, making it a common material for fabricating
flexible temperature sensors. However, previous studies have focused on the application
of PEDOT:PSS for improved conductivity, while ignoring its own temperature coefficient
of resistance. Additionally, by adding certain organic solvents or an organic polyhydroxy,
such as DMSO (dimethyl sulfoxide), ethylene glycol, or glycerol, the electrical conductivity
of a polymer can be increased dozens or even hundreds of times over. Additionally, the
high adhesion strength of PEDOT:PSS allows it to easily form a film on the surface of the
CNT sponge.

In this work, we fabricated a multifunctional sensor by first drying the CNT sponge
soaked in PEDOT:PSS in the oven. By doing so, the PEDOT:PSS formed a film on the surface
of the CNT sponge without destroying its internal structure. The PEDOT:PSS-coated CNT
sponge was then sandwiched between two polydimethylsiloxane films to complete the
fabrication process. The fabricated pressure–temperature dual-parameter sensor had high
sensitivity rates of 16 kPa−1 in the low-pressure range and 2.5 kPa−1 in the range of 2 kPa
to 10 kPa. Even applied to ultrahigh pressure (40 kPa), our sensor showed a sensitivity rate
of 0.32 kPa−1. Within a temperature range of 20 ◦C to 80 ◦C, the sensor had an ultrahigh
sensitivity rate of 0.84% ◦C−1.

2. Experimental Section
2.1. Materials

The PDMS (Sylgard 184 silicone elastomer base and related curing agents) was pur-
chased from Dow Corning Co., Ltd., Midland, MI, USA. The CNT sponge was purchased
from Nanjing XFNANO Materials Tech Co., Ltd., China. The PEDOT:PSS was purchased
from Shanghai Aladdin Bio-Chem Tech Co., Ltd., China. All materials were used without
any further purification.

Parameters:
CNT sponge: Inner diameter: 10–20 nm; outer diameter: 30–50 nm; porosity: 99%;
PEDOT:PSS: Viscosity: 6.0000 mPa.S; solid content: 1.40000%; PH(20 ◦C): 1.9900.

2.2. Fabrication of PDMS Flexible Substrate

To obtain a flexible PDMS substrate with a thickness of about 1mm, the main and
curing agents of the PDMS were mixed at a mass ratio of 10:1 in a plastic cup. Next, the
compound reagent was refrigerated for 1 h to remove any bubbles in it. A four-inch silicon
wafer was then cleaned with alcohol and dried in the oven. Afterwards, the PDMS mixture
was spin-coated onto the silicon wafer at a speed of 300 r/min for 120 s. Then, the wafer
was placed on a hot plate at 100 ◦C for 1 h, where the PDMS flexible substrate was left
uncovered. After cooling, the PDMS film was peeled off and used as the flexible substrate.

2.3. Fabrication of CNT Sponge Coated with PEDOT:PSS Film

A 0.5 cm × 0.5 cm CNT sponge was cut and soaked in the PEDOT:PSS for 1 h. The
CNT sponge was placed on a clean wafer and dried in the oven for half an hour at 80 ◦C,
after which it was cooled down to complete the fabrication.

2.4. Preparation of the Sensor

One 3 cm × 1 cm PDMS film was cut as the bottom substrate and another 0.5 cm × 0.5 cm
film was cut as the top substrate. One 1.5 cm × 0.8 cm electrode was used to receive the
current signals. The CNT sponge coated with PEDOT:PSS was laid flat over the interdigital
electrode to ensure a close contact, and then the whole structure was sandwiched by two
PDMS films. Then, a conductive silver paste with high conductivity was used to connect the

42



Micromachines 2023, 14, 690

pins of interdigital electrodes with the wires for measurements. After drying the silver paste
for 1 h at 80 ◦C in the oven, the preparation of the multifunctional sensor was completed.

2.5. Characterizations and Measurements

The surface and cross-sectional images of the PDMS film, CNT sponge, and CNT
sponge wrapped by PEDOT:PSS were taken using field emission scanning electron mi-
croscopy (SEM SUPRA-55 purchased from Shanghai Opton Co., Ltd., China). Moreover,
the qualitative analysis of the surface element distribution of the CNT sponge coated
with PEDOT:PSS was performed via energy-dispersive spectrometry (EDS). Meanwhile,
a Kethley 2450 controlled digital source meter was used to measure the real-time I-T and
I–V curves.

3. Results and Discussions
3.1. Fabrication and Characterization

As shown in Figure 1a, the complete fabrication process can be mainly divided into
two parts. One part involves the preparation of PDMS film, which is a common substrate
for flexible sensors. The PDMS mixture was spin-coated onto a silicon wafer uniformly,
and after its dried, the PDMS film was peeled off and used as the flexible substrate. The
preparation of the composite sponge was relatively simple. After soaking the CNT sponge
in PEDOT:PSS solution, a thin film was formed on its surface. The sponge was then dried
in the oven while keeping it uncovered. The PEDOT:PSS-coated sponge was sandwiched
by two PDMS films, and the composite CNT sponge was closely attached to the interdigital
electrode for better conductivity. As shown in Figure 1b,c, the sensor consists of four parts,
which from bottom to top are the PDMS film, interdigital electrode, composite CNT sponge,
and PDMS film.
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PDMS is a commonly used material for the preparation of flexible sensors due to its
high dielectric constant and tunable elasticity [17,24–30]. Additionally, its stress–strain
relationship can be adjusted by varying the mixing ratio of the main PDMS agent and
curing agent in the fabrication. As shown in Figure 2a,d, the cured PDMS film has a flat
surface and a thickness of 355.3 um.
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Figure 2. SEM images of the materials used in this work: (a) SEM image of the surface of the PDMS
substrate; (b) SEM image of the surface of the CNT sponge; (c) SEM image of the surface of the
CNT sponge wrapped in PEDOT:PSS; (d) measured thickness of the PDMS substrate; (e) measured
thickness of the CNT sponge; (f) SEM image of the surface of the CNT sponge wrapped in PEDOT:PSS
at higher resolution; (g) energy-dispersive spectroscopy (EDS) mapping images of the CNT sponge
wrapped in PEDOT:PSS.

The CNT sponge is a self-assembled and interconnected conductive material with a
sponge-like shape. Due to its light weight and excellent flexibility, they are commonly used
as the dielectric layer in the sensor. As shown in Figure 2b, the CNT sponge consists of
many carbon nanotubes and has a porosity of up to 99%. Despite the excellent thermal
conductivity of single carbon nanotubes, the low density and high thermal resistance at
the CNT junctions mean CNT sponge has extremely low thermal conductivity, nearly
unaffected by temperature in pressure sensing [27]. Moreover, Figure 2e indicates that
the CNT sponge used in this experiment has a thickness of about 1 mm. Progressively,
PEDOT:PSS has received a great deal of attention owing to its unique properties, including
its transparency, relatively high conductivity, and simple fabrication process. Over recent
years, many research studies have focused on its thermoelectric properties and characteris-
tics, such as its electrodes, while its thermistor-type behavior has been less explored [26].
Herein, we fabricate a composite sponge by soaking the CNT sponge in PEDOT:PSS. It can
be seen from Figure 2c,f that the PEDOT:PSS is coated on the CNT sponge as an ultrathin
film. Notably, very few PEDOT:PSS molecules get into the CNT sponge and most are dis-
tributed on the sponge surface. To verify this, we took an EDS mapping image (Figure 2g),
where it can be seen that the C and O elements are distributed throughout the crack in the
CNT sponge coated with PEDOT:PSS, but there is almost no S element (according to the
molecular structure of PEDOT:PSS, the S element is unique compared to the CNT sponge).

The IDE structure is used because of its own good flexibility, bending resistance,
and conformal ability. Using the interdigital electrode as the signal response channel of
the sensor, the flexible substrate, MXene film, and interdigital electrode can be closely
adhered to accurately measure the pressure signal generated by the human body or other
carriers. Moreover, the interdigital electrode has the characteristics of multiple conductive
channels, so that the breakage or warping of an electrode will not affect the overall out-
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put performance of the sensor, thereby greatly improving the stability and reliability of
the sensor.

3.2. Pressure Sensing Performance of CNT Sponge

The CNT sponge is a widely used piezoresistive material that has excellent conduc-
tivity. To verify its piezoresistive properties, the interdigital electrodes are used to receive
the electrical signals and a digital SourceMeter is used to monitor the electrical responses
under different pressure values. As shown in Figure 3a, the I-T curves at pressures less
than 80 kPa indicate that the current increases with the pressure, reflecting a negative
piezoresistive nature. When the deformation occurs, the internal structure of the CNT
sponge is compressed, resulting in smaller pores and the exclusion of air. The carbon nan-
otubes approach each other under pressure and the resistance becomes smaller. The linear
relationship between the current and voltage shown in Figure 3b indicate that an ohmic
contact forms between the interdigital electrode and the CNT sponge. However, when the
applied pressure becomes higher, the amplitude of the current increase starts to decrease.
Moreover, as shown in Figure 3c, the CNT sponge exhibits different sensitivity levels in
different pressure regions. This is because at low pressure, the amount of contact in the
cross-linked network structure inside the sponge is less and the whole structure is relatively
loose. When a small amount on pressure is applied to the sponge, the microstructures in the
internal cross-linked network structure start to contact each other. Hence, the conductive
path expands rapidly, and the resistance change rate increases greatly. In contrast, when
the applied pressure is further increased to a larger value, the growth rate of the resistance
change becomes smaller, since the cross-linked network structure inside the conductive
sponge has already been fully contacted and the conductive path has stabilized. When
continuous pressure is applied at an interval of 10 s, the CNT sponge shows good gradient
changes, as shown in Figure 3d. Additionally, the CNT sponge has a fast response time
of 63 ms, while the recovery time is 71 ms, as shown in Figure 3e. Recently, different
piezoresistive materials have been reported, and compared to them [21–25], the sensor
from this work can better monitor the pressure and temperature, simultaneously, with
high sensitivity.
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Figure 3. The pressure sensing properties of the CNT sponge: (a) the I-T curves at pressures less than
80 kPa; (b) the linear relationship of the I–V curves at voltages from −0.1 V to 0.1 V; (c) the sensitivity
of the CNT sponge, reaching 902.2 kPa−1 below 10 kPa, 268.1 kPa−1 in the transitional pressure
region (10 kPa to 20 kPa), and 26.8 kPa−1 in the high pressure region (20 kPa to 80 kPa); (d) gradient
of the rise and fall of the current in the pressure region from 0 kPa to 80 kPa; (e) the response time
of the CNT sponge for loading and unloading pressure; (f) the performance comparison with other
pressure-sensitive materials [21–25].
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The pressure sensitivity is determined by the variation of the current and applied
pressure. The specific calculation formula is as follows:

S = (
Ip − I0

I0
)/P (1)

where, S (kPa−1) is the sensitivity; I0 (mA) is the measured current without pressure; Ip (mA) is
the measured current when pressure is applied; P (kPa) is the value of applied pressure.

3.3. Temperature-Sensing Performance of CNT Sponge Wrapped by PEDOT:PSS

There have been two types of carbon-based temperature sensors reported recently: pos-
itive temperature coefficient (PTC) and negative temperature coefficient (NTC) sensors. PE-
DOT:PSS is a typical organic semiconductor material with NTC-type temperature-sensitive
characteristics, whose sensing mechanism is based on the semiconductor properties of the
material. When the ambient temperature is low, the number of carriers in the NTC-sensitive
material is relatively small, resulting in higher resistance. However, as the temperature
increases, the heat energy increases, thereby activating more carriers and reducing the
resistance. To verify this property, we carried out a series of tests. As shown in Figure 4a, the
linear relationship of the I–V curves indicates that the PEDOT:PSS film has a close contact
with the interdigital electrode. Meanwhile, the rising trend of the current with increasing
temperature indicates a negative temperature coefficient of resistance. Additionally, when
the temperature rises, the current shows an upward gradient trend, as shown in Figure 4b.
Furthermore, as evident from Figure 4c, in the temperature range of 20 ◦C to 80 ◦C, the resis-
tance drops by about 210 ohms and the resistance change is about 60%, yielding a sensitivity
of 0.84% ◦C−1. In addition, as the temperature rises by about 1 ◦C, the sensor responds
in about 1.1 s (Figure 4d). However, when the temperature drops by 1 °C, the response
time of the sensor is larger, around 1.5 s (Figure 4e). In recent years, various thermo-
sensitive materials have been reported, such as PEDOT:PSS/CuPc, PEDOT:PSS/IPA, and
PEDOT:PSS/PDMS. Compared to these reported materials [13,14,17,20,26,29–32], the mate-
rial used in our work offers a wider temperature range and a higher sensitivity level, as
shown in Figure 4f.
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Figure 4. The temperature−sensing properties of the CNT sponge wrapped in PEDOT:PSS: (a) the
linear relationship of the I–V curves at voltages from −0.1 V to 0.1 V; (b) the gradient of the cur-
rent increase and decrease when under a continuous temperature change; (c) the resistance and
resistance change rate of the device over a temperature range from 20 ◦C to 80 ◦C, exhibiting a
sensitivity of 0.84% ◦C−1; (d) the response time of the composite sponge when the temperature rises;
(e) the response time of the composite sponge when temperature drops; (f) comparison with other
studies [13,14,17,20,26,29–32].

46



Micromachines 2023, 14, 690

The temperature sensitivity is determined by the variation of resistance and the applied
pressure. The specific calculation formula is as follows:

S =

(
RT − R0

R0

)
/∆T (2)

where, S (% ◦C−1) is the sensitivity; R0 (Ω) is the initial resistance under 20 ◦C; RT (Ω) is the
tested resistance when temperature changes; ∆T (◦C) is the value of the temperature variation.

3.4. Sensing Performance of the Sensor When Pressure and Temperature Are
Applied Simultaneously

To verify the capability of the device to simultaneously handle both pressure and
temperature stimuli, we used a digital source meter to detect the I-T curves in a temper-
ature range of 20 ◦C to 80 ◦C at 0.8 kPa, and also in a pressure range of 0 kPa to 40 kPa
at 30 ◦C. As shown in Figure 5a, the overall current change shows an increasing trend
with the temperature, and the increase rate is small. However, a larger increase rate can
be observed with the pressure, as shown in Figure 5b. This is because of the difference
in thermal resistance and piezoresistive mechanisms [33], which have different degrees
of influence on the resistance. Likewise, the same trend is also reflected in the sensitivity
curves. As indicated in Figure 5c,d, the pressure and temperature sensitivity curves both
tend to decrease, where the temperature sensitivity curves drop with a faster rate. The
reason behind this could be as follows. As shown in Figures 3b and 4a, the device defor-
mation led by pressure has a greater effect on the change in current than the temperature.
Thus, when testing the temperature sensitivity curves under a fixed pressure, the current
change induced by the pressure is larger, thereby resulting in a stronger decreasing trend.
Meanwhile, when testing the pressure sensitivity curves at a fixed temperature, the current
change caused by the temperature is smaller, thereby resulting in a weaker decreasing
trend. In general, the device has excellent pressure and temperature sensitivity, and is
suitable for multifunctional monitoring. Compared with the previous work, the sensor
we prepared performs well in the pressure-sensing range, temperature-sensing range, and
pressure response time (shown in Table 1). In the next experiment, we plan to complete the
decoupling of the pressure and temperature.

Table 1. A comparison with the previous work [34–37].

Materials Working
Range (kPa)

Response
Time (ms)

Temperature
Range (K)

Independent of P
and T Signals Ref.

PVDF/PANI/PDMS 10 – 0–100 Yes 1
Silk fiber-AgNW &
CNTs/ionic liquid 2 250 30–65 Yes 2

Ionnic hydrogel 1 500 30–55 No 3
Metal-organic porous

carbon/PDMS 2 60 20–100 No 4

CNTs
sponge/PECOT:PSS/PDMS 40 63 20–80 No This work

Nowadays, wearable electronic devices have broad application prospects in many
fields, the key to which is to meet the requirements for the durability and stability of the
sensor. We carried out a series of experiments to verify this. The three consecutive pressure
increases and decreases prove that the sensor has a small hysteresis range, as shown in
Figure 6a. As shown in Figure 6b,c, we tested the pressure and temperature-sensing
performance of the sensor for five consecutive days. The results exhibit good stability.
Additionally, with the help of the pressing machine, we performed 500 cycles of repeated
experiments of pressure loading and release, the results of which are shown in Figure 6d.
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Figure 5. Performance of pressure–temperature co-detection: (a) I–V curves in the temperature range
of 20–80 ◦C at 0.8 kPa; (b) I–V curves in the pressure range of 0 kPa to 40 kPa at 30 ◦C; (c) resistance
change rates and temperature sensitivity curves under different pressures in the range of 0 kPa to
40 kPa; (d) current change rates and pressure sensitivity curves at different temperature values in the
range of 20–80◦C.
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3.5. Practical Applications of the Multifunctional Sensor

Ideally, a pressure–temperature multifunctional sensor should have the ability to monitor
these two external stimuli simultaneously [38,39]. To verify this property, we conducted experi-
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ments involving external contact to the sensor and human motion monitoring. As shown in
Figure 7a, we applied a large pressure to the sensor three times through the tip of a pen, and the
sensor responded to the stimulus precisely and stably in all three attempts. In Figure 7b, we
demonstrate the temperature detection capability of the sensor in response to an approaching
finger. It should be noted that because of the PDMS film’s thermal insulation, it took about
10 s for the sensor to respond. In order to analyze the pressure–temperature co-interaction of
the sensor, we chose two glasses of water of the same mass but at different temperatures for
the experiment. As shown in Figure 7c, the increase in temperature resulted in an obvious
increase in the current. Meanwhile, some experiments related to human motion monitoring
were also carried out. As shown in Figure 7d–f, the I-T curves corresponding to finger
bending, knee bending, and throat swallowing experiments all exhibit a continuous and
stable signal. Essentially, good monitoring performance for pressure and temperature is
the key to achieving efficient wearable devices. As shown in Figure 7g,h, we attached
the sensors to the fingers and measured the current of the two sensors when touching
the water at different temperatures. The larger current induced when touching the water
with higher temperatures indicated that the sensor can precisely respond to a change in
temperature. Additionally, when holding the beaker with 80 ◦C water, the thumb sensor
showed a larger current than the rest because of the difference in pressure, which in turn
reflects the sensitivity of the sensor to pressure change (shown in Figure 7i). As evident
from these results, this multifunctional sensor based on composite materials has great
application prospects in wearable devices.
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curve when finger approaches the sensor; (c) I-T curve when placing the sensor on a 5 mL glass of 25 ◦C
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when touching the water at different temperatures; (i) I-T curves of the two sensors when holding
a beaker with 80 ◦C water.
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4. Conclusions

In this work, we reported on a pressure–temperature multifunctional sensor with
high sensitivity and a fast response time. The sensor is mainly composed of CNT sponge
wrapped by PEDOT:PSS and interdigital electrodes, and sandwiched between two ultrathin
PDMS films. In real-scene tests, this sensor showed excellent performance, i.e., a high
sensitivity level of 16 kPa−1 in the low-pressure region and an ultrahigh sensitivity rate of
0.84% ◦C−1 in the temperature range of 20 ◦C to 80 ◦C. Meanwhile, it also exhibited a fast
response time to both pressure (63 ms) and temperature (1.1 s) stimuli compared to other
studies. Additionally, we also conducted experiments with external stimuli and involving
human motion monitoring to verify the applicability of this sensor for use in wearable
devices. Owing to the good piezoresistive and thermoresistance effects of the materials,
coupled with our unique fabrication scheme, this multifunctional sensor can play a pivotal
role in future wearable devices.
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Abstract: Wind energy as a renewable energy source is easily available and widely distributed in
cities. However, current wind-energy harvesters are inadequate at capturing energy from low-speed
winds in urban areas, thereby limiting their application in distributed self-powered sensor networks.
A triboelectric–electromagnetic hybrid harvester with a low startup wind speed (LSWS-TEH) is
proposed that also provides output power within a wide range of wind speeds. An engineering-
implementable propeller design method is developed to reduce the startup wind speed of the
harvester. A mechanical analysis of the aerodynamics of the rotating propeller is performed, and
optimal propeller parameter settings are found that greatly improved its aerodynamic torque. By
combining the high-voltage output of the triboelectric nanogenerator under low-speed winds with
the high-power output of the electromagnetic generator under high-speed winds, the harvester
can maintain direct current output over a wide wind-speed range after rectification. Experiments
show that the harvester activates at wind speeds as low as 1.2 m/s, powers a sensor with multiple
integrated components in 1.7 m/s wind speeds, and drives a Bluetooth temperature and humidity
sensor in 2.7 m/s wind speeds. The proposed small, effective, inexpensive hybrid energy harvester
provides a promising way for self-powered requirements in smart city settings.

Keywords: hybrid nanogenerators; triboelectric nanogenerator; electromagnetic generator; wind-
energy harvesting; low startup wind speed; self-powered sensor

1. Introduction

In recent years, the smart city concept has emerged as a solution to address chal-
lenges arising from the exponential growth of urban areas and population [1,2]. A key
component of the concept is a network composed of distributed wireless sensors [3,4].
Energy efficiencies of such networks are critical factors in establishing the smart city [5].
However, current sensor networks rely mostly on batteries and cables for power supply
at huge costs associated with installation and maintenance, drawbacks that potentially
have environmental concerns [6]. To achieve continuous wireless power for the network,
harvesting clean and renewable energy from the environment is desirable [7]. Wind energy,
light energy, mechanical energy, and other environmental energy sources widely exist in
cities [8,9]. Among them, wind energy has many advantages, such as its wide distribution
in all-weather situations and ease of harvesting [10,11]. Average wind speeds in cities are
generally 1.2 m/s to 3.8 m/s in Chinese cities from the National Centers for Environmental
Information (NCEI). Such speeds are too low to start most wind-driven micro-harvesters
employing electromagnetic generators (EMGs), and rectification loss is very high [12,13].
Therefore, the availability of energy harvesters able to operate in light to moderate breezes
is an imperative of the smart city concept.

In 2012, the first triboelectric nanogenerator (TENG) proposed by Wang’s team showed
great prospects in applications of self-powered systems [14]. With deeper research over
the interim, TENGs have offered unique advantages in low-frequency energy collection,
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specifically, high output voltages from small input excitations [15–17]. They are widely
used to harvest energy from environment, such as mechanical energy [18–20], tidal en-
ergy [21–23], and wind energy from various environments [24–28]. Currently, wind-energy
harvesters operating with TENGs in the low-frequency regime have attained extensive
attention because of their low cost, light weight, and high efficiency [29–31]. In cities, wind
is characterized by low and broad average wind speeds. Moreover, natural wind pat-
terns are unstable and highly variable. However, current TENGs and EMGs are incapable
of achieving high energy conversion efficiencies under both low-speed and high-speed
winds [32–34]. For better operations in urban settings, hybrid wind-energy harvesters
combining both TENGs and EMGs may be the solution.

Recently, several prototypes of triboelectric–electromagnetic hybrid generators have
been developed to harvest wind energy. Fan’s group proposed a self-powered wireless
transmission sensor for the Internet of things, which uses the synchronous hybrid power
generation mode of a TENG and an EMG to power the sensor [35]. Li’s group proposed
an optimization strategy for flexible collaborative wind energy collection employing asyn-
chronous operation of a TENG and an EMG; the strategy reduces the startup torque and
the startup wind speed [36]. Among them, the startup wind speed of these hybrid energy
harvesters is 2.2 m/s to 4 m/s [35–39]. However, to meet the energy supply demands
of Bluetooth sensors, wind speeds of 4.7 m/s to 9 m/s are required to drive these har-
vesters [35,36,39]. Realizing the self-power supply needs of the wireless sensor network is
difficult in breezes. Because the electromagnetic torque of the EMG has not been reduced,
startup wind speeds of the energy harvesters are higher than the wind speeds for breezes,
also limiting the output power increase of the TENG. Therefore, EMG designs for hybrid
wind-energy harvester must be optimized to reduce the startup wind speed and increase
the rotational speed.

With this objective, a triboelectric–electromagnetic hybrid harvester with a low startup
wind speed (LSWS-TEH) is fabricated. Developed from the application of fluid mechanics
theories in the design of the propeller, this harvester is designed with a low startup wind
speed and high-power output over a wide range of wind speeds. In addition, an optimal
design structure enables the inertia and electromagnetic torques of the EMG to be reduced,
the speed of the harvester to be changed easily, and the resistance torque to be smaller. The
harvester can operate and harvest wind energy in urban breezes with greater effectiveness.
Experimental results show that its startup wind speed is 1.2 m/s; in wind speeds of
1.7 m/s, it can supply stable power to sensors with multiple integrated components. In
addition, under wind speeds of 2.7 m/s, its output energy can steadily power a Bluetooth
temperature and humidity sensor. The LSWS-TEH provides a benchmark for effective
wind energy collection in breezes and, therefore, broad prospects in the field of the Internet
of things connectivity and smart-city power planning.

2. Principles and Methods
2.1. Theoretical Analysis
2.1.1. Design Principle for a Low Startup Wind Speed

During the startup of a wind harvester under low wind speeds, the mechanical model
under steady rotor operations is mathematically expressed as

→
Ma −

→
M f −

→
Me −

→
Mm =

→
M1 +

→
M2 +

→
M3 , (1)

where vectors
→

Ma,
→

M f ,
→

Me, and
→

Mm are the aerodynamic torque generated by the propeller,
the frictional torque on the rotor, the eccentric torque on the propeller, and the electro-
magnetic torque applied to the electromagnetic rotor from Ampère forces, respectively.

Vectors
→

M1,
→

M2, and
→

M3 are the torques required for the rotation of the propeller, the
electromagnetic rotor, and the other parts.
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From Equation (1), the main measures to reduce the startup wind speed of the har-
vester are to reduce the frictional, eccentric, and electromagnetic torques, and to increase the
aerodynamic torque of the propeller. Friction and eccentric torques are determined in the
machining process and cannot be completely eliminated. Any reduction in electromagnetic
torque affects the power-generation capacity of the electromagnetic generator. Therefore,
to attain the objective, increasing the aerodynamic torque of the propeller is adopted.

Expanding the right-hand side of Equation (1),

→
M1 +

→
M2 +

→
M3 = ∑

i
miri

→
ω + ∑

j
mjrj

→
ω + ∑

k
mkrk

→
ω, (2)

where
→
ω is the angular velocity of the rotating part; the pairings (ma, ra) with a = i, j, k refer

to the weight and radius of a differential element of the propeller, electromagnetic rotor,
and other rotating parts, respectively.

From Equation (2), reducing the weight of the rotating part and decreasing the radius
of rotation, while meeting structural strength requirements, can also effectively reduce the
startup wind speed of harvesters. The design also exploits these two measures.

2.1.2. Propeller Design

Considering the limitations on size, material, and processing technology, a flat blade is
selected for the propeller for its ease in design and manufacture. According to fluid dynamics,
the relationship linking inflow angle ϕ, attack angle α, and pitch angle β is as follows:

ϕ = α + β . (3)

The moving fluid produces a lift force that drives the propeller’s rotation and offers
a more superior startup performance with low-speed winds. A high lift–drag ratio ξ is
pursued to promote propeller rotation; ξ is calculated using

ξ =
CFBL
CFBD

=
sin 2α

2 sin2 α
, (4)

where CFBL and CFBD are the lift and drag coefficients of the flat blade. The functional relationship
between ξ and α shows that, to improve ξ in Figure 1a, α should be as small as possible.
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Axial and tangential induction factors, m and n, are present during stable operations
of the propeller; they are expressed as

m =
1
3

, (5)
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n =
m (1−m)

λ2 =
2

9λ2 , (6)

where λ is the tip speed ratio.
The inflow angle ϕ is calculated from

tan ϕ =
1−m

(1 + n)λ
=

6λ

9λ2 + 2
=

6λ′x
9λ′2x2 + 2

, (7)

x =
r
R

, (8)

where λ′ is the tip speed ratio of any blade element, r and R are the radii from the center of
rotation to any blade element and the propeller edge, respectively, and x is the ratio of r to
R, which is used to indicate the position of any blade element relative to the propeller.

Combining Equations (3) and (7) yields

ϕ = arctan
6λ′x

9λ′2x2 + 2
− β. (9)

Although the blade elements of the propeller should have similar α for different r,
the manufacturability of a propeller also needs to be considered. The pitch angle of the
propeller is designed as

β = β2 − (β2 − β1) x , (10)

where β1 and β2 are the pitch angles at the tip and root of the blade, respectively.
With increasing wind speeds, the rotor speed is positively correlated with λ. For

propellers of a low-speed wind turbine, the power coefficient increases to a peak and then
decreases, whereas the torque coefficient monotonically decreases with λ in the range
of 0–1.9 [40]. With λ between 0.6 and 1.2, the propeller obtains a sufficient torque while
offering high efficiency in energy conversion. In comparing plots with λ equal to 0.6, 0.9,
and 1.2 (Figure 1b), the curves of Equations (7) and (10) should generally be parallel in
the range of x from 0.6 to 1 when λ is 0.9, thus reducing differences in attack angle α at
different blade elements of the propeller. Moreover, as λ increases from 0.6 to 1.2, a family
of curves generate from Equation (7) should be higher than the plots of Equation (10). The
distance between the lowest point of family of curves and the point from Equation (10) is
as small as possible when x is determined. Plotting the propeller parameter design curves
(Figure 1b) shows that values of x between 0 and 0.4 easily produce stalling, which is not
conducive to propeller rotation. Hence, positions of the propeller with x from 0 to 0.4 are
simplified as belonging to the pillar.

The relationship between energy conversion efficiency and blade number can be found
from Prandtl’s relation,

ηb = (1− 0.93

b
√

λ02 + 0.445
)

2
, (11)

where b is the blade number, and λ0 is the given tip speed ratio.
The first and second derivative functions of Equation (11) (Figure 1c) show that the

energy conversion efficiency increases slowly with increasing blade number for certain λ0.
Considering that even-numbered blades are prone to resonance and engineering processing
difficulties, a seven-bladed configuration is chosen.

The differential method is used to calculate the aerodynamic torque of the propeller,

d
→

Ma = m ∆
→
ω r2. (12)

The blade should have large chord lengths at large radii, and high rotor solidity
contributes to increasing the propeller aerodynamic torque.

In summary, a set of engineering solutions is found that established the main parameter
settings of the propeller for the final design in Table 1.
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Table 1. Settings of the main parameters of the propeller 1.

Designed Tip
Speed Ratio

Blade Root
Pitch Angle

Blade Tip Pitch
Angle

Number of
Blades Rotor Solidity 2

0.6–1.2 38.3◦ 25.3◦ 7 90%
1 The propeller is simplified as the pillar with x in the range of 0 to 0.4. 2 The rotor solidity is calculated without
simplified blades.

2.2. Design and Working Principle of the Wind-Energy Harvester

The LSWS-TEH consists of a rotor, a stator, and a power management circuit (Figure 2).
The rotor comprises a propeller, shaft, bearings, and a magnet. The stator includes housing,
a coil, and coil holder. Figure 2a shows the rotor and stator assembly. The power manage-
ment circuit is composed of a charge pump, rectifier bridge, capacitor bank, and switching
regulator circuit (Figure 2b). The circuit schematic of rectification and charging circuit is
shown in Figure 2c. The coil is wound onto the coil holder and is fixed to the stator housing
(Figure 2d). The designed propeller and shell are made by 3D printing technology of SLA
light-curing molding, and the material is white resin. The propeller has an overall size of
80 mm in diameter and 30 mm in cylindrical height; therefore, it is much smaller than other
triboelectric–electromagnetic hybrid wind-energy harvesters [35–39].
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When the ambient wind rotates the propeller, the polytetrafluoroethylene (PTFE) film
in the TENG through centrifugation and rotation touches and slides against the aluminum
foil. The output induced is an alternating current (AC) that flows between adjacent foils.
A rectifier bridge converts AC to direct current (DC), which is then used to charge the
capacitor bank. In the EMG, the propeller rotates magnets attached at the bottom of the
shaft to produce a rotating electromagnetic field. The coil in the EMG cuts the rotating
magnetic field lines to induce an electric potential. The output AC voltage is rectified and
boosted by the charge pump to charge the capacitor bank. The switching voltage regulator
then converts the unstable voltage of the capacitor bank into a stable voltage, which is
a basic requirement of any sensor. If the power of the sensor is lower than the charging
power of the capacitor bank, the excess power is stored in the capacitor bank to power the
sensor when wind speeds are low.
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Under different wind speeds, the TENG and EMG exhibit good synergy. In low-speed
winds, the EMG output voltage is smaller than the forward bias voltage of the diode
because the rotor rotates slowly, resulting in no voltage output after rectification. However,
the TENG has high-voltage output characteristics that can generate a substantial voltage
output under low-speed winds. Under high-speed winds, the rotor speed increases and
the EMG generates a rectified voltage output. As speeds increase further, the output power
and frequency from the TENG also increase.

The power generation principle of the TENG (Figure 3a) is detailed as follows: ini-
tially, the PTFE film and the aluminum foil are in contact with each other by centrifugation
(Figure 3(aI)) to induce negative and positive electrostatic charges through contact friction.
The PTFE film and the aluminum foil are gradually separated under rotation, and the po-
tential difference between adjacent electrodes generates an AC through the external circuit
(Figure 3(aII)). The PTFE then makes complete contact with the next electrode (Figure 3(aIII)),
meaning that one charge transfer is performed. Next, the adjacent electrodes produce an
opposite potential difference to that previously, and the opposite current flows in the external
circuit (Figure 3(aIV)). The above cycle is repeated with the TENG outputting a continuous AC.
Using COMSOL Multiphysics 5.6 software, the electric potential distribution on the surface of
the TENG (Figure 3b) is simulated at four stages during the cycle.

Figure 3. LSWS-TEH operating principle and simulation results: (aI) working schematic of the
TENG state 1; (aII) working schematic of the TENG state 2; (aIII) working schematic of the TENG
state 3; (aIV) working schematic of the TENG state 4; (bI) simulation of the surface electric potential
distribution of the TENG state 1; (bII) simulation of the surface electric potential distribution of the
TENG state 2; (bIII) simulation of the surface electric potential distribution of the TENG state 3;
(bIV) simulation of the surface electric potential distribution of the TENG state 4; (cI) working
schematic of the EMG state 1; (cII) working schematic of the EMG state 2; (cIII) working schematic
of the EMG state 3; (cIV) working schematic of the EMG state 4; (dI) simulation of the surface
flux density of the EMG state 1; (dII) simulation of the surface flux density of the EMG state 2;
(dIII) simulation of the surface flux density of the EMG state 3; (dIV) simulation of the surface flux
density of the EMG state 4.
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The working principle of the EMG is shown in Figure 3c. At the beginning, a zero
rate of change in magnetic flux through the coil exists, and the coil provides no voltage
output (Figure 3(cI)). At its maximum rate of change (Figure 3(cII)), the induced electric
potential in the coil peaks and the current flowing through the external circuit reach a
peak. Figure 3(cIII) is similar to Figure 3(cI), but the magnetic field distribution is reversed.
Figure 3(cIV) is similar to Figure 3(cII), but the electric potential and current are the opposite
of the previous ones. By repeating the cycle, an induced AC is generated through the EMG,
and its surface flux density is also simulated using COMSOL software (Figure 3d), with the
four stages exhibiting typical fields of the EMG during an AC cycle.

2.3. Experimental Methods
2.3.1. Fabrication of the EMG

One copper wire with diameter of 0.1 mm is wound on the resin holder as two coils.
The coils are positioned at a distance of 5 mm. Each coil has 400 turns, and the width and
height of the coil are 12.5 mm and 11 mm, respectively. A neodymium (NdFeB) disc magnet
with a radius of 4 mm and height of 3 mm is attached to shaft with a diameter of 1.5 mm.

2.3.2. Fabrication of the TENG

Aluminum foil with a thickness of 0.06 mm is used as the metal electrodes. These
electrodes are bonded to copper foil of thickness 0.06 mm. The rotating triboelectric electrode
is selected as a PTFE film with a height of 20 mm and is glued to the paddle housing.

2.3.3. Testing Systems

The harvester is fixed with a stand in a wind tunnel controlled by an axial flow fan
(SFG3-2R, Leifeng Mechatronics Co., Changzhou, China) operating through a frequency
converter (SQ1000−2T, Fuci Electromechanical Technology Co., Shanghai, China). The
output voltage signal is obtained using an oscilloscope (DSOX3024T, Keysight, Santa Rosa,
CA, USA) through a 100 M high-voltage probe (PA5100A, Tektronix, Beaverton, OR, USA),
and the current signal is obtained using an electrostatic meter (6514, Keithley, Beaverton,
OR, USA). The wind speed is obtained using a thermal anemometer (AR866A, Kexin
Measurement & Control Technology Co., Suzhou, China).

The electrical outputs of EMG and TENG are independent. In the process of the output
capability test and impedance test of the harvester, the outputs of EMG and TENG are
tested separately; that is, only EMG or TENG is connected to the test system during the
test. Thus, the measured data reflect the electrical outputs of the single EMG or TENG.

3. Results and Discussion
3.1. Output Performance

The angle between the chord of the propeller and the horizontal plane (pitch angle)
was determined, and the effect of propeller curvature on the EMG output was investigated
in four different scenarios (Figure 4). In this experiment, the output performance of the
EMG was tested with propeller curvatures of 0◦ (plane), 50.6◦, 24.7◦, and 16.4◦. With a
curvature of 50.6◦, the arc at the propeller tip was tangent to the horizontal plane; in this
instance, the radius of the arc was denoted by r′. Then, the curvature of the propeller was
24.7◦ at an arc radius of 2r′ and 16.4◦ at an arc radius of 3r′.
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for different blade curvatures: (aI) open-circuit voltage of EMG in flat; (aII) short-circuit current
of EMG in flat; (aIII) power and rate of EMG in flat; (bI) open-circuit voltage of EMG in 50.6◦;
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(dIII) power and rate of EMG in 16.4◦.

The EMG output decreased more significantly over all wind speeds when the curvature
is large (Figure 4a,b). Curvature could improve airflow rate into the propeller, but larger
curvatures created vortices that reduced the EMG output. The EMG performance at a
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wind speed of 1.2 m/s (Figure 4a,c) worsened when the curvature was in the midrange,
whereas it showed greater improvements at wind speeds of 1.2 m/s and 1.5 m/s for small
curvatures (Figure 4a,d). That is, a suitable curvature could improve the aerodynamic
performance of the propeller under low-speed winds. For the application, a propeller
curvature of 16.4◦ was chosen.

Next, the effect of rotating triboelectric electrode length on output performance of the
TENG was studied using two metal electrodes in experiments in which the external circuit
of the EMG was short-circuited. For the rotating triboelectric electrodes, strips of PTFE
film with lengths of 3 cm, 4 cm, and 5 cm and thickness of 0.1 mm were tested (Figure 5).
The 3 cm electrode had the lowest startup speed, and the startup wind speed increased
with increasing strip length, as shown in Figure 5 (aI–cI). As shown in Figure 5 (aI–cI),
the 4 cm long electrode had the highest output voltage because its stiffness produced a
suitable curvature, resulting in the highest effective contact area for the TENG. As shown
in Figure 5, the 5 cm electrode produced the lowest output power under low-speed winds,
due to a reduced effective contact area because of its poor stiffness and easy deformation. It
had the highest output current because its stronger centrifugal action increased the effective
contact area under high-speed winds.
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Figure 5. Open-circuit voltage and short-circuit current produced by the TENG for different strip
lengths of PTFE film: (aI) open-circuit voltage of TENG in 3 cm film; (aII) short-circuit current of
TENG in 3 cm film; (bI) open-circuit voltage of TENG in 4 cm film; (bII) short-circuit current of TENG
in 4 cm film; (cI) open-circuit voltage of TENG in 5 cm film; (cII) short-circuit current of TENG in
5 cm film.

By measuring the frequency of the EMG or TENG output voltage, the rotation speed
of the harvester can be found by

n = 60 fEMG =
120 fTENG

p
, (13)

where n is rotation speed, fEMG is the frequency of the EMG, fTENG is the frequency of the
TENG, and p is the number of TENG metal electrodes.
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In addition, calculating the ratio k, i.e., the ratio of the rotating triboelectric electrode
length to the number of metal electrodes, the TENG output was found to rise and fall with
k. Optimizing k could improve the TENG output performance. The 3 cm electrode had the
lowest startup wind speed; hence, it was chosen to balance the startup wind speed with
the electrical energy output of TENG.

Lastly, the effect of different numbers of metal electrodes on TENG output performance
was investigated without changing the total length of the metal electrodes. The output
conditions for the TENG with two metal electrodes are given in Figure 5a. With the same
strip length of 3 cm, the TENG electrical outputs obtained with four, six, and eight metal
electrodes (Figure 6) show that, with increasing number, the outputs displayed a peak, and
the highest output power was achieved with six metal electrodes. Under the same wind
speed, higher numbers of metal electrodes generated a higher energy conversion frequency.
However, increasing the electrode number further decreased the charge accumulation
time that affected the generation of large voltages. Therefore, the harvester design was
configured with six metal electrodes.
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Figure 6. Open-circuit voltage and short-circuit current of the TENG for three different numbers
of metal electrodes: (aI) open-circuit voltage of TENG in 4 electrodes; (aII) short-circuit current of
TENG in 4 electrodes; (bI) open-circuit voltage of TENG in 6 electrodes; (bII) short-circuit current of
TENG in 6 electrodes; (cI) open-circuit voltage of TENG in 8 electrodes; (cII) short-circuit current of
TENG in 8 electrodes.

The final design parameters for the harvester were determined according to the results
of Section 2.1.2 and the above experiments and analysis.

3.2. Demonstration

The TENG hinders rotor rotation; hence, the changes in peak power and the rates of
change in the short-circuit current of the EMG containing the TENG and of the EMG alone
were compared for different wind speeds (Figure 7a). At wind speeds less than 3 m/s, the
output power for the EMG of LSWS-TEH was slightly reduced under the same wind speeds.
The output voltage of the EMG under low-speed winds was too small to reach the forward
bias of the diode, resulting in no electrical output after rectification. In contrast, the LSWS-
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TEH had a higher electric energy output range compared with that for the EMG because
an electric energy output was also present under low-speed winds, attributable to the
high-voltage output of the TENG. Although the output power of the harvester decreased
slightly in low-wind-speed conditions, it meets the requirements for urban applications in
which the average wind speed ranges from 1.2 m/s to 3.8 m/s. Furthermore, high rotation
speeds enhance centrifugal forces, which may destroy the balance within the wind-energy
harvester and break the propeller. For self-protection, large wind turbines usually lock the
propeller. The TENG can protect the harvester during power generation under high-speed
winds because friction increases when centrifugal effects increase.
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Figure 7. The LSWS-TEH performance demonstration under various wind speeds: (a) change in
peak power and rate of change for the short-circuit current; (bI) peak power outputs for the TENG;
(bII) peak power outputs for the EMG; (c) charging of a 100 µF capacitor with rectifier bridge under
a 2 m/s wind speed; (d) powering of a sensor with multiple integrated components under wind
speeds of 1.7 m/s; (e) powering of a Bluetooth temperature and humidity sensor under wind speeds
of 2.7 m/s.

The peak output power of the TENG (Figure 7(bI)) and EMG (Figure 7(bII)) under
different wind speeds and impedances was investigated. When the harvester was connected
to an external load, it could be regarded as a circuit model where the internal resistance and
external load divided the open-circuit voltage. Therefore, the output voltage and output
current were positively and negatively correlated with the external load, respectively.
Furthermore, as the load increased, the output power of TENG and EMG firstly increased
and then decreased (Figure 7b). The corresponding optimum resistances for TENG and
EMG were about 100 MΩ and 90 Ω, respectively. The charging of a 100 µF capacitor
separately by the EMG, TENG, and LSWS-TEH under wind speeds of 2 m/s (Figure 7c)
show that the harvester had a higher charging speed and higher capacitance voltage than
either EMG or TENG. Moreover, with multiple integrated components, the harvester could
power a sensor with a rated power of 150 µW (Figure 7d). In addition, under wind speeds
of 2.7 m/s, it could power a Bluetooth temperature and humidity sensor (Figure 7e). With
a rated power of 16 mW, the sensor could transfer data to a cell phone APP. Overall, the
harvester delivered excellent performances in low-speed winds and had a wide wind speed
collection range, meeting the energy-harvesting requirements in urban settings.
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The aerodynamic torque, Ma, affects the starting wind speed of the wind-energy
harvesters; the torque output of the propeller is

Ma =
1
2

ρCmRSV2 =
1
2

π ρCmR3V2, (14)

where ρ is the air density, Cm is the moment coefficient, R is the propeller radius, S is the
cross-sectional area of the propeller rotating body, and V is the wind speed. The torque
output is proportional to the cube of R and the square of V.

The power output, P, can be calculated by

P =
1
2

ρCpSV3 =
1
2

πρCpR2V3, (15)

where Cp is the power factor. The power output is proportional to the square of R and the
cube of V.

In general, obtaining a high power output is difficult at low wind speeds in small
volumes. However, the designed LSWS-TEH achieves a low startup wind speed in a small
volume and has a more substantial peak power output, which can drive the sensors at
lower wind speed. The performances of different triboelectric–electromagnetic hybrid wind-
energy harvesters were compared, as shown in the Supplementary Materials (Table S1).
The proposed LSWS-TEH with a smaller size showed a lower startup wind speed and a
higher output power.

4. Conclusions

The LSWS-TEH comprising a TENG and an EMG was developed to operate in 1.2
to 11 m/s wind speeds. It has an extremely low startup wind speed and wide operating
range. An engineering design strategy was developed for the propeller, which substantially
improved the aerodynamic torque of the propeller; accordingly, the harvester was able to
meet the requirements for wind-energy harvesting in ultralow and medium–high wind
speed in city settings. The TENG resolves the disadvantages inherent in the EMG with-
out output power after rectification at low-speed winds and mitigates propeller damage
under high-speed winds. Through specific design features of the structure, both inertial
and electromagnetic torques of the EMG were reduced. Experiments demonstrated that
the harvester started under wind speeds of 1.2 m/s. A sensor with multiple integrated
components was powered using the harvester in wind speeds of 1.7 m/s. Moreover, a
Bluetooth temperature and humidity sensor was operational under wind speeds of 2.7 m/s.
The harvester can collect wind energy in ultralow and medium–high wind speeds and has
wide potential in applications requiring self-powered wireless sensor networks operating
in smart city environments.

Supplementary Materials: The following supporting information can be downloaded at https:
//www.mdpi.com/article/10.3390/mi14020298/s1: Figure S1. Peak power and average power of
TENG in LSWS-TEH; Figure S2. Peak power and short-circuit peak current of EMG in LSWS-TEH;
Figure S3. Switching regulator circuit; Table S1. The performance comparison of different triboelectric-
electromagnetic hybrid wind energy harvesters; Video S1. LSWS-TEH starts in light air; Video S2:
LSWS-TEH powers sensors in light breeze; Video S3: LSWS-TEH powers a sensor with Bluetooth in
light breeze.
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Abstract: In the era of intelligent sensing, there is a huge demand for flexible pressure sensors. High
sensitivity is the primary requirement for flexible pressure sensors, whereas pressure response range
and resolution, which are also key parameters of sensors, are often ignored, resulting in limited
applications of flexible pressure sensors. This paper reports a flexible capacitive pressure sensor based
on a double-sided microstructure porous dielectric layer. First, a porous structure was developed in the
polymer dielectric layer consisting of silicon rubber (SR)/NaCl/carbon black (CB) using the dissolution
method, and then hemisphere microstructures were developed on both sides of the layer by adopting
the template method. The synergistic effect of the hemispheric surface microstructure and porous
internal structure improves the deformability of the dielectric layer, thus achieving high sensitivity
(3.15 kPa−1), wide response range (0–200 kPa), and high resolution (i.e., the minimum pressure detected
was 27 Pa). The proposed sensing unit and its array have been demonstrated to be effective in large-area
pressure sensing and object recognition. The flexible capacitive pressure sensor developed in this paper
is highly promising in applications of robot skin and intelligent prosthetic hands.

Keywords: flexible capacitive pressure sensor; double-sided microstructure; hemisphere microstructure;
porous structure; pressure sensing; object recognition

1. Introduction

In recent years, flexible pressure sensors based on different sensing mechanisms
(piezoresistive, capacitive, piezoelectric, triboelectric, and magnetic) have been developed
one after another owing to advances in flexible sensing [1–5]. Because of their good flexibil-
ity, high sensitivity, and low cost, flexible pressure sensors have been applied in flexible
electronic skin, wearable health-monitoring devices, human motion state detection, pros-
thetic hands, human–computer interaction, etc. [6–10]. Compared with other sensors,
flexible capacitive pressure sensors have received more attention due to their simple struc-
ture, high sensitivity, rapid dynamic response, and excellent stability [11–13]. Conventional
capacitive flexible pressure sensors have sandwiched structures, and they mainly rely on
the deformation of the middle dielectric layer to produce a rapid response to pressure,
but because they are limited by the poor deformability of the elastic dielectric layer, such
sensors still have a poor performance in terms of small-pressure detection and detection
range [14,15]. To significantly improve both properties, advanced preparation processes
and methods (e.g., the mold method and photolithography [16,17]) are often employed to
form regular/irregular microstructure arrays (e.g., pyramids, semicircles, columns, and
randomly distributed spine structures, folds [18–22]) on the surface of dielectric-layer elas-
tomers (e.g., polydimethylsiloxane (PDMS), SR/Ecoflex) to improve deformability [23,24].
With this type of dielectric layer, the flat dielectric layer, which has poor compressibility,
can produce a relatively large deformation in the range of small pressures, thus signifi-
cantly improving the initial sensitivity of the sensor and increasing the resolution of the
sensed pressure [25]. However, at large applied pressures, the deformation of the surface
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microstructure reaches its limit, and it is difficult for the sensor to realize a wide detec-
tion range. To improve the large deformation capability of the dielectric layer, a porous
structured substrate (e.g., foam, sponge) is used [26–28]. This high porosity makes it easy
for the sensor to deform under pressure and enables the pressure sensor to have a wide
range of capabilities. However, to ensure large deformation under the applied pressure,
this existing dielectric layer is often made too large compared to the electrode. The obvious
disadvantage of relying on this approach is that it makes sensor packaging difficult, and
the potential problem is that the service life is reduced due to structural instability over
long-time use, thus affecting the long-term reliability of the sensor. Therefore, to achieve
high sensitivity of the sensor while meeting the performance requirement of small-pressure
detection and a wide detection range, from the perspective of improving the deformability
of the dielectric layer, a double-sided microstructure combining the surface microstructure
and internal microstructure is an effective solution.

This study reports a flexible capacitive pressure sensor based on a double-sided
microstructure porous dielectric layer. To increase the dielectric constant of the dielectric
layer, the dielectric layer was made of a mixture of silicon rubber (SR), salt (NaCl), and
carbon black (CB) as a flexible substrate to create an internal porous microstructure by
using the characteristics of salt to dissolve water easily. Meanwhile, the hemispherical
microstructure was replicated by the template method under the top and bottom of the
dielectric layer. Owing to the synergistic effect of the surface hemispheric microstructure
and the internal porous structure, the sensor exhibits high sensitivity (3.15 kPa−1), high
pressure resolution (i.e., the minimum pressure detected is 27 Pa), and a wide pressure
detection range (0–200 kPa). Based on the proposed sensing unit, a large-area pressure
sensing array is developed to map the pressure size and position distribution of the object.
In addition, by adopting machine learning, object shape recognition is achieved with the
dataset collected from the pressure array.

2. Materials and Methods
2.1. Materials

The silicon rubber (SR) and curing agent were purchased from Donghong Craft
Material Co., Dongguan, China. The CB (model: BP2000) was purchased from Cabot
Corporation (Boston, MA, USA). NaCl was purchased from Shandong Daiyue Salt Co.
(Tai’an, China). The conductive silver paste with a volume resistance of 0.2 mΩ was pur-
chased from Guangzhou Kaixiang Electronics Co. (Guangzhou, China). The polyethylene
terephthalate film (thickness = 0.025 mm) was purchased from RuiXin Plastic Co. ( Jiaxing,
China). The PET-based double-sided tape (model: 3M9495LE) and the polyimide single-
sided tape (thickness = 50 µm) were purchased online. All materials were used without
additional treatment.

2.2. Preparation
2.2.1. Microstructure Mold

An array hemispheric elastic microstructure mold and a surface microstructure-free mold
of the same size were fabricated by 3D printing. Specifically, the diameter of hemispheres and
the spacing between them were 1.5 mm, the microstructure area was 11 × 11 cm, and the
whole mold size was 14 × 14 cm. The microstructure of the mold is shown in Figure 1.
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Figure 1. Actual image of microstructure mold.

2.2.2. Composite Material

The mass ratio of SR: NaCl: CB: SR curing agent was set to 50:25:1:1. First, 60 g of
SR was added to the beaker, and then 30 g of NaCl powder was added to the beaker with
mechanical stirring for 1 h. Then, 1.2 g of CB was added to the beaker and stirred for
40 min. Finally, 1.2 g of curing agent was added to the beaker and stirred for 20 min to mix
all the ingredients. The beaker was then placed in a vacuum-drying oven for 10 min to
eliminate air bubbles.

2.3. Fabrication of the Dielectric Layer

The fabrication process of the porous double-sided microstructure dielectric layer is
shown in Figure 2a. First, the composite material was poured on the surface of mold A with
the microstructure adsorbed on the spin coater tray, and then it was spun at 600 rpm for
40 s. Next, the finished mold was placed in a vacuum-drying oven to remove the air
(10 min). The above steps were repeated to cover the exposed part of the mold with a
uniform layer of composite material, and the spin-coating-vacuuming process was repeated
until the entire surface of the microstructure mold was covered with a uniform layer of
composite material after vacuuming. This operation of mold A was repeated for mold B.
Then, the sides of mold A and mold B containing the composite material (not fully cured
yet) were aligned and attached, and the molds were covered with an object of 1 kg that was
slightly larger than the molds (to make the two molds fit more tightly). Then, the molds
were placed in a vacuum-drying oven for 10 min to remove the air between them to obtain
a double-sided microstructure porous dielectric layer. The fabrication process of the porous
single-sided microstructure dielectric layer is shown in Figure 2b. The operation of mold A
was repeated for mold C to make a single-sided microstructure dielectric layer. Mold D
without the microstructure was used to manufacture the porous dielectric layer without the
microstructure, as shown in Figure 2c. Afterward, all molds were transferred to an oven
for thermal curing (50 ◦C, 4 h). Subsequently, all the molds were placed in an ultrasonic
cleaner with deionized water for 2 h to separate the dielectric layer from the molds. After
stripping, all dielectric layers were further shaken for 24 h to remove the internal NaCl.
Eventually, the porous double-sided microstructure dielectric layer, the porous single-sided
microstructure dielectric layer, and the porous dielectric layer without the microstructure
were obtained.
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Figure 2. Fabrication process of dielectric layer. (a) The porous double-sided microstructure dielectric
layer; (b) the porous single-sided microstructure dielectric layer; (c) the porous dielectric layer
without microstructure.

2.4. Fabrication of the Electrode Layer

The electrode layer was prepared by the screen-printing method, and the fabrication
process is illustrated in Figure 3a. The flexible substrate PET and the printing screen were
fixed on the screen-printing platform, and the conductive silver paste was printed onto the
entire electrode pattern surface using a scraper. This process was repeated several times to
ensure that the complete electrode pattern was formed on the PET surface, and then the
printed PET was placed in a drying oven to cure at 80 ◦C for 8 min. The actual electrode
layer is shown in Figure 3b. The electrode area was a 10 ×10 mm square, and a 6 × 10 mm
wire area was led out from one side of the square electrode to facilitate the lead-out for
subsequent sensor performance testing.
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Figure 3. Fabrication of the electrode layer. (a) The fabrication process; (b) the actual image.

2.5. Sensor Packaging

Figure 4a shows the packaging process of the sensor. The porous double-sided mi-
crostructure dielectric layer, the porous single-sided microstructure dielectric layer, and
the porous dielectric layer without the microstructure were cut into appropriate sizes and
sandwiched between the two printed silver electrodes, respectively. In addition, the PI tape
was used to encapsulate the sensor. The conductive aluminum tape connects the conductor
area reserved for the electrode to form a pressure sensor. These sensors are labeled as
sensor I, sensor II, and sensor III, and their entities are presented in Figure 4b.
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2.6. Fabrication of the Sensor Pressure Array

Following the process of sensor unit fabrication, the electrode array pattern shown in
Figure 5a was designed and processed into a printing screen. Then, the conductive silver
paste was scraped and cured with heat to obtain the actual electrode array. Meanwhile,
conductive silver glue was used to connect the array electrode to the terminal wire. The
steps for making the dielectric layer are the same as those for the dielectric layer of sensor I.
Afterward, the upper array electrode, middle dielectric layer, and lower array electrode
were assembled to enhance the insulation between the upper and lower array electrodes
and to improve the performance of the flexible capacitive pressure sensor array. The non-
conductive side of the pattern 2 array electrode was fitted together with the dielectric layer,
and the conductive side was coated with TPU to make it insulated from the outside world.
Finally, the sensor pressure array was encapsulated using 3M tape, and its entirety is shown
in Figure 5b.
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2.7. Characterization and Measurements

The hemisphere structure of the dielectric layer surface and the surface morphology
of the internal porous microstructure were characterized using FESEM. Meanwhile, the
capacitance variation was measured at 1 kHz with an LCR meter (TH2826). The external
dynamic pressure was applied using a computer-controlled tensile tester (ZQ-990B) (mainly
to test the repeatability and response time). In addition, static pressure (test sensitivity)
was applied using a manual digital push–pull gauge (HP-50).

3. Results and Discussions
3.1. Finite Element Analysis of Dielectric Layer Sensitivity

The Workbench Platform (ANSYS) was used for the statics simulation of sensor I, sen-
sor II, and sensor III to investigate the reason why the porous double-sided microstructure
dielectric layer was most effective for sensitivity enhancement. The three-dimensional
model of the sensor created by SolidWorks was imported into the Workbench software. The
density of the dielectric layer was set to 0.98 g/cm3, Young’s modulus was 1.2 GPa, and
Poisson’s ratio was 0.4. During the simulation, the bottom electrode of the sensor was fixed,
and the static force was applied to the top electrode surface, ignoring the deformation of
the electrode layer. The mechanical simulation results of the sensor at a pressure of 500 Pa,
1 kPa, 5 kPa, and 10 kPa are shown in Figure 6 (the top electrode is hidden). It can be seen
that under the same pressure conditions, the deformation of the sensor dielectric layer is
ranked as sensor I > sensor II > sensor III. The reason for this difference is that the force
on the dielectric layer of sensor I is mainly concentrated at the array elastic hemispheric
microstructure on the upper surface and the array elastic hemispheric microstructure on
the lower surface; the force on the dielectric layer of sensor II is mainly concentrated at the
array elastic hemispheric microstructure on the upper surface and the whole lower surface;
the force on the dielectric layer of sensor III is mainly concentrated at the whole upper
surface and the whole lower surface. Meanwhile, the force area of the sensor dielectric

71



Micromachines 2023, 14, 111

layer is ranked as sensor I > sensor II > sensor III. In the case of the same force, the smaller
the force area, the greater the pressure on the object. Thus, the dielectric layer of sensor
A generates the largest deformation, the dielectric layer of sensor B generates the second-
largest deformation, and the dielectric layer of sensor C generates the smallest deformation.
From the above simulations, the sensor sensitivity is ranked as sensor I > sensor II > sensor
III. Theoretically, it is proved that the porous double-sided microstructure dielectric layer
has the best effect on improving the sensitivity of the flexible capacitive pressure sensor.

Micromachines 2022, 13, x FOR PEER REVIEW 6 of 13 
 

 

whole lower surface; the force on the dielectric layer of sensor III is mainly concentrated 
at the whole upper surface and the whole lower surface. Meanwhile, the force area of the 
sensor dielectric layer is ranked as sensor I > sensor II > sensor III. In the case of the same 
force, the smaller the force area, the greater the pressure on the object. Thus, the dielectric 
layer of sensor A generates the largest deformation, the dielectric layer of sensor B gener-
ates the second-largest deformation, and the dielectric layer of sensor C generates the 
smallest deformation. From the above simulations, the sensor sensitivity is ranked as sen-
sor I > sensor II > sensor III. Theoretically, it is proved that the porous double-sided mi-
crostructure dielectric layer has the best effect on improving the sensitivity of the flexible 
capacitive pressure sensor. 

 
Figure 6. Finite element diagram of sensor I, sensor II, and sensor III under pressures of 0.5 Pa, 1 
kPa, 5 kPa, and 10 kPa. 

3.2. Sensitivity 
A digital push–pull gauge was used to load pressure on the sensor surface, and an 

LCR meter was employed to collect the corresponding output capacitance. Figure 7 shows 
the pressure–capacitance curves of the sensor. The sensitivity (S) of the capacitance sensor 
can be defined as [29]: 

S = δ(ΔC/C0)/δP (1) 

where ΔC is the variation of capacitance (ΔC = C − C0), C is the capacitance under the 
corresponding pressure, C0 is the initial capacitance, and P is the applied pressure. Ac-
cording to Equation (1), the sensitivity of the sensor is the slope of the curve. Then, the 
sensitivities of the above sensors in different pressure intervals were obtained by the 
function of segmented linear fitting, and the results are shown in Figure 8. It can be seen 
that the sensitivity of sensor I is the highest in any pressure range. The experimental re-
sults indicate that the porous double-sided microstructure dielectric layer has the best ef-
fect in terms of sensitivity. 
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5 kPa, and 10 kPa.

3.2. Sensitivity

A digital push–pull gauge was used to load pressure on the sensor surface, and an
LCR meter was employed to collect the corresponding output capacitance. Figure 7 shows
the pressure–capacitance curves of the sensor. The sensitivity (S) of the capacitance sensor
can be defined as [29]:

S = δ(∆C/C0)/δP (1)

where ∆C is the variation of capacitance (∆C = C − C0), C is the capacitance under the
corresponding pressure, C0 is the initial capacitance, and P is the applied pressure. Ac-
cording to Equation (1), the sensitivity of the sensor is the slope of the curve. Then, the
sensitivities of the above sensors in different pressure intervals were obtained by the func-
tion of segmented linear fitting, and the results are shown in Figure 8. It can be seen that
the sensitivity of sensor I is the highest in any pressure range. The experimental results
indicate that the porous double-sided microstructure dielectric layer has the best effect in
terms of sensitivity.
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3.3. Characterization

Figure 9 shows the SEM image of the dielectric layer cross-section of sensor I. It can
be observed that there are many holes of different sizes in the interior of the dielectric layer.
According to the local magnification, the pore diameter ranges from 10 to 160 µm. Such
internal holes greatly improve the elastic performance, which leads to a larger deformation
at the same pressure compared to the dielectric layer without holes, thus increasing the
sensitivity of the flexible capacitive pressure sensor. In addition, the combination of the
porous microstructure inside the dielectric layer and the array elastic microstructures on
the surface of the dielectric layer greatly improves the sensitivity of the flexible capacitive
pressure sensor. Note that the array elastic hemispheric microstructure (yellow) on the surface
of the dielectric layer is not a true hemisphere, and this is caused by the fact that the 3D
printing technology produces the mold by printing in layers. As a result, the array elastic
hemispheric microstructure mold made is not a true hemisphere, which makes the array
elastic microstructure on the surface of the dielectric layer approximate a hemisphere. Overall,
among the three types of dielectric layers, the porous double-sided microstructure dielectric
layer achieves the best effect in improving the sensitivity of the flexible capacitive pressure
sensor, and the sensitivity of the sensor has been greatly improved, which proves that the
method is effective in improving the sensitivity of the flexible capacitive pressure sensor.
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Figure 9. Cross-section SEM image of the dielectric layer of sensor I (the porous microstructure in the
red area, and the hemispherical microstructure in the yellow area).

3.4. Dynamic Performance

The pressure response curves are shown in Figure 10a,b, with the square wave pressure
and the sharp wave pressure of 0.9 kPa, 6 kPa, 38 kPa, and 52 kPa applied to the sensor
surface. It can be seen that when a steady-state force is applied to the sensor, the capacitance
change remains stable during the application of the pressure, and there is a clear distinction
in the capacitance change for different steady-state forces. When a transient force is applied
to the sensor, the capacitance change is almost the same as that of applying a steady-state
force of the same size. The above results indicate that the sensor has a stable response to
different loading types of pressure and meets the requirement for stability. In addition,
we tested the minimum pressure limit by successively loading different weights (100 mg,
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200 mg, 500 mg) onto the surface of the sensor. When a 500 mg weight was loaded, the
sensor had a significant capacitance output change, as shown in Figure 10c. At this time,
the minimum pressure that the sensor can respond to is about 27 Pa. It can be observed that
the sensor has a high resolution, which can reflect the small pressure variations well. The
sensor pressure response curves for the applied/released 0.9 kPa are shown in Figure 10d–f.
The results show that the sensor has a short response time and a recovery time of 120 ms,
so it meets the requirement for rapid response to pressure. The sensor resolution refers to
the minimum pressure that the sensor can respond to. To test the service life and durability
of the sensor, a continuous pressure of 1.5 kPa was applied/released in a time period of
2500 s, and the results are shown in Figure 10g–i. It can be seen that the overall graphs of
the sensor’s capacitance variation curves are stable without large fluctuations, indicating
that the sensor has a reliable service life and durability. Meanwhile, the curve graphs of the
local repeatability tests are shown for 220–230 s and 1960–1970 s, respectively. The curves
of the sensor capacitance change at the beginning and the end of the applied pressure are
almost the same, which is good proof of its reliable service life and durability. The above
performance tests indicate that the porous double-sided microstructure dielectric layer
enables the flexible capacitive pressure sensor to achieve high sensitivity and excellent
performance in terms of detection range and resolution.
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Figure 10. Dynamic performance of the capacitive pressure sensors. (a) The output curve under the
square wave pressure of 0.9 kPa, 6 kPa, 38 kPa, and 52 kPa; (b) the output curve under the sharp
wave pressure of 0.9 kPa, 6 kPa, 38 kPa, and 52 kPa; (c) minimum response curve of force for 27 Pa;
(d) the sensor force response curves for 0.9 kPa; (e) response time of the sensor; (f) recovery time of
the sensor; (g) repeatability curve of the sensor under the pressure of 1.5 kPa; (h) local repeatability
curve within 220–230 s; (i) local repeatability curve within 1960–1970 s.

3.5. Application

To verify the ability of the flexible capacitive pressure sensor array to sense the real
object, two 10 g weights, hexagonal bars, and discs in the form of pressure point, pressure
line, and pressure plane were placed on its surface for testing. The results are illustrated in
Figure 11. It can be seen that the flexible capacitive pressure sensor array can reflect both
the size of the object pressure and the location distribution of the pressure on the surface of
the object, with varying response levels and response areas for different objects.
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Figure 11. Shape perception of different objects by pressure sensor array.

Object shape recognition plays an important role in robotic hand-grasping perception
tasks [30,31]. There are two main methods of object recognition at present: One is an object
recognition system based on visual perception, whose performance mainly depends on the
quality of the image and the quality of the recognition algorithm. Another method is an
object recognition system based on tactile perception. This method is not easily affected by
a complex environment, and its direct contact with objects makes the perceived information
more abundant and reliable. The flexible sensor array is flexible and easy to integrate.
When grasping an irregular object, the flexible sensor array can bend and fold freely to
fully contact the irregular object, and the perceived data is more abundant and reliable.
Therefore, this study prepared a data glove by integrating a flexible capacitive pressure
sensor array into the fingertips of each of the five fingers and the palm of the glove, as
shown in Figure 12a. By combining machine learning and pressure sensing to achieve object
recognition, the process of the human hand’s tactile perception of external information was
simulated. The object recognition system was built based on the integration of the data
glove, the data collection circuit, and the object recognition model, as shown in Figure 12b.
The working principle is as follows: the control chip (model: TMS320F28388) controls the
single knife double-throw switch (model: ADG711) to select the pressure sensor array unit
one by one; meanwhile, it controls the capacitive signal collection chip (model: PCap02) to
collect the signal by the flexible capacitive pressure sensor array and transmits the signal
to the host computer through the serial port. The data is preprocessed in Matlab, and
the object recognition model is established using a probabilistic neural network (PNN)
algorithm. The feature data of six objects (baseball (No. 1), orange (No. 2), mineral water
(No. 3), anhydrous ethanol bottle (No. 4), pen (No. 5), and hexagon bar (No. 6)) were
collected from the time of grasping and stabilizing to the time of starting to release the
objects, as shown in Figure 13. In this approach, a total of 200 sets of data were collected
for each object, and a total of 1200 sets of data were collected, each of which contained
94-dimensional features. Then, 80% of the data was randomly selected as the training set of
the PNN algorithm to train the object recognition model, and the remaining 20% of the data
was used as the test set to test the recognition accuracy of the object recognition model.
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Figure 13. The process of grasping six objects (baseball, orange, mineral water, anhydrous ethanol
bottle, pen, and hexagon bar).

The overall structure of the PNN algorithm is shown in Figure 14a. The input layer
of the model has 71 nodes, which can input 71 eigenvalues. The hidden layer contains
960 neurons. The output layer outputs 1–6, representing six different objects, respectively.
The test results are presented in Figure 14b, where “*” represents the real class of the object,
and “4” represents the classification result of the object recognition model. It can be seen
that Object 1 and Object 2, Object 3 and Object 4, and Object 5 and Object 6 have more
recognition errors than other cases. To see more clearly the classification of objects with
the object recognition model, the confusion matrix was drawn, as shown in Figure 14c.
As shown in the figure, since Object 1 and Object 2, Object 3 and Object 4, and Object 5
and Object 6 are similar in shape, they are easily confused with each other; meanwhile,
the probability of confusion between other objects is very low. Table 1 lists the tested
recognition accuracy of the object recognition model. It can be seen that the recognition
accuracy of all objects exceeds 84%, and the overall recognition accuracy is 87.1%. The
results indicate that based on the proposed flexible capacitive pressure sensor array, an
adequate and accurate data set is collected to guarantee a high recognition accuracy of the
object recognition system, which is expected to provide an accurate tactile perception of
the prosthetic hand with the assistance of machine learning.
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Table 1. Recognition accuracy of object recognition model.

Object Number Recognition Accuracy Overall Recognition Accuracy

1 86.1%

87.1%

2 85.2%
3 89.1%
4 88.9%
5 84.8%
6 88.6%

4. Conclusions

In this work, a flexible capacitive pressure sensor based on a double-sided microstruc-
tured porous dielectric layer was developed. Owing to the synergistic effect of the surface
hemispherical microstructure and the internal porous structure, the sensor has high sen-
sitivity (3.15 kPa−1), a wide pressure sensing range (0–200 kPa), and high resolution
(i.e., the minimum pressure detected is 27 Pa). Meanwhile, the array sensor satisfies the
three force-loading forms of pressure perception: “point”, “line”, and “surface”. The sensor
array is integrated into the glove to obtain the pressure dataset of the grasped object, and it
is combined with machine learning to recognize the shape of the grasped object, achieving
an overall accuracy is 87.1%. These results indicate that the sensor has the potential for
intelligent prosthetic hand haptic perception. Overall, a reasonable combination of multiple
microstructures provides an effective approach for improving sensor performance.
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Abstract: Gastric cancer has become a global health issue, severely disrupting daily life. Early
detection in gastric cancer patients and immediate treatment contribute significantly to the protection
of human health. However, routine gastric cancer examinations carry the risk of complications
and are time-consuming. We proposed a framework to predict gastric cancer non-invasively and
conveniently. A total of 703 tongue images were acquired using a bespoke tongue image capture
instrument, then a dataset containing subjects with and without gastric cancer was created. As
the images acquired by this instrument contain non-tongue areas, the Deeplabv3+ network was
applied for tongue segmentation to reduce the interference in feature extraction. Nine tongue features
were extracted, relationships between tongue features and gastric cancer were explored by using
statistical methods and deep learning, finally a prediction framework for gastric cancer was designed.
The experimental results showed that the proposed framework had a strong detection ability, with
an accuracy of 93.6%. The gastric cancer prediction framework created by combining statistical
methods and deep learning proposes a scheme for exploring the relationships between gastric cancer
and tongue features. This framework contributes to the effective early diagnosis of patients with
gastric cancer.

Keywords: gastric cancer; tongue features; non-invasive; prediction framework; deep learning

1. Introduction

Gastric cancer is one of the most prevalent malignancies in humans, and the reason
for many deaths each year [1]. Early-stage gastric cancer patients are asymptomatic [2],
and a few present non-specific symptoms, such as epigastric discomfort and belching. The
symptoms tend to be ignored because of their similarity to symptoms of chronic gastric
disease. Therefore, identifying gastric cancer patients early, providing immediate treatment,
and delaying the deterioration of gastric cancer patients to advanced stages are crucial in
the protection of public health.

The most commonly used method for the detection of gastric cancer is gastroscopy [3].
By observing the condition of the gastric mucosa, the physicians assess the severity and
location of the lesion. However, extensive expertise and experience are required from
physicians to identify suspicious lesions, and the diagnosis results may be affected by the
working state of physicians (e.g., alertness) [4]. The advancement of modern technology
has enabled researchers to apply artificial intelligence techniques to gastroscopy [5,6].
Compared to specialized endoscopists, artificial intelligence technology is faster in assessing
the severity of the lesions and more accurate. However, gastroscopy is an invasive operation
that can potentially cause complications, such as perforation and bleeding [7]. Patients
with minor symptoms are reluctant to choose gastroscopy to detect gastric cancer.

Tongue diagnosis is a non-invasive diagnostic modality to diagnose the status of
patients conveniently. Tongue features not only reveal the physical condition of the organs
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but also correlate with their functions [8]. Significant changes in tongue features are
observed when people develop physical lesions. Practitioners assess the severity of lesions
and formulate solutions for the corresponding disease by analyzing the changes in the
tongue features of patient [9].

Recently, instead of observing and recording tongue features, research has been focus-
ing on objective tongue feature analysis with the benefit of modern technology. Tongue
features have been digitally analyzed to discover convenient ways to detect diseases [10–12].
The extensive application of artificial intelligence techniques [13] in the medical field has
increased objectivity in the interpretation of the relationship between tongue features and
diseases. Image processing [14] has been utilized to extract information from tongue images
and capture physical features that cannot be detected by human eyes. Deep learning [15]
has been applied to automatically identify and learn tongue features. Links have been
established between tongue features and diseases based on these technologies to predict
diseases, such as breast cancer [16], diabetes [17], and gastric cancer [18].

Studies exploring the links between gastric cancer and tongue features have con-
tributed to the detection of gastric cancer. Gastric cancer has been confirmed to be corre-
lated with microbiota in the oral cavity, such as helicobacter pylori [19,20]. The microbiota
in the oral cavity of gastric cancer patients has been analyzed by utilizing high-throughput
sequencing and the tongue coating thickness has been measured in the literature [21,22].
As such, an association between tongue features and microbiota was established for gastric
cancer detection. However, the sensitivity of this method is low and tends to be susceptible
to microbial density. Gholami et al. [23] proposed a method that combined artificial intelli-
gence techniques and tongue features to detect gastric cancer. The proposed method had a
high accuracy in distinguishing between patients and healthy subjects. Nevertheless, the
adaptive reference model that was utilized might change the tongue features, e.g., tongue
shape and tongue color.

The main contribution and innovation of this study is to investigate the feasibility
of predicting gastric cancer by the tongue. Because no open-source dataset of gastric
cancer tongue images exists, a tongue image capture instrument was used to acquire
tongue images of gastric cancer subjects and non-gastric cancer subjects. Based on image
pre-processing and image enhancement, an original dataset was constructed. Next, the
image segmentation algorithm was used for the tongue segmentation task. Then, nine
tongue features were extracted with guidance from professional physicians. The association
between these tongue features and gastric cancer is explored by using differential analysis,
importance analysis and correlation analysis. Four tongue features that contribute to the
prediction of gastric cancer are screened and retained. These four features including tongue
shape, saliva, tongue coating thickness and tongue coating texture are used as a basis
for predicting gastric cancer. Finally, a framework using EfficientNet [24] is established
to achieve non-invasive prediction of gastric cancer patients. The details of the entire
framework are shown in Figure 1. It provides an approach to study the relationship
between tongue features and gastric cancer.
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Figure 1. Overview of our framework.

2. Related Works

Gastric cancer is an enormous threat to human health. Early detection of gastric cancer
has a positive significance in reducing the mortality rate of gastric cancer patients.

As one of the effective methods to diagnose gastric cancer, the physician can visually
observe the changes of gastric mucosa and the size of the lesions. However, the detection
results are affected by the work experience and subjective perception of physicians. To
overcome these limitations, researchers [25–27] built gastric cancer identification models
to detect gastric cancer in endoscopic images by using artificial intelligence techniques.
The model was trained based on a large number of endoscopic images of gastric cancer
annotated by professional physicians. The experimental results show that the model can
accurately identify a large number of gastroscopic images within a short time. However,
gastroscopy is an invasive operation that can easily lead to complications. The detection
and analysis of volatile organic compounds in exhaled breath is a non-invasive method
for diagnosing gastric cancer. Huang et al. [28] used a tubular surface-enhanced Raman
scattering sensor to capture volatile organic compounds in human exhaled breath to
noninvasively screen patients for gastric cancer, with an accuracy of 89.83%. The results
showed that the breath analysis method provides an excellent option for screening gastric
cancer. However, the results of breath analysis are susceptible to factors such as the
breathing collection method, patient physiological condition, testing environment and
analysis method [29].

Jiang et al. [30] constructed a noninvasive, high-precision diagnostic model for gastric
cancer, using characteristics such as age, gender, and individual behavioral lifestyle. Com-
pared to other models, the model they built using an extreme gradient-based augmentation
algorithm obtained better results. The model achieved an overall accuracy of 85.7% in the
test set. Zhu et al. [31] also used machine learning to build a noninvasive prediction model
for gastric cancer risk. They used statistical methods to screen for significant features and
performed multivariate analysis of significant features to exclude features that were not
useful for predicting gastric cancer. The input features of the above models were usually
the basic physiological information of the subjects. However, using tongue images to build
disease prediction models has been neglected [11,32,33]. As a basic organ of the human
body, changes in tongue features reflect physiological and case information. The diagnosis
of tongue features can be used as a non-invasive screening method for the detection of
gastric cancer. Gholami et al. [23] used tongue color and tongue lint to build a prediction
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model for gastric cancer, which had an accuracy of 91%. However, they only studied the
association between tongue color and tongue lint with gastric cancer without exploring the
association between other tongue features and gastric cancer.

Therefore, we extracted nine tongue features and explored the relationship between
them and gastric cancer. Through differential analysis, importance analysis, and correlation
analysis, tongue shape, saliva, tongue coating thickness and tongue coating texture were
finally selected as the input features for predicting gastric cancer. In addition, we used
image segmentation to remove non-tongue regions before building the gastric cancer
prediction framework to reduce interference and improve the efficiency and accuracy
of prediction.

3. Methods

To ensure the established framework had clinical application, we used an instrument
to collect the tongue images of gastric cancer patients and non-gastric cancer subjects
in hospitals. The images captured by the tongue image acquisition instrument contain
non-tongue areas such as the face and the instrument. Non-tongue regions are significantly
reduced by image pre-processing, which is helpful to improve the efficiency of image
segmentation. The processed tongue images were input into the gastric cancer prediction
framework, then the final prediction results were obtained.

3.1. Date Sources

Data was collected from Shanxi Cancer Hospital and the Affiliated Hospital of Shanxi
University of Traditional Chinese Medicine from January 2021 to August 2022, with 703 im-
ages in total. The dataset consisted of 103 tongue images of gastric cancer patients and
600 tongue images of non-gastric cancer subjects that included patients with other diseases
and normal individuals. The diseases of these subjects were definitely diagnosed. Tongue
images of the patient were captured under the guidance of specialized physicians. The
subjects were arranged to sit in front of the instrument and extend their tongue natu-
rally (Figure 2). During the capture process, the quality of the tongue images was strictly
controlled. The light environment was kept stable during image acquisition and blurred
images were removed to ensure high-quality tongue acquisition. After image acquisition
from each subject, the instrument was disinfected and ventilated to ensure a hygienic and
safe acquisition environment.
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Figure 2. The process of capturing tongue images. During the collection, the subjects place their
mandibles on the instrument and extended their tongues naturally.

3.2. Date Preprocess

The resolution of the acquired tongue image was 3264 × 2488 with horizontal and
vertical resolution of 96 dpi. High-resolution tongue images containing non-tongue regions
consume a lot of computational resources in the deep learning network. The tongue region
extraction method proposed by Li [34] was employed to greatly reduce the area of non-
tongue regions. This method improved the efficiency of subsequent tongue segmentation,
while reducing the computational load of the deep learning network. After cropping the
original tongue images, the image annotation software was used to construct a tongue
dataset for segmentation model training. To avoid overfitting of the prediction model
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due to data imbalance, the number of tongue images was expanded to 4375 utilizing data
augmentation [35]. The tongue images of the subjects with gastric cancer and non-gastric
cancer were expanded in the same ratios, and the image augmentation algorithms used in
this study include geometric transformations (e.g., flipping and panning) and the addition
of Gaussian noise. The image augmentation algorithm is implemented using the imgaug
library in python.

3.3. Segmentation of Tongue Images

In addition to the tongue region, images acquired by the tongue image capture instru-
ment frequently contained areas, such as lips and teeth. The tongue-part of the images was
segmented to eliminate the influence of non-tongue areas on the subsequent analysis. Exist-
ing automatic tongue segmentation approaches are classified into two categories, namely
segmentation models based on traditional methods, such as the region growing method
and the thresholding method, and segmentation networks based on deep learning. Tradi-
tional segmentation methods are insensitive to the color of the regions close to the tongue
and easily mistake these regions for the tongue [36–38]. In this stage, Deeplabv3+ [39]
network, which is based on deep learning, was chosen for the tongue segmentation task,
and clinically collected tongue images were used as the dataset for segmentation.

The Deeplabv3+ network is based on an encoder-decoder architecture. The encoder
part consists of a network for extracting features and multiple parallelly dilated convolution
layers. The MobileNetV2 [40] is used as the backbone network. In the encoder part,
tongue image features are extracted to generate high-level semantic features. To enhance
the learning ability of the network, the low-level semantic features are merged with the
high-level semantic. The merged feature map is then processed by the convolution and
up-sampling layers to form the last semantic segmentation map. The architecture of the
Deeplabv3+ network is shown in Figure 3.
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Figure 3. Structure of Deeplabv3+. The high-level semantic features and the low-level semantic
features of the tongue image are extracted and fused by the Deeplabv3+ network. The low-level
features have high resolution and contain a wealth of detailed information about the image. The
high-level features have stronger semantic information. The fusion of features of different scales is an
important method to improve the performance of segmentation networks.

The data set used for tongue segmentation was divided in a 7:2:1 ratio into the training
set, validation set and test set. The MobileNetV2 network weight trained on ImageNet was
used as the beginning weight. The Adam optimizer [41] was used to optimize the model
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during the training process. The segmentation network was trained with 200 epochs. In
the first 100 training epochs, the weights of the MobileNetV2 network were frozen with a
learning rate of 1 × 10−2. In the last 100 epochs of unfrozen training, the learning rate of
the global network was 1 × 10−4.

3.4. Extraction and Analysis of Tongue Features

Combining the professional opinions of several doctors, nine tongue features were
extracted to explore the difference between the tongues of gastric cancer patients and non-
gastric cancer subjects. The extracted tongue features are listed in the following paragraphs.

1. Tongue shape: fat tongue, thin tongue and normal tongue;
2. Tooth-marked tongue: tooth mark and normal;
3. Spots and prickles tongue: Spots and prickles and normal;
4. Saliva: dry and normal;
5. Tongue coating thickness: thick and thin;
6. Tongue coating texture: greasy and normal;
7. Tongue color: pale white, pale red, red and deep red;
8. Tongue coating color: white and yellow;
9. Tongue Fissure: fissured tongue and normal.

The differences in tongue features between the gastric cancer patients and the control
group were contrasted using statistical methods. The cross-plot of tongue features between
the two groups is shown in Figure 4. Saliva, tongue coating thickness, tongue fissure,
tongue coating texture, and tooth-marked tongue were distinctly different between the
two groups. The weight of these tongue features in patients with gastric cancer varied
considerably from that in the control group.
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Figure 4. The cross-plot of tongue features between gastric cancer group and non-gastric cancer
group. In the cross-plot, the green section represents gastric cancer patients and the orange section
represents non-gastric cancer subjects. In the vertical direction, the proportions of different tongue
features are clearly shown. In the horizontal direction, the distribution of tongue features in the
gastric cancer group and the control group are shown.
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The tongue features of the two groups were contrasted using chi-square test and inde-
pendent t-tests to explore features that were significantly different (p-value < 0.001). Statis-
tics were based on the p-value obtained by the significance test method, with p-value < 0.001
considered as a highly significant difference, 0.001 < p-value < 0.005 considered as a signifi-
cant difference, and p-value > 0.005 considered as no significant difference.

The differences in tongue features between patients with gastric cancer and the
control group are shown in Table 1. Among them, five tongue features, namely tooth-
marked tongue, saliva, tongue coating thickness, tongue coating texture, and tongue shape,
were significantly different between the gastric cancer patients and the control group
(p-value < 0.001). The proportion of yellow tongue coating in gastric cancer patients was
significantly higher than in the control group (51.46% vs. 35.83%, 0.001 < p-value < 0.005).
In addition, the proportion of spots and prickles tongue in gastric cancer patients was
significantly higher than in the control group (36.89% vs. 24.17%, 0.001 < p-value < 0.005).
No significant difference was detected between patients with gastric cancer and the control
group in tongue color and tongue fissure (p-value > 0.005).

Table 1. Comparison of tongue features between patients with gastric cancer and control subjects.

Tongue Features
(n, %)

Control
n = 600

Gastric Cancer
n = 103

Number of
Features p-Value

Tongue Shape
Fat tongue 98 (83.05%) 20 (16.95%) 118 (16.79%)

<0.001Thin tongue 71 (68.93%) 32 (31.07%) 103 (14.65%)
Normal tongue 431 (89.42%) 51 (10.58%) 482 (68.56%)

Tongue Color

Pale white 60 (78.95%) 16 (21.05%) 76 (10.81%)

0.22
Pale red 447 (86.96%) 67 (13.04%) 514 (73.12%)

Red 69 (82.14%) 15 (17.86%) 84 (11.95%)
Deep red 24 (82.76%) 5 (17.24%) 29 (4.13%)

Tongue Coating Color White 385 (88.51%) 50 (11.49%) 435 (61.88%)
0.0036Yellow 215 (80.22%) 53 (19.78%) 268 (38.12%)

Saliva
Dry 93 (56.71%) 71 (43.29%) 164 (23.33%)

<0.001Normal 507 (94.06%) 32 (5.94%) 539 (76.67%)

Tongue Coating
Thickness

Thick 241 (75.55%) 78 (24.45%) 319 (45.38%)
<0.001Thin 359 (93.49%) 25 (6.51%) 384 (54.62%)

Tongue Coating
Texture

Greasy 308 (78.57%) 84 (21.43%) 392 (55.76%)
<0.001Normal 292 (93.89%) 19 (6.11%) 311 (44.24%)

Tongue Fissure Fissured tongue 208 (85.60%) 35 (14.40%) 243 (34.57%)
0.98Normal 392 (85.22%) 68 (14.78%) 460 (65.43%)

Tooth-marked Tongue Tooth mark 175 (63.64%) 100 (36.36%) 275 (39.12%)
<0.001Normal 425 (99.30%) 3 (0.70%) 428 (60.88%)

Spots and Prickles
Tongue

Spots and prickles 145 (79.23%) 38 (20.77%) 183 (23.33%)
0.0096Normal 455 (87.50%) 65 (12.50%) 520 (73.97%)

The XGBT algorithm [42] was utilized to calculate the importance of each tongue fea-
ture. Feature importance measures the contribution of each input feature to the prediction
result of the model and can highlight the relevance of the feature to the target. Features
with lower importance scores were removed, while those with higher importance scores
were retained. Filtering tongue features that had an impact on the prediction with the
feature importance analysis method reduced the quantity of features input into the neural
network model, which contributed to the computational efficiency and accuracy of the
model. Figure 5 shows the importance of the tongue features results. The importance scores
of features such as dry saliva, fat tongue, and white tongue were high and have a major
impact on the model prediction results. The importance scores of pale white tongue, deep
red tongue, yellow tongue coating, tooth mark tongue, and spots and prickles tongue were
low and are not shown in the figure.
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Figure 5. Importance of tongue features.

Subsequently, the association between the nine tongue features of the gastric cancer
patients was explored. Correlation analysis was applied to analyze two or more features
that were correlated to measure the closeness of the correlation. The correlations between
the tongue features of gastric cancer patients are shown in Figure 6. Darker colors in the
correlation graph represent a higher correlation between two tongue features. Results
show that there is a high probability of association between the thick tongue coating and
the greasy tongue coating, while the remaining tongue features were not significantly
associated with each other. A negative value for the correlation between two features
indicates that an increase in one tongue feature causes a decrease in the other feature.
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Utilizing statistical methods and artificial intelligence techniques for tongue feature
analysis, the tongue features with significant differences, high importance scores and high
correlations between the gastric cancer patients and the control group were selected as
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input features for the gastric cancer prediction framework. Finally, tongue shape, saliva,
tongue coating thickness and tongue coating texture were also used as features to build a
deep learning gastric cancer prediction framework.

To avoid the shortcomings of single feature scale, easy saturation of dimensional
scaling and poor classification effect in traditional image classification algorithms, the Effi-
cientNet network was used to classify gastric cancer and non-gastric cancer tongue images.
Compared with different CNN models, the EfficientNet model successfully achieved a
higher accuracy and efficiency. It used a simple and efficient composite coefficient to scale
the network in three dimensions: network depth, network width and image resolution. The
MBConv block in MobileNetV2 was used as the backbone of the EfficientNet network. The
MBConv block was composed of two convolutional layers, a depth-separable convolutional
layer, and a feature extraction module. The basic network architecture of EfficientNet-B0
is shown in Figure 7. Meanwhile, in order to avoid the problem of overfitting and insta-
bility due to an insufficient number of image samples, batch normalization and dropout
were used to reduce the dependency between convolutional layers, reduce the activity
of some neurons in the training process, and suppress the occurrence of overfitting, thus
improving the generalization ability of the network and enhancing the robustness of the
model classification.
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The dataset used to build the prediction framework was divided in an 8:1:1 ratio
into the training set, validation set and test set. When the EfficientNet network model
was trained on the dataset, the official weight was used as the initial weight of the model.
After 200 epochs, the training ended with a learning rate of 1 × 10−4. At the end of the
framework, the Softmax classifier normalized the two classification results and the output
values were transformed into probabilities. In the final output layer, the output value with
the highest probability was selected as the predicted result.

3.5. Performance Metrics

The experiments were performed on a Windows 10 operating system, Intel Core
i7-10700, NVIDIA GeForce RTX 2060, based on Pytorch deep learning framework.

In this section, the effectiveness of the segmentation method and gastric cancer pre-
diction framework was assessed with four metrics. The performance of the Deeplabv3+
network was evaluated using the mean intersection over union (MIou) and mean pixel
accuracy (MPA) [43]. Accuracy and F1-score were used to evaluate the classification effec-
tiveness of the gastric cancer prediction framework. The definitions and calculations for
MIoU, MPA, Accuracy and F1-score are as follows.

MIou is the standard evaluation method for segmentation methods. The specific value
of the intersection of the predicted segmentation and ground truth of each class of pixels
to the union set is calculated. The ratios of all classes are then summed and averaged to
obtain MIou:

MIoU = 1
k+1

k
∑

i=0

pii
n
∑

j=0
pij+

n
∑

j=0
pji−pii (1)
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where k is the number of categories in the image except the background, pii is the number
of pixels belonging to category i that are predicted to be in category i, pij is the number of
pixels belonging to category i that are predicted to be in category j.

MPA is based on pixel accuracy (PA). The specific value of the number of pixels
correctly predicted in each class to the total number of pixels was calculated to obtain the
PA. The PAs of all classes were then summed and averaged to obtain the MPA:

MPA =
1

k + 1

k

∑
i=0

pii
n
∑

j=0
pij

(2)

Accuracy is the proportion of samples correctly predicted by the model to the to-
tal sample:

Accuracy =
TP + TN

TP + TN + FP + FN
(3)

where TP is the number of positive samples that are correctly identified, TN is the number
of negative samples correctly identified, FP is the number of negative samples that are false
positives and FN is the number of positive samples that were identified as negatives.

The F1-score is a performance evaluation index of a binary classification model. It is a
balance between the precision and recall giving a more balanced metric by calculating the
harmonic mean of precision and recall:

Precision =
TP

TP + FP
(4)

Recall =
TP

TP + FN
(5)

F1 − score = 2 × Precision × Recall
Precision + Recall

(6)

4. Results

To validate the segmentation effect of the Deeplabv3+ network, other models com-
monly used for medical image segmentation were built for comparison with the Deeplabv3+
network. The segmentation networks were evaluated with MIou and MPA. The segmenta-
tion effect of the three networks evaluated is shown in Table 2. The Deeplabv3+ network
made comprehensive use of the MobileNetV2 network and atrous convolution, which
minimizes the information loss in the process of image segmentation. The Deeplabv3+
network outperformed PSPNet and U-Net in terms of Mlou and MPA, showing that the
Deeplabv3+ network model has superior segmentation ability.

Table 2. Results of different segmentation networks.

Method MPA MIoU

PSPNet 97.58% 96.6%
U-Net 98.58% 97.14%

Deeplabv3+ 98.93% 97.96%

The validity of the gastric cancer prediction framework was tested on a validation set
containing tongue images of gastric cancer patients and tongue images without non-gastric
cancer. Seventy tongue images in the dataset were used to test the effectiveness of the
framework. Representative samples of the tongue images in the test set are shown in
Figure 8.
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Figure 8. Tongue images in the test set, Image 1 and Image 2 belong in the tongue images of gastric
cancer group; Image 3 and Image 4 belong in the tongue images of control group.

The tongue images of gastric cancer patients and the control group in the validation set
were input into the framework to assess its prediction effect. The accuracy of the framework
was 93.6%, and the F1-score was 92.6%. Table 3 shows the prediction results of the four
tongue images in Figure 8. The prediction framework has high accuracy in identifying
tongue images of gastric cancer and tongue images of the control group.

Table 3. The final results of the classification.

Result Image 1 Image 2 Image 3 Image 4

control 16.9% 13.3% 98.6% 99.2%
gastric cancer 83.1% 86.7% 0.14% 0.08%

5. Discussion

A gastric cancer prediction framework was built by statistical analysis of tongue
features and deep learning. The framework has high accuracy in detecting gastric cancer
patients and the detection process has the advantage of being non-invasive. This study
presents a novel approach to exploring the relationship between gastric cancer and tongue
features, which has clinical application.

The presented framework has a strong detection ability, but two aspects can be contin-
uously improved. A major part of the time was spent collecting the images in hospitals,
but the number of tongue images collected from gastric cancer patients was still low, which
is a common problem in the area of medical image studies. Second, tongue images were
collected using a standard capture instrument, but the tongue extension posture of each
patient has an impact on subsequent tongue feature extraction.

6. Conclusions

Cancer is a major public health problem worldwide. The penetration of artificial
intelligence technology into the medical field has become more convenient and accurate to
detect gastric cancer. In this paper, we proposed a prediction framework for gastric cancer
based on tongue features and deep learning. The framework predicts gastric cancer patients
non-invasively and conveniently. Tongue images are acquired by using a standard tongue
image capture instrument, and the Deeplabv3+ network is applied to accurately segment
the tongue region. Nine tongue features are extracted with guidance from professional
doctors, and the relationships between tongue features and gastric cancer are explored by
using statistical methods and deep learning. Through differential analysis, importance
analysis, and correlation analysis, tongue shape, saliva, tongue coating thickness and
tongue coating texture were finally selected as the input features for predicting gastric
cancer. Finally, the EfficientNet network was used to build a gastric cancer prediction
framework. The experimental results showed that this framework could accurately distin-
guish between gastric cancer patients and non-gastric cancer subjects with an accuracy of
93.6%. Compared to other similar work, our framework incorporates more tongue features
and can more comprehensively predict gastric cancer.
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Future work will focus on acquiring more tongue images of gastric cancer patients to
extract and further analyze tongue features. Meanwhile, we should improve the framework
structure and enhance the robustness of the framework to obtain more accurate gastric
cancer prediction results.
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Abstract: The need for more efficient health services and the trend of a healthy lifestyle pushes the
development of smart textiles. Since textiles have always been an object of everyday life, smart
textiles promise an extensive user acceptance. Thereby, the manufacture of electrical components
based on textile materials is of great interest for applications as biosensors. Organic electrochemical
transistors (OECTs) are often used as biosensors for the detection of saline content, adrenaline,
glucose, etc., in diverse body fluids. Textile-based OECTs are mostly prepared by combining a
liquid electrolyte solution with two separate electro-active yarns that must be precisely arranged
in a textile structure. Herein, on the other hand, a biosensor based on a textile single-component
organic electrochemical transistor with a hardened electrolyte was developed by common textile
technologies such as impregnation and laminating. Its working principle was demonstrated by
showing that the herein-produced transistor functions similarly to a switch or an amplifier and that
it is able to detect ionic analytes of a saline solution. These findings support the idea of using this
new device layout of textile-based OECTs as biosensors in near-body applications, though future
work must be carried out to ensure reproducibility and selectivity, and to achieve an increased
level of textile integration.

Keywords: textile sensors; biosensing; smart textiles; porous electrode; flexible transistor; OECT

1. Introduction

“Smart textiles” is a term used to describe textiles that exceed their usual functionalities.
As per the definition by the International Organisation for Standardisation (ISO), smart
or intelligent textiles are systems consisting of textile and non-textiles components that
actively interact with their environment, a user, or an object [1]. Smart textiles have
become important as they offer possible applications in numerous industry sectors, such as
sports [2], health [3,4], home and living [5], and many more. The growth is especially driven
by textile-based sensors used to monitor vital signals for medical and sports purposes. The
need for more efficient health services and increasing awareness about a healthy lifestyle
contribute to this development. Thereby, textile-based electronics promise extensive user
acceptance since textiles have always been an object of everyday life. Furthermore, the
growing usage of wireless technology and the miniaturization of electronics contribute to
this trend. One challenge hereby is the integration of sensors into the textile material to
ensure comfort and wearability [6,7].

Textile-based organic electrochemical transistors (OECTs) can help in this regard.
They consist of a gate electrode, an electrolyte, and a source/drain electrode, and often
find application in biosensors [8–12]. One big advantage of OECTs is their operation
at very low voltages, which is suitable for near-body biosensing applications [13]. By
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applying a voltage to the gate electrode, the current flow between the source and the
drain electrode can be controlled. Thereby, the presence of an electrolyte enables the
flow of ions into the channel of the source/drain electrode, and thus changes the current
flow [13–15]. For this mechanism, the source/drain electrode needs to be made of an
electrically conductive polymer as the basic working principle relies on the doping and
dedoping of the conductive polymer, which results in differences in channel conductivity.
The changes in the doping state originate from the injection of ions from the electrolyte into
the polymer [16]. The electrically conductive polymer poly(3,4-ethylenedioxythiophene)
polystyrene sulfonate (PEDOT:PSS) is of interest for applications as electrodes in electrical
and chemical transistors, as well as for electrocardiographs, for organic solar cells or organic
light-emitting diodes. Next to its high electrical conductivity, PEDOT:PSS also possesses
high transparency in visible light, high mechanical flexibility, high thermal stability and
good oxidation resistance [6,17–20]. Ultimately, the changes in ion intensity can be detected
in the current flow between the source and drain (channel) electrode when the electrolyte
is enriched with some sort of ions coming from diverse body fluids. This conduct favors
the use as a biosensor [13,14,16]. OECTs based on PEDOT:PSS work in depletion mode,
which means that in absence of a positive gate voltage, a hole current flows in the channel
(ON-state). When applying a positive gate voltage, ions in form of cations (positively
charged) are injected from the electrolyte into the channel and the negatively charged
ions (anions) of the PEDOT:PSS become saturated. Consequently, the number of mobile
holes in the channel decreases, the conductive polymer is dedoped, the drain current
drops and the transistor reaches its off state [16]. Several studies describe textile OECT
arrangements, where the gate electrode and source/drain electrode are electro-active yarns
that are distinctly separated from each other and only connected by a liquid, gel-like
electrolyte solution [21–25]. I Gualandi et al. (2016) presented a printed textile-based
OECT, but here again, the electrolyte was externally applied [26], which limited the scope
of application to moist environments. This paper, on the other hand, presents an OECT
where the three components—gate electrode, electrolyte, and source/drain electrode—
are combined in one device so that integration into a garment for future applications as
biosensors becomes easier, mostly because the electrolyte is not externally applied. In
this way, the herein-developed OECT can easily be integrated into a textile and function
as a switch or an amplifier, without additionally applied electrolytes. Therefore, a solid
electrolyte layer that distinctly separates, but at the same time permanently connects, the
gate and source/drain electrode and still allows the injection of ions into the channel of the
source/drain electrode needs to be established. Moreover, a porous layer of PEDOT:PSS
was developed that allows diffusion of ionic analytes through the porous source/drain
electrode and enriches the electrolyte with ions when an analyte comes in contact with
the transistor. At a constant gate and source/drain voltage, this change in ion intensity
becomes noticeable by a decrease in current output measured at the source/drain electrode.

2. Materials and Methods

The following sections describe the materials used and the procedure to manufacture
and test this textile-based one-device OECT. Firstly, the materials used will be stated, while
secondly the manufacturing steps will be described and lastly characterization methods
are highlighted.

2.1. Materials

For the different components (gate electrode, source/drain electrode, and electrolyte)
of an OECT, various materials were used that will be described.

2.1.1. Gate Electrode

The gate electrode was simply built from a nickel/copper-coated ripstop fabric, pro-
vided by LessEMF, USA. According to the datasheet, it had a thickness of 0.08 mm and an
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aerial weight of 90 g/m2. The electrical surface resistance is given at 0.03 Ohm/m2. It was
lightweight and flexible, easy to cut and sew, similar to ordinary fabric [27].

2.1.2. Electrolyte

The electrolyte layer was made of an electrode contact gel and hydroxyethyl cellulose
(tylose) mixed with glycerol and lithium chloride (LiCl) as an ionic salt. The electrode
contact gel was chosen as the base material as it ensures conductivity during ECG and EG
examination and contains ions that function as charge carriers. A commercially available
electrode contact gel was purchased from P.J. Dahlhausen & Co. GmbH, Germany. Tylose
type H 60000 YP2 (SE Tylose GmbH & Co. KG, Wiesbaden, Germany) was used as the
binding agent for the electrolyte layer while functioning as a liquid retention agent at the
same time. Moreover, glycerol 99.5% (VWR International GmbH, Darmstatd, Germany)
was added because of its water-binding and moisturizing properties. Lithium chloride
was used as the ionic salt that builds strong hygroscopic crystals and was supplied by Alfa
Aesar (Thermo Fisher (Kandel) GmbH, Kande, Germany).

2.1.3. Source/Drain Electrode

The porosity of the source/drain electrode was achieved by impregnating a cellulose-
based, biodegradable micro filtering paper (nonwoven) for coffee-making with PEDOT:PSS.
Because of its commercial application, it was considered to be porous, which has been
proven by the microscopic examination in Section 3.1. The nonwoven textile had a di-
ameter of 6.3 cm but it was cut into strips of 1 cm width so that it could be vertically
immersed in the PEDOT:PSS solution. The PEDOT:PSS solution consisted of a 1.3 wt%
PEDOT:PSS dispersion (Sigma-Alderich Chemie GmbH, Taufkirchen, Germany) mixed
with dimethyl sulfoxide (DMSO)(Sigma-Alderich Chemie GmbH, Taufkirchen, Germany)
as the secondary dopant and glycerol 99.5% (VWR International, Darmstadt, Germany) as
a water-binding agent.

2.2. Methods

The OECT was manufactured in several steps, whereby only the nickel–copper fabric
stayed untreated. The above-mentioned materials for the different components of the
OECT (electrolyte and source/drain electrode) were separately mixed before bringing the
components together in the one-device OECT.

2.2.1. Electrolyte

The first step for the preparation of the electrolyte was mixing 5% tylose with distilled
water and stirring it for 2 h in the dispermat VMA Getzmann GmbH, Germany. Secondly,
the diluted tylose was mixed with the commercial ECG-gel in a ratio of 1:1 by hand.
Subsequently, 10 wt% glycerol and 1 wt% LiCl were added to this base mixture, and all
was stirred for 20 min in the dispermat. As soon as the solution started to form bubbles,
one drop of defoamer Lyoprint Air (Huntsman Textile Effects GmbH, Langweid am Lech,
Germany) was added to remove the air.

2.2.2. Source/Drain Electrode

For the production of the porous semi-conducting source/drain electrode, firstly the
PEDOT:PSS solution needed to be prepared. Therefore, PEDOT:PSS, glycerol and DMSO
were mixed in a ratio of: 17.25, 10.12, and 72.63 wt%, respectively. This composition was
based on the experimental set-up of Malti et al. [14]. Therein, a nanofibrillated cellulose,
glycerol, and DMSO-blended PEDOT:PSS film is presented, and the above-described ratio
was derived from the original composition of 16.2 wt% PEDOT:PSS, 6.1 wt% nano cellulose,
68.2 wt% DMSO, and 9.5 wt% glycerol [14]. Instead of using diluted nanocellulose, in the
underlying work, a porous nonwoven fabric was applied so that the corresponding weight
percentage of nanocellulose was neglected, which resulted in the above-mentioned weight
ratio of 17.25, 10.12, and 72.63 wt% (PEDOT:PSS, glycerol, and DMSO). The solution was
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stirred by a magnetic stirring rod and subsequently placed into an ultrasound bath for
30 min. Next, the filtering paper was vertically immersed into the PEDOT:PSS mixture
and left to absorption for at least 4.5 h, then the immersed paper was dried at 50 ◦C for
approximately 2.5 h.

2.2.3. Assembly of the OECT

All three components—the nickel–copper woven textile, PEDOT:PSS-immersed non-
woven fabric, and electrolyte solution—were brought together by laminating with squeegees
using the electrolyte as the adhesive material. A hand squeegee with a wet-film thickness
of 500 µm was used to apply the electrolyte solution to the nickel–copper fabric, while
afterwards the PEDOT:PSS-coated nonwoven fabric was placed in the still liquid electrolyte
solution. The laminate was dried in the oven at 60 ◦C for 10 min so that the electrolyte
solution hardened and thereby bonded all three layers. After drying, the single OECTs
were cut out with a pair of scissors, whereby the whole dimensions comprised 3 cm in
length and 1 cm in width (Figure 1).
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Figure 1. OECT Assembly. (A) Coating and assembling of nickel–copper base fabric with electrolyte
solution and PEDOT:PSS-coated nonwoven. (B) Final OECT composed of the nickel–copper base
fabric, hardened electrolyte layer, and PEDOT:PSS coated nonwoven fabric.

2.2.4. Characterization

After the preparation of the one-component OECTs, optical inspections and electrical
characterization were performed. The former comprises the analysis of the whole OECT
structure as well as of only the uppermost layer—the source/drain electrode—with a
scanning electron microscope (SEM) (TM4000Plus, Hitachi High-Tech Corporation, Tokyo,
Japan). The source-drain electrode was examined for its porosity and successful coating
and was compared with the untreated nonwoven textile. The composed transistor was
investigated for its layered structure. In addition, energy dispersive X-ray spectroscopy
(EDX) (Bruker Corporation, Billerica, MA, USA) was carried out to identify the chemical
elements of the individual components. The porosity of the coated and uncoated nonwoven
material was investigated with a PSM 165 capillary fluid pore size meter from Topas
(Dresden, Germany). The samples were measured dry and wetted with Topor, which is
a special test fluid for this method and mainly contains perfluoro tri n-butylamine and
isobutyl perfluoro n-butylamine. In principle, the test fluid fills all pores of the specimen.
When the gas flows through, the specimen increases and the pores become gas permeable
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at a certain point, which is the bubble point of the material and corresponds to the opening
pressure of the largest pore. By further increasing the gas flow rate, it is possible to calculate
the pore size distribution and the mean pore size of the material.

For the characterization of the electrical properties of the developed OECT structure,
a special testing setup was replicated (Figure 2) per the setup of Gualandi et al. [26].
Thereby, one voltage source controls the voltage of the source electrode whereas the other
one controls the gate voltage. The multimeter measures the current output at the drain
electrode of the OECT. For the setup, the voltage source PeakTech 6210 and the multimeter
PeakTech 4000 were used. Two different measurements were carried out to characterize the
electrical properties of the OECT. Firstly, only the source/drain voltage (Vsd) was applied
while no voltage was exerted on the gate electrode. The source/drain voltage was applied
in 0.1 increments from −0.5 up to +0.5 V, and the corresponding source/drain current (Isd)
was recorded in µA. Secondly, the gate voltage (Vg) was applied whereas the source/drain
voltage was held constant at +0.5 V. Voltage was applied to the gate electrode in steps of
0.5 V from −1.0 up to +1.0 V, and the changing source/drain current was recorded by
the multimeter.
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3. Results

The optical characterization reveals the successful impregnation of the nonwoven
material with PEDOT:PSS. Also, the layered structure of the readily assembled OECT
becomes visible. Moreover, the electrical measurements prove the working principle
of the one-component OECT, and saline solution was detected. Lastly, also the color
changing of the PEDOT:PSS-coated nonwoven textile due to the switching of oxidation
states was observed. For the pore size measurement, three samples of uncoated and coated
nonwoven materials were measured, and the range of the mean pore size diameter is
given. The uncoated nonwoven material had a mean pore size of 18.7 to 21.9 µm, whereas
the PEDOT:PSS-coated material had a slightly smaller mean pore size, between 14.5 and
17.4 µm. As expected, the material was still porous and could be used for the construction
of textile-based OECTs.

3.1. Optical Characterization of PEDOT:PSS-Coated Nonwoven Material

As the OECT should function not only as a transistor but also as a sensor, the upper-
most electrode needs to be porous and permeable for the analytes, which can be proven
by optical characterization. Figure 3 shows the comparison of the uncoated nonwoven
material to the PEDOT:PSS-coated nonwoven material in different magnifications. The
porous structure of the nonwoven material becomes visible at first glance as cavities be-
tween the single-fiber strands are visible in all four micrographs. Whereas the single fiber
strands are simply entangled in Figure 3A, those fiber strands are glued together over
large areas in Figure 2. This finding becomes even more visible in the micrographs with
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100 times magnification (Figure 3A,B), where the PEDOT:PSS clearly covers and bonds the
single strands. In Figure 3B, large areas covered by PEDOT:PSS are visible, while other
parts remain uncoated and reveal the porous structure of the nonwoven fabric. Those open
cavities may promote the diffusion of an analyte through the later source/drain electrode,
while electrical conductivity is ensured over the whole surface.
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Figure 3. SEM images of (A,C) uncoated and (B,D) PEDOT:PSS-coated nonwoven material.
(A,B): 25 times magnification. (C,D): 100 times magnification.

Figure 4 shows the EDX analysis of the uncoated (Figure 4A,C) and PEDOT:PSS-coated
(Figure 4B,D) nonwoven material. Figure 4A,B depict all elements found during the EDX
analysis at 200 times magnification of the samples. The elements carbon (C: red), oxygen
(O: green), and nitrogen (N: pink) can be explained by the organic origin of the nonwoven
material as well as of the PEDOT:PSS. Of interest is the element sulfur (S: blue), which is
a characteristic component of PEDOT:PSS, but not of the cellulosic nonwoven material.
As expected, the PEDOT:PSS-coated sample (Figure 4B) has a clear blue coloring, while
the blue color is nearly non-existing in the uncoated sample (Figure 4A). Figure 4C,D map
only the element sulfur and prove the above-described finding; sulfur is detectable in the
sample coated with PEDOT:PSS but not in the uncoated sample.

Table 1 shows the atomic percentage of the samples and supports the observation; the
atomic percentage of sulfur increases from 0.68 At. -% in the uncoated sample to 4.02 At. -%
in the PEDOT:PSS-coated sample. The presence of sodium in the coated sample cannot be
explained, but looking at the atomic percentage of 0.66 At. -%, its presence seems to be
very little and can be neglected for further consideration.
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Figure 4. EDX analysis of (A) uncoated and (B) PEDOT:PSS-coated nonwoven material with special
attention to the element sulfur in the uncoated (C) and coated sample (D).

Table 1. EDX-data of uncoated and PEDOT:PSS-coated nonwoven material, showing an increase of
atomic mass of sulfur.

Sample C [At. -%] O [At. -%] N [At. -%] S [At. -%] Na [At. -%]

Uncoated 51.57 ± 5.03 46.06 ± 6.01 1.69 ± 0.42 0.68 ± 0.08 /
Coated 59.33 ± 4.51 34.15 ± 3.53 1.84 ± 0.39 4.02 ± 0.27 0.66 ± 0.08

3.2. Optical Characterization of Readily Assembled OECT

Figure 5 shows SEM images of the readily assembled OECT with a focus on the
interface, where all three components converge. The interwoven structure on the left side
of the images clearly represents the ripstop woven nickel–copper fabric. The PEDOT:PSS-
coated nonwoven material is visible on the right side and recognizable by the fibrous
structure. In between both components, a small line of electrolyte layer becomes visible
that glues together the conductive fabric and the PEDOT:PSS-coated nonwoven material.
The electrolyte forms a homogenous layer showing no holes or bubbles that might lead to
short circuits in the component.
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Figure 6 shows the EDX mapping of the assembled OECT and the following elements
are detectable: nickel (Ni: pink), copper (Cu: green), carbon (C: blue), and chlorine (Cl:
turquois). Figure 6A shows the mixed mapping of all elements and a distinct separation
between nickel and copper (pink–green) on the left side and carbon and chlorine (blue–
turquois) on the right side becomes visible. That separation will be clarified even more
when looking at the images in Figure 6B–E. Nickel (Figure 6B) and copper (Figure 6C) are
primarily present on the left side of the sample, which is indicated by far more colored dots.
Blue (Figure 6D) and turquoise (Figure 6E) dots are mainly present on the right side of the
sample, which indicates the presence of carbon and chlorine.
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These findings are as expected since nickel–copper-coated ripstop fabric has been
used for the gate electrode and thus those elements should be detectable. The presence
of carbon, and especially chlorine, can be explained when looking at the formulation of
the electrolyte coating. Glycerol and the ECG gel, the main components of the electrolyte
coating, are mainly made of carbon, oxygen, and hydrogen, which explains the presence of
carbon mostly on the right side of the sample. Additionally, lithium chloride was added
to the electrolyte solution and the detected chlorine in the sample can be attributed to
that. Lithium is a light element and thus has a low energy of characteristic radiation so
it is hardly detectable in EDX mapping. The same applies to hydrogen. Looking at the
findings of Figure 4, one would expect sulfur to be present in the EDX mapping of the
whole transistor, since the PEDOT:PSS-coated nonwoven material has been integrated into
the OECT structure as the source/drain electrode. The non-existence of sulfur can only be
explained when assuming that the PEDOT:PSS-coated nonwoven material is completely
saturated and covered with the electrolyte solution. Although the PEDOT:PSS-coated
nonwoven material was merely placed into the still wet electrolyte solution and not coated
with it, the nonwoven material, in a sense, soaked up the solution and thereby the electrolyte
solution also penetrated to the upper side of the nonwoven fabric. EDX mapping can only
detect the surface of a sample but not the underlying layers, so in this case only carbon and
chlorine were detectable for the electrolyte and source/drain structure.

The cross-section (Figure 7) was examined to demonstrate the layered structure of
the OECT and prove the successful separation of the gate electrode and source/drain
electrode by the hardened electrolyte. Thereby, it is noticeable that the electrolyte settles
into the valleys and cavities of the textile electrodes so that the layer thickness of the
electrolyte varies. Two measurement points are indicated that visualize the differences
in layer thickness. Moreover, it must be stated, that the layer thickness of the hardened
electrolyte decreased strongly compared with the wet-film thickness of 500 µm applied
with the hand squeegee. This can be attributed to the loss of water during drying.
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Figure 7. Cross-sectional examination of the layered OECT structure shows how the gate electrode
and source/drain electrode are glued together by the electrolyte. (A): 180 times magnification.
(B): 500 times magnification.

3.3. Electrical Characterization

Figure 8 shows the results of the electrical measurement applying source/drain voltage
in steps of 0.1 V starting at −0.5 V and increasing up to +0.5 V. Simultaneously, the
source/drain current (Isd) was measured as it is the characteristic output for the transistor.
The measurement was carried out by recording the data for 30 s before changing the
applied voltage. It can be stated that the current (Isd) increased from 2.26 µA at 0.0 V up to
−70.66 µA when −0.5 V was applied (modulus). The same tendency can be observed for
a positive voltage, though the current varied a little, whereas the current Isd amounts to
−70.66 µA at −0.5 V, it was only +66.24 µA at +0.5 V. The measurement proves that the
current flowed proportional to the applied voltages, which is as expected since there is an
ohmic contact.
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Figure 8. First OECT measurement of source/drain current Isd [µA] showing the characteristic curve
of a transistor when the Vsd is increased from −0.5 to +0.5 V.

Figure 9 shows the OECT measurement with constant source/drain voltage at +0.5 V
and varying gate voltage from −1.0 up to +1.0 V. Again, the source/drain current Isd was
measured, and data of 30 s effective testing time was recorded.

Firstly, it can be noted that the current at a gate voltage of 0.0 V complies with
the current measured when Vsd is varied. For both measurements, the current Isd at
source/drain voltage of +0.5 V and no gate voltage lies at +66.24 µA in Figure 8 and
+67.97 µA in Figure 9. Moreover, the influence of the applied gate voltage becomes evident.
At the same source/drain voltage (Vsd = +0.5 V), the current output Isd of the transistor can
vary from +93.12 to +30.52 µA only by applying different gate voltages (Vg (1) = −1.0 V, Vg
(2) = +1.0 V). It is therefore approximately reduced threefold; less current flowed between
the source/drain electrode when a positive gate voltage was applied. The results show
that the gate voltage can control the current that flows between the source and the drain
electrode, and hence, the device operates as a transistor.
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3.4. Color-Changing Effect of PEDOT:PSS

PEDOT:PSS is known for its color-changing properties depending on the doping state
of the conductive polymer. The color palette of PEDOT:PSS ranges from dark blue to light
blue to white, or colorless. PEDOT:PSS appears white to transparent in its doped state,
which means that it is more conductive. In its dedoped state, PEDOT:PSS appears in a blue
color, and its conductive properties are decreased [28–30]. As described above, applying
a positive gate voltage changes the doping state of PEDOT:PSS by injecting ions in the
form of cations from the electrolyte into the conductive polymer. Thereby, the negatively
charged anions of PEDOT:PSS become saturated and the number of mobile holes decreases.
PEDOT:PSS gets dedoped, takes on a darker color and the electrical properties deteriorate.
This process is reversible and, upon applying a negative gate voltage, PEDOT:PSS gets
doped again, which increases the conductivity and changes the color back to light blue
or white. This effect has been observable during the electrical measurements as well and
became especially visible when switching the gate voltage between −1.0 and +1.0 V.

Figure 10 shows photographs taken during the measurement and it is visible that
the color of the PEDOT:PSS-coated nonwoven material slightly changed. The pictures
on the left (Figure 10A,C) represent the samples when −1.0 V was applied, and thereby
PEDOT:PSS was switched to the doped state. The coated nonwoven material appears
brighter. The right side (Figure 10B,D), on the other hand, shows photographs of the de-
doped PEDOT:PSS-coated nonwoven material, which was achieved by applying a positive
gate voltage of +1.0 V. The nonwoven material took on a darker color.
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Figure 10. Images of color-changing effect of PEDOT:PSS upon applying different gate voltages (Vg).
(A,C): −1.0 V. (B,D): +1.0 V.

3.5. Saline Sensing

A conceivable application of OECTs is as biosensors and many studies already discuss
the use of OECTs as sensors for the detection of saline content, adrenaline, or glucose in
diverse body fluids [24,26,31–38]. Therefore, the herein-developed OECTs were examined
for their working behavior in presence of a 0.9% saline solution. For that, 0.09 g sodium
chloride (NaCl) was mixed with 10 g distilled water. The mixing ratio is based on the salt
content in the human body and hence serves as a simple indicator for use in near-body
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applications. A 10 µL saline solution was dripped on the source/drain surface (Figure 11),
while both the gate and source/drain voltage were set at 0.5 V, respectively.
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Figure 11. Detection of salt solution on the surface of source/drain electrode.

The current output (Isd) was simultaneously measured. Figure 12 shows the result
of the measurement of one OECT over time. Figure 13, on the other hand, represents the
mean value of all data of five OECTs with no saline solution added and 10 µL of 0.9% saline
solution added. In Figure 12, a clear and steep drop is visible when the saline solution was
added, so that the current output Isd changes from approximately +41 µA to +25 µA. Less
current flowed between the source and drain electrode, and the salinity can be detected
by that. Also in Figure 13, the sensing mechanism of the produced OECTs is visible as the
mean value of all measured OECTs is reduced from approximately 35 to 24 µA when the
saline solution was added. Thereby, the standard deviation amounts to 4.7 (no solution
added) and 4.76 (0.9% saline solution added) and is hence less than the actual change in
current output caused by the addition of saline solution.
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Figure 13. Mean change in current output under the addition of 10 µL saline solution (0.9%).

Next to its detection function, the ability to measure different concentrations is also
of importance for a reliable sensor. Therefore, another trial was carried out whereby
different concentrations of saline solution (0–2.0%) were pipetted onto the OECT and
the current at the source/drain electrode was simultaneously measured (Figure 14). The
source/drain and gate voltage were set at 0.5 V as before in the other experiments. To
start, the source/drain current was measured when no solution was added at all and lies at
32.48 µA. Subsequently, a solution with no saline content (0.0%), 0.5%, 1.0%, and 2.0% saline
content was added and drying of the device was allowed before applying the next solution.
The sensor also reacted to the added solution when no saline content was present therein
(19.61 µA). However, the reaction of the OECT to a solution containing saline was even
stronger and increased further with rising concentration, at 0.5% saline solution current
was 16.78 µA. Ultimately, the current at the source/drain electrode was reduced to 11.89 µA
when 2.0% saline solution was added.
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Figure 14. Measurement of different saline concentrations (0–2.0%) at constant source/drain and
gate voltage of 0.5 V, showing that the OECT device is not only able to detect but also to measure
saline concentration.
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4. Discussion

For the production of textile OECTs, common textile technologies (impregnating and
laminating) were used. Thereby, a one-component OECT was manufactured from solely
textile materials. This simple manufacturing process enables the integration of the device
into garments or other smart textiles, where the transistor can function as a sensor, switch,
or amplifier.

The optical characterization of the PEDOT:PSS-coated nonwoven material reveals that
it is possible to create a porous, yet coated, structure with this rather simple immersion
process. This porosity was also proven by determining the mean pore size diameter, which
was slightly reduced to a mean pore size range of 14.5 to 17.4 µm after coating. The
presence of sulfur in the EDX data can be traced back to PEDOT:PSS. The optical analysis of
manufactured OECTs shows a clear layering of the different components of the transistor—
source/drain electrode, gate electrode, and electrolyte layer. The EDX mapping identifies
characteristic elements of the single components, especially nickel and copper for the gate
electrode, and also chloride that has been added as LiCl to the electrolyte.

A measurement setup has been replicated to analyze the transistor characteristics
by applying different gate voltages (Vg) and measuring the change in current (Isd) at the
source/drain electrode. Measurements were carried out at five different OECTs and all of
them functioned as a typical transistor, where the gate voltage controls the current that
flows between the source and the gate electrode. Due to that, the current at the source/drain
electrode varied from +93.12 µA at a gate voltage of −1.0 V to +30.52 µA at a gate voltage
of +1.0 V at a constant source/drain voltage of +0.5 V. The conductivity decreased, which
can be proven by Ohm’s law: R = UI. When inserting the values, the following results
are derived:

R
(
Vg(1) = −1.0

)
=

0.5 Vsd
93.12 µA

≈ 5.37 kΩ

R
(
Vg(1) = +1.0

)
=

0.5 Vsd
30.52 µA

≈ 16.38 kΩ

The calculations prove that a positive gate voltage (Vg) increases the resistance of the
transistor and hence reduces its conductivity. As stated in the introduction, OECTs based
on PEDOT:PSS work in depletion mode, which means that in the absence of a positive
gate voltage or when applying a negative gate voltage, a hole current flows in the channel,
and conductivity is increased. However, when applying a positive gate voltage, positively
charged cations are injected from the electrolyte into the channel and recombined with
the negatively charged anions of the PEDOT:PSS. This recombination reduces the number
of mobile holes in the channel and the conductive polymer becomes dedoped, the drain
current drops as a result [16]. This mechanism is reinforced even more when adding an
ionic substance (0.9% saline solution) as an analyte to the transistor, so that the drain current
is reduced from approximately +36 to +24 µA at constant source/drain and gate voltage
of +0.5 V. The resistance amounts to 13.89 kΩ when no analyte is added and increases
to 18.52 kΩ under the influence of an ionic substance (0.9% saline solution). The analyte
gives additional ions to the channel that interacts with the holes in PEDOT:PSS structure,
and this ultimately leads to a further reduction of conductivity. Also, the quantifiable
measurement of saline concentration was proven as different concentrations changed
the current flow at the source/drain electrode. For a reliable sensor, specificity must be
conferred on the OECT by modifying the gate electrode, electrolyte, or both. In that way, N.
Coppedè et al. managed to carry out real-time measurements of both saline and adrenaline
concentration in real human sweat [28]. Other literature demonstrates that OECTs are able
to selectively detect glucose by adding an enzyme to the electrolyte or using different gate
materials [32–38]. It is conceivable to adapt the OECT in such a way, that it can selectively
detect bacteria [39], glucose [9], dopamine [40], lactate [41], and many more in human
physiological fluids, such as blood, sweat, or saliva. Moreover, stability and durability need
to be ensured, which is why additional experiments must be carried out to investigate the
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sensory properties of the textile OECT after twisting, bending, folding, etc. comparable to
the investigations of A. Yang et al. (2018) [24].

To summarize, the measurements show that, firstly, the gate voltage controls the
current output and, secondly, ionic substances can be detected by that OECT structure.
Moreover, the doping and dedoping of PEDOT:PSS has not only become visible by the
measured current but also by the color changing effect observed during the experiments.
Figure 10 visually captures that effect. The given data proves the working principle of the
herein-developed textile one-component OECTs.

5. Conclusions

Many textile-based organic electrochemical transistors have been reported that are
based on yarn substrates that must be precisely arranged in a textile structure and are
connected by a liquid electrolyte. Herein, a one-component OECT was developed that
is easily integrable in textile fabrics as a solid electrolyte layer that connects both elec-
trodes. The manufacturing of this device is based on a simple impregnation process to
coat a nonwoven textile with PEDOT:PSS and a laminating process to put together the
gate electrode, electrolyte, and source/drain electrode. The OECT demonstrates typical
transistor characteristics, meaning that the gate voltage controls the current output. At
a constant source/drain voltage of +0.5 V and a gate voltage of −1.0 V, the current is at
+93.12 µA (Isd). When increasing the gate voltage to +1.0 V, the current drops down to
+30.52 µA (Isd), which proves that the herein-developed transistor works in depletion mode.
Moreover, saline solution was detected by decreasing the current output when the solution
was applied. The easy manufacturing method, the integrability, and the results suggest
that the use of these OECTs as biosensors in near-body applications is promising. However,
future work must be carried out to ensure reproducibility, selectivity, durability, and full
textile integration.
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3. Mečn, ika, V. Smart Textiles for Healthcare: Applications and Technologies. In Rural Environment. Education. Personality. (REEP).
Proceedings of the International Scientific Conference (Latvia), Jelgava, Latvia, 7–8 February 2014; Latvia University of Agriculture:
Jelgava, Latvia, 2014.

4. Cochrane, C.; Hertleer, C.; Schwarz-Pfeiffer, A. 2-Smart textiles in health: An overview. In Smart Textiles and their Applications;
Koncar, V., Ed.; Woodhead Publishing: Oxford, UK, 2016; pp. 9–32. [CrossRef]

5. Ojuroye, O.; Torah, R.; Beeby, S.; Wilde, A. Smart Textiles for Smart Home Control and Enriching Future Wireless Sensor Network
Data. In Sensors for Everyday Life: Healthcare Settings; Postolache, O.A., Mukhopadhyay, S.C., Jayasundera, K.P., Swain, A.K., Eds.;
Springer International Publishing: Cham, Switzerland, 2017; pp. 159–183. [CrossRef]

6. Gehrke, I.; Schmelzeisen, D.; Gries, T.; Lutz, V.; Tenner, V. Smart Textiles Production—Overview of Material, Sensor and Production
Technologies for Industrial Smart Textiles; MDPI: Basel, Switzerland, 2019; p. 35.

7. Cherenack, K.; van Pieterson, L. Smart textiles: Challenges and opportunities. J. Appl. Phys. 2012, 112, 091301. [CrossRef]
8. Leleux, P.; Rivnay, J.; Lonjaret, T.; Badier, J.M.; Bénar, C.; Hervé, T.; Chauvel, P.; Malliaras, G.G. Organic Electrochemical Transistors

for Clinical Applications. Adv. Healthc. Mater. 2015, 4, 142–147. [CrossRef] [PubMed]

109



Micromachines 2022, 13, 1980

9. Bernards, D.A.; Macaya, D.J.; Nikolou, M.; DeFranco, J.A.; Takamatsu, S.; Malliaras, G.G. Enzymatic sensing with organic
electrochemical transistors. J. Mater. Chem. 2008, 18, 116–120. [CrossRef]

10. Strakosas, X.; Bongo, M.; Owens, R.M. The organic electrochemical transistor for biological applications. J. Appl. Polym. Sci.
2015, 132. [CrossRef]

11. Wang, N.; Yang, A.; Fu, Y.; Li, Y.; Yan, F. Functionalized Organic Thin Film Transistors for Biosensing. Acc. Chem. Res. 2019,
52, 277–287. [CrossRef] [PubMed]

110



Micromachines 2022, 13, 1980

12. Marks, A.; Griggs, S.; Gasparini, N.; Moser, M. Organic Electrochemical Transistors: An Emerging Technology for Biosensing.
Adv. Mater. Interfaces 2022, 9, 2102039. [CrossRef]

13. Kergoat, L.; Piro, B.; Berggren, M.; Horowitz, G.; Pham, M.-C. Advances in organic transistor-based biosensors: From organic
electrochemical transistors to electrolyte-gated organic field-effect transistors. Anal. Bioanal. Chem. 2012, 402, 1813–1826.
[CrossRef]

14. Malti, A.; Edberg, J.; Granberg, H.; Khan, Z.U.; Andreasen, J.W.; Liu, X.; Zhao, D.; Zhang, H.; Yao, Y.; Brill, J.W.; et al. An Organic
Mixed Ion-Electron Conductor for Power Electronics. Adv. Sci. 2016, 3, 1500305. [CrossRef]

15. Friedlein, J.T.; McLeod, R.R.; Rivnay, J. Device physics of organic electrochemical transistors. Org. Electron. 2018, 63, 398–414.
[CrossRef]

16. Rivnay, J.; Inal, S.; Salleo, A.; Owens, R.M.; Berggren, M.; Malliaras, G.G. Organic electrochemical transistors. Nat. Rev. Mater.
2018, 3, 2. [CrossRef]

17. Khodakarimi, S.; Hekhmatshoar, M.; Nasiri, M.; Moghaddam, M.; Abbasi, F. Effects of process and post-process treatments on the
electrical conductivity of the PEDOT:PSS films. J. Mater. Sci. Mater. Electron. 2016, 27, 1278–1285. [CrossRef]

18. Mukherjee, S.; Singh, R.; Gopinathan, S.; Murugan, S.; Gawali, S.; Saha, B.; Biswas, J.; Lodha, S.; Kumar, A. Solution-Processed
Poly(3,4-ethylenedioxythiophene) Thin Films as Transparent Conductors: Effect of p-Toluenesulfonic Acid in Dimethyl Sulfoxide.
ACS Appl. Mater. Interfaces 2014, 6, 17792–17803. [CrossRef] [PubMed]

19. Sun, K.; Zhang, S.; Li, P.; Xia, Y.; Zhang, X.; Du, D.; Isikgor, F.H.; Ouyang, J. Review on application of PEDOTs and PEDOT:PSS in
energy conversion and storage devices. J. Mater. Sci. Mater. Electron. 2015, 26, 4438–4462. [CrossRef]

20. Leute, U. (Ed.) Wie macht man Kunststoffe leitfähig? In Elektrisch leitfähige Polymerwerkstoffe: Ein Überblick für Studierende und
Praktiker; Springer Fachmedien: Wiesbaden, Germany, 2015; pp. 3–12. [CrossRef]

21. Mattana, G.; Cosseddu, P.; Fraboni, B.; Malliaras, G.G.; Hinestroza, J.P.; Bonfiglio, A. Organic electronics on natural cotton fibres.
Org. Electron. 2011, 12, 2033–2039. [CrossRef]

22. Müller, C.; Hamedi, M.; Karlsson, R.; Jansson, R.; Marcilla, R.; Hedhammar, M.; Inganäs, O. Woven Electrochemical Transistors on
Silk Fibers. Adv. Mater. 2011, 23, 898–901. [CrossRef]

23. Tarabella, G.; Villani, M.; Calestani, D.; Mosca, R.; Iannotta, S.; Zappettini, A.; Coppedè, N. A single cotton fiber organic
electrochemical transistor for liquid electrolyte saline sensing. J. Mater. Chem. 2012, 22, 23830. [CrossRef]

24. Yang, A.; Li, Y.; Yang, C.; Fu, Y.; Wang, N.; Li, L.; Yan, F. Fabric Organic Electrochemical Transistors for Biosensors. Adv. Mater.
2018, 30, 1800051. [CrossRef]

25. Tao, X.; Koncar, V.; Dufour, C. Geometry Pattern for the Wire Organic Electrochemical Textile Transistor. J. Electrochem. Soc. 2011,
158, H572. [CrossRef]

26. Gualandi, I.; Marzocchi, M.; Achilli, A.; Cavedale, D.; Bonfiglio, A.; Fraboni, B. Textile Organic Electrochemical Transistors as a
Platform for Wearable Biosensors. Sci. Rep. 2016, 6, 33637. [CrossRef]

27. Electromagnetic Field Shielding Fabrics. Available online: https://www.lessemf.com/fabric.html (accessed on 25 May 2022).
28. Kawahara, J.; Ersman, P.A.; Engquist, I.; Berggren, M. Improving the color switch contrast in PEDOT:PSS-based electrochromic

displays. Org. Electron. 2012, 13, 469–474. [CrossRef]
29. Ding, Y.; Invernale, M.A.; Sotzing, G.A. Conductivity Trends of PEDOT-PSS Impregnated Fabric and the Effect of Conductivity

on Electrochromic Textile. ACS Appl. Mater. Interfaces 2010, 2, 1588–1593. [CrossRef]
30. Levasseur, D.; Mjejri, I.; Rolland, T.; Rougier, A. Color Tuning by Oxide Addition in PEDOT:PSS-Based Electrochromic Devices.

Polymers 2019, 11, 179. [CrossRef] [PubMed]
31. Coppedè, N.; Tarabella, G.; Villani, M.; Calestani, D.; Iannotta, S.; Zappettini, A. Human stress monitoring through an organic

cotton-fiber biosensor. J. Mater. Chem. B 2014, 2, 5620–5626. [CrossRef] [PubMed]
32. Kanakamedala, S.; Alshakhouri, H.; Agarwal, M.; DeCoster, M. A simple polymer based electrochemical transistor for micromolar

glucose sensing. Sens. Actuators B Chem. 2011, 157, 92–97. [CrossRef]
33. Shim, N.Y.; Bernards, D.A.; Macaya, D.J.; DeFranco, J.A.; Nikolou, M.; Owens, R.M.; Malliaras, G.G. All-Plastic Electrochemical

Transistor for Glucose Sensing Using a Ferrocene Mediator. Sensors 2009, 9, 9896–9902. [CrossRef]
34. Kim, Y.; Do, J.; Kim, J.; Yang, S.Y.; Malliaras, G.G.; Ober, C.K.; Kim, E. A Glucose Sensor Based on an Organic Electrochemical

Transistor Structure Using a Vapor Polymerized Poly(3,4-ethylenedioxythiophene) Layer. Jpn. J. Appl. Phys. 2010, 49, 01AE10.
[CrossRef]

35. Macaya, D.J.; Nikolou, M.; Takamatsu, S.; Mabeck, J.T.; Owens, R.M.; Malliaras, G.G. Simple glucose sensors with micromolar
sensitivity based on organic electrochemical transistors. Sens. Actuators B Chem. 2007, 1, 374–378. [CrossRef]

36. Tang, H.; Yan, F.; Lin, P.; Xu, J.; Chan, H.L.W. Highly Sensitive Glucose Biosensors Based on Organic Electrochemical Transistors
Using Platinum Gate Electrodes Modified with Enzyme and Nanomaterials. Adv. Funct. Mater. 2011, 21, 2264–2272. [CrossRef]

37. Liao, J.; Lin, S.; Yang, Y.; Liu, K.; Du, W. Highly selective and sensitive glucose sensors based on organic electrochemical transistors
using TiO2 nanotube arrays-based gate electrodes. Sens. Actuators B Chem. 2015, 208, 457–463. [CrossRef]

38. Wang, Y.; Qing, X.; Zhou, Q.; Zhang, Y.; Liu, Q.; Liu, K.; Wang, W.; Li, M.; Lu, Z.; Chen, Y.; et al. The woven fiber organic
electrochemical transistors based on polypyrrole nanowires/reduced graphene oxide composites for glucose sensing. Biosens.
Bioelectron. 2017, 95, 138–145. [CrossRef] [PubMed]

39. He, R.X.; Zhang, M.; Tan, F.; Leung, P.H.; Zhao, X.Z.; Chan, H.L.; Yang, M.; Yan, F. Detection of bacteria with organic electrochemi-
cal transistors. J. Mater. Chem. 2012, 22, 22072–22076. [CrossRef]

111



Micromachines 2022, 13, 1980

40. Tang, H.; Lin, P.; Chan, H.L.W.; Yan, F. Highly sensitive dopamine biosensors based on organic electrochemical transistors. Biosens.
Bioelectron. 2011, 26, 4559–4563. [CrossRef] [PubMed]

41. Nilsson, D.; Kugler, T.; Svensson, P.-O.; Berggren, M. An all-organic sensor–transistor based on a novel electrochemical transducer
concept printed electrochemical sensors on paper. Sens. Actuators B Chem. 2002, 86, 193–197. [CrossRef]

112



Citation: Miao, X.; Gao, X.; Su, K.; Li,

Y.; Yang, Z. A Flexible Thermocouple

Film Sensor for Respiratory

Monitoring. Micromachines 2022, 13,

1873. https://doi.org/10.3390/

mi13111873

Academic Editors: Jianliang Xiao and

Aiqun Liu

Received: 17 August 2022

Accepted: 27 October 2022

Published: 31 October 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

micromachines

Article

A Flexible Thermocouple Film Sensor for Respiratory Monitoring
Xiaodan Miao 1,*, Xiang Gao 1, Kaiming Su 2, Yahui Li 3 and Zhuoqing Yang 3

1 School of Mechanical and Automotive Engineering, Shanghai University of Engineering Science,
Shanghai 201620, China

2 Department of Otolaryngology-Head and Neck Surgery, Shanghai Jiao Tong University Affiliated Sixth
People’s Hospital, Shanghai 200233, China

3 National Key Laboratory of Science and Technology on Micro/Nano Fabrication, Shanghai Jiao Tong
University, Shanghai 200240, China

* Correspondence: mxd8868@126.com

Abstract: A novel flexible thermocouple film sensor on a polyimide substrate is proposed that is
simple and flexible for monitoring the respiratory signal. Several thermocouples were connected in
series and patterned on the polyimide substrate, and each one is formed by copper and a constant
line connected to each other at two nodes. The respiratory signal was measured by the output voltage,
which resulted from the temperature difference between the hot and cold junctions. The sensors were
fabricated with surface-microfabrication technology with three sputtering steps. The measurement
results showed that the peak voltage decreased by 90% in the case of apnea compared with normal
breathing. The sensor has potential application for wearable detection of sleep apnea hypopnea
syndrome (OSAHS).

Keywords: respiratory monitoring; thermocouple; flow sensor; heat transfer

1. Introduction

Obstructive sleep apnea hypopnea syndrome is a serious, potentially fatal sleep
respiratory disease that seriously affects the physical and mental health of patients [1]. The
respiratory signal is the most important parameter of OSAHS detection. The respiratory
sensor can detect sudden infant death syndrome or record a patient’s physiological status
for sleep studies and sports training [2]. The overall prevalence rate of OSAHS is 9% to
38% in the general adult population, and is much higher in the elderly population [3]. In
clinical practice, polysomnography is the standard diagnostic method for OSAHS [4].

According to the classification criteria of the American Academy of Sleep Medicine
(AASM), the detection and diagnosis of OSAHS can be divided into four levels: Level 1:
standard polysomnography, Level 2: comprehensive portable polysomnography, Level 3:
modified portable sleep-apnea testing, and Level 4: continuous single or dual bio-parameter
recording. With the expansion of the population and progress of technology, some new
classifications were proposed [5,6].

In traditional sleep-monitoring methods, polysomnography is a common device,
which is mainly used in hospitals and sleep laboratories. Polysomnography can record
a variety of physiological signals of the human body in the process of sleep all night,
including electrocardiogram (ECG), electroencephalogram (EEG), electrooculogram (EOG),
electromyogram (EMG), respiratory signal, oxygen saturation, and sleep posture [7]. How-
ever, due to its high cost and great mental pressure on patients, studies on portable sleep
respiration-monitoring devices have become more popular in recent years [8].
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Various sensors and sensing methods have been developed to measure respiratory rate
and/or lung capacity, including transthoracic impedance, blood O2/CO2 concentration,
and breathing airflow [9–26]. Breathing air flow is typically detected by sensing pressure
or temperature, and the adopted sensors may be resistive, thermoelectrical, pyroelectrical,
or piezoelectric [10–26]. Chen designed skin-like hybrid integrated circuits (SHICs) with
stretchable sensors that could capture the temperature change of the inhaled and exhaled
air. By integrating the flexible devices on human faces, comfort can be enhanced [9].
Jiang proposed a portable sleep respiration-monitoring system including three sensors
that could monitor airflow, body posture, and oxygen saturation at the same time. The
combination of the three signals could improve the accuracy of diagnosis of OSAHS [10].
Dalola reported a micromachined smart system for flow measurement based on a silicon
substrate, consisting of four germanium thermistors embedded in a thin membrane and
connected to form a Wheatstone bridge supplied with a constant DC current. It can measure
the velocity and transport rate at the same time, which combines calorimetric and hot-wire
transduction principles with lower power consumption and thermal loss [22]. Wei et al.
represented a novel CMOS process-compatible MEMS sensor for monitoring respiration.
This resistive flow sensor was manufactured by the TSMC 0.35 m CMOS/MEMS mixed-
signal 2P4M polycide process. The sensor was demonstrated to be sensitive enough to
detect the respiratory flow rate, and the relationship between flow rate and sensed voltage
was linear [23].

Compared with the work in Refs. [22,23], in which the air-flow sensor was fabricated
based on silicon substrate and supplied with a constant DC current, this paper presents a
thermocouple thin-film flow sensor that was fabricated based on a polymide substrate with
three sputtering steps based on the thermal electromotive force without an extra power
supply. As a result, it is more flexible for a wearable diagnosis system outside the hospital
with lower cost. It consists of four micromachined thermocouples on a polyimide substrate
with a translation circuit. Its working principle is based on the combination of the Seebeck
effect and the heat-transfer theorem. The thermocouple is formed by two different metal
lines connected to each other at two nodes. One node serves as a hot junction, and its
surrounding temperature changes with the respiratory process. The free node serves as
cold junction, and its surrounding temperature keeps constant. As a result, the thermal
potential is generated from the temperature difference between the hot and cold junctions.
The respiratory signal is measured by the output voltage, which is converted from the
thermal potential. It was fabricated by surface microfabrication technology and the testing
results show that the peak voltage decreased by 90% in the case of apnea compared with
normal breathing. The sensor has potential for application to the detection of sleep apnea
hypopnea syndrome (OSAHS).

2. Physical Modeling
2.1. Physical Model

The flexible thermocouple sensor consists of four thermocouples, as shown in Figure 1.
Each thermocouple is formed by two different metal lines consisting of copper and con-
stantan, which are connected to each other at two nodes. One node serves as a hot junction,
and its surrounding temperature changes with the respiratory process. The free node
serves as a cold junction, and its surrounding temperature keeps constant. As a result, the
thermal potential is generated from the temperature difference between the hot and cold
junctions. Under the action of respiration, the temperature of the hot junction increases or
decrease and the cold junction remains unchanged, resulting in a temperature difference
and thermal electromotive force. Finally, the electromotive-force signal is converted into a
respiratory signal.
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Figure 1. Physical model of the flexible thermocouple film sensor.

2.2. Mathematical Model

The sensor works based on the Seebeck effect, which means that if two different kinds
of metals are connected at two nodes with different temperatures, an electric current is
generated [17]. The Seebeck effect can be expressed as follows:

EAB(T, T0) =
k
e
(T − T0) ln

nA
nB

+
∫ T

T0

(σA − σB)dT (1)

where EAB is the thermal electromotive force of the two materials and SAB is the Seebeck
coefficient. K is Boltzmann’s constant, E is the electron charge, T is the temperature of the hot
junction, and T0 is the temperature of the cold junction. Using SAB as the Seebeck coefficient
of the two materials, EAB can be expressed as the integral of the Seebeck coefficient over
the temperature difference per the following:

EAB =
∫ T

T0

SAB(T)dT (2)

Based on different materials, the thermocouples can be divided into many types. The
thermocouple type used in this paper was the T type, which is composed of copper and
constantan.

The Seebeck coefficient of the thermocouple is related to the temperature of the mate-
rial and the size effect. According to the research by Yang et al. [21], the Seebeck coefficient
of a T-type thermocouple is 43.98~46.47 µV/◦C when the thickness of thermocouple is
from 0.5 to 2 µm.

The change in respiratory airflow is approximated as a sine function. It is known that
the tidal volume of normal people in a sleep state is about 0.6 L [18,19] and a breathing
cycle is 3 s. The change in gas volume (Q) of human lungs with time (t) can be expressed as
following:

Q(t) = 0.3 sin(
2πt

3
− π

2
) + 0.3 (3)

A (A = 100.48 mm2) is used to represent the area of the nasal entrance of normal people,
and the air velocity V at the entrance can be expressed as follows:

V(t) =
dQ(t)

dt
× 1

A
= 6.25 cos(

2πt
3

− π

2
) (4)

The viscosity (ν) and Planck number (Pr) can be obtained. The total length (l) of the
heat-transfer part is 5 mm. The Reynolds number (Rel) can be calculated with Equation (5).
It is a laminated flow, since Rel is less than Rec.

Rel =
V(t)l

ν
(5)

The average convective heat-transfer coefficient when the laminar flow flows along a
flat plate can be expressed in Formula (6) as follows:
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h = 0.664
λ

l
Re1/2

l Pr1/3 (6)

The calculation results of each parameter are shown in Figure 2 and are used as the
boundary condition for the finite-element simulation as follows.
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3. Simulation
3.1. Simulation of the Distribution of the Polyimide Substrate

The important parameters of the sensors were simulated, such as the polyimide film
thickness and the distribution of the thermocouples under different thermal conditions.
Firstly, the static-temperature distribution of the polyimide film was simulated in case
of no breathing. The skin temperature was set to 36 ◦C and the ambient temperature
was set to 20 ◦C. The natural convection heat-transfer coefficient was set to 5 W/(m2·◦C),
which decided the heat transfer and the temperature-equilibrium point in steady state.
The steady-state results obtained by COMSOL simulation are shown in Figure 3. The
temperature on the main part of the polyimide was 36 ◦C, nearly the temperature in the
nostril because of the heat transfer. In comparison, two isosceles-square parts were kept at
20 ◦C, which were suspended and separated from the skin and kept constant with the air.
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Secondly, the temperature on the center position with different thicknesses of the poly-
imide film was simulated. The results indicate that the response speed of the temperature
decreased slightly with the increase in the thickness, as shown in Figure 4. However, the
central steady-state temperature of polyimide film was kept at a stable state. As a result,
the thickness of the polyimide film had less influence on the temperature variation of the
polyimide film.
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Thirdly, the distribution of the cold and hot junctions was simulated. The heat-transfer
efficiency of the polyimide film along the thickness was larger because its thickness was far
less than the length and width. As a result, the center temperature of the film increased
with the skin temperature. As shown in Figure 5, two isosceles-square parts of the thin film
were less effected by the skin because they were suspended and separated from the skin in
the nostril. The cold conjunctions were located on the two isosceles-square parts to keep
them at a constant temperature.
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Figure 5. Schematic diagram of sensor position.

The signal of a thermocouple is small, and a more stable and accurate temperature
signal can be acquired by connecting several groups of thermocouples in a series, as
shown in Figure 6. As shown in Figure 6a, the cold junction was located on the center
part of the polyimide film, which was affected by the skin. In order to generate the
temperature difference between the cold and hot junctions, the design of the thermocouple
was optimized as shown in Figure 6b, where the cold junction was led out with extension
wire to avoid the influence of the skin.
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Figure 6. Two structures of the thermocouple. (a) The cold junction is located on the center part of
the polyimide film; (b) the cold junction was led out with extension wire to avoid influence from the
skin.

3.2. Simulation of the Single Thermalcouple

The thermoelectric coupling-effect simulation of a single thermocouple was carried
out to study its thermal electromotive force. Copper and constantan were selected as
the materials, and the Seebeck coefficient SAB was 43 µV/◦C. It was assumed that the
ambient temperature was 20 ◦C and the respiratory temperature was 36 ◦C. Therefore, the
temperature difference was 16 ◦C. Figure 7 shows that the thermal electromotive force was
7 × 10−4 V. According to Formula (2) mentioned above, the thermal electromotive force
was 6.88 × 10−4 V. The results of the theoretical simulation and finite-element simulation
tended to be consistent.
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Figure 7. The simulation results of the cold junction of the thermocouple.

The transient simulation was carried out to study the influence of different thicknesses
on the response speed of the sensor. On the premise of a fixed Seebeck coefficient, the
relationship between the temperature difference and thermal electromotive force is linear.
Therefore, the results can be expressed in terms of the temperature of the hot junction. The
temperature setting was the same as before and the convective heat-transfer coefficient was
set as 100 W/(m2·◦C). In Figure 8, when the temperature reached 90% of the maximum
temperature, the corresponding time was defined as the response time, as shown in Table 1.
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Table 1. Response of the thermocouple with different thickness.

Thickness of Thermocouple (nm) Response Time (ms)

500 40
750 57
1000 79
1250 104
1500 134

With the decrease in the thermocouple thickness, the response speed increases. How-
ever, the smaller the thickness is, the more difficult the fabrication process. At the same
time, the resistance value also increases, which would affect the signal acquisition.

3.3. Simulation of the Sensor under the Working Conditions

The polyimide film, the thermocouple, and the respiratory signal were combined to
simulate the temperature variation of the sensor during breathing. The actual ambient
temperature at 27 ◦C was used as a simulation parameter for comparison with the results
of the measurement in the environment. In order to verify the ability of the sensor to
detect respiration, the respiratory intensity was changed for simulation. If the respiratory
intensity decreases by 30%, it can be considered hypopnea, and more than 50% is very
serious hypopnea [3–6].

The convective heat-transfer coefficient was used as the simulation condition, and a
parametric sweeping was carried out to study the temperature of the hot-junction change
under the condition of hypopnea. As shown in Figure 9, the temperature curves of hypop-
nea and normal respiration were significantly different. The average temperature difference
of the hot junction in multiple respiratory cycles under different respiratory flow is shown
in Table 2. The decrease range of the average temperature difference relative to 100%
respiration intensity can be used as a criterion to estimate whether hypopnea occurs.

Table 2. Average temperature difference of the hot junction under different respiratory flows.

Respiratory Flow (%) Average Temperature Difference (◦C)

100 5.17
90 4.70
80 4.10
70 3.50
60 3.21
50 2.45
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As shown in Figure 9, the maximum temperature of the hot junction of the thermo-
couple did not exceed 32.5 ◦C, but human body temperature was at least 36 ◦C. It was
assumed that the PI membrane absorbed part of the heat. In order to verify this hypothesis,
a simulation was carried out by changing the PI film thickness while keeping the respiratory
flow unchanged. The simulation results are shown in Figure 10. The average temperature
difference under different film thicknesses is shown in Table 3.
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Table 3. Average temperature difference of the hot junction under different thin-film thicknesses.

Thin-Film Thickness (µm) Average Temperature Difference (◦C)

50 8.47
75 6.74

100 5.17
125 4.07
150 3.52

The results show that the thickness of the polyimide film had a great influence on
the temperature difference due to the heat absorption by the polyimide film. The larger
the thickness of the polyimide film, the smaller the average temperature difference of the
thermocouple hot junction in multiple breathing cycles. It can be concluded that an increase
in polyimide film thickness leads to a decline in respiratory-monitoring performance of the
sensor. Therefore, reducing the thickness can effectively improve the quality of the signal.
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4. Microfabrication

In the design and simulation mentioned above, the key parameters were optimized,
such as the distribution of the thermocouple, the thickness of the polyimide, and the
linewidth of the thermocouple. The flexible thermocouple sensor was fabricated with
microfabrication technology, which was mainly composed of sputtering technology. The
fabrication process was as follows:

The glass wafer and the polyimide film (PI film) were ultrasonic cleaned in deionized
water and finally dried in an oven at 60 ◦C for 30 min. The thickness of the PI film was
100 µm.

(1) The cleaned PI film was attached to the glass substrate and spin-coated with AZ-4620
positive photoresist with a thickness of 10 µm. Then the glass substrate was heat
treated.

(2) The substrate was exposed for 30 s and then developed for 15 s to form the mold of
the bottom layer for sputtering.

(3) Then, the chromium seed layer was sputtered at 300 W for 180 s and the copper layer
at 300 W for 480 s. The process of sputtering copper was repeated five times.

(4) The photoresist was removed by ultrasonic cleaning in acetone solution for 30 min.

After removing the photoresist, the mask was replaced and the lithography steps
were repeated. After sputtering the chromium and constantan layers, the photoresist was
removed at last. It should be noted that in order to ensure the adhesion of the two metal
layers, the area of the two masks layer need to be partially overlapping. The manufacturing
process is shown in Figure 11. The thickness of the sputtering metal measured by step
profiler was 500 to 600 nm.

Micromachines 2022, 13, x FOR PEER REVIEW 10 of 15 
 

 

layers, the area of the two masks layer need to be partially overlapping. The manufactur-
ing process is shown in Figure 11. The thickness of the sputtering metal measured by step 
profiler was 500 to 600 nm. 

 
Figure 11. Fabrication-process diagram of the sensor. 

5. Experiment and Results 
5.1. Microscopic Morphology of the Sensor 

The samples were analyzed by ultra-high-resolution FE-SEM, as shown in Figure 12. It 
can be observed that the upper part of the wire was constantan, which contains both nickel 
and copper. The lower part was copper wire. In addition, the overlapping of copper and 
constantan could be clearly observed by magnifying the junction of the two materials. 

 
(a) 

Figure 11. Fabrication-process diagram of the sensor.

121



Micromachines 2022, 13, 1873

5. Experiment and Results
5.1. Microscopic Morphology of the Sensor

The samples were analyzed by ultra-high-resolution FE-SEM, as shown in Figure 12.
It can be observed that the upper part of the wire was constantan, which contains both
nickel and copper. The lower part was copper wire. In addition, the overlapping of copper
and constantan could be clearly observed by magnifying the junction of the two materials.
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5.2. Sleep Apnea Measurment System and Results

The measurement system was established as shown in Figure 13. The output of
the sensor was connected to the oscillographs and an amplifier with a power supply of
1.5 V × 4. In the measurement system, the thermocouple signal was weak and needed to be
amplified. A kind of low-power, high-precision amplifier AD620 was applied, which could
set the magnification from 1 to 1000 times with only one external resistor. The maximum
input offset voltage was 50 µv. The circuit diagram and the print circuit board (PCB) are
shown in Figure 14. The ambient temperature was 27 ◦C, and the multiple of the amplifier
was set to 100 times.
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Figure 14. Circuit design of the flexible thermocouple film sensor.

Then, the sensor was attached to the bottom of the nose, with the input part inside
the nose and the output part outside the nose, as shown in Figure 15. The different
respiratory signal of the sensor was tested by the oscilloscope when the normal and
abnormal respirations were modified. The measurement results were obtained as shown
in Figures 15–17. As shown in Figure 15, the thermal electromotive-force curve changed
periodically with respiration and the peak voltage was 22.4 mv. The temperature of the
thermocouple increased in the expiratory phase and decreased in the inspiratory phase.
One of the breathing cycles was taken out and converted to the actual temperature, and the
maximum temperature was 32.23 ◦C. Compared with the simulation results, the maximum
temperature difference between the test and simulation results was 5.38 ◦C, as shown in
Figures 16 and 17, which indicates that the tested results and the simulation results tended
to be consistent.
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Figure 17. Simulation curve of thermocouple junction end temperature change under normal respira-
tion conditions.

A student attached the flexible sensor on the face beneath the nostril and imitated the
breathing of sleep apnea, which can be diagnosed by recognizing a significant decrease in
the thermoelectromotive force, as shown in Figure 18. Under normal breathing conditions,
there were peaks and troughs in the curve. The peaks indicate the end of exhalation and
the troughs indicate the end of inspiration. Because of the noise in the actual detection,
there was also a signal in apnea. However, the peak value of apnea decreased more than
90% compared with that of normal breathing, which indicates the occurrence of apnea—at
least, very serious apnea.
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6. Conclusions

This paper presents a flexible thermocouple film sensor for respiratory monitoring,
which has potential as an OSAHS-diagnosis system. Since it was fabricated on a flexible
polyimide substrate, the sensor could be attached to the skin softly and be portable outside
the hospital in the monitoring process. The sensor works based on the electromotive force
from the temperature difference between the hot and cold junctions of the polyimide-
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film thermocouple, based on the combination of the Seebeck effect and the heat-transfer
theorem.

In order to acquire the temperature difference between the cold and hot junctions,
the cold junction was led out to keep at a constant temperature, whereas the average
temperature of the hot junction varied with the breathing air flow. The influence of the
thickness of the thermocouple and the polyimide film on the sensors was simulated and
optimized. By reducing the thickness of the thermocouple, the response speed could
be effectively improved as well as the defective rate, whereas the difficulty of signal
measurement was increased. Simulation results also show that reducing the thickness of
the polyimide film could effectively improve the signal quality. However, the polyimide
film absorbed part of the heat, so the sensor could not reach the maximum temperature.

The sensor was tested in the case of apnea and the peak voltage decreased by 90%,
which is in agreement with the simulation results. The results indicate that the flexible
thermocouple film sensor could be used in respiratory monitoring for OSAHS detection.
In future studies, the stability and wearability, reliability, and intellectualization can be
improved and optimized.
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Abstract: Over-molding has been proposed in recent years as an integrated functional flexible circuit
board in a plastic part. This method uses the conventional process for film insert technology. Over-
molding has attracted significant attention across many industries due to its potential to deliver
different electrical functions in a variety of different part geometries, especially in automotive interiors
and home appliances. While it has great application potential, manufacturing challenges continue
throughout foil fabrication and injection molding. This raises challenges for designers and researchers
responsible for maintaining the reliability of such electronic flexible circuits. Therefore, the purpose
of this research paper is to improve some of the over-molding process parameters. On 0805 and 1206
over-molded zero-ohm resistors, electrical, mechanical, and failure characterization was performed.
Those components were mounted in parallel, perpendicular, and 45◦ angled arrangements on two
different polymer substrates, polyimide (PI) and polyethylene terephthalate (PET) using lead-free
solder, low-melt solder, and conductive adhesive paste. Moreover, as an over-molding material,
polycarbonate (PC) with medium viscosity was used. The effect of using different mold shapes
(corner mold, 2 mm flat mold, and 3 mm flat mold) and injection molding process parameters
(injection speeds and melt temperature) was studied.

Keywords: flexible printed circuit boards; injection molding; film insert-based technology

1. Introduction

Plastic products are becoming very popular for mass production since they are cheap,
versatile, and easy to manufacture in a variety of forms. Plastic products arefabricated us-
ing different manufacturing processes including, injection molding, thermoforming, blow
molding, and extrusion. Since the 1990s, a special injection molding process based on insert
film technology has gained great importance from researchers and manufacturers. This
process is called the in-mold or over-molding process. It is based on a foil insert that could
be an electrical foil with assembled components which is inserted into an injection mold
that defines the shape of the part that is to be produced. An injection molding machine
then rapidly injects the molten thermoplastic into the mold and then the temperature is
controlled to quickly cool the produced part. A packing pressure is applied that pushes
additional melt into the cavity during the initial stage of this cooling phase to compen-
sate for the volumetric shrinkage of the solidifying melt. The in-mold process is greatly
preferred in the automotive industry because it can offer lightweight plastic products
with good mechanical strength together with functional circuits [1,2]. This elevates user
expectations since this technology can generate three-dimensional structures. Therefore,
it is sufficient that the electronic systems fit a convenient form factor of the shape into
which they will be integrated. Many researchers worked intensively to integrate different
electrical functionalities like light emitting diodes (LEDs), light guides, numerous touch
switches or slides, and near field communication (NFC) antennas into plastic products
using the in-mold process [3,4]. By fabricating optical touch panels, organic light emitting
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diodes (OLEDs), foils, and disposable healthcare sensors, T. Alajoki et al. [5] demonstrated
the feasibility of hybrid in-mold integration. O. Rusanen et al. [6] developed the IMSE
technology (injection-molded structural electronics) by integrating pre-formed silver-based
printed electronics and standard electronics components into 3D plastics. Moreover, Jun-
tunen et al. [7], and Kololuoma et al. [8] realized wearables. A novel concept that could
serve as a platform for the integration of photovoltaic (PV) cells into plastic products was
developed by M. Bakr et al. [9]. Moreover, adhesion mechanics and a demonstration of
how to power LEDs wirelessly using an NFC antenna and a chip were discussed in [10].
Wimmer et al. [11] concluded that printed conductive structures must be optimized for the
forming process to achieve and maintain the highest electrical conductivity possible. O.
M. Tuomikoski et al. [12] demonstrated indoor air quality monitoring and red-green-blue
(RGB) luminaire devices with both printed and injection-molded parts. In addition to
this, some researchers have expressed interest in examining the impact of the process on
different electronic packages, flexible foil materials, metallization, assembly methods, and
mold shapes to determine the effect of plastic materials on microsystems [13–17].

The most critical factor in over-molding technology is the compatibility of the various
materials to achieve sufficient adhesion between the insert foil and the polymer injected
by the injection molding machine. Many research studies were conducted to determine
the impact of material combination and injection molding processing parameters on the
interface adhesion, which, in turn, determines the product’s properties. These experiments
did not include any electronics, instead, only foils were over-molded with the injected
polymer. Yamaguchi, S. [18] studied the influence of crystallization on the adhesion of
polypropylene (PP) foil to PP-injected polymer at the interface. Additionally, Chen et al.
examined the characterization of temperature profiles while using PET and PC foils with
PC [19] and PP [20] as an injected polymer, observing that both combinations yielded satis-
factory results. Moreover, other studies have defined fundamental concepts of interface
adhesion using one or more of the following surface treatment mechanisms: interface
interlocking, molecular diffusion and entanglement, crystallization, and adsorption the-
ory [21–24]. However, surface treatments are not suggested for large-scale production
because they increase the overall cost.

The primary purpose of this research paper is to demonstrate the use of different
copper-based foils as substrate foil. In contrast to our work in [10], this paper examines the
influence of various mold shapes and the influence of used component assembly materials
like lead-free solder, conductive adhesive, and low-melt solder on the electrical performance
after over-molding. The first section introduces the over-molding process for integrating
electronic components, followed by the experimental procedures which include mold and
foil design, adhesion test, process simulation, component assembly, and over-molding.
Finally, the final section evaluates the shear test and electrical characterization results.

2. Experimental Procedures

The process flow begins with the mold design and ends with the over-molded plastic part.

2.1. Mold Design

The mold was designed to enable the over-molding in three different cavities. A flat
plate mold whose wall thickness can be adjusted to 2 or 3 mm and a corner-shaped mold
with an inner radius of 4 mm and wall thickness of 3 mm as depicted in Figure 1.
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Figure 1. Mold design.

2.2. Foil Design

According to the mold design, we designed the circuit foils to fit in the three mold
cavities with dimensions 105 × 74 mm as illustrated in Figure 2, where the connection
pads are properly positioned on the right side; each pad is connected to a resistor location
and then to the ground. The pads are connected to 18 components and are enabled to take
the measurements before and after over-molding. Additionally, it enables the assembly of
0-ohm resistors in a variety of packages (0805 and 1206) and orientations (0◦, 90◦, and 45◦).

Figure 2. (a) Schematic foil design, (b) PI-Cu foil, and (c) PET-Cu foil.

2.3. Adhesion and Peel Tests

In this paper, the medium viscosity PC Makrolon 2805 (Covestro AG, Leverkusen,
Germany) [25] is used as an injection material. The amorphous and transparent PC is
known for its mechanical strength as well as high heat and flame resistance [26]. A durable
over-molded flexible electronic product should always be fabricated with suitable material
combinations with good adhesion between the flexible circuit foil (base plastic substrate)
and the over-molded material (injected plastic) as depicted in Figure 3. In this research, the
adhesion performance between PC and two commercial copper cladding foils was studied.
The foils were composed of three layers: a polymer layer, a copper layer, and an adhesive
layer. The composition of the used foils is given in Table 1.
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Figure 3. Typical materials stack.

Table 1. Composition of different commercial copper cladding foils.

Foil Layers FR9210 [27] GTS5500 [28]

Polymer layer 50 µm PI layer 50 µm PET layer

Adhesive layer 25 µm acrylic-based adhesive
layer

20 µm polyurethane-based
adhesive layer

Copper (Cu) layer 35 µm 18 µm

The peel strength between the foil adhesive layers shown in Table 1 and the PC
molding material was evaluated using a 90◦ peel test. To that end, the copper was fully
removed from some foils that were subsequently over-molded within a 2 mm plate mold
with 280 ◦C melt temperature and injection speed of 70 cm3/s. Table 2 presents the over-
molded samples for the peel test.

Table 2. Listing of the over-molded parts for peel test.

No. Foil
Mold

Temperature
(◦C)

Residual
Cooling
Time (s)

Surface
Treatment

PI-I FR9120 80 50 -
PI-II FR9120 100 50 -
PI-III FR9120 100 50 -
PI-IV FR9120 100 50 Corona
PI-V FR9120 100 20 Oxygen plasma
PI-VI FR9120 120 50 -
PET-I GTS 80 50 -
PET-II GTS 100 50 -
PET-III GTS 100 50 Corona
PET-IV GTS 100 50 Oxygen plasma

The molded foils were then laser cut into 15 mm wide foils strips as depicted in
Figure 4a (n = 4) and peeled using an Instron 5500R (Illinois Tool Works Inc., Glenview, IL,
US) tensile test machine with an attached peel-off fixture as shown in Figure 4b. A peel
speed of 10 mm/min was chosen and static load cells were 10 N and 100 N used for PI and
PET foils, respectively.

The mean peel strength was recorded for a peel length of 40 mm for each foil strip. The
averaged peel strength per investigated foil with standard deviation indicating the variation
between the foil strips is given in Figure 5 for PI foils with an acrylic adhesive layer and
in Figure 6 for PET foils with polyurethane as an adhesive layer. The polyurethane-based
adhesive in PET foils showed about 10 times larger adhesion with the injected PC compared
to the acrylic-based layer in PI foils.
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Figure 4. Peel-off tests setup.15 mm wide foils strips (a), Instron 5500R tensile test machine (b).

Figure 5. Peel strength for the PI foils with an acrylic-based adhesive layer.

Figure 6. Peel strength for the PET foils with a polyurethane-based adhesive layer.

One-Way ANOVAs with Tukey tests (with 95% confidence interval) for the PI foils
(from PI-I to P-VI) yielded a significantly lower adhesion for the foil molded at the low
mold temperature (PI-I). While increasing the mold temperature from 80 ◦C (PI-I) to 100 ◦C
(PI-II) increased the adhesion, a further increase to 120 ◦C (PI-VI) could not be confirmed to
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aid bonding. The long residual cooling time of 50 s (PI-II)—effectively tempering the acrylic
close to its glass transition temperature [29]—could not be confirmed to aid adhesion
compared to a shorter cooling time of 20 s (PI-V). No effect on the bonding could be
confirmed when surface-treating the acrylic layer using corona activation (PI-III) or using
oxygen plasma (PI-IV).

Likewise, One-Way ANOVAs with Tukey tests (with a 95% confidence interval) for
PET foils were made. Increasing the mold temperature from 80 ◦C (PET-I) to 100 ◦C (PET-II)
was again found to yield a significantly higher peel strength. A further increase could
be noted when applying corona or oxygen plasma treatment to the polyurethane-based
adhesive layer (PET-III and PET-IV).

2.4. Simulation

The temperature profile of the resistors during the injection molding cycle was numer-
ically investigated using the commercial injection molding simulation software Autodesk
Moldflow Insight (AMI) as depicted in Figure 7. An AMI model was created exemplarily
for the 2 mm plate (3,141,193 elements), comprising the eighteen 1206 components (in total
77,748 elements) molded as solid aluminum oxide blocks. The two layers of the PI films
were modeled separately as acrylic and polyimide parts (188,900 elements). Moreover,
the mold (3,116,641 elements) with cooling channels was included too. Figure 7 shows
the temperature development on the 1206 components during over-molding with the PC
when a melt temperature of 300 ◦C, a mold temperature of 100 ◦C, and an injection speed
of 70 cm3/s is used. The grey dashed line indicates the end of filling (~0.4 s) with the
inset focusing on this stage of the injection molding cycle. The highest temperatures of
approximately 215 ◦C are reached later during packing. The used temperatures are lower
than the melting temperature of the soldering material which is 260 ◦C. Therefore, it can be
assumed that the resistors will remain fully functional and reliable after over-molding.

Figure 7. The temperature profile of the components during over-molding with PC.

2.5. Foil Fabrication and Assembly

For all used copper-PI and copper-PET foils, the copper was patterned using lithogra-
phy and etching. The foil fabrication includes the cleaning of the surface from any foreign
substances and particles, photoresist coating, UV exposure and photoresist development,
the etching of the exposed metal film, and removal of the photoresist. To protect the pat-
terned copper from oxidation, the copper is treated with an organic solder preservative
(OSP). Finally, laser ablation is occasionally used to cut the foil into the desired insert shape
and to create an opening that acts as a gate for the polymer to flow during the over-molding
process.

The mold is roughly 98.5 mm in length, and we ensured that components were
assembled 22 mm away from the mold side wall. The assembly step involves mounting
SMD resistors (zero-ohm resistors) acquired from Yageo to the PI-Cu and PET-Cu foils. The
assembly plan for the PI-Cu foils included 18 foils assembled using a standard lead-free
solder paste [30] and 18 foils assembled using thermoset silver-based conductive glue
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(Henkel CE 3103) [31]. Lead-free solder and conductive glue were applied to the copper
pads of the copper traces, followed by the resistor assembly. Following that, the foils are
heated until the solder particles reflow and harden in a reflow oven. On the other hand, in
the case of conductive glue, it is cured for 20 min at 120 ◦C in a convection oven. Figure 8
depicts the used foils assembly plan for the PI-Cu foils and Figure 9 shows a real-life image
of a foil with assembled components.

Figure 8. Overview of PI-Cu foils.

Figure 9. Real-life PI-Cu foil with components.

Moreover, the assembly plan for the PET-Cu foils included 9 foils assembled using
a low-temperature melt solder paste (Interflux DP5600, Interflux Electronics, Gent, Bel-
gium) [32] and 9 foils assembled using thermoset silver-based conductive glue (Henkel
CE 3103). The same steps were taken for the PI-Cu foils. The only difference is the use
of the reflow oven for the low-melt solder paste and low-melting temperature PET foils.
The reflow oven was configured for preheating for 5 min at 160 ◦C, followed by 15 min
of reflow at the same temperature at 160 ◦C, then cooling for 6 min. Figure 10 depicts the
used foils assembly plan for the PET-Cu foils and Figure 11 shows a real-life image of a foil
with assembled components.

Figure 10. Overview of used PET-Cu foils.
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Figure 11. Real-life PET-Cu foil with components.

2.6. Over-Molding

The foils were placed in the mold as indicated in Figure 12 and fixed using temperature-
resistant adhesive tape. The detachable inserts were then added to keep the contacts free
from being over-molded, they were located as depicted in Figure 13. As a drawback of
this simple approach, the films occasionally showed wrinkles after over-molding at the
transition to the insert.

Figure 12. Foil fixed in a flat mold.

Figure 13. Location of the detachable inserts.

An Arburg Allrounder 470A (Arburg GmbH + Co. KG, Loßburg, Germany) injection
molding machine equipped with a 25 mm screw was used for performing the over-molding.
The two cycles of a Wittmann Tempro plus D 160 (WITTMANN Technology GmbH, Austria)
temperature control unit were used to regulate the temperatures of the two mold halves
to 100 ◦C. This mold temperature was chosen based on the performed peel test results
outlined in Section 2.3 above.
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The used PC (Makrolon 2805, Coversto AG, Leverkusen, Germany) was dried for
3 h at 120 ◦C before molding. The packing pressure was set to 400 bar for 15 s and the
residual cooling time to 50 s for all tests. The dosing volume was set either to 50 cm3 for
the corner and the 3 mm plate or to 40 cm3 for the 2 mm plate. The switch-over point
(velocity-to-pressure-controlled filling) was adapted for each injection speed and melt.

Figure 14 lists the 36 produced over-molded PI-Cu foils with their corresponding
settings. Those foils yielded a broad molding window in which (visually) undamaged parts
could be produced. The aim was to find those boundaries of the injection molding process
by changing the melt temperature between 240, 260, 280, and 300 ◦C and the injection speed
to either 20 or 70 cm3/s. In preceding tests with the PET foils (without components) it
was shown that they were significantly more sensitive to the formation of wrinkles during
over-molding. This issue could be reduced when selecting a higher melt temperature and
faster injection speed setting of 300 ◦C and 70 cm3/s, respectively.

Figure 14. Overview of over-molded foils.

3. Results
3.1. Shear Test

The strength of the joints was assessed using shear tests resembling the DIN EN 62137
1–2 norm. The shear tests were performed on a Bruker UMT-2 (Bruker Corporation, Billerica,
MA, US) mechanical tester platform with a 100 N load cell at the Polymer Competence
Center Leoben GmbH (PCCL). A schematic illustration of the setup is given in Figure 15.
The components were aligned in 180◦ orientation and sheared using a rectangular 4 mm
width chisel that moved at 1/4th of the component’s height at a speed of 6 mm/min.

Figure 15. Cross-sectional view for shear off component.
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Table 3 displays the shear load at the break for the investigated 0805 and 1206 com-
ponents assembled using solder, low-melt solder, and conductive adhesive on PI and PET
foils. As a general observation, the load at break increased by increasing the component
size. Moreover, higher shear loads at break were recorded when the components were
soldered not glued using the conductive adhesive.

Table 3. Shear force for assembled components.

Shear Force and Standard Deviation 1206 0805

Solder on PI foils 62 ± 4 N 41 ± 5 N
Low-melt solder on PET foils 43 ± 3 N 31 ± 1 N

CA on PI foils 39 ± 8 N 29 ± 6 N

3.2. Foils Evaluation

Foils tested were assembled using 0805 and 1206 SMD 0-ohm resistors. These resistors
were selected in our study because they can be easily assembled manually in a reproducible
way. To know the actual resistance of the resistors, we used a multimeter to check the value
of ten 0 Ω resistors from both packages to act as the Rinitial of the component, which was
0.2 Ω before assembling the resistors on the foil. Each 0 Ω resistor mounted on the flex has
a different track length (L) between the component and the connection pad as depicted in
Figure 16.

Figure 16. Labeling of components on the foil.

The resistance of the assembled 0 Ω resistor increases proportionately to the length
of the copper track. The measured resistance is the sum of the resistance of the used
component, the resistance of the copper track, the resistance of the used connection (solder,
low-temperature solder, and conductive adhesive), and the probe’s contact resistance. In
other words:

R measured = R initial + R track length + R connection + R contact (1)

Assembly using lead-free solder proved its applicability when using PA6 as the injected
molding material and PI-Cu foils as presented in our previous work in [10]. However, in
this paper, assembly using low-temperature solder and conductive adhesive is also studied.
Moreover, different foils, PET-Cu-based foils are evaluated to broaden the research area
on the influence of over-molding parameters on electrical characterization. The following
sections are divided into two main subsections, PI-Cu foils and PET-Cu foils including a
detailed explanation of the measurements.

3.2.1. Measurements on PI-Cu Foils
Measurements on Samples Assembled with Lead-Free Solder

Using lead-free solder, the resistance before over-molding was the same for the 18
components. Therefore, we can check the effect of track length on the measurements using
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an average value of six resistance values (R) from component one (C1) to component six
(C6) as presented in Table 4.

Table 4. Average resistance values of the assembled resistors before OVM.

Components Resistance Values (Rmeasured)

C1 to C6 R1 = 0.2 Ω R2 = 0.3 Ω R3 = 0.3 Ω R4 = 0.4 Ω R5 = 0.4 Ω R6 = 0.5 Ω

To compare Rmeasured and Rtheoretical we had to consider Rinitial = 0.2 Ω, the ρ of copper =
1.7 × 10−8 mΩ, the track thickness = 35 µm, and the track width = 300 µm. We calculated
R theoretical for 18 resistors using Equation (1), and Table 5 presents the data for set 1 of the
resistors. No significant difference in resistance was found between the measured and
calculated values. Moreover, this comparison demonstrates that the primary contributor to
the measured resistance is the change in resistance of the copper track length; both solder
connections and probe contacts contribute insignificantly to the measured resistance.

Table 5. Difference between Rmeasured and Rtheoretical.

Length between Resistor and Contact Pad Rmeasured Rtheoretical

R1 32.5 mm 0.2 Ω 0.305 Ω
R2 41.24 mm 0.3 Ω 0.33 Ω
R3 54.78 mm 0.3 Ω 0.37 Ω
R4 68.45 mm 0.4 Ω 0.42 Ω
R5 82.3 mm 0.4 Ω 0.46 Ω
R6 97.4 mm 0.5 Ω 0.52 Ω

The next step is to clamp the foils into the mold and perform an over-molding cycle.
Figure 17 depicts the resistance measurements for the corner mold for the 1206 and 0805
components. The measurements were taken for three foils before (blue bars) and after
(red bars) over-molding had almost the same readings except for foil 1 after over-molding
which had an increase in resistance of 0.1 Ω.

Figure 17. Resistance measurements for 1206 resistors (a) and 0805 resistors (b) molded in corner
mold. Blue bars (before over-molding) and red bars (after over-molding).
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Figures 18 and 19 show the measurements for the three foils in the flat mold in 2-mm
and 3-mm cavities, respectively. The over-molding did not affect the measured resistance,
indicating that solder-based components can withstand the over-molding process and also
that the internal stresses in the flat molds are lower than in the corner mold.

Figure 18. Resistance measurements for 1206 resistors (a) and 0805 resistors (b) molded in the 2 mm
flat mold. Purple bars (before over-molding) and yellow bars (after over-molding).

Figure 19. Resistance measurements for 1206 resistors (a) and 0805 resistors (b) molded in the 3 mm
flat mold. Green bars (before over-molding) and orange bars (after over-molding).
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Moreover, a visual examination was conducted to verify that the solder connections
between the components and the copper pad were intact. The cross-section images were
obtained in two-component positions: on a flat surface and on a curved slightly formed
surface. Figure 20 illustrates a component constructed on a flat surface, whereas Figure 21
depicts a component assembled on a curved surface.

Figure 20. Cross-section images for flat surface.

Figure 21. Cross-section images for curved surface.

Cross-section images of both positions, curved and flat surfaces, demonstrate the
strong connection formed by assembled components and copper tracks when lead-free
solder is used. Even in the case when the component is near the curvature’s location, the
solder is attached to the acrylic adhesive layer. These images demonstrate our work’s
novelty on why solder joints are preferred in the over-molding process when using acrylic-
based flexible foils. Additionally, it may be used in curvatures with a small radius, such as
the 4 mm in our case.

Measurements on Samples Assembled with Conductive Adhesive

The resistance of the assembled component was tested before and after over-molding
and calculated again using Eq.1. As indicated before in the shear force section (Table 3),
components bonded with conductive glue yielded lower shear force at break than soldered
components. This affected the electrical measurements in some way.

Figure 22 depicts the resistance for the foils assembled with 1206-size components.
Some components had very high resistance values that led to an open loop (OL) reading on
the multimeter. Such reading means that resistance is opposition to the free flow of current
within a circuit and the higher the resistance, the harder it is for the current to flow from
one point to another. Other components were out of place after over-molding, and, for both
cases, their resistance was eliminated from the calculations in order to have more accurate
data as is the case for C1, C13, and C17 in Figure 22.

139



Micromachines 2022, 13, 1751

Figure 22. Resistance measurements for 1206 resistors molded in corner mold.

After over-molding, components number 13 (for two foils) had no data after over-
molding. Therefore, we investigated the foils and found that the three components of C13
were out of place after over-molding as depicted in Figure 23.

Figure 23. An out-of-place component at 2000 µm.

However, in the case of C1, the components were on the foil but were not conducting.
Therefore, cross-section images were taken to check the conductive adhesive connection
reliability between copper pads and components’ conductive adhesive joints, as depicted
in Figure 24. This figure shows how a curved surface may disconnect the copper and the
acrylic layer from the conductive adhesive. The same failure was also detected for C17 and
C13 on foil 3.

Figure 24. Cross-sectional images at 100 µm for C1, C13, and C17 components (Left). Top view of the
component at 3000 µm (Right).
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On the other hand, Figure 25 depicts the resistance measurements for 0805-size com-
ponents. Four components had OL readings after over-molding, these components are C1,
C6, C13, and C14.

Figure 25. Resistance measurements for 0805 resistors molded in corner mold.

Regarding components C1, C13, and C14, the same concept of the weak bond between
the conductive adhesive and the joints apply as presented in Figure 24. However, for C6,
the conductive adhesive joints were on the component, but due to poor adhesion between
the PC and PI-Cu-based foil, the copper traces were delaminated from the conductive
adhesive joints and stayed on the components, thus, the connection was broken as depicted
in Figure 26.

Figure 26. Poor adhesion between PI-Cu and PC.

Generally, components cannot be incorporated or present in curvatures as part of the
in-mold technology design requirements. However, the components in the lead-free solder-
based foils were functional after over-molding despite the curvature. Moreover, according
to our tests, the use of the lead-free solder on copper pads gives a stronger connection
between the component and the pad as proven in our shear tests. We can conclude that a
corner shape mold and weaker bonds between components and the used foil could lead to
several failures. Figure 27 depicts the failure locations. Components C1, C7, C14, and C13
could have a high change in resistance due to their position in the curved area. Moreover,
components C6 and C17 which are close to the flow entry point may become displaced or
out of place due to the polymer flow.
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Figure 27. Typical failure locations for the corner mold.

Regarding the 2 mm flat mold, Figure 28 depicts the resistance measurements for 1206
resistors before (purple bars) and after (yellow bars) over-molding. In foil 2, component C5
was not assembled in a reliable way due to manual assembly and, therefore, there is no
data present for it before and after over-molding.

Figure 28. Resistance measurements for 1206 resistors molded in the 2 mm flat mold.

In this group of foils, we had failures for foil 1 and foil 3. For foil 1, C1 was out of place
after over-molding as depicted in Figure 29. On the other hand, for foil 3, many components
were out of place. The main reason for such an observation is the improper alignment of the
foil within the mold, resulting in a wrinkled foil with removed components as presented in
Figure 30.

Figure 29. An out-of-place component.
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Figure 30. Bad over-molding with misplaced foil, removed components and wrinkles (a), good
over-molded foil with all components and without wrinkles (b).

Most foils that had problems in terms of detached components and wrinkled foil
appearance were over-molded at low-melt temperatures of 240 ◦C and 260 ◦C. At melt
temperatures of 280 ◦C and 300 ◦C, no detachment was observed on the foils using CA
regardless of the used injection speed or mold thickness.

Figure 31 shows the resistance for 0805 components in a 2 mm flat mold. As depicted,
one of the C1 components gave an open loop reading and was still on the foil. Therefore,
cross-section images were taken to check the conductive adhesive joints on a flat surface as
depicted in Figure 32.

Figure 31. Resistance measurements for 0805 resistors molded in the 2 mm flat mold.
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Figure 32. Cross-sectional images at 100 µm for C1 component (Left). Top view of the component at
3000 µm (Right).

Additionally, as indicated before in Section 2.3, the detachable inserts were added
to protect the contacts and to facilitate the resistance measurements after over-molding.
However, the films occasionally developed wrinkles as a result of over-molding during the
transition to the insert and some of the foils had compressed copper tracks, as illustrated in
Figure 33. This wrinkling effect caused a discontinuity in the copper tracks and, therefore,
some components also had very high resistance as in the case of components C2 and C18.

Figure 33. Compressed copper tracks at 2000 µm magnification.

In general, such wrinkle failure may also occur in solder-based foils as well since it
is a failure due to clamping the foils into the mold using the inserts, not the material of
assembly used.

Finally, the resistance measurements were taken for the 3 foils over-molded in the
3 mm plate mold, green bars represent resistance before over-molding tests and orange
bars represent after over-molding as depicted in Figure 34.

With the used settings, foils over-molded in the 3 mm mold showed fewer failures
compared to those in the 2 mm and the corner molds. This is due to the lower prevailing
shear stresses and pressure during filling. Moreover, the components assembled using
conductive adhesive varied significantly from those assembled with solder. This could be
because of the nature of the conductive adhesive material that makes it difficult to manually
apply it in equal joints during the assembly step.
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Figure 34. Resistance measurements for 1206 resistors (a) and 0805 resistors (b) molded in the 3 mm
flat mold.

3.2.2. Measurements on PET-Cu Foils
Measurements on Samples Assembled with Low-Temperature Solder

In this section, we used only 1206 components for assembly. This is because, according
to our study, component size is independent of the electrical measurements and also
because they are easier when manually soldered. Figure 35 depicts the resistance values for
1206 resistors over-molded in the corner mold taken before (blue bars) and after (red bars)
over-molding. Components bonded with low-melt solder yielded less shear force at break
lower than those bonded with solder and higher than those using conductive adhesive as
discussed in Section 3.1.
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Figure 35. Resistance measurements for the corner mold.

Foil 3 had a ground break as depicted in Figure 36, affecting the measurements between
C1-C6. Some components were out-of-place after over-molding like in the case of C12 and C13.

Figure 36. Ground track break in foil 3.

Cross-section images were taken for one of the components, C7, which is in the curved
area to check the connection reliability for the low-melt solder on such a surface as depicted
in Figure 37. These images show that the low-melt solder was not fully connected to the
copper pad, yet component C7 was functional after over-molding.

Figure 37. Cross-sectional images at 500 µm for component C7 (Left). Top view of the component at
2000 µm (Right).

Figure 38 displays the resistance measurements of the components over-molded in the
2 mm plate mold before (purple bars) and after (yellow bars).
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Figure 38. Resistance measurements for flat mold-2 mm.

Some components C6, C12, C13, and C18 were not included in our measurements
since they were out of place after over-molding as depicted in Figure 39.

Figure 39. Out-of-place components.

Moreover, some components remained on the foil after over-molding but had high
resistance measurements as was the case for C13. In this case, cross-sectional images were
taken to assess the connection reliability between copper pads and low-melt solder joints,
as depicted in Figure 40. This image shows a discontinuity in the copper and the PU layer.

Figure 40. Cross-sectional images at 500 µm for component C13 (Left). Top view of the component at
2000 µm (Right).

As shown in Figure 41, measurements were taken in a flat mold with a thickness of
3 mm, with green bars representing testing before over-molding and orange bars representing
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after over-molding. Only one of each component, C13 and C14, were removed from our
measurements since they led to very high resistance which caused an infinite resistance reading.

Figure 41. Resistance measurements for flat mold-3 mm for 1206 resistors.

Measurements on Samples Assembled with Conductive Adhesive

In the literature, low-temperature solder was the material used to assemble the electri-
cal components on PET foils [33–35]. However, we considered using conductive adhesive
since it also cures in low-temperature conditions at 120 ◦C and the degradation process of
PET at such temperature is relatively slow [36]. Figure 42 depicts the resistance values in
the corner mold. The change in resistance measurements was taken before (blue bars) and
after (red bars) over-molding. All foils were over-molded using a high melt temperature
of 300 ◦C. It was observed that these foils had many components that were detached after
over-molding.

Figure 42. Resistance measurements for corner mold.
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Foils 1 and 2 had some detached components (C1, C7, C13, and C17) after over-
molding because these components were molded in the corner mold but also in the critical
areas as well as the weak bonds of CA as depicted in Figure 43.

Figure 43. Corner mold critical areas.

In addition to this, the ground track of foil 3 that connects C13-C18 was broken as
depicted in Figure 44.

Figure 44. Ground track break in the corner mold in foil 3.

The resistance readings of the components over-molded in the 2 mm flat mold are de-
picted in Figure 45 before (purple bars) and after (yellow bars) and most of the components
were detached after over-molding as depicted in Figure 46.

Measurements were made in a flat mold with a thickness of 3 mm, as shown in
Figure 47, where green bars denote testing before over-molding and orange bars denote
measurements after over-molding. The resistivity of the majority of components had
changed because of the break in the ground track in foil 2, which led to non-conducting
components between C7–C12. Moreover, foil 1 had a detached component (C1).
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Figure 45. Resistance measurements for flat mold-2 mm for 1206 resistors.

Figure 46. Example of detached components.

Figure 47. Resistance measurements for flat mold-3 mm for 1206 resistors.

4. Conclusion

This paper analyzed the use of different assembly materials on PI and PET copper-
based foils. Regarding soldered components on PI-Cu foils, all resistors yielded 100%
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success after over-molding. In contrast, the majority of the components assembled using
conductive adhesive on PI-Cu and PET-Cu foils as well as low-melt soldered components
on PET-Cu foils were detached after over-molding. Moreover, components should be
located in areas with lower deformation and fewer stress concentrations to prevent damage,
particularly when assembled using conductive adhesive and low-melt solder. However,
glob-top and underfill materials could be used and may protect the components in such
regions. From our experiments, failures were detected more after the over-molding of
components using conductive adhesive and low-melt solder. Such failures include foil
misalignment, which led to removed components and non-functional components because
of the conductive adhesive and low-melt solder weak bonds on copper tracks. A relatively
high mold temperature of 100 ◦C was found to be beneficial for good adhesion with
PI (acrylic adhesive layer) and PET foils (polyurethane adhesive layer) compared to a
lower mold temperature of 80 ◦C. Generally, it seems that a lower melt temperature, a
higher injection speed, and a lower mold thickness increase the stresses on the components
during over-molding which, in turn, leads to larger resistance changes after over-molding.
Additionally, the electrical measurements of the over-molded foils were unaffected using
varied package sizes and assembly in different orientations.
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Abstract: The addition of fillers has been implemented in fused filament fabrication (FFF), and
robust carbon fillers have been found to improve the mechanical, electrical, and thermal properties of
3D-printed matrices. However, in stretchable matrices, the use of fillers imposes significant challenges
related to quality and durability. In this work, we show that long carbon staple fibers in the form
of permeable carbon fiber cloth (CFC) can be placed into a stretchable thermoplastic polyurethane
(TPU) matrix to improve the system. Four CFC sample series (nominally 53–159-µm-thick CFC
layers) were prepared with a permeable and compliant thin CFC layer and a highly conductive
and stiff thick CFC layer. The sample series was tested with single pull-up tests and cyclic tensile
tests with 10,000 cycles and was further studied with digital image correlation (DIC) analyses. The
results showed that embedded CFC layers in a TPU matrix can be used for stretchable 3D-printed
electronics structures. Samples with a thin 53 µm CFC layer retained electrical properties at 50%
cyclic tensile deformations, whereas the samples with a thick >150-µm CFC layer exhibited the lowest
resistance (5 Ω/10 mm). Between those structures, the 106-µm-thick CFC layer exhibited balanced
electromechanical properties, with resistance changes of 0.5% in the cyclic tests after the orientation
of the samples. Furthermore, the suitability of the structure as a sensor was estimated.

Keywords: stretchable electronics; 3D printing; carbon fibers; electromechanical testing; strain sensor

1. Introduction

Additive manufacturing (AM) is widely used in several manufacturing sectors. Fused fil-
ament fabrication (FFF), especially, has advantages such as simplicity and cost-effectiveness [1].
For example, strain sensors [2], multiaxial force sensors [3], and batteries [4] have already
been fabricated with this single-step FFF process. FFF can also be adopted in the textile
field by printing plastics directly on textile substrates [5] or by printing the whole textile
composition [6]. Moreover, it has been demonstrated that FFF with deformable plastics
and substrates can be used in manufacturing stretchable electronics, which can be further
laminated on textiles for wearable electronics [7].

Recently, 3D-printed stretchable and wearable electronics have gained more atten-
tion, and rigid [4] and stretchable wearables [8] have been successfully fabricated. Still,
stretchable electronics that are practically integrable into clothing have not yet been manu-
factured via 3D printing. For integrable stretchable and wearable electronics, carbon-filled
polymers are an especially promising alternative for the creation of mechanically complex
and thermally and electrically conductive structures [2,9]. These polymers can be mod-
ified using carbon-based additives with different form factors and dimensions, such as
carbon fibers [10], carbon nanotubes (CNTs) [2,3,9], carbon black [11], graphene [12], and
others [13], with a wide variety of outcomes in terms of properties such as strength, thermal
and electrical conductivity, piezoresistive behavior, and many others [14–16]. These modi-
fied materials enable the fabrication of sensors, wearables, and other end-products, e.g., by
providing higher strength, fire retardancy, or electrical properties. However, FFF polymers
with fillers generally require a high nozzle diameter to prevent clogging, decreasing the
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printing quality [2] and causing highly anisotropic printing results [17]. Fillers also rapidly
increase the Young’s modulus of the polymers, leading to a trade-off between stiffness and
conductivity [2].

In FFF polymers, the shape and size of carbon fillers influence the formation of the
fillers’ conductive network, percolation threshold, and overall conductivity. For example,
when the results from previous studies are converted into conductivity values, acryloni-
trile butadiene styrene (ABS) filament consisting of 15 wt% nano-scale carbon black has
0.025 S/m conductivity [11], and 5.6 wt% graphene flakes with a lateral size of 3–5-µm [12]
provide 0.001 S/m. CNTs were mixed into thermoplastic polyurethane (TPU) filaments
(with a CNT content of 4 wt%) of in 9.5 nm diameter and 1.5 µm in length, providing
32 S/m conductivity after the 3D-printing process (with a 0.6 mm nozzle) [2]. Furthermore,
Tzounis et al. blended TPU and CNTs (5 wt%, 9.5 nm diameter, 3.0 µm length), which
resulted in higher conductivity, approximately 100 S/m, but this required a less accurate
0.8 mm nozzle [17]. Spoerk et al. 3D-printed polypropylene (PP) filaments filled with short
carbon fibers (7 µm in diameter and 250 µm in length) at proportions of up to 10 wt% with
a 0.6 mm nozzle [18] for thermally conductive structures. Even longer millimeter-scale
fibers can be added during the filament manufacturing process, but these are chopped to
the micrometer-scale during the process [10].

Furthermore, continuous carbon fiber filaments are used in FFF by feeding them into
molten-state polymers during extrusion [19,20], increasing an object’s carbon fiber content.
However, this process requires a larger nozzle [19,20]. Another alternative is to impregnate
carbon fiber filaments before printing, enabling more complex [21] and precise [22] printing
with filaments.

Feeding carbon fillers and carbon filaments through a 3D printer’s nozzle makes them
compatible with readily available FFF printers. Furthermore, carbon semi-products, such
as laminates and inks, can be integrated into the 3D printing process semi-automatically
or automatically by pausing the process. Carbon fiber sheets can be laminated on top of
objects to form durable and lightweight composite structures [23] or inside them to address
porosity and layer adhesion issues [13]. Moreover, integrated carbon fiber tows can be
used to monitor a matrix’s structural health via the tows’ resistance changes [24]. Other
electrical and thermal properties can be created by spray-depositing the 3D-printed surface
with CNTs, and a 19-nm layer thickness on the smoothened surface is possible [25,26].
Furthermore, the direct ink writing (DIW) method can be combined with FFF to print
carbon black ink electrodes for 3D printed supercapacitors [27]. The FFF process even
allows the manual or automatic integration of printed circuit board (PCB) components
inside an object [8], which, along with other placement methods, enables versatile 3D-
printed electronics.

In this study, stretchable and wearable 3D-printed electronics components were made
by adding sparse carbon fiber cloths (CFCs) inside a TPU matrix made with FFF. The
advantages of this process are that CFCs with mechanical and electrical properties were
(1) integrated inside the matrix without cavities or other 3D printing design modifications,
and (2) adhesives were not required for their placement—it was sufficient to change the
general 3D printing settings. Furthermore, CFCs embedded in this way inside the structure
(3) do not decrease the adhesion between the TPU layers, and (4) they can be cut into
different shapes, which can be used as functional elements in fabricating stretchable and
wearable electronics. Furthermore, integrated CFCs can create (5) more isotropic and
detailed objects than those created through FFF with carbon fiber filaments.

To the authors’ knowledge, permeable CFC has never been used to improve the
electrical and mechanical properties of FFF objects. The measured properties of CFC
compare favorably to those of carbon-filler filaments and can be used to provide stretchable
and conductive composite matrices. The obtained results prove that matrices with CFC
can sustain large numbers of deformation cycles with minimal changes in their resistance
behavior, thanks to the combined mechanical and adhesion properties of the materials
involved. We studied the characteristics and advantages of this new method by conducting
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quasi-static and cyclic electromechanical tests, which we further analyzed using digital
image correlation (DIC) techniques to attain information about the local deformation field in
the samples. Finally, the properties of the structure for sensor applications were estimated.

2. Materials and Methods

CFCs with centimeter-scale fibers are traditionally used in composite manufacturing
to increase the Young’s modulus of materials with a minimal increase in density, i.e., to
improve the specific modulus of materials. As well as mechanical features, CFCs are
thermally and electrically conductive, thus having the potential to be used in wearable
electronics. The stretchability that wearable electronics require was achieved by combining
sparse CFCs and a highly stretchable TPU matrix. Single pull-up tests were first used
to study the mechanical properties of the CFC matrices. Then cyclic tensile tests were
conducted to measure the electromechanical features. Finally, the samples’ behavior was
further analyzed with DIC.

2.1. Composition and Preparation of Samples

The CFCs used in this work were provided by ACP Composites [28], and the re-
ported average single carbon fiber length was 25.4 mm. The carbon fibers were processed
from polyacrylonitrile (PAN) to promote their electrochemical properties [29]. CFCs with
two grades of nominal thicknesses, 0.0021” (53 µm) and 0.006” (153 µm), were tested. Thin
CFCs were also tested as two- and three-layered plies to further improve their electrical
conductivity. The single-layer CFCs and the two- and three-layered plies were laminated
to make them flat and fixed together for the 3D printing process, which can decrease the
nominal thicknesses of CFCs. Furthermore, plain zero samples without CFCs were tested
for comparison. The composition of the carbon fiber and its nominal thickness in the
electromechanical samples are presented in Table 1.

Table 1. Studied CFC compositions based on the manufacturer’s data.

Series Thickness (µm) Weight (g/m2) N of Layers Grade

1 - - 0 -
2 53 6.8 1 800015i
3 106 13.6 2 800015i
4 159 20.3 3 800015i
5 153 17 1 800020i

A TPU filament was used as a 3D-printed backbone for the fabricated structure.
TPU is a widely used material in 3D printing and stretchable electronics because of its
high deformability and stability [2,3,7]. For example, TPU-based stretchable films have
also been used in wearable and printed electronics in combination with screen-printable
conductive silver inks. Using TPU filaments is a convenient choice for developing 3D-
printed stretchable and wearable electronics because of the ease of integration in these types
of systems. Blue Ultimaker TPU 95A filament (Ultimaker B.V., Utrecht, The Netherlands)
by Ultimaker B.V. (nominal diameter: 2.85 mm) was used in the tests, as it is more reliable
to 3D print compared to the thinner 1.75 mm diameter FFF filaments, which are prone to
bend and jam during 3D printing.

A commercial Ultimaker S5 FFF printer (Ultimaker B.V., Utrecht, The Netherlands)
with an official air management unit accessory, with the Cura slicer program (version 4.4.0,
Ultimaker B.V., Utrecht, The Netherlands) from Ultimaker B.V., was used in the 3D printer
setup. The nozzle diameter was 0.4 mm, and the layer thickness was 0.15 mm. The nozzle
temperature was 240 ◦C and the bed temperature was 60 ◦C, enabling good adhesion on a
clean glass building plate. The printing speed was 25 mm/s, and the cooling fan was off.
The number of walls was two, the infill ratio was 100%, and the infill shape was 45◦ lines.
Furthermore, the infill was printed before the walls so that the CFC piece was smoothly
fixed on the printed surface. As well as the typical printing settings, a script was added in
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the middle of the printing program to pause the printing automatically to manually insert
the CFC piece. Furthermore, a prime tower feature was used before printing on top of the
applied CFC piece to avoid uncontrolled leaking of the molten TPU from the nozzle onto
the sample.

FFF was used to fabricate samples, of which the target dimensions were 10 mm
wide, 200 mm long, and 1 mm thick. In the middle of the samples, an 8-mm-wide and
230-mm-long piece of CFC was placed longitudinally. CFCs were cut in the machine direc-
tion orientation (MDO), their loose ends serving as electrical contacts. Then, the CFC was
fixed with two strips of Kapton tape to avoid using an adhesive and to reinforce the electri-
cal contacts. The placed CFCs affected the samples’ dimensions, measured with a digital
Vernier caliper with ± 0.01 mm measurement resolution. The sample preparation steps,
drawn in Solidworks 3D design software (version 2021, Dassault Systèmes SolidWorks
Corporation, Waltham, MA, USA), are presented in Figure 1.
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Figure 1. Preparation steps of the samples as modeled in Solidworks: (a) 3D printing of the sample’s
bottom half-layer, (b) placement of the CFC piece with the use of Kapton tape, and (c) continuing the
3D printing until the sample was ready.

2.2. Electrical Measurement of the Samples

The CFC pieces were electrically conductive. Based on the amount of carbon fibers
they contained, they provided different levels of electrical conductivity in the 3D-printed
matrix. In the sample preparation, the resistance of the CFC pieces was measured twice:
before their placement inside the sample and after the 3D printing process. The resistance
was measured using a Fluke 183 multimeter (Elfa Distrelec Oy, Helsinki, Finland) by
firmly pressing the multimeter probes on the CFC pieces to achieve a stable reading (<5 Ω
variation). The distance between the probes was 220 mm. The comparability of the results
to those of previous studies was enabled by converting resistance to conductivity. The
conductivity was calculated with the equation

σ = 1/((RA)/L), (1)

where σ is the conductivity in S/m, R is the resistance in Ω, A is the cross-sectional area
of CFC in m2, and L is the distance between probes in m. The cross-sectional area was
calculated based on the nominal width and thickness of CFCs, as reported in Table 1.
Note that the conductivity here does not refer to the carbon fiber’s conductivity but to the
average conductivity of the macroscopic sample’s CFC material.

2.3. Mechanical Tests

The mechanical behavior of the 3D-printed samples and the effect of the quantity of
the integrated CFCs on the failure behavior was evaluated with an ESM303 tensile tester
(Mark-10 Corporation, Copiague, NY, USA), equipped with a 500 N load cell. The distance
of the clamps was 50 mm; the movement speed of the upper clamp was 25 mm/min. From
each sample series, two samples were elongated 50% (25 mm) with a single pull-up test.

Because clothing-integrated stretchable and wearable components endure thousands
of stretching cycles during their lifetime [30], cyclic tensile loading was chosen as a more
realistic testing method. The cyclic electromechanical behavior of the samples was tested
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with the simultaneous use of the tensile tester and a custom-built resistance measurement
system (Tampere University, Tampere, Finland). In the cyclic electromechanical tests, the
movement speed of the upper clamp was 240 mm/min.

A custom-built resistance measurement system was constructed using an Arduino Uno
board. The system used Arduino Uno’s 10-bit AD converter for two-wire measurements to
calculate real-time voltage values over the samples, which were converted to resistance
values and recorded. The system had three measurement channels that used 3470 Ω
resistors as a reference. Based on the reference resistor values, the system’s accuracy
was ±3 Ω. A threshold of 3000 Ω was used to indicate the total sample failure. The
probes of the resistance measurement system were fixed to the samples’ contacts with
anisotropic conductive adhesive film (ACF), and were further clamped to ensure stable
electrical connections.

Since the conducting material’s structure is not homogeneous but is rather an intercon-
nected network of fibers with small contact points between the fibers, the current density
may influence the sample’s resistance. Nevertheless, no such effect was observed with the
low (less than 100 mA) measured DC currents. With higher frequencies (in MHz range) or
high currents (several A), the influence of current density on the resistance would probably
be observed, in alignment with previously reported results [31].

In the cyclic tests, three samples from the same category were fixed together in the
50-mm-wide clamps and simultaneously stretched 10,000 times. During testing, the tensile
tester measured the average force and displacement of three samples, and the resistance
measurement system measured each sample’s resistance. For every sample series in Table 1,
five degrees of tensile deformations were tested (10%, 20%, 30%, 40%, and 50%), and
25 cyclic tests were conducted. Figure 2 presents the clamped cyclic test samples with
background light. After the cyclic tests, a strain sensor test was carried out with the
cyclic test setup and a previously tested (50% elongated) cyclic test sample with a 153 µm
nominally thick carbon fiber layer. The sample was elongated repeatedly up to 10% with a
speed of 0.5 mm/min.
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Figure 2. Clamped cyclic test samples in the ESM303 tensile tester. The samples were inspected with
a background light, which revealed the integrated CFCs inside the 3D-printed TPU matrix.

The cyclic test analysis was performed using Matlab (version R2021b, MathWorks, Inc.,
Natick, MA, USA). Maximum and minimum resistance values during cyclic loading were
extracted from the test data by averaging the steady-state results obtained after the first
thousand cycles, and a high variation in the sample resistance was observed, presumably
due to fiber reorientation in the CFC layer. The change in the samples’ resistance was then
calculated based on the two parameters extracted above. Furthermore, the average change
in the resistance of the cyclically loaded samples was calculated by dividing the testing time
into ten cycle periods and calculating the average resistances of each period. After that,
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the average resistance data from the last 5000 cycles, with which the increase in resistance
versus the cycle could be linearized, were fitted using a linear relationship through the
polyfit Matlab function (n = 1) to obtain the average resistance change per cycle.

2.4. DIC Analyzes

To further analyze the electromechanical properties of the samples, DIC was used
for separate cyclic tests to inspect surface deformations of the samples in 100 early cycles,
in which the largest resistance changes typically occur. The surfaces of the samples were
studied and compared in the first, 50th, and 100th cycles. For this purpose, the deformation
of the samples during loading was recorded using the stereo 3D DIC imaging system 3D
StrainMaster Compact 5M (LaVision GmbH, Göttingen, Germany) and analyzed using
DaVis software (version 10.2.1, LaVision GmbH, Göttingen, Germany). The strain measure
used through the DIC analyses—and thus the one shown in the figures in this work—was
the logarithmic (Hencky) strain. For DIC, the speed of the upper clamp was 50 mm/min,
and the maximum elongation of the samples was 50% (25 mm).

The CFC pieces were studied with DIC without the 3D-printed TPU matrix to observe
the mechanical limits of the fabricated CFC pieces more closely. In these samples, each
CFC piece was laminated between two clear TPU films (Platilon U 4201 AU by Covestro).
The thickness of the films was 100 µm, width 10 mm, and length 200 mm. The film was
transparent and notably more deformable under the same load levels compared to the
1-mm-thick 3D-printed TPU matrix, enabling the evaluation of the deformation of the
CFC pieces.

3. Results
3.1. Preparation of the Samples

The dimensions of the designed samples were 10 mm in width, 1 mm in thickness,
and with a cross-sectional area of 10 mm2. Table 2 shows the measured average dimensions
of the sample series that underwent cyclic electromechanical testing, classified by amount
and type of reinforcement. The sample series contained 15 parallel samples.

Table 2. Studied CFC compositions based on the manufacturer’s data, and the target and measured
average dimensions of the sample series.

Series Average Width
(mm)

Average Thickness
(mm)

Average Area
(mm2)

Target dimensions 10 1 10
Without CFC 9.97 1.02 10.15

1 thin CFC (53 µm) 10.09 1.03 10.41
2 thin CFCs (106 µm) 10.12 1.04 10.56
3 thin CFCs (159 µm) 10.21 1.06 10.83
1 thick CFC (153 µm) 10.11 1.04 10.49

The area of the unreinforced sample series was 1.5% larger than the target dimensions.
With one layer of thick CFC, the average area increased by 4.9%. With 1–3 layers of thin
CFC, the average area increased by 4.1%, 5.6%, and 8.3%, correspondingly.

Figure 3 shows the resistance measurements of the CFC pieces of the samples before
3D printing, compared with the same measurements after the process. From these data,
it is evident that CFCs’ electrical performance improved after their integration into the
3D-printed matrix, since their resistance decreased. This differs, for example, from the
currently used carbon filler filaments, which have better electrical properties before 3D
printing. The resistance of the samples with thick CFC decreased by 27% after 3D printing,
making the average conductivity of the sample series approximately 1000 S/m. In the
sample series with one thin CFC, the resistance decreased by 33%, whereas the sample
series with two thin CFCs and three thin CFCs exhibited a 38% decrease in resistance. The
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calculated conductivity of all thin CFC sample series was at the level of 1500 S/m, which is
not a drastic variation, despite their differing thicknesses and several interfaces.

In addition to the decrease in the resistance, Figure 3 shows the scattering of the
resistance values in the CFC pieces. The series with one thin CFC showed the highest
dispersion of results, which decreased when more CFC plies were laminated on each
other. Furthermore, although the thickness of the sample with one thick CFC and that of
the sample with three thin CFCs samples were nominally similar, the resistance values
and scattered results of the series with one thick CFC were at the level of the series with
two thin CFCs.
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3.2. Mechanical Tests

First, the samples were elongated by 50% in the single pull-up tests; the results are
shown in Figure 4. In Figure 4a, it is possible to note that in the initial elastic phase, before
any crack formation in the samples, the increased amounts of CFCs added to the samples
resulted in larger slopes in the elastic region of the force-displacement curve. The high
amount of CFCs affected the elastic phase end, with the deformation developing into a
permanent plastic phase, the transition area becoming irregular, and random force drops
appearing. After the elastic phase, the decline in the force of the samples with one thick
CFC was about 20 N (20%) and it was approximately 5 N (6%) in the samples with three
thin CFCs. Furthermore, Figure 4b shows that the force results of the samples approached
certain levels, with the force of the plain samples and the samples with one thin CFC
approaching 70 N. In the samples with two thin CFCs and with three thin CFCs, the force
levels were around 90 N, whereas the force in the samples with one thick CFC varied
between 90 and 100 N.

After the single pull-up tests, the samples’ long-term durability was examined through
cyclic tensile tests. The raw data concerning resistance over time showed that three phases
could be identified for each cyclic test. Data from one sample from the sample series with
two thin CFCs (50% elongation) are shown in Figure 5. Initially, there was (1) a cycle in
which a high increase in the sample’s resistance was observed, followed by (2) a few more
cycles with decreasing resistance values, which finally (3) stabilized to a specific level. In
phase 3, the resistance behavior over the cycle was predictable and stable, or it varied
unpredictably and accumulated damage, as shown in Figure 6.
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stabilization that occurred within a few cycles.

The samples’ resistance varied differently depending on the CFC layer’s thickness,
structure, and tensile deformation level. The samples with a thin CFC layer and a low
degree of elongation were more likely to have a more stable resistance variation in phase 3
(Figure 6a) than the samples with a thick layer of CFCs and high elongation (Figure 6b). In
some cases, the resistance values in phase 3 exceeded the measurement limits of the test
setup (3000 Ω), indicating the electrical failure of the sample.

In addition to the resistance behavior, the samples with different CFC layers exhibited
different elongation and failure behavior (Figure 4). The samples with 1–2 layers of thin
CFCs elongated uniformly, but those with a stiffer CFC layer elongated more locally.
Thinner CFC layers tended to show delocalized damage and deformation along the whole
sample through the TPU matrix; in the thicker samples, the deformation was localized
where the CFC layers started forming cracks, leading to high local strains in the matrix,
greatly affecting the samples’ electromechanical properties.
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Figure 6. Cyclic behavior comparison of the samples elongated 30%. (a) The sample with 1 thin CFC
exhibited repetitive electrical behavior in the 600 Ω–800 Ω range, whereas (b) the sample with 3 thin
CFCs exhibited varying properties in the 350 Ω–1250 Ω range.

Figure 7 shows the resistance ranges of the cyclic sample series, with the electrome-
chanical behavior of each measured sample regarding its resistance properties is displayed
as a vertical line. The results of the three parallel samples are grouped, and the endpoints of
the lines show the maximum and minimum resistances, whereas the line’s length displays
the resistance change during stable cyclic loading. As depicted in Figure 7a, the sample
series with one thin CFC showed a moderate, gradual increase in its resistance range before
the final 50% deformation level, which increased the samples’ resistance range and varia-
tion. Figure 7b shows the modest resistance behavior of the series with two thin CFCs, with
similar resistance values at the 30% and 40% deformation levels; at the 50% deformation
level, the resistance range was less than 500 Ω.
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Figure 7. Resistance range lines of cyclic sample series, where three parallel samples are grouped
together. The bottom and top endpoints of the lines show the minimum and maximum resistance
values of the samples: (a) series with 1 thin CFC, (b) series with 2 thin CFCs, (c) series with 3 thin
CFCs, and (d) series with 1 thick CFC.

As illustrated in Figure 7c, the stiff series with three thin CFCs showed more scattered
results regarding the maximum resistance and resistance range values, whereas the min-
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imum resistance level still exhibited a recognizable gradual increase. Finally, as shown
in Figure 7d, the series with one thick CFC behaved similarly to the series with one thin
CFC. However, the resistance was lower at the 10–20% deformation levels because of the
greater thickness of the CFC layer. Conversely, this sample series showed higher resistance
changes at the deformation levels of 40% and 50% because of its stiffness.

Like Figure 7, Figure 8 shows the changes in the average resistance in the samples
per 5000 cycles, which indicates how much the resistance changed in the stable cyclic
deformation phase of the cyclic samples (previously defined as phase 3). The failed samples
that reached the 3000 Ω failure limit in Figure 7 are absent from Figure 8.
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Figure 8. Average resistance changes between cycles in the last 5000 test cycles: (a) series with 1 thin
CFC, (b) series with 2 thin CFCs, (c) series with 3 thin CFCs, and (d) series with 1 thick CFC.

In Figure 8a, the series with 1 thin CFC exhibited a change of approximately 5 Ω
(1%) or smaller throughout 5000 cycles, except for a 50% tensile deformation level. The
more random 50% tensile deformation level indicates the possible electrical limits of the
sample series. In Figure 8b, the change in resistance increased as the tensile deformation
increased; in the 10–30% tensile deformations, the average resistance change was always
lower than 3 Ω (0.5%). At the 40–50% level, the resistance change was still small, but the
low resistance range in Figure 7b increased the percentual resistance change and the results
were approximately 5 Ω (lower than 1%).

In Figure 8c, the scattered resistance values show that the samples with three thin
CFCs were not deformed evenly. Moreover, several samples (one sample from the 30%
deformation level, two from the 40%, and one from the 50% level) were removed as failures.
Despite this, the samples’ percentual resistance change was lower than 1%; even with
two unstable samples at 20% and 50% deformation levels, the change was approximately
2% and 1.5%, correspondingly.

Figure 8d depicts the results of the series with 1 thick CFC, which differed from the
rest of the sample series in Figure 8 and which exhibited small negative resistance changes
(lower than −0.3%) at the 30% and 40% tensile deformation levels. In the samples, the
resistance decreased throughout the cycles, which can be explained, e.g., by the alignment
of the carbon fibers. Furthermore, the average resistance changes were small at the 10–40%
levels and were always less than 4 Ω (1%) due to the high thickness of the CFC layer. This,
however, changed at the 50% deformation level, where the CFC layer’s stiffness was high
enough (compared to one of the TPU matrices) that the sample continued accumulating
damage, resulting in only one intact sample at the end of the cyclic test that showed an
average resistance change equal to 10 Ω per 1000 cycles.
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3.3. A Strain Sensor Demonstration

Finally, the usage of 3D-printed samples with an integrated carbon fiber layer as a
strain sensor was tested, with results shown in Figure 9. As an interconnection, the samples
lasted well up to 50% elongation, but for sensor applications, a smaller 10% dynamic range
was used after the initial 10,000 cycles, with a maximum elongation of 50%.

In the tests, rapid changes caused a dynamic error, and the response to a step change
stabilized in about 200 s. The test in Figure 9a was carried out with a stretching speed
of 0.5 mm/min and a maximum elongation of 10%. Figure 9a shows a linear increase in
resistance, which is optimal for sensing applications. However, there was some drift in the
output signal, similarly to what can be seen in the cyclic test in Figure 5. The drift stabilized
after about 100 cycles.
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Figure 9. Sensor properties of tested cyclic test samples (153-µm-thick CFC, 10,000 cycles, 50%
elongation, 240 mm/min speed). (a) Raw data with 10% elongation and 0.5 mm/min speed, and
(b) a resistance-displacement curve of the first 4 cycles from (a).

As shown in Figure 9b, the practical dynamic range of the sensor was 750 Ω–1800 Ω.
The system shown in Figure 9b was not strictly linear. The nonlinearity error and noise
were <5% of the full scale. The sensor’s output after the structure stabilized was repeatable,
and the nonlinearity could be compensated for using software.

Figure 9b also shows hysteresis and sensitivity. The maximum difference during the
hysteresis cycle was 220 Ω, which corresponds to ~10% of the full scale. The sensitivity of
the sensor structure was ~200 Ω/mm.

3.4. DIC Analyses

The 3D-printed samples are also studied with DIC to identify local deformations to
supplement the mechanical test results. The results of DIC analyses for the different sample
series are presented in Figure 10.

Figure 10 shows that samples with different embedded CFC layers also exhibited
different levels of local deformations. The non-reinforced plain sample (b1) and those with
one thin CFC (a3 and b3) elongated uniformly without visual signs of deformation in the
vertical direction. The stiffening effect of one thin CFC did not affect the overall surface
deformation of the TPU matrix, nor did it create stress concentration areas. Instead, the
sample with two thin CFCs (a1) showed multiple oblique failure bands that followed the
shape of a 45◦ infill pattern over the entire length of the sample. Moreover, the high strain
peaks observed here differed from the bulk level of deformations by only 20%.
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Figure 10. DIC y-axial Hencky strain results of 3D-printed samples in 20% and 50% elongations:
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The stiffest samples (a2 with three thin CFCs and b2 with one thick CFC) showed
prominent failure bands, where failure was concentrated on the CFC layer. At 50% elonga-
tion, it is possible to note that some areas in the sample with three thin CFCs were almost
undeformed (5%), whereas other areas exhibited axial deformation reaching over 70%
due to the complete local failure of the CFC layer. The sample with one thick CFC also
displayed a visible failure with a 40% deformation difference between the undeformed and
failure areas.

As well as the 3D-printed samples, the deformation of CFC pieces embedded between
thin and highly elastic TPU films is presented in Figure 11. In these cases, the stiffness of
the CFCs and the TPU films differed considerably, making the CFC piece the load-carrying
component and the TPU films only the binders of the CFC piece.
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Figure 11. DIC y-axial Hencky strain analyses of the elongation of laminated CFC samples, where
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The DIC examination, shown in Figure 11, indicated that the failure of the CFC
piece occurred at the same deformation level for samples with different thicknesses and
structures. Generally, when a failure was localized at one point on the CFC piece, the
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elongation was focused on that area. For instance, in the highly elongated samples shown
in Figure 11, the dark-colored CFC areas were elongated by less than 10%, whereas the
elongation in the cracked areas could reach over 150%. The results showed that the highly
deformable TPU films around the CFC piece did not distribute loads across the CFC piece
and required a stiffer TPU matrix, which can be made through FFF.

4. Discussion
4.1. Effect of CFCs on the 3D Printing Process

Adding CFCs into FFF had both negative and positive effects on the process and the
prepared object. The object’s dimensions changed when CFCs were added inside an object
without a cavity (Table 2). The samples’ dimensions increased when the amount of CFCs
increased since the carbon fibers replaced molten polymer on the layer, forcing it to flow
elsewhere. However, when considering FFF’s general accuracy, the calculated volume
increases were small, and these changes can be considered in the design phase.

In the preparation of the samples, integrating CFC pieces into the TPU matrix changed
the CFC layer’s electrical properties. The 3D-printed molten plastic on the CFC piece
compressed the fibers on the previously printed layer in the z-direction, improving the
CFCs’ electrical properties by decreasing the resistance by about 30%. Furthermore, the
shrinkage of the molten plastic during cooling may have compressed the CFC layers even
more in the x- and y-directions, improving their electrical properties more. The measured
sample series had different amounts of integrated CFC layers, and the series with one thin
CFC (a nominally 53-µm-thick CFC layer) showed scattered resistance results, as shown in
Figure 3. When the CFC layer’s nominal thickness was at least 100 µm, the sample’s final
resistance value was more consistent and predictable. Moreover, the series with two thin
CFCs series and that with one thick CFC had approximately the same measured electrical
behavior despite their 50 µm difference in thickness, indicating that lamination and the
inclusion of an interface between the two CFC plies even out the electrical properties of
randomly oriented CFCs efficiently.

The conductivities of the thin and thick CFC pieces were about 1500 S/m and 1000
S/m, correspondingly. The lamination of two or three thin CFCs plies together did not
change the conductivity despite its effect on the resistance values. Notably, the nominal
thicknesses of the CFC plies were used in the conductivity calculations. In case of the
possible compression of the plies, a lower thickness would mean even higher conductivity.
Furthermore, in measuring the initial resistances (used for the conductivity calculations),
the accuracy of the resistance measurements was affected by the contact resistance and
surface topography of the permeable fiber matrices. The inaccuracy was the same in the
case of the CFC pieces (<5 Ω). Nevertheless, sample conductivity obtained using this
method was two orders of magnitude higher than that of the methods currently used to
incorporate carbon particles into FFF-generated objects, which justifies the use of CFCs in
FFF matrices.

Also notable is that adhesion of the TPU matrix and the CFC piece was solid, showing
no traces of delamination. The CFCs were placed on the additive manufactured surface
without adhesives, and the flowing molten TPU fixed the CFC pieces inside the matrix’s
TPU infill structure. It is also likely that the molten TPU did not fully penetrate the thick
CFC piece but still encapsulated the CFC layer inside the sample.

4.2. Electromechanical Behavior of the Samples

All the integrated CFC sample series were produced using the same 3D printing
process, but their electromechanical properties varied. Independently, the CFC plies had
different electrical properties because of their thicknesses and fabrication procedures,
which, however, did not affect properties such as their elongation at break (Figure 11).
Furthermore, considering the results of the plain TPU samples, one can claim that the
samples’ electromechanical properties came from the unique combination of the 3D printed
TPU and CFCs.
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The cyclic tensile test samples exhibited three phases in their tensile deformations
(Figure 4), in which the first cycles might be explained through the rearrangement of the
carbon fibers in the material. During the first loading cycles, carbon fibers embedded
in the 3D-printed material may experience high enough local deformation, which may
break part of the conduction network; as this induces an increase in resistance, some of
the fibers that are now free to move to rearrange themselves due to the highly directional
deformation applied, thus creating new (and more stable) paths that lead to a substantial
decrease in the overall resistance. However, this phenomenon is not fully explained and
requires more analysis.

The third phase is related to the electromechanically stabilized area that is observed
after the orientation of the fibers. The regularity of phase 3 is affected by the amount of
tensile deformation, thickness, and the number of interfaces in the CFC piece. Moreover,
phase 3′s erratic behavior commonly affects only the maximum resistance values per cycle,
whereas the minimum value stays at the same level. In the series with one thin CFC, phase
3 was even, but the resistance range in the cycles was extensive. In the series with three
thin CFCs series and that with one thick CFC, phase 3 was unstable because of increased
damage accumulation in the CFC layer. The most promising was the series two thin CFCs,
where phase 3 was stable, and the resistance varied only 500 Ω between the maximum and
the minimum during cycling at 50% tensile deformation.

4.2.1. Plain Sample Series and Series with One Thin CFC

In the plain sample series and that with one thin CFC, the deformations of the samples
were determined by the properties of the TPU matrix. The plain sample series exhibited
smooth force-displacement curves, as shown in Figure 4, which are typical for rubber-
like materials. Adding one thin CFC into the matrix changed the curves, so that there
were (1) linear elastic and (2) settling plastic deformation areas. The samples with one
thin CFC elongated evenly, and their force approached the same level as that of the plain
samples, meaning that the thin CFC influenced the samples’ initial stiffness and the TPU
matrix carried a load further at higher elongations. The 53-µm-thin CFC’s minimal effect
on the long-term deformation of the TPU matrix can also be seen in the DIC results
in Figure 10, where the plain sample series and that with one thin CFC exhibited well-
distributed deformations.

The low density of fibers in the samples with one thin CFC allowed molten TPU to pen-
etrate the fiber layer, encapsulating the fibers inside the matrix and enhancing the samples’
mechanical properties, also affecting their electrical properties. The electrical properties
of the series with one thin CFC were governed by the TPU’s mechanical deformations,
resulting in a nonlinear relationship with the average resistance, as shown in Figure 7a. At
10–40%, tensile deformations—the one thin CFC encapsulated inside the TPU matrix—the
electrical connection between carbon fibers was maintained, and this was improved by
the fibers’ length (25.4 mm). At 50% tensile deformation, the fibers partially detached
from each other, increasing the resistance range values, as shown in Figure 7a, and causing
scattering, as shown in Figure 8a. Furthermore, the great increase in resistance could be
caused by the random orientation of the fibers and the local thickness variations of the thin
CFC, which can make parts of CFC more electrically sensitive to mechanical deformations.

4.2.2. Sample Series with Two Thin CFCs

In the sample series with two thin CFCs, the combination of the TPU matrix and CFCs
was mechanically balanced, which can also be seen in the series’ good electrical properties.
Compared with the samples with one thin CFC, the stiffness of the samples with two thin
CFCs doubled (Figure 4a), and the samples showed a small force fluctuation at the start
of the plastic deformation phase (Figure 4b), indicating minor reorientation or tearing
of the CFC layer. The series’ closely balanced mechanical properties are also shown in
Figure 10a, where the CFC layer was stiff enough to form 45◦ failure bands in the sample,
which, however, were distributed along the samples’ length, and their deformation level
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was only 20% higher than in the undeformed areas. The stretchability of TPU with the long
length of the carbon fibers meant that the 20% deformation level of the failure bands did
not negatively affect the samples’ electromechanical properties.

The electrical properties of the sample series were stable. In Figure 7b, the resistance
range stayed at the same level with 30–40% tensile deformations and with 50% tensile
deformations of 500–1000 Ω. This stable behavior can be explained by the local failure
bands, where tensile deformations were “absorbed”. Furthermore, the two laminated CFC
plies and the interface between them could form an impermeable layer; the molten TPU
did not completely bind with the lower CFC ply. In that case, the lower CFC ply can
move and be further subjected to higher tensile deformations. However, only a specific
degree of movement can improve the electrical properties by preserving the conductive
fiber network under the movement of the TPU matrix. In contrast, too great a movement
can detach and reconnect the fibers and lead to unstable electrical properties, which likely
occurred in the series with three thin CFCs. With these features, the series with two thin
CFCs showed the most balanced and stable electrical properties, which can be considered
for the development of stretchable interconnects or sensors for wearable applications.

4.2.3. Sample Series with Three Thin CFCs and with One Thick CFC

In the samples with three thin CFCs and those with one thick CFC, the CFC layer
was rigid, surpassing the stiffness of the TPU matrix governing the deformations in the
samples. The tensile deformations oriented and tore the CFC layer, leading to uneven
mechanical results and further varying the samples’ electrical properties at high levels of
tensile deformation.

As shown in Figure 4, the failure of the sample series with three thin CFCs and that of
the samples with one thick CFC resembled each other, although the samples consisting of
three thin CFCs had about 10 N lower maximum tensile strength than the samples with
one thick CFC. Moreover, as shown in Figure 10, the samples with three thin CFCs showed
a 70% difference between the least and most elongated areas, whereas the samples with
one thick CFC showed a deformation difference of 40%. These results indicate that the
two interfaces of the thin CFCs negatively affected the matrix’s mechanical durability and
restricted the transmission of forces in the CFC layer.

During 3D printing, molten TPU likely cannot penetrate deeply into the CFC layer,
although decreasing resistance due to the compression effect of TPU can be observed. The
CFC and the infill area were encapsulated inside the sample, but CFC adhered only on one
side, affecting the samples’ mechanical and electrical properties. This partial adherence
promoted the effect of the interface areas in the CFC layers, allowing them to act as the
weaker points for failures and resulting in the lower tensile properties of the samples with
three thin CFCs compared to those with one thick CFC, as shown in Figure 4.

Among the entire sample series, the electrical properties of the series with three thin
CFCs were the lowest in regard to resistance. The samples showed low and predictable
resistance values, as shown in Figure 3, with the two interface areas between the three
thin CFCs making the CFC layer conductivity very even. Still, this sample series could
only sustain 10–20% tensile deformations before random failures occurred, as shown in
Figures 7c and 8c. Depending on the application, however, this can still be sufficient, since
each sample must be subjected to an external load of approximately 100 N before reaching
higher deformation levels, enabling one to use structures with three thin CFCs in low-level
stretchable electronics for wearable sensor pads.

The electrical behavior of the sample series with one thick CFC and that with one thin
CFC showed similar features. The difference was that the thick CFC was thicker and stiffer,
making it more conductive at lower tensile deformations. However, after the breaking
point, the samples exhibited higher resistance ranges because of the 45◦ failure bands.
In fact, distributed local elongation points can orient the fibers in the tensile direction,
even after thousands of cycles—whenever a failure band is formed—which can cause the
resistance range to decrease, as in Figure 8d.
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4.3. Sensor Properties of the Samples

Figure 9 shows the use of the already cyclically tested sample as a sensor. Despite
the fact it had been elongated up to 50% 10,000 times, the sample exhibited a repeatable
resistance curve at 10% elongation. The practical dynamic range was at least 10%, and the
sensitivity was good, at approximately 10 Ω per 1% change of the full scale (~200 Ω/mm).
Furthermore, the low amount of noise, drift, and the small nonlinearity error enables the
application of the matrix in sensors. However, its high hysteresis decreases its accuracy
and could limit its use.

In the sensor testing, the properties of the TPU matrix and sample dimensions also
likely affected the resistance values. At the start of the testing process, the sample exhibited
similar drift values to those of the cyclic test samples (Figure 5), which stabilized when
the number of cycles increased. Fast mechanical deformations can cause dynamic errors;
therefore, the 3D-printed matrix with the current dimensions exhibits the best performance
when measuring slow changes.

5. Conclusions

Adding CFCs into the 3D printing process of a deformable TPU matrix represents a
new way to make electrically conductive, stretchable, and wearable 3D-printed electronic
devices. This method differs from current methods due to the possibility of creating
structures with stretchability, excellent conductivity, printing accuracy, and isotropic layers.
After studying the sample series during their fabrication phase, with single pull-up tests,
electromechanical cyclic tests, and finally by analyzing them with DIC, the benefits of the
addition of CFCs into the 3D-printed deformable matrix are obvious.

The results showed that the TPU matrix with just one nominally 53-µm-thin CFC
layer provided 1500 S/m of conductivity—a result which has not been achieved with
other carbon additives in the FFF process. When the thickness and number of interface
areas were increased, the resistance of the CFC layers decreased to 5 Ω/10 mm, which
has been conventionally achieved in the stretchable electronics field only with the use of
metal-based materials.

The electromechanical properties of the CFC samples varied according to the thickness
and structure of the CFC pieces, enabling versatile applications. The use of a thin and
permeable CFC piece could support more stable and durable mechanical features, enabling
the structure to deform based on the properties of the 3D-printed TPU matrix. The thick
and multilayered CFC piece exhibited better electrical properties with low resistance and
good mechanical stability, and the CFC’s stiffness governed the structure’s deformation.
Between these extremes, the sample series with two thin CFCs and one interface area
between the CFC plies demonstrated more balanced electromechanical properties. Small
45◦ failure bands with long carbon fibers absorbed tensile deformations while maintaining
stable electrical properties.

These results show the potential of this novel production method to create 3D-printed
stretchable electronics that can withstand high levels of deformation in a single pulling
experiment and in numerous cycles. The use of one thin CFC increased the stiffness of the
elastic phase but did not affect the plastic phase of 3D printed samples. The use of a high
amount of CFCs increased the stiffness considerably and resulted in an irregular plastic
phase, in which a 20% force decline was possible. In the cyclic testing, the samples with one
thin CFC or two thin CFCs layers could reach even higher elongation than that measured
at 50% for 10,000 cycles. This fabrication approach is easy to incorporate into current
3D printing practices, enabling the preparation of 3D-printed stretchable and wearable
electronics with commercially available materials and methods. Varying the thickness and
number of CFCs added into the 3D-printed matrix allows one to optimize the structures’
properties for different purposes. Additive-manufactured deformable CFC electronics can
be used, for example, in sensors, interconnects, and circuit boards.

The use of CFCs inside 3D-printed structures has advantages, for example, using
one thin CFC in several layers in FFF so that every printing layer adheres to only one
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layer of a thin CFC can be implemented to make highly reinforced structures that elongate
steadily and which have intermediate electrical conductivity. Moreover, the CFCs on
multiple layers can be shaped differently, enabling simple 3D PCBs that are stretchable and
wearable. However, the manufacturing parameters of 3D-printed TPU matrices and CFCs
of differing thicknesses require further optimization for sensor applications. Furthermore,
the placement method of CFCs needs to be automated, for instance, with the use of a
modified pick-and-place machine.
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Abstract: A plasmonic refractive index sensor based on surface plasmon polaritons (SPPs) that
consist of metal–insulator–metal (MIM) waveguides and a whistle-shaped cavity is proposed. The
transmission properties were simulated numerically by using the finite element method. The Fano
resonance phenomenon can be observed in their transmission spectra, which is due to the coupling
of SPPs between the transmission along the clockwise and anticlockwise directions. The refractive
index-sensing properties based on the Fano resonance were investigated by changing the refractive
index of the insulator of the MIM waveguide. Modulation of the structural parameters on the Fano
resonance and the optics transmission properties of the coupled structure of two MIM waveguides
with a whistle-shaped cavity were designed and evaluated. The results of this study will help in the
design of new photonic devices and micro-sensors with high sensitivity, and can serve as a guide for
future application of this structure.

Keywords: plasmonic; refractive index sensor; finite element method; Fano resonance; metal–
insulator–mental

1. Introduction

Surface plasmon polaritons (SPPs) have the capability of overcoming the diffraction
limit due to their energy evanescently confining in the perpendicular direction of the metal–
insulator interference [1–3]. SPPs have been widely used in surface-enhanced Raman
scattering, imaging, solar cells, sensors, optical filters [4–10], and so on. Recently, another
new type of surface plasmon, Tamm plasmon modes in the metal-PhC cavity, has shown
excellent performance in gas sensors and refractive index sensors due to its sensitivity
to the environment and strong localization [11–13]. For the application of manipulating
SPPs in chip-scale integration, metal–insulator–metal (MIM) waveguides are an excellent
subwavelength photonic device [14,15]. A plasmonic interferometric biosensor based on
MIM waveguides for phase-sensitive biomolecular analysis has been proposed [16]. SPP
photonic devices based on MIM waveguides have received increasing attention, such as
all-optical switches, sensors, and slow light devices [17–19].

Recently, the Fano resonance phenomenon was observed in the MIM waveguide-
coupled resonator system [20,21]. It was first discovered by Fano Ugo, and has an asym-
metric line profile due to the interference between a narrow discrete resonance and a
broad spectral line or continuum [22–24]. Fano resonance, as a weak coupling and inter-
ference phenomenon, has a unique line shape, which provides a promising pathway to
achieve ultrahigh sensitivity sensors, lasing, all-optical switching, and nonlinear and slow
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light [25–31]. Biosensors and chemical sensors based on Fano resonance have attracted
much attention from researchers due to their extreme sensitivity to changes in structural pa-
rameters and the surrounding dielectrics [32,33]. These sensors exhibit good performance
in terms of sensitivity and figure of merit (FOM) [34,35]. To achieve ultrahigh sensitivity,
these structures and parameters need to be optimized. Therefore, the way in which to
optimize the MIM waveguide-coupled resonator system to obtain a plasmonic coupled
system with a Fano line shape is a key issue for designing high-sensitivity plasmonic
sensors.

In this study, a whistle-shaped plasmonic structure composed of one whistle-shaped
cavity and an MIM waveguide was designed to obtain high-sensitivity sensors based on
Fano resonance. The transmission properties and magnetic field distributions of the whistle-
shaped structures were simulated using the finite element method (FEM). The effects of the
structural parameters of the whistle-shaped structure on the transmission spectrum were
investigated. The refractive index sensitivity and the FOM of the whistle-shaped structure
were explored. A derived plasmonic structure composed of a double whistle-shaped
coupled structure was designed and evaluated. The sensitivity of the derived structure was
examined.

2. Structure Model and Analytical Method

As shown in Figure 1a, the 2D schematic of the proposed plasmonic structure is
composed of a whistle-shaped cavity and an MIM waveguide. The whistle-shaped cavity
was composed of the input MIM waveguide on-interval and a ring cavity. As shown in
Figure 1, the blue and white parts denote Ag (εm) and air (εs), respectively. The widths w of
these MIM waveguides were fixed at 50 nm to support the only fundamental transverse
magnetic (TM0) in the MIM waveguides. The length of the output MIM waveguide is L,
and the gap between the output MIM waveguide and the ring cavity is d1. The inner and
outer radii of the ring cavity in the whistle-shaped structure are represented by r1 and r3,
and the center radius of the ring cavity is r2 = (r1 + r3)/2. The red vertical dashed line
passes through the center of the ring cavity and is defined as the reference line.
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Figure 1. (a) Two-dimensional schematic for the MIM waveguides coupled with a whistle-shaped
cavity. (b) The calculated and experimental values of the real and imaginary parts of the permittivity
of silver.

The frequency-dependent complex relative permittivity ε(v) of silver is characterized
by the modified Debye–Drude dispersion mode [36,37] as follows:

ε(v) =
ε∞ + (εs − ε∞)

1 + ivτ
+

σ

ivε0
(1)

where ε∞ = 3.8344 is the infinite frequency permittivity, εs = −9530.5 represents the static
permittivity, σ = 1.1486 × 107 S/m is the conductivity, and τ = 7.35 × 10−15 s is the
relaxation time. Figure 1b shows the real part and the image part of the experiment value
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and modified value using the Debye–Drude model for the silver relative permittivity. The
theory mode is in good agreement with the experimental data.

The transmission properties of the single whistle-shaped structure and the double
whistle-shaped coupled derived structure were investigated using FEM with perfectly
matched layer-absorbing boundary conditions. The transmittance is defined as T = |S21|2,
where S21 is the transmittance of the MIM waveguide [38].

For MIM waveguides, only the fundamental transverse magnetic (TM0) mode can be
supported, and its dispersion relation is expressed as [39]:

tanh(κw) = −2κpα/(κ2 + p2α2) (2)

where κ and w are the perpendicular core wave vector and the insulator width of the MIM
waveguide, respectively. The symbols in Equation (1) are defined as p = εin/εm and α =
[k0

2(εin − εm) + κ]1/2, where εin and εm are the dielectric constants of the insulator and the
metal, respectively; k0 = 2π/λ0 is the free space wave vector; κ can be solved from Equation
(1) using the iterative method. Thus, the effective index neff of the MIM waveguide can be
defined as neff = (εm + (κ/k0)2)1/2. The wavelength of SPPs, λspp, can be expressed as λspp
= λ0/Re (neff), where Re (neff) is the real part of neff.

3. Results and Discussions

Figure 2a shows the transmission spectrum of the whistle-shaped MIM waveguide
system with s = 30 nm, w = 50 nm, d = 10 nm, and r2 = 145 nm. As shown in Figure 2a, three
asymmetrical profile peaks (0.645, 1.15, and 1.24 µm) can be observed in the transmission
spectrum, which are regarded as the Fano resonance. The transmittance shows an unusual
variation with the increase in wavelength from 1.15 to 1.24 µm; in particular, a steep slope
curve can be observed in the transmission spectrum at the range of 1.225–1.24 µm. The Hz
field distributions at λ = 0.645, 1.15, 1.225, and 1.24 mm were simulated and are displayed
in Figure 2b–e to understand the physical mechanism of the asymmetrical profile peaks
of the proposed structure. Steady stand wave modes can be observed, and the black
arrows represent the time-average power flow distributions in the Hz field distribution
graphs. For λ = 0.645 µm, Re(neff) = 1.4435, and λspp = 0.4468 µm, so the number of
wave nodes can be calculated by 2πr2/λspp = 2. As shown in Figure 2b, two wave nodes
were formed in the Hz field distribution, and the time-average power flow distributions
show an anticlockwise mode in the ring cavity. Most of the SPPs’ energy was limited
in the whistle-shaped cavity, and part of the SPPs’ energy was coupled into the output
waveguide, so a peak was formed in the transmission spectrum, as shown in Figure 2a. For
λ = 1.24 µm, the Fano resonance was caused by the interference between the anticlockwise
mode and the clockwise mode. The Hz field distribution (Figure 2e) is similar to Figure 2d
(λ2 = 1.225 µm), but the SPPs’ energy could be coupled into the output waveguide and a
resonance peak is formed in the transmission spectrum for λ1 = 1.24 µm. For λ2 = 1.225 µm,
the SPPs’ energy was not coupled into the output waveguide. The time-average power
flows show that an anticlockwise mode occurred. For λ3 = 1.15 µm, the Hz field distribution
was mainly distributed in the whistle-shaped cavity, and part of SPPs was coupled into the
output waveguide. The time-average power flows show a clockwise mode. Thus, the Fano
resonance was due to the coupling between the anticlockwise and clockwise modes. For
λ4 = 0.645 µm, the Hz field distribution reveals that a second-order vibration mode was
formed in the whistle-shaped cavity, which was a new vibration mode. The time-average
power flows show an anticlockwise mode.

The transmission spectra were simulated by replacing the air of the MIM waveguide
system with different refractive index media (n = 1, 1.33, 1.34, and 1.35), which are shown in
Figure 3a, to investigate the effect of refractive index n on the transmission properties of the
whistle-shaped MIM waveguide system. As shown in Figure 3a, the Fano resonance peak
red shifted with the increase in n, and another new resonance peak can be observed at the
short wavelength range when n was larger than 1.33. The radius r2 of the whistle-shaped
cavity was fixed because the neff value in the MIM waveguide-coupled whistle-shaped
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cavity decreased with the increase in n, and the number of modes increased. Therefore, a
peak can be observed at the near short wave (0.60–0.7 µm) in the transmission spectra. We
calculated the shift of the Fano resonance peaks (I and II) with the refractive index change.
The sensitivity fitting curves of peaks I and II are shown in Figure 3b. The sensitivity of peak
I is S1 = δλ/δn = 600 nm/RIU, and the sensitivity of peak II is S2 = δλ/δn = 1229 nm/RIU.
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r1 was varied from 130 to 170 nm at intervals of 10 nm with n = 1, w = 50 nm, and
L = 530 nm to study the effect of the different radii of the ring cavity on the Fano resonance
of the MIM waveguide. With the increasing radius r2 of the ring cavity, red shifts of the
transmission spectrum and decreases in the transmittances of the Fano resonance peak
can be observed in Figure 4a. Figure 4b shows the transmission spectrum with different
coupled distances d between the top waveguide and the whistle-shaped ring cavity, and
the other parameters were fixed as n = 1, r1 = 150 nm, r3 = 100 nm, and d1 = 10 nm.
From the transmission spectrum, the Fano resonance peak appears to be blue-shifted,
but this was actually caused by the Fano resonance peak widening as d1 increased, and
the transmittances decreased with the increase in d1. In contrast, the Fano resonance
valley hardly shifted with as d1 increased, which was dependent on the length of the
whistle-shaped ring cavity.

In this section, we investigate the derivative structure, MIM waveguide-coupled
whistle-shaped cavity, and the proposed structure, as shown in Figure 5a. Figure 5b
shows the transmission spectrum of the proposed MIM waveguide-coupled double whistle-
shaped cavity, and the structural parameters were fixed at n = 1, R2 = r2 = 125 nm, and
d2 = 10 nm. Although the transmission spectrum is similar to the MIM waveguide-coupled
single-whisper cavity, another new peak emerged in the transmission spectrum. FR2 was
unremarkable and FR1 and FR2 were extremely close when R2 = r2. The Hz field distri-
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butions at λ1 = 1.09 mm, λ2 = 1.06 mm, λ3 = 1.05 mm, λ4 = 1.045 mm, and λ5 = 0.995 mm
are displayed in Figure 5c. For λ1 = 1.09 mm, the phase of the Hz field distribution in
the bottom and top whistle-shaped cavities was opposite, and the output waveguide was
located at the position of the strong negative time-averaged power flow, so the SPPs’ energy
could be passed from the output waveguide. For λ2 = 1.06 mm, the Hz field distribution
in the bottom and top whistle-shaped cavities was symmetric on the vertical axis. The
output waveguide was located at the position joint between the positive and negative
time-averaged power flows, so few SPPs’ energy could be passed. For λ3 = 1.05 mm, the
strong Hz field distribution concentrated in the bottom whistle-shaped cavity, and few
SPPs’ energy were coupled into the top whistle-shaped cavity. The output waveguide was
located in the abdominal of the negative time-averaged power flow, so the SPPs’ energy
could be passed to the output waveguide. For λ4 = 1.045 mm, the Hz field distribution
in the bottom and top whistle-shaped cavities was located on the horizontal axis. For
λ5 = 0.995 mm, the strong Hz field was mainly distributed in the bottom whistle-shaped
cavity, and few SPPs’ energy were coupled into the top whistle-shaped cavity.
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The value of R2 changed and was varied from 130 to 170 nm at intervals of 10 nm, with
r1 = 150 nm and d2 = 10 nm, to further investigate the effect of the top whisper cavity on
the Fano resonance. A remarkable double Fano resonance was found in the transmission
spectra, as shown in Figure 6a. With the increase in R2, an obvious red shift can be observed
in the transmission spectra. The locations of the FR2 peak’s red shift with the increase in R2
and the transmittance of FR2 first showed decreases and then increases. When R2 = r2, the
transmittance was minimal, and with an increasing R2, new FR3 peaks can be observed in
the transmission spectra for R2 = 135 nm. From Figure 6b, FR1 seems to be blue-shifted,
but this was actually due to a decrease in the peak width of FR1 with the increase in the
distance (d2) between the ring cavity from 5 to 25 nm when the values of R2 and r2 were
fixed as 125 nm. The transmittance of FR2 decreased, but FR2 experienced no shift with as
d2 increased. When d2 = 25 nm, the peak of FR2 disappeared in the transmission spectra.
With an increasing d2, FR3 was blue-shifted and the transmittance decreased. Figure 6c
shows the transmittance spectrum when changing its refractive index n (n = 1, 1.33, 1.34,
and 1.35) of the proposed double whisper cavities, and the other parameters were fixed as
d2 = 10 nm, r2 = 125 nm, and R2 = 115 nm. The Fano resonance exhibited a red shift with the
increase in the refractive index n, and the sensitivities of 1.057 µm/RIU and 0.969 µm/RIU
were obtained at λ1(FR1) and λ2(FR2).
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posed. The transmission properties were simulated numerically using FEM. Fano resonance
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due to the coupling of SPPs in the whistle-shaped cavity between the transmission along
the clockwise and anticlockwise directions. Refractive index-sensing based on the Fano
resonance was investigated by changing the refractive index of the insulator of the MIM
waveguide. The results showed that a maximum sensitivity of 1229 RIU/nm was obtained.
Compared to the single MIM waveguide-coupled whistle-shaped cavity, the double MIM
with whistle-shaped cavity structure exhibited multi-Fano resonance. The refractive index
sensor’s sensitivity was smaller than that of the single MIM waveguide-coupled whistle-
shaped cavity. The results of this study will help in the design of new photonic devices and
microsensors with high sensitivity.
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Abstract: This paper investigates the feasibility and performance of the fabrication of platinum high-
temperature thin-film strain sensors on nickel-based alloy substrates by additive manufacturing. The
insulating layer was made of a dielectric paste by screen printing process. A 1.8-micron-thick platinum
film was deposited directly on the insulating layer. The four-wire resistance measurement method
was used to eliminate the contact resistance of the solder joints. Comprehensive morphological and
electrical characterization of the platinum thin-film strain gauge was carried out, and good static and
dynamic strain responses were obtained, which confirmed that the strain gauge was suitable for in
situ strain monitoring of high-temperature complex components.

Keywords: thin film strain gauge; additive manufacturing; thin film; high temperature

1. Introduction

As one of the most widely used sensors, strain gauges can be used to detect load,
pressure, strain, and torque [1–3] and have a wide range of applications in structural health
monitoring, robotics, electronic skin, and other fields. Strain gauges also have a wide range
of applications in flexible electronics, where they can be used to monitor human respiration,
movement, and other factors [4,5]. High-temperature thin-film strain gauges (TFSGs) have
been widely used to monitor the in situ strain of hot components [6–11]. TFSGs are devices
capable of measuring strain on the surface of structural components by converting mechan-
ical deformation into electrical signals [12]. They are typically only a few microns thick and
can be deposited directly on the components, which work in high temperatures. They do
not damage the structure under test, hardly interfere with the flow field characteristics of
the surface under test, and due to their negligible mass, they have minimal influence on the
inertial vibration of the structure [13,14]. The thin-film sensor has in situ sensing properties,
so no bonding process is required, which greatly reduces creep error. In addition, the strain
transferability and response speed of thin-film sensors are particularly good, so they are
more suitable for dynamic strain testing [9,15,16]. As a high-temperature strain-sensitive
material with great research value, metal/alloy materials, such as PdCr and NiCr, show
desired linear resistance characteristics versus temperature, which is very important for
TFSGs temperature compensation and improving their test accuracy [17]. Metal foil TFSGs
are mainly fabricated by sputtering, vapor deposition, and other conditions [17,18]. These
coating techniques are difficult to apply to large structures due to the limited size of the
processing chamber. In addition, these processes deposit thin films on curved surfaces,
resulting in uneven film thickness [6]. Pin-coating and screen-printing, among others,
are low-cost and easy-to-implement thin-film processes, but different screens need to be
prepared for different patterns. It means their printing flexibility are limited, and less eco-
nomical for small batch production and multi-step processes [19–22]. Lithography-based
techniques are another traditional method of thin-film sensor fabrication. Although litho-
graphic patterns provide high structural resolution quality, their conformality is insufficient
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for curved surfaces [12]. Inkjet printing, aerosol jet printing, and direct ink writing (DIW)
enable patterning with line widths of hundreds of microns and thicknesses of several
microns [1,6,23–26]. Based on the diversity of printing structures and material choices, DIW
provides an alternative fabrication method for the rapid fabrication of thin-film sensors.
This method does not require expensive cleanroom facilities and high-end equipment and
is proven to be more robust and flexible micro fabrication process [27]. Additionally, this
technique enables patterning on three-dimensional surfaces with high structural resolu-
tion [28–31]. Platinum (Pt) is widely known for its high thermal and chemical stability, so it
is commonly used in micromechanical devices that operate in harsh environments, such as
thermal flow sensors [32] and thermistor temperature sensors [7]. In this study, Pt TFSG
was fabricated via DIW based on the Weisenberg’s effect. The DIW technique based on
the Weisenberg’s effect is considered one of the most promising patterning methods for
solutions with rheological properties [23]. Under the shear thinning effect of the high-speed
rotating microneedles, the solution is rapidly transported to the printing needle. Pt TFSG
with relatively stable electrical properties was prepared by DIW on GH3536 nickel-based
superalloy. The static and dynamic strain responses of Pt TFSG were investigated and
tested from 25 ◦C to 800 ◦C.

2. Materials and Methods
2.1. Materials

A high-temperature nickel-based alloy (GH3536, Shenzhen Baishun Metal Materials
Co., Ltd., Shenzhen, China), which is commonly used in engineering, was selected as
the substrate. A dielectric paste (07HGT90, Shenzhen Sryeo Electronic Paste Co., Ltd.,
Shenzhen, China) (silicon aluminum calcium oxide) was used as the insulating layer.
Pt paste was used for the DIW and silver palladium paste (55H-1805, Shenzhen Sryeo
Electronic Paste Co., Ltd., Shenzhen, China) was used to connect the strain grid and
Pt leads.

2.2. Strain Gauge Fabrication

A schematic diagram of the Pt TFSG fabrication process is shown in Figure 1. First, the
GH3536 nickel-based alloy substrate was ultrasonically cleaned sequentially with acetone,
deionized water, and alcohol. The dielectric paste was then screen printed on a nickel-based
alloy and annealed at 850 ◦C for 0.5 h. The Pt paste was diluted with butyldiglycol (9:1 mass
ratio), followed by patterning using a DIW platform based on the Weissenberg effect. To
eliminate the influence of solder joints and leads during the test, a four-wire structure was
used. Silver palladium paste was used to connect the Pt strain grid and Pt leads. Finally,
the Pt TFSG was sintered at 850 ◦C for 1 h in an air atmosphere.

Figure 1. Cont.
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Figure 1. (a) Schematic diagram of direct ink writing (DIW) process of Pt paste. (b) Process flow
diagram of the Pt thin film strain gauge.

2.3. Experiment Setup

The strain response of the Pt TFSG was investigated using the cantilever beam
method [6], as shown in Figure 2b.The strain of the cantilever is controlled by apply-
ing displacement at the free end by a stepper motor. The value of strain εwas calculated
using the following equation [33]:

ε =
3xyh
2l3 (1)

where ε is the strain developed at the location of the TFSGs, y is the deflection of the free
end of the substrate, h is the thickness of the substrate, x is the distance from the center of
the strain gauge to the point where the load is applied, and l is the length of the substrate.

In this work, one end of the substrate of the strain gauge was clamped and fixed, and
the other end was controlled by a stepper motor with an accuracy of 1 micron. By adjusting
the stepping distance (y) of the stepper motor, because other parameters (x, h, and l) can
be measured with a ruler, the strain on the strain gauge can be calculated.

The indicator of strain gauge sensitivity, also known as the gauge factor (GF), and can
be expressed by the following equation:

GF =
∆R/R

ε
(2)

where R is the initial resistance of the TFSG and ∆R is the change in the resistance due to the
strain. The high temperature resistance stability of Pt TFSG was tested using a temperature
resistance test system, which consists of a tube furnace, a standard thermocouple, data
acquisition instruments and a computer (Figure 2a).

The high temperature stability experiment was realized by the temperature resistance
test system. The Pt TFSG was placed in the tube furnace, and the tube furnace was heated
from room temperature to a specified temperature (400 ◦C, 500 ◦C, 600 ◦C, 700 ◦C, and
800 ◦C) at a heating rate of 5 ◦C/min and then kept for 1 hour, and its high temperature
stability was judged by calculating the resistance change rate of the strain gauge.

183



Micromachines 2022, 13, 1472

Figure 2. Experiment setups for (a) temperature-resistance detection and (b) micro-strain detection.

Compared with the normal temperature strain test system, the high temperature strain
test system added a tube furnace. The tube furnace was heated to the specified temperature
(400 ◦C, 500 ◦C, 600 ◦C, and 700 ◦C) at a heating rate of 5 ◦C/min and maintained for
more than half an hour to establish thermal equilibrium. A stepper motor was used to
displace the free end of the substrate (applied y) during thermal equilibration, enabling
high temperature strain testing.

2.4. Characterisation Instruments

The thicknesses of Pt TFSG were measured by a profilometer (Dektak XT). The sur-
face morphology of platinum film was characterized by scanning electron microscopy
(SEM, JSM-IT500A). The elements of Pt TFSG were analyzed with energy dispersive
spectroscopy (EDS).

3. Results and Discussion
3.1. Characterizations of the Pt TFSGs

Figure 3a shows the optical image of the printed Pt TFSG. The direct writing process
was affected by parameters such as ink viscosity, substrate surface roughness, substrate
moving speed, and microneedle rotation speed, so the line width and film thickness of the
fabricated samples were different, resulting in different resistances between samples. The
resistance of 10 printed platinum sensors was measured at room temperature of 25 ◦C, and
the average resistance was calculated to be 70.5 Ω, the maximum resistance was 75.7 Ω, and
the minimum resistance was 65.3 Ω. The Pt TFSG selected for electrical characterization
had a resistance of 71.8 Ω at room temperature. The thickness of the strain grid was 1.8 µm
and the line width was 620 µm (Figure 3b). Figure 3c shows the micromorphology of the Pt
TFSGs. The continuous, uniforms and dense structure ensured that the sensitive film had
excellent strain response and electrical conductivity. The EDS analysis (Figure 3d) proved
that the main component of the film is Pt.
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Figure 3. (a) Optical image of a printed Pt thin-film strain gauge. (b)Thickness of the Pt TFSG.
(c) SEM images of the Pt sensitive thin film. (d) EDS analysis of the Pt TFSG trace.

3.2. Strain Testing at Room Temperature

To assess the applicability of Pt as a resistive sensing material, the piezoresistive
response characteristics of Pt TFSG were first evaluated by applying different strains at
room temperature. Figure 4a shows a plot of the resistance change of Pt TFSG in the strain
range of 0 µε to 1000 µε; 200 µε, 400 µε, 600 µε, 800 µε, and 1000 µε were sequentially
applied to TFSG and kept for 10 s and then unloaded in sequence with a strain amount
of 200 µε. A recoverable resistance change was clearly observed throughout the loading
and unloading process. The distinguishable and stable step signal indicated the excellent
static strain response capability of Pt TFSG. The Pt TFSG exhibits a positive GF with an
increase in resistance with applied positive strain. Figure 4b depicts the pulsed signals
under different strain amounts at a constant strain rate (200 µε/s). Resolvable resistance
changes indicated the good response of Pt TFSG to strain. Figure 4c shows the dynamic
strain response of Pt TFSG at 1000 µε. The maximum and minimum values of the pulse
signal were almost kept at the same level, indicating the good consistency in dynamic
strain response of Pt TFSG. Figure 4d shows the independence of Pt TFSG on strain velocity
(strain frequency). Then, 1000 µε were applied at strain rates of 20 µε/s, 50 µε/s, 100 µε/s,
200 µε/s, and 500 µε/s. Despite the different strain velocities, the resistances of Pt TFSG
were almost uniform at 1000 µε, indicating that Pt TFSG was strain-rate independent.

Figure 5a–d shows the strain response of Pt TFSG under negative strain (compressive
strain). Similarly, Pt TFSG exhibited good stability under negative static strain. Under
negative dynamic strain, the Pt TFSG exhibited a consistent strain pulse signal. Under
negative variable-speed strain signals, Pt TFSG exhibited strain-rate independence. This
indicated that Pt TFSG prepared by DIW can be used for dynamic/static strain monitoring
and sensing of structural components.

The gauge factor of Pt TFSG could be calculated from the ratio of resistance change
rate to strain. In the Figure 6, the slope of the straight line was the GF of Pt TFSG. By
calculation, its gauge factor was 1.94. This value was a comprehensive representation of
the strain at the Pt TFSG, including the dimensional change and the resistivity change of
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the strain gauge when it was strained, and the ability of the strain to transfer from the
nickel-based alloy substrate to the metal layer was also included [12]. The GF is reported to
be in the range of 1.95–2.5 for most metal/alloy strain sensors [12,34,35].
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Figure 4. (a), (b), (c), and (d) are tensile strain response of Pt TFSGs. 

 

Figure 4. (a–d) are tensile strain response of Pt TFSGs.

Figure 5. (a–d) are compressive strain response of Pt TFSGs.
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Figure 6. Linear fitting of tensile and compressive strain.

3.3. Strain Testing at High Temperature

High temperature resistance stability is also an important capability of TFSG. The
resistance as a function of heating and holding time is plotted in Figure 7. For the heating
stage, the resistance of Pt TFSG increased with the increase in temperature, showing a
positive temperature coefficient of resistance. For the holding stage below 700 ◦C, there
was little change in resistance. For example, at 700 ◦C for 1 h, the resistance only increased
by 0.017%. Since the GF of Pt TFSG was 1.94, the strain error caused by resistance drift at
700 ◦C for 1 h was only 87 µε, indicating that Pt TFSG has good thermal stability. After
holding at 800 ◦C for 1h, the resistance of Pt TFSG increased by 8.2%, and the increase
of resistance of Pt film was related to high temperature oxidation [7]. All the above test
results demonstrate that the Pt TFSG fabricated by DIW had good thermal stability in the
temperature range from room temperature to 700 ◦C, and the thermal stability at high
temperature was the first design principle of high temperature TFSG [6].

The strain responses of Pt TFSGs were performed at 400 ◦C, 500 ◦C, 600 ◦C, and
700 ◦C using a high-temperature strain testing system. As shown in Figure 8, a strain
of 1000 µε was applied at a frequency of 0.25 Hz at high temperature and the change in
resistance was recorded. It can be observed from the figure that the GF of Pt TFSG also
did not decrease significantly up to 600 ◦C, which was about 1.9. When the temperature
was increased to 700 ◦C, the GF of the TFSG dropped to 1.7. The synchronized changes
in relative resistance at the four temperatures indicated the fast response of the Pt TFSG.
The relative resistance change is positively linearly related to the strain. Although its high
temperature dynamic strain response is not as good as room temperature, it can be seen
from the temperature curve in the figure that the resistance fluctuation was mainly caused
by temperature fluctuation. This confirms that the DIW-prepared Pt TFSG can be used
for dynamic strain monitoring of high temperature up to 700 ◦C. As shown in Table 1,
its high-temperature withstanding capability was better than most TFSGs that have been
reported [16,17,36–42].

187



Micromachines 2022, 13, 1472

Figure 7. Resistance changes curves of Pt TFSGs at different temperatures.

Figure 8. Cont.
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Figure 8. Strain response of Pt TFSGs: (a) 400 ◦C, 5 cycles; (b) 500 ◦C, 5 cycles; (c) 600 ◦C, 5 cycles;
(d) 700 ◦C, 5 cycles; (e) 700 ◦C, 50 cycles.

Table 1. Summary of recently released strain gauges.

Material Maximum Temperature (◦C) Manufacturing Method GF Substrate Reference

Pt 700 DIW 1.7–1.9 Ni-base superalloy This work
TiAlNxO 500 Puttering 2.2–2.5 Sapphire [37]
AlN/Pt 500 Sputtering ≤4.7 Al2O3 [16]

Pt 500 Sputtering 1.9–2.5 Sapphire [38]
Pt/SiO2 250 Sputtering 18 Si-wafers [39]

Pt 440 Sputtering - Sapphire [42]
TiAlN 350 Sputtering 2.5 Sapphire [36]

Invar36 150 Sputtering 2.5–4.5 Microslides [40]
NiCr 700 (with a protective layer) Sputtering 2.5 Ni-base superalloy [41]

4. Conclusions

In this paper,

• By DIW technology based on Weisenberg’s effect, Pt TFSG with thickness less than
2 µm were fabricated.

• The strain response of the Pt TFSG at room temperature was well verified with a GF
of 1.9 at room temperature.

• The high temperature stability experiment of the strain gauge showed that its maxi-
mum working temperature could reach 700 ◦C, and the resistance change rate for one
hour at this temperature was only 0.017%.

• The strain test at high temperature showed that the GF of the Pt TFSG was almost
unchanged when it was less than 600 ◦C and decreased to about 1.7 at 700 ◦C.

Therefore, it can be considered that this strain gauge can be applied to high tempera-
ture strain tests below 700 ◦C. If the printing device for direct writing is integrated with the
five-axis processing equipment, it is possible to manufacture thin films on complex curved
surfaces, and future work will also focus on this.
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Abstract: The in-situ strain/stress detection of hot components in harsh environments remains
a challenging task. In this study, ZrB2/SiCN thin-film strain gauges were fabricated on alumina
substrates by direct writing. The effects of ZrB2 content on the electrical conductivity and strain
sensitivity of ZrB2/SiCN composites were investigated, and based on these, thin film strain gauges
with high electrical conductivity (1.71 S/cm) and a gauge factor of 4.8 were prepared. ZrB2/SiCN
thin-film strain gauges exhibit excellent static, cyclic strain responses and resistance stability at room
temperature. In order to verify the high temperature performance of the ZrB2/SiCN thin-film strain
gauges, the temperature-resistance characteristic curves test, high temperature resistance stability test
and cyclic strain test were conducted from 25 ◦C to 600 ◦C. ZrB2/SiCN thin-film strain gauges exhibit
good resistance repeatability and stability, and highly sensitive strain response, from 25 ◦C to 600 ◦C.
Therefore, ZrB2/SiCN thin-film strain gauges provide an effective approach for the measurement of
in-situ strain of hot components in harsh environments.

Keywords: thin film strain gauge; direct ink writing; polymer-derived ceramics; conductive composites;
high temperature

1. Introduction

Thin film strain gauges (TFSGs) are widely used for in-situ strain detection of various
components and structures in the aerospace, transportation and automobile industries, civil
engineering and even the medical field due to their advantages of non-interference, small
size, fast response and in-situ integration [1–7]. TFSGs are mainly fabricated by depositing
alloy/metal films such as NiCr, PdCr and TaN-Cu on the surface of components [1,8,9]. An
effective TFSG must exhibit a number of appropriate properties (e.g., adequate operating
range, reasonable conductivity, lack of frequency dependence), probably the most important
property being the sensitivity or gauge factor (GF) [10]. However, the gauge factor (GF) of
traditional metal/alloy iso piezoresistive materials is about two, resulting in low sensitivity
and difficulty in detecting tiny strains.

To solve this issue, many researchers have turned to conductive composites. Con-
ductive composites contain an insulating matrix and conductive nanoparticles dispersed
therein, and the conduction mechanism and the strain sensitivity are primarily dominated
by the tunneling effect [10,11]. Flexible sensors based on conductive polymer composites
have stretchability and strain factors that far surpass foil strain gauges, and are widely used
in wearable devices, electronic skins and human motion detection, etc. [12–17]. However,
most TFSGs based on conductive composites are limited to room temperature. They are
not thermally stable at high temperatures.

To construct thermally stable conductive composites with a highly sensitive piezoresis-
tive response, the high-temperature thermal stability of the insulating matrix and the con-
ductive phase is the first design principle. Compared to metallic and polymeric materials,

193



Micromachines 2022, 13, 1467

most ceramics, such as polymer-derived ceramics (PDCs) pyrolyzed at high temperature are
electrically insulating and thermally stable at high temperatures [18]. Existing PDCs high
temperature sensors such as temperature sensors and pressure sensors are still dominated
by discrete bulk devices [19–21]. Compared with larger discrete devices, in-situ integrated
TFSGs with a thickness of micrometers exhibit reproducible faster response [22]. However,
the huge volume shrinkage during the pyrolysis of PDCs will cause stress mismatch at
the interface of the film, leading to cracking or peeling off [23]. The use of particle fillers
such as SiC, ZrO2 and TiB2 can not only reduce the shrinkage of the PDCs during the
pyrolysis process, but also modify the properties of PDCs, such as electrical properties and
mechanical properties [24]. Boride ceramics are excellent conductors of electricity with
good mechanical properties, and oxidation resistance [25,26]. This makes boride ceramics
promising for high temperature sensors and electrical functional devices [2,27].

In this study, PDC-SiCN was used as the insulating matrix, and the dispersed ZrB2
conductive particles acted as the conductive phase. TFSG based on ceramic conductive
composites was fabricated by the direct ink writing (DIW) technique based on the Weis-
senberg effect. Herein, the morphologies and microstructure of the ZrB2/SiCN TFSGs were
characterized. The effects of ZrB2 content amount on the electrical conductivity and GF of
ZrB2/SiCN films were investigated. The piezoresistive response of ZrB2/SiCN TFSGs at
room temperature was tested. Ultimately, high temperature performance of the ZrB2/SiCN
TFSG was investigated from 25 ◦C to 600 ◦C.

2. Materials and Methods
2.1. Materials and Preparation Process

As shown in Figure 1a, commercially available PSN2 (Chinese Academy of Sciences,
China) filled with ZrB2 nanopowder (average diameter: 50 nm, Shanghai Chaowei Nano
Technology Co., Ltd., Shanghai, China) was utilized as printing ink. The filling weight per-
cent of ZrB2 nanopowder is 40~60 wt%. The ZrB2 nanopowder were uniformly dispersed
in PSN2 by magnetic stirring for more than 2 h. Briefly, as shown in Figure 1b, the ink was
printed by a Weissenberg-based DIW platform, which consisted of three key components:
an x–y high-precision moving platform, a homemade printing setup including a printing
head and a charged–coupled device camera. The printing head consists of micron tube and
microneedle. The solution is quickly transported to the printing needle through the micron
tube under the high-speed rotation of the microneedles. Then, the prepared thin-film strain
grids were pyrolyzed in a tube furnace under nitrogen atmosphere (−0.1 MPa is evacuated
before introducing nitrogen) at 800 ◦C for 4 h (heating rate 2 ◦C/min and cooling rate
3 ◦C/min). Finally, Ag paste was used to prepare solder joints to connect the thin-film
strain grids and the Pt leads.
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thin-film strain gauge fabrication process.

2.2. Experiment Setup

Strain grid thicknesses were determined by a profilometer (Dektak XT, BRUKER,
Billerica, MA, USA). SEM (SUPRA55 SAPPHIRE, CARL ZEISS, Oberkochen, Battenburg,
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Germany) coupled with EDS was used to characterize the morphology of the obtained
samples. High temperature furnace (GSL-1700X, HF. Kejing, Hefei, China) was used to
pyrolysis and high temperature furnace (OTF-1200X, HF. Kejing, Hefei, China) was used to
test in high temperature.

A cantilever beam arrangement was used to investigate the strain response behavior
of the ZrB2/SiCN TFSGs, as shown in Figure 2a. One end of the beam was clamped,
and the sensor was subjected to strain by applying displacement at the free end of the
cantilever [2]. The corresponding resistance changes of the TFSG were recorded using data
acquisition equipment. Calculate the strain at the location of the strain gauge according to
the following Equation (1) [28]:

ε =
3yhx
2l3 (1)

where ε is the strain at the location of the TFSGs, y is the deflection at the free end, l is the
length of the cantilever beam, x is the distance from center of strain gauge to the point of
application of load and h is the thickness of the beam. The indicator for strain sensitivity of
the strain gauge is defined as:

GF =
∆R/R0

ε
(2)

where ∆R is the change of TFSG resistance when strain ε is applied and R0 is the initial
resistance of TFSG. The piezoresistive response of TFSG at high temperatures was done
in a high temperature furnace. The tube furnace is heated to 600 ◦C at 12 ◦C/min. In the
meantime, the stepper motor is applied strain to the free end of the cantilever beam to
obtain the strain response at high temperatures.
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The high temperature resistance test system of the strain gauge is shown in Figure 2b,
which consists of a tube furnace and a standard k-type thermocouple. The unit of TCR is
ppm/◦C and is used to express the relationship between the resistance of the strain gauge
and the temperature. TCR can be calculated by the following Equation (3) [29]:

TCR =
dR

RdT
× 106 (3)

3. Results
3.1. Microstructural Characterisation of ZrB2/SiCN TFSG

The fabricated ZrB2/SiCN TFSGs on Al2O3 substrate are shown in Figure 3a. The
length and width of ZrB2/SiCN TFSGs are 7 mm and 5 mm, respectively. Its line width and
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thickness were determined by the profilometer, and were 600 µm and 15 µm, respectively.
Porosity, cracks and inhomogeneity are the main factors affecting the electrical conductivity
and thermal stability of TFSG. The low-magnification SEM image of ZrB2/SiCN TFSGs
is shown in Figure 3c. There are no obvious cracks on the surface of ZrB2/SiCN TFSGs.
The high-magnification SEM image of ZrB2/SiCN TFSGs in Figure 3d shows a dense and
crack-free surface. The SEM cross-sectional image presented in Figure 3e shows that the
interface is clearly visible, and the sensitive grid is tightly bonded to the substrate without
an obvious gap.
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Figure 3. (a) Samples of the thin film strain gauge; (b) Thickness and width of strain grids; (c) Low-
magnification SEM image and EDS analysis of TFSGs; (d) High-magnification SEM image of TFSGs;
(e) The cross-sectional SEM images and EDS analysis of TFSGs.

3.2. Piezoresistive Response of ZrB2/SiCN TFSG

The electrical conductivities of the printed ZrB2(40 wt%)/SiCN, ZrB2(50 wt%)/SiCN,
ZrB2(60 wt%)/SiCN strained grids are 0.036 S/cm, 0.077 S/cm and 1.71 S/cm, respectively.
With the increase of ZrB2 nanopowder filling, the electrical conductivity of the strain grids
increases significantly, which is related to the conductive network composed of ZrB2 in
ZrB2/SiCN composites. To investigate the piezoresistive behavior of ZrB2/SiCN TFSGs in
detail, their strain responses were tested using the deflection method at room temperature.
The strain responses of the ZrB2(40 wt%)/SiCN TFSG at room temperature are shown in
Figure 4a–d. Figure 4a shows the static strain response of the ZrB2(40 wt%)/SiCN TFSG.
Strain was applied sequentially in 100 µε increments, and the change in resistance was
consistent with the strain applied to the sensor as time progresses. The ZrB2(40 wt%)/SiCN
TFSG exhibits a good response that stepwise applied strain leads to a distinguishable,
recoverable step change in the resistance of the TFSG. The ZrB2(40 wt%)/SiCN TFSG
exhibits a positive GF, that is, the resistance increases with increasing positive strain
and decreases with increasing negative strain. Figure 4b shows the strain responses of
ZrB2(40 wt%)/SiCN TFSG under different strain amounts, where strains of 100 µε, 200 µε,
300 µε, 400 µε, and 500 µε were sequentially applied to the TFSG at a constant strain
rate of 100 µε/s. Figure 4c,d show the strain response of 500 µε at different strain rates
(20 µε/s, 50 µε/s, 100 µε/s, 200 µε/s, and 400 µε/s) and the cyclic strain response with
a period of 4 s, respectively. The applied strains were all 500 µε. Consistent changes in
relative resistance indicate that the ZrB2(40 wt%)/SiCN TFSG has a stable and strain-rate
independent strain response.
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The strain responses of ZrB2(50 wt%)/SiCN TFSG at room temperature are shown
in Figure 5a–d. Similar to ZrB2(40 wt%)/SiCN TFSG, ZrB2(50 wt%)/SiCN TFSG exhibits
stable, distinguishable strain responses.
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response of different strain quantities at a constant strain rate (100 µε/s); (c) The response at different
strain rates; (d) The cyclic response.
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The strain responses of ZrB2(60 wt%)/SiCN TFSG at room temperature are shown
in Figure 6a–d. Compared with ZrB2(40 wt%)/SiCN and ZrB2(50 wt%)/SiCN TFSGs, the
strain signal of ZrB2(60 wt%)/SiCN TFSG is more obvious.
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The GFs of the ZrB2/SiCN TFSGs were calculated according to Equation (2). The GFs
of ZrB2(40 wt%)/SiCN, ZrB2(50 wt%)/SiCN and ZrB2(60 wt%)/SiCN at room temperature
are 3.4, 3.3 and 4.8, respectively (see Figure 7). Comparing the GF of TFSG with different
ZrB2 filling amount, the GF of ZrB2(60 wt%)/SiCN is the highest, which is mainly owing
to the change in resistivity by the concentration of ZrB2 conductive phase, which leads
to the increase of the effect of piezoresistive response. Guenter Schultes et al. fabricated
boride TFSG on a Al2O3 substrate by DC magnetron sputtering and obtained 0.7 GF [26].
In contrast, the GF of TFSG based on ZrB2/SiCN conductive ceramic composite is several
times higher than that of single boride TFSG.

3.3. High Temperature Performance of the ZrB2/SiCN TFSG

Since ZrB2(60 wt%)/SiCN TFSG exhibited higher conductivity and strain sensitivity, its
high temperature performance was tested. In practical applications, the consistency of the
temperature-resistance characteristics during the cycle temperature and high temperature
resistance stability of the TFSG are very important, and it reflects the stability and oxidation
resistance of the TFSG at high temperatures. In order to study the repeatability of the
temperature resistance of ZrB2(60 wt%)/SiCN TFSG, we tested the temperature-resistance
characteristic curves of two times of heating and cooling (Figure 8a). ZrB2(60 wt%)/SiCN
TFSG exhibited a negative temperature coefficient of resistance of −428 ppm/◦C and good
repeatability in the range of 25–600 ◦C. Figure 8b shows the resistance change curves of
ZrB2(60 wt%)/SiCN TFSG at 600 ◦C for 2 h. ZrB2(60 wt%)/SiCN TFSG exhibited excellent
resistance stability and antioxidant qualities at 600 ◦C, and resistance increased by 1.3% after
two hours of oxidation. The good repeatability, stability and consistency of the resistance
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of ZrB2(60 wt%)/SiCN TFSG are attributed to the oxide layer formed on the surface of the
film, which prevents the further diffusion of oxygen [30].
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To evaluate the strain response of ZrB2(60 wt%)/SiCN TFSG at high temperatures,
cyclic strain tests were carried out from room temperature to 600 ◦C, as shown in Figure 9a.
The curves of the cyclic strain response were intercepted at 400 ◦C, 500 ◦C and 600 ◦C,
respectively, as shown in the Figure 9b–d. ZrB2(60 wt%)/SiCN TFSG exhibits good re-
peatability and stability resistance at high temperatures. Although the overall resistance
decreases with increasing temperature due to the temperature-resistance effect, the pulse
signal caused by the cyclic strain is clearly visible. The above high-temperature test results
show that ZrB2(60 wt%)/SiCN TFSG has good resistance stability and highly sensitive
strain response in the temperature range from room temperature to 600 ◦C, and has poten-
tial application in the field of hot component strain monitoring/sensing.
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4. Discussion

ZrB2/SiCN TFSGs were fabricated on alumina substrates by DIW of the Weissenberg
effect. The used DIW process enabled thin-film patterning and in situ strain/stress sensing
of high-temperature components. The ZrB2/SiCN TFSGs were characterized to determine
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deflection method. ZrB2/SiCN TDSGs exhibited excellent strain responses and resistance
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strain sensitivity of ZrB2/SiCN composites were investigated. Finally, ZrB2(60 wt%)/SiCN
film with high conductivity (1.71 S/cm) and GF of 4.8 was used as the sensitive material for
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of ZrB2(60 wt%)/SiCN TFSGs were tested, and the TFSGs exhibited a negative temperature
coefficient of resistance of −428 ppm/◦C and good repeatability in the range of 25–600 ◦C.
The resistance change curves of ZrB2(60 wt%)/SiCN TFSGs were tested at 600 ◦C. The
TFSGs have good resistance stability with resistance increasing by 1.3% after two hours
of oxidation at 600 ◦C. Finally, the strain response verification was conducted from 25 ◦C
to 600 ◦C. ZrB2(60 wt%)/SiCN TFSG has a highly sensitive strain response from 25 ◦C to
600 ◦C. Therefore, ZrB2/SiCN TFSGs based on the Weissenberg DIW can be applied to
micro-strain detection from room temperature to 600 ◦C. Further research is underway to
improve the antioxidant nature of ZrB2/SiCN TFSGs for applying to higher temperatures.
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Abstract: Carbon-rich SiCN ceramics were prepared by divinylbenzene (DVB)-modified polysilazane
(PSN2), and a high-conductivity SiCN thin film sensor suitable for medium-low temperature sensing
was fabricated. The modified liquid precursors were patterned by direct ink writing to produce SiCN
resistive grids with line widths of several hundreds of micrometers and thicknesses of several mi-
crometers. The introduction of DVB not only increases the critical thickness of SiCN ceramics several
times, but also significantly improves the conductivity of SiCN, making it meet the conductivity
requirements of sensing applications in the mid-low temperature range. The electrical conductivity
and microstructure of DVB-modified SiCN ceramics were studied in detail. In the temperature range
of 30~400 ◦C, the temperature resistance performance of DVB modified SiCN resistance grid was
measured. The SiCN ceramics with low DVB content not only have excellent electrical conductivity,
but also have good oxidation resistance.

Keywords: polymer-derived ceramics; thermistor; SiCN; conductivity

1. Introduction

Polymer-derived ceramics (PDCs), such as SiCN, SiOC and SiBCN, are considered for
high-temperature sensor applications due to their semiconducting behavior and excellent
thermal stability [1–5]. The unique polymer-to-ceramic (liquid-solid) transition process al-
lows for attractive patterning options, such as direct ink writing (DIW) and soft lithography,
making PDCs a promising candidate for high-temperature micro-electromechanical sys-
tems (MEMS) and thin-film sensors (TFSs) candidate material [6–8]. Temperature sensors
are a promising application of PDCs as thermistors. A thermistor is a device that measures
temperature by measuring its resistance [9]. Manganate, SiCN, SiOC and other thermistors
with negative temperature coefficient (NTC) show exponential reduction in resistance with
temperature, while positive temperature coefficient (PTC) thermistors such as Pt and NiCr
show a linear increase in resistance with temperature [10–12]. The in-situ generated free
carbon phase plays a key role in the electrical conductivity and semiconducting behavior
of PDCs [13–16], which enables the electrical resistance of PDCs to have a pronounced
temperature response.

Although the temperature-resistance behavior of some PDCs has been developed, it is
not easy to fabricate TFSs using PDC materials. The poor electrical conductivity of PDCs
and the low critical thickness of constrained sintered PDCs films remain huge obstacles
for the wider application of PDC TFSs. For example, poor electrical conductivity makes
PDCs electrically insulating at room temperature, which limits their operating temperature
range to above 400 ◦C [17,18]. The critical thickness of constrained sintering is about 3 µm,
which limits the thin-film of PDCs device [1]. Although the relatively good conductivity
can be obtained by molecular design of precursor solutions and optimization of pyrolysis
parameters, the pyrolysis temperature is usually higher than 1400 ◦C [13]. Another effective
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strategy is to fill the PDC with conductive particles that exceed the penetration thresh-
old [6,7]. This strategy not only improves the electrical conductivity of PDCs film but also
improves their critical thickness. However, the dispersibility and stability of solid-phase
particles in the precursor solution are difficult to guarantee. Therefore, liquid-phase modi-
fied PDCs would be preferred. Divinylbenzene (DVB), as a widely used precursor of carbon
sources, has been used to improve the electrical conductivity of PDCs [19–21]. For example,
the conductivity of DVB-modified PDC-SiCN is improved by 5 orders of magnitude [11].
However, currently, DVB-modified PDC devices are usually millimeter-scale and difficult
to integrate with structural components, which significantly decreased the sensitivity and
response time of the sensor [11]. The advantages of PDCs in additive manufacturing and
controlled molding have not been well utilized.

In this study, the electrical conductivity of PDC-SiCN was increased by adding a
DVB carbon source precursor to a commercially available polysilazane (PSN). An in-situ
integrated thin-film temperature sensor was successfully fabricated via DIW platform based
on the Weissenberg effect and tested from room temperature (30 ◦C) to 400 ◦C, expanding
the application of PDC sensors in the mid-low temperature range.

2. Materials and Methods
2.1. Materials and Fabrication Methods

In this study, a commercially available polysilazane (PSN, Institute of Chemistry,
Chinese Academy of Sciences, Beijing, China) was utilized as the SiCN precursor, DVB
(technical grade 80%, Sigma-Aldrich, St. Louis, MO, USA) was selected as the carbon
source to improve the conductivity of SiCN. The fabricated process of TFSs was illustrated
in Figure 1a. First, different mass fractions of DVB were added to PSN and magnetically
stirred at 100 ◦C for about a few minutes to form a uniform printable mixture (The contents
of DVB were 10 wt%, 20 wt%, 30 wt%, 40 wt%, 50 wt%, respectively). Briefly, DVB-modified
PSN2 ink was printed by a Weissenberg-based DIW platform, which consisted of three key
components: an x–y high-precision moving platform, a homemade printing setup including
a printing head, and a charged–coupled device camera. Then, the printed thin-film resistor
grids were pyrolyzed in a tube furnace under high-purity nitrogen atmosphere at 1100 ◦C
for 4 h.
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2.2. Characterization Techniques

Resistance grid thicknesses were determined by a profilometer (Dektak XT). SEM
(SUPRA55 SAPPHIRE) coupled with EDS was used to characterize the morphology and ele-
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mental content of the obtained films. XPS (Thermo Scientific ESCALAB Xi+) measurements
were performed to determine chemical bonds. Free carbon in SiCN was characterized using
confocal in situ Raman spectroscopy (LabRAM HR Evolution). As shown in Figure 1b, the
utilised temperature–resistance.

3. Results
3.1. Film Morphology

Pores and cracks are the main factors affecting PDCs conductivity [1]. Therefore,
the critical thickness of the DVB-modified SiCN film (defined as the maximum thickness
of monolayer deposition) was first determined. In the DIW process, the line width of
the resistance grids was fixed at about 500 µm, and the line thickness was successively
increased. After pyrolysis, the thickness of the resistance grids and the shape of the surface
profile were determined by a profilometer. As shown in Figure 2, the critical thickness
of SiCN film gradually increased from 3.7 µm of SiCN to 5.7 µm of 10 wt% DVB-SICN,
6.0 µm of 30 wt% DVB-SiCN, 6.9 µm of 50 wt% DVB-SiCN. The addition of DVB provides
more carbon sources for SiCN ceramics. The high critical thickness may be related to the
carbon content of SiCN. The increased critical thickness reduces the risk of film cracking
and peeling during DIW patterning and pyrolysis, which is beneficial for maintaining the
structural integrity of the resistive grids.
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Figure 2. Surface profile of SiCN and DVB-modified SiCN lines.

Figure 3a shows an optical image of the thin film sensor. Figure 3b is a SEM image
showing a SiCN resistive grid line, indicating that its line width is about 550 µm. Figure 3c
shows the surface morphologies of DVB20-SiCN film. It can be seen that the film is dense
without obvious defects. The SEM image of the cross-section of the SiCN film shown in
Figure 3d shows that the SiCN film is well bonded to the Al2O3 substrate. The results of
elemental analysis of all films are summarized in Table 1, and it can be clearly seen that the
addition of DVB significantly increases the carbon content in the SiCN films. The higher
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oxygen content may be related to the oxygen contamination during the DIW process, and
the oxygen adsorption on the surface of the SiCN film.
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Figure 3. (a) Optical image showing SiCN thin film sensor. (b) SEM image showing a single DIW-
SiCN line (inset shows EDS analysis conducted in the line scan mode). (c) Surface morphology of the
DVB20-SiCN film. (d) SEM image showing the cross section of the DVB20-SiCN film (inset shows
EDS analysis conducted in the line scan mode).

Table 1. Results of elemental analysis.

Sample Si (wt%) C (wt%) N (wt%) O (wt%)

SiCN 32.75 17.89 2.02 47.34
D10-SiCN 31.87 19.24 3.23 45.67
D20-SiCN 32.64 18.99 4.84 43.53
D30-SiCN 33.35 20.01 2.31 44.33
D40-SiCN 29.46 23.29 5.52 41.72
D50-SiCN 31.20 22.69 3.92 42.19

3.2. Film Composition

The XPS was employed to analyze the chemical composition and bonding characteris-
tics within the film. The XPS spectra of DVB10-SiCN film pyrolyzed at 1100 ◦C are shown
in Figure 4. The spectrum of Si (2p) shows peaks at 102.35 eV and 104.19 eV due to the
formation of Si-N, Si-O bonds. For the C (1 s) spectrum, peaks were observed at 284.8 eV,
286.06 eV, and 288.25 eV and are attributed to C-C/C-H, C-O/C-N, and C=O, respectively.
The highest intensity of the C-C peak indicates the completion of the pyrolysis process and
the formation of free carbon. Similarly, for N (1 s) spectrum, the peaks at 399.35 eV, and
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400.95 eV correspond to C-N and Si-N, respectively. As for the O 1 s spectrum, two peaks
centered at 532.4 eV and 533.87 eV, respectively, are associated with the Si-O band and
adsorbed -OH, which is related to the oxygen contamination during the preparation [1].
The above results indicate the formation of free carbon-rich SiCN ceramics.
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Raman spectroscopy was used to further analyze the carbon in the SiCN films. The
Raman spectra of the investigated SiCN ceramic films are shown in Figure 5. The spectra
of SiCN modified with different DVB concentrations exhibit similar shape, which contains
a D peak at ~1333 cm−1, and G peak at ~1610 cm−1, indicating a strong disorder state of
the amorphous carbon. The intensity, position, and width of the D and G bands may vary,
depending on the structural organization of the sample under study [22]. The intensity
ratio of the D and G modes, ID/IG, enables the evaluation of the carbon nanoparticle size
by using the Ferrari-Robertson equation [22,23]:

ID
IG

= C′(λ)L2
a (1)

C′(λ) is a coefficient depending on the excitation wavelength of the laser. The value of C′(λ)
for the wavelength of 532 nm is assigned to 0.6195 nm−2 [24]. The La values are listed in
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Table 2. The lateral cluster size La in all samples is between 1 nm and 2 nm, indicating
the nanostructural nature of the free carbon in SiCN. Previous studies have shown that
carbon in PDC SiCN will undergo precipitation during the pyrolysis process, and then
evolve into free carbon [24]. The value of ID/IG is used to measure the disorder degree of
free carbon, and the higher the ratio is, the higher the defect carbon content would be [25].
When the DVB content is 20 wt%, the ID/IG value suddenly increases, implying that the
content of disordered carbon in SiCN gradually increases. The increase in La may be due to
the in-plane growth of nano-polycrystalline graphite [23].
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Table 2. The intensity ratio of D peak to G peak ID/IG and carbon cluster size La obtained from the
curve-fitting of Raman spectra.

Sample SiCN DVB10-
SiCN

DVB20-
SiCN

DVB30-
SiCN

DVB40-
SiCN

DVB50-
SiCN

ID/IG 0.77 0.76 0.89 0.80 0.84 0.87

La (nm) 1.118 1.106 1.198 1.133 1.630 1.183

3.3. Electrical Performance

The sensing properties of the thin film resistance grids were characterized by measur-
ing the temperature-dependent resistance. The SiCN resistance grid pyrolyzed at 1100 ◦C
is insulated at room temperature (conductivity: 10−6 S/m–10−4 S/m) [5,26]. The elec-
trical conductivity of the DVB-modified SiCN films was calculated from the resistance
and size of the resistive grid. The room temperature conductivities of the DVB10-SiCN,
DVB20-SiCN, DVB30-SiCN, DVB40-SiCN and DVB50-SiCN resistor grids are 9.4 S/m,
39.8 S/m, 32.3 S/m, 24.8 S/m and 30 S/m, respectively (Figure 6a). Compared with SiCN,
the electrical conductivity of DVB-modified SiCN is significantly improved. However,
when the DVB content was increased to 20%, the conductivity did not further improve.
This is related to the content of free carbon in SiCN and the percolative network formed by
it. In conductive composites, when the conductive phase reaches the percolation threshold,
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the conductivity increases by orders of magnitude. Further increasing the concentration of
the conductive phase, the conductivity increases slowly and becomes stable [27]. The perco-
lation behavior can be attributed to the formation of free carbon network. In DVB20/SiCN
the percolative network is already completely formed and it does not improve significantly
in DVB50/SiCN [28]. This explains that the electrical conductivity of the two compositions
is quite similar despite their DVB amounts of 20 wt% and 50 wt%, respectively.
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The temperature sensing properties of thin-film resistive grids were characterized by
measuring temperature-dependent resistance (Figure 6b–l). Below 350 ◦C, the resistance of
the SiCN resistive grid is greater than 1 GΩ, which limits the application of SiCN TFSs in the
mid-low temperature range. The high conductivity of DVB-modified SiCN resistive grid
makes it more suitable for sensing in the mid-low temperature range. In the temperature
range of 30–400 ◦C, all DVB-modified SiCN resistive grids exhibit negative temperature
coefficient of resistance, that is, the resistance decreases monotonically with increasing
temperature, presenting a good sensitivity of DVB-modified SiCN resistive grids under
high temperature (T) environments. The ln(1/R)–1000/T curves for the DVB-modified
SiCN resistive grids were obtained according to the thermistor equation [17,18]:

ln
1
R

= c1
1
T
− c2 (2)

where c1 and c2 are constants. For all SiCN resistive grids, linear behavior following the
thermistor equation was obtained. The constant c1 values of DVB10-SiCN, DVB20-SiCN,
DVB30-SiCN, DVB40-SiCN, and DVB50-SiCN thermistors are −372.35, −509.72, −478.65,
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−388.51 and −811.69, respectively, indicating that they all have excellent sensitivity to
temperature change. However, during one cycle of heating and cooling tests, it can be
found that SiCN films modified with low DVB content (DVB: 10–30 wt%) have better
repeatability. The incomplete coincidence of the heating and cooling resistance curves in
the temperature range of 200–400 ◦C is related to the response speed of the thermocouple
and the thermal conduction behavior of thermal components such as Al2O3 substrates. In
other words, the thermocouple measures the ambient temperature of the Al2O3 substrate,
while the temperature experienced by the TFS is closer to the surface temperature of the
Al2O3. During the heating and cooling process, their thermal conduction behaviors are
different, resulting in incompletely consistent resistance curves. However, when the heating
and cooling are completed, the resistance of the TFS can return to its original value. For the
SiCN films modified with high DVB content (DVB: 40–50 wt%), it can be found that the
resistance of TFS increases significantly after one thermal cycle. This may be related to the
oxidation of carbon. The modified SiCN films with low DVB content not only significantly
improved the electrical conductivity, but also exhibited better resistance repeatability.

4. Conclusions

In this study, a DVB-modified PDC thin-film resistive grid with a line width of about
550 µm and a thickness of less than 7 µm was fabricated for by a DIW process. Compared
with PDC-SiCN, the introduction of more carbon sources by adding DVB not only signifi-
cantly improves the electrical conductivity of SiCN, but also increases the critical thickness
of SiCN film several times. This provides another method for the thinning, patterning and
high conductivity of PDC devices. A thin thermistor integrated with the Al2O3 substrate
was successfully fabricated using DVB-modified PDC-SiCN as the sensing element, which
demonstrated the feasibility of the proposed method. The conductive behavior and mi-
crostructure of DVB-modified PDC-SiCN ceramics were studied in detail. The temperature
resistance behavior of the DVB-modified SiCN resistive grid in the mid-low temperature
range from room temperature to 400 ◦C was measured. The SiCN ceramics modified with
low DVB content not only effectively improved the electrical conductivity but also had
better oxidation resistance.
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Abstract: With the development of cross-fertilisation in various disciplines, flexible wearable sensing
technologies have emerged, bringing together many disciplines, such as biomedicine, materials
science, control science, and communication technology. Over the past few years, the development
of multiple types of flexible wearable devices that are widely used for the detection of human
physiological signals has proven that flexible wearable devices have strong biocompatibility and
a great potential for further development. These include electronic skin patches, soft robots, bio-
batteries, and personalised medical devices. In this review, we present an updated overview of
emerging flexible wearable sensor devices for biomedical applications and a comprehensive summary
of the research progress and potential of flexible sensors. First, we describe the selection and
fabrication of flexible materials and their excellent electrochemical properties. We evaluate the
mechanisms by which these sensor devices work, and then we categorise and compare the unique
advantages of a variety of sensor devices from the perspective of in vitro and in vivo sensing, as
well as some exciting applications in the human body. Finally, we summarise the opportunities and
challenges in the field of flexible wearable devices.

Keywords: flexible wearable; biomedical; flexible materials; sensors

1. Introduction

Flexible wearable devices, which target the flexibility of devices, have unique features
and advantages, such as being light weight, having good flexibility [1,2], and potential for
miniaturisation [3]. They are widely used in biomedicine [4], information acquisition [5],
human–machine interaction [6], and robotics [7,8], triggering a new round of technological
innovation in the biomedical device industry. The wearable devices that are applied to
the human body aim to achieve the real-time monitoring of human body information,
personalised diagnosis and treatment, and have great potential for further development.
Convenient, at-home personalised medical devices can provide real-time information
on human physiological conditions [9]; simultaneously, they can reduce the pressure on
hospital treatment and can save resources. Wearable biomedical products are becoming
increasingly popular and recognised by the public.

According to an industry survey report that was released by the Xinsijie Industrial
Research Centre, the global biosensor market will reach USD 23.62 billion by 2021. It is
expected that, from 2022 to 2026, the global biosensor market will increase at an average
annual growth rate of approximately 9%. As the main downstream market, the medical
field accounts for 78% of the demand and is primarily used in wearable medical devices.
In the context of the new crown epidemic, various places have taken epidemic preven-
tion measures, to a certain extent, which has stimulated the development of personalised
wearable devices. Coupled with the aging population and an increasing prevalence of
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chronic diseases annually, biomedical wearable devices have ushered in huge development
opportunities. Currently, the established wearable devices include smart watches, sports
bracelets, hearing aids, and vision correction devices. These wearable devices play an im-
portant role in the real-time monitoring of physiological information, auxiliary treatment,
and healthcare. We believe that, with the development of society, flexible wearable devices
for biomedicine will become popular.

In the past few years, flexible sensing, which is the core of wearable devices, has
enabled the quantification of conventional external stimuli [10], such as pressure [11],
tensile forces [12], and temperature [13]. With the development of disciplines such as
materials science, control science, and communication technology, there has been a series
of breakthroughs in flexible electronics [14]. These sensors have achieved multi-angle
and multi-directional information acquisition and can maintain excellent performance in
complex environments [15], with varying degrees of sensitivity, minimum detection values,
and detection ranges [16]. These performance enhancements provide better stability, speed,
and accuracy for the detection of weak signals in the human body. Additionally, the devel-
opment of implantable [17], adaptive [18], and degradable [19] materials and the emergence
of self-powered bio-cells [20] have led to the emergence of a wide range of in vivo sensor
devices. However, there is a lack of comprehensive summaries of flexible wearable devices
in the context of in vitro- and in vivo-oriented biomedicine [21,22]; therefore, we present
a systematic overview of a wide range of wearable devices from a sensor perspective, as
well as some exciting applications.

The sensitivity of the sensor reflects the lowest detection limit of the device, corre-
sponding to the signal strength that can be perceived and measured. The detection range
corresponds to the sensing signal that can be applied, and the response time and relaxation
time are related to the real-time and rapid response ability of the wearable device. These
key metrics determine the applicability and sensing capabilities of the wearable device.
Additionally, the durability [23], cycling stability, and biocompatibility [24] of the sensor are
fundamental for the stable operation of wearable devices over time. These properties are
widely regarded as essential characteristics of flexible sensor devices. The establishment
of flexible wearable electronic systems with a high degree of flexibility [25] (stretching,
bending, and folding) and excellent performance metrics (conductivity [26], sensitivity [27],
detection range [28], and stability [29]) is necessary for the development of personalised
medicine in society.

It is worth noting that flexible wearable sensors for biomedicine usually have excellent
flexibility and compatibility, but also have low quality. The excellent flexibility can meet
the requirements of a complex body surface, and the sensor deformation that is caused
by different limb movements does not affect the performance of the device. Excellent
compatibility can prevent adverse reactions (inflammation and allergy) between the device
and human body; compatibility is a necessary property of implantable sensors. Low quality
can be carried easily and increases people’s sense of experience, which is an important
indicator of sensor production. However, wearable sensors for biomedicine still have
limitations, and their production cost is relatively high, which is not conducive for the
promotion of the products. There are many disposable wearable sensors that can cause
environmental pollution. Cost reduction, recycling, and post-use degradation of sensors
are important directions for current wearable-device research.

This paper has reviewed flexible sensor devices for biomedical applications, has sum-
marised some synthetic materials that are commonly used for flexible sensing, has focused
on their microstructure and sensing mechanisms, and has described the different ways
in which sensor devices work in vitro and in vivo. The synthesis, doping, and modifi-
cation of flexible materials exhibit excellent synergistic effects, enabling the integration
of advantageous properties [30]. In vitro sensing is typically performed by using elec-
tronic skin [31] and medical devices [32] for human signals, whereas in vivo capture is
typically performed using implantable and degradable [33] sensors for the information
acquisition [34], wireless transmission systems [35,36], and self-powered electrical signal
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inputs [37]. Flexible electronics offer good compatibility with biological tissue materials,
environmental adaptability, and harmless working behaviours to the human body, thereby
promising a higher standard of disease monitoring and treatment. The general framework
of this study is shown in Figure 1.

Figure 1. Overview of research in flexible wearable sensor devices for biomedical applications.

2. Selection and Production of Flexible Materials

The selection and fabrication of materials can significantly affect the performance
of the sensors [38]. Biomedically oriented sensor devices place higher demands on the
flexibility, conductivity, and durability of the materials. Existing flexible materials in-
clude polyethylene terephthalate (PET), polyimide (PI), polyvinyl alcohol (PVA), PDMS
(Polydimethylsiloxane), and PEN (Polyethylene naphthalate).

2.1. Commonly Used Flexible Materials

PET, which is commonly used in flexible printed circuit boards, exhibits excellent
mechanical strength. Simultaneously, PET has excellent electrical insulating properties and
can be used as a device encapsulation layer. PET also exhibits light transmission properties
and can be used as a protective layer for optical sensors.

PI has a few advantages over PET materials. Its biggest advantage is that it has
excellent heat resistance. PI has excellent environmental stability and is unaffected by
temperature or humidity. It can be used as a protective layer for sensors, preventing
non-detectable stimuli from affecting the device performance.

PVA, which has excellent hydrophilicity, is often used in device adhesives and syn-
thetic fibres. PVA has excellent film-forming properties, is easily degradable, and is popular
in the manufacture of disposable devices.

Polydimethylsiloxane (PDMS) is the most commonly used flexible material. It has
good flexibility and is an excellent force-sensitive material in both high- and low-temperature
environments. Additionally, PDMS has good dielectric properties and can be used as
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a medium for pressure sensors. PDMS also has a certain air permeability, and is widely
used in pressure sensing, flexible wearables, and device packaging.

PEN is commonly used in flexible printed circuit boards (PCBs) and capacitor films. It
is more advantageous than PET in terms of heat resistance and mechanical strength and is
a device material that comes in the form of a film. It exhibits good performance in blocking
gas and water and can be used as a packaging material for devices.

Although PET, PI, and PEN are not flexible enough, these commonly used flexible
device materials gain a certain degree of flexibility owing to the decrease in their thickness.
PVA and PDMS are frequently used in patch-type wearable sensors.

However, these materials cannot meet the requirements of sensor fabrication. The
synthesis, doping, and modification of a variety of flexible materials that exhibit excellent
synergistic effects (1 + 1 > 2), and the integration of advantageous properties resulting
from the reaction, are major current studies in the field of material synthesis [39]. This
paper summarises the selection and the fabrication of the following three materials: carbon
nanomaterials [40], polymeric materials [41], and hydrogel materials [42]. The typical
examples of material syntheses are listed in Table 1.

Table 1. Preparation methods, advantageous properties, modes of action, and some unique applica-
tions of synthetic materials.

Selection of
Materials

Carbon Nanomaterials Polymeric Materials Hydrogel Materials

Graphene
Nanoribbons

in 1D, Ti3C2Tx
MXene in 2D

Carbon
Nanotubes

in 1D, Graphene
in 2D

1H,1H,1H,
2H-

Pefluorodecyltrime
thoxysilane,

Ti3C2Tx Mxene

Styrene
Monomer,

Styrene
Radical,

Hydroxyl Group

Polyaniline,
Dimethyl

Formamide

PAAm
Hydrogel,

3,4-
Ethylenedioxythio

phene, and
Polystyrene
Sulfonate

SiO2
Nanoparticles

and PAAm
Hydrogel

Synthesis and
preparation

methods

Doping-induced
hybridisation,

nitrogen doping

Controlling the
dynamic

injection of
charged droplets

Superficial
fluorine

functionalisation,
grafting

modification

Solution
polymerisation

Solvent-
exchange
strategy,

wet-spinning
technology

Dissolution
diffusion

Adjustment of
network

structure and
cross-linking
mechanisms

Advantageous
performance

High cycle
stability, low

hysteresis,
durability

Nanoscale
structure,
nanoscale

conductivity,
lateral infinity

Surface
hydrophobicity,

resistant to
oxidation

Powerful
underwater
absorbency,
durability

High tensile
ratio, high

energy, excellent
mechanical
properties

Porous structure,
ultra-thin

thickness, high
permeability, low

impedance

High elasticity,
no temporary
entanglement,

high sensitivity

Mode of action Through the synthesis, doping, and modification of materials, the advantageous properties of multiple materials are combined, and new
properties are generated through reactions, resulting in excellent composite materials, sensing media, and interactive interfaces.

Applications

Improved
low-dimensional

material
properties for
health detec-
tion systems

Pseudo-3D
macroforms and

core fillers for
high

performance
nanocomposites

Perception in
a liquid

environment, as
a sensing

medium layer

Bonding of
devices in liquid

environments

Weaving, energy
harvesting, and
charge storage

Acts as a liquid
electrolyte,
forming a

conformable and
low impedance

interface

Used in
repetitive motion

with minimal
energy

dissipation

Main
weaknesses Inherently fragile Easily tied a knot Inherently fragile

Steric hindrance
between

hydroxyl groups
Easy to break

Poor mechanical
properties and

easy to tear
Not close contact

References [43] [44] [45] [46] [47] [48] [49]

2.2. Carbon Nanomaterials

Carbon nanomaterials, which exhibit excellent electrical conductivity, such as graphene [50],
carbon nanotubes [51], and MXene [52], have received considerable attention from sci-
entists because of their excellent performance indicators and unique nanostructures. In
more than 10 years since the discovery of graphene, the organic combination of different
biomolecules and graphene has shown excellent functionalisation and a strong carrying
ability, which stems from its ultra-high lateral space and excellent electrical conductivity.
Carbon nanotubes and MXene have a natural advantage in the hybridisation of carbon-
based materials because of their considerable biocompatibility, their inherent degradability
of carbon-based materials, and their matching electrical conductivity. The difference is that
MXene is more likely to produce different biological effects, owing to its hydrophilicity,
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diffusivity, and controllability caused by functional groups [53], which is particularly im-
portant in biomedicine. The excellent stability of carbon nanomaterials [54] makes them
uniquely competitive in device cycle testing.

Lee et al. evaluated a new dopant-induced heterodimensional hybridisation method
for 1D/2D materials (Figure 2a) by constructing hybrid structures of 2D Ti3C2Tx-type
MXene and 1D graphene nanoribbons through nitrogen doping [43]. The structure has
an excellent viscosity, a high resistance, and fabricates as a piezoresistive pressure sensor
with hysteresis as low as 1.33% and a stable cycle count of more than 10,000 cycles un-
der high pressure. Particularly, the authors have improved the connection properties of
a low-dimensional hybrid material [55] via elemental doping in a gaseous environment,
which resulted in better interfacial adhesion and substantially improved the hysteresis
performance and high-pressure cycling stability of the sensor.

Ding et al. reported a self-assembled 2D carbon nanostructure network (Figure 2b) that
was based on an electrospray/mesh technique [44]. Low-dimensional carbon nanomaterials
exhibit excellent optoelectronic properties; however, their nano properties are significantly
degraded when they are assembled into blocks. By controlling the dynamic injection of
charged droplets and combining the nanoscale diameter of 1D carbon nanotubes and the
lateral infinity of 2D graphene, a 2D nanostructured network was formed. It can be used as
a pseudo-3D structure that displays an ordered network of nanofibres [56] and is laterally
infinite, with excellent flexibility and nanoscale electrical conductivity.

Yang et al. prepared a Ti3C2Tx-type MXene film that was resistant to oxidation
(Figure 2c) in a liquid environment [45], and formed a stable hydrophobic protective inter-
face via fluorine functionalisation. Thus, by embedding bacterial nanocellulose, a highly
sensitive sensing medium layer can be prepared with excellent detection performance in
pressure sensing. In a liquid environment, its conductivity remains almost unchanged, and
this excellent waterproofing performance is expected to realise invasive-force detection.
The excellent hybridisation ability [57] and unique sensing properties [58] of MXene have
attracted the attention of scientists in the field of biosensing.

These carbon nanomaterials have been successfully hybridised using a unique syn-
thetic approach in order to obtain low-dimensional carbon materials, successfully expand-
ing the 2D structure of carbon nanomaterials and enriching the potential mechanisms of the
structure–property relationships [59]. It is worth noting that, when carbon nanomaterials
are used alone, especially in bulk, their nanometre properties are severely compromised.
Carbon nanotubes are prone to an uneven distribution during their application. Ti3C2Tx-
type MXenes also have the problems of easy oxidation and recombination, and the hybrid
interface is unstable. These limitations require the reasonable doping of carbon nanoma-
terials in order to optimise the device performance. However, the excellent properties of
carbon nanomaterials, including adsorption, electrical conductivity, thermal conductivity,
flexibility, low mass, and a high specific surface area, make them irreplaceable in biomedical
wearable sensors.

217



Micromachines 2022, 13, 1395

Figure 2. (a) New dopant-induced hybridisation method for 1D/2D materials; reproduced with
permission from the American Chemical Society (2021) [43]; (b) Self-assembled 2D carbon nanos-
tructure network; reproduced with permission from Springer Nature (2020) [44]; (c) Ti3C2Tx-type
MXene film that is resistant to oxidation; reproduced with permission from the American Chemical
Society (2022) [45]; (d) Non-standard phenolic polymer; reproduced with permission from Springer
Nature (2022) [46]; (e) Ultra-fine polyaniline fibre; reproduced with permission from Springer Nature
(2022) [47]; (f) Ultra-soft, highly permeable, low-impedance ultrathin hydrogel; reproduced from
Ref. [48]; (g) Method for adhering hydrogels to various solid interfaces; reproduced from Ref. [60];
(h) Highly solvated, hyperbranched nanoparticle-reinforced polymer hydrogel; reproduced with
permission from Wiley (2022) [49].

2.3. Polymeric Materials

Polymeric materials [61] are often used as flexible substrates and coating materials in
order to improve the performance of sensors during fabrication. Polymer materials have
been doped and modified in order to achieve different types of organisation and unique
properties, including higher electrical conductivity [62] and ion mobility [63], as well as
more stable structural and mechanical properties.

Recently, Ejima et al. reported a non-standard phenolic polymer [46] that exhibited
strong underwater adsorption (Figure 2d). The addition of a hydroxyl group to the catechol
moiety enhanced the adhesion capacity. The synthesis of phenolic polymers with four
or five hydroxyl groups on styrene monomers results in superb underwater adsorption.
These non-standard phenolic groups have excellent adsorption properties and need only
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be added to polystyrene in small quantities to produce strong underwater adhesion on
different substrates. Particularly, this adhesion exhibits excellent stability and durability
for long-term applications in bonding devices in liquid environments.

Tao et al. reported an ultrafine polyaniline fibre [47] that was wet-woven using
a solvent-exchange strategy (Figure 2e). The polymer fibre reduced the viscosity of the fibre
by diffusion between the solvents while enhancing the tensile capacity of the fibre. During
stretching, the polymeric fibre maintained excellent mechanical properties, good electrical
conductivity, and was less than 5 µm in diameter. The fibre is an excellent electrode material,
which is even better than some carbon nanomaterials in energy storage [64] and current
conduction [65]. The stability of its electrochemical performance is expected to be a major
breakthrough in the self-supply of the system.

These polymeric materials have been developed in order to provide a more compre-
hensive range of performance requirements and to have significant applications in sensor
integration and wearable fabrics [66]. Biomedical polymer materials are rapidly developing
in terms of functionalisation, refinement, and fibrosis. The synthesised polymers have
achieved remarkable results in implantable, degradable, catalysed, energy storage, and
energy conversion applications, and are widely used. However, it is difficult to change
the complexity of the preparation of polymer materials and the high cost; the effective
improvement of this limitation will bring a powerful boost to the promotion of the re-
search products.

2.4. Hydrogel Materials

Small and thin flexible devices should be more compatible and intelligent as alterna-
tives to traditional medical devices. Carbon nanomaterials and polymeric materials do
not fully meet the requirements of future personalised medical devices. The emergence of
modified hydrogels [67] provides more options for personalised medical devices, which
are widely used in areas such as electronic skin and human–machine [68] interactions. The
porous structure of hydrogels is conducive for enhancing the transfer rate at the interface
and has a wide range of applications in ion transfer and signal transmission [69]. The
prepared hydrogels are extremely biocompatible by dissolution, reaction, and modification
in order to obtain various advantageous properties [70].

For example, Kim et al. developed an ultra-soft, highly permeable, low-impedance
ultra-thin hydrogel (Figure 2f) that acts as a liquid electrolyte on the skin, forming a tissue-
like spatial- and quasi-solid interface [48]. This interface has a high permeability and low
impedance properties and is extremely ’conformable’ to different body parts. The porous
structure [71] realises the diffusion and propagation of biological macromolecules, and
the low impedance improves the injection efficiency of charges under external stimulation.
Additionally, Wang et al. proposed a method to adhere hydrogels to various solid inter-
faces [60], providing a conformal contact method between the hydrogel and the torso sites
(Figure 2g). The hydrogel was dehydrated, was glued on to a solid interface with a small
amount of glue and was hydrated in order to form a new gel layer. This method enables the
organic bonding of hydrogels to human tissues and has great potential for applications in
bioassays and healthcare. Moreover, the conformal adhesion [72] of hydrogel significantly
changes the physicochemical properties and electrical conductivity of the solid surface,
making it possible for the same device to be reused in different complex environments.

Qiu et al. developed a highly soluble, hyperbranched nanoparticle-reinforced polymer
hydrogel (Figure 2h) with no temporary entanglement, hysteresis-free material properties
during cyclic loading, and fatigue-free properties that can significantly reduce energy
dissipation and can exhibit excellent stretchability and flexibility [49]. Minimal material
energy dissipation [73] is essential for achieving high device performance at sites of repet-
itive human actions (e.g., heartbeat, breathing, and movement). In hydrogel networks,
hyperbranched nanoparticles act as the dominant cross-linked, highly expanded polymer
chains. They are linked without temporary entanglement [74] and have excellent elastic
properties, exhibiting great potential in strain and impedance sensors.
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As special polymer materials, hydrogels exhibit extremely competitive properties
in terms of biocompatibility. Hydrophilic polymers are often used as functional groups
in hydrogels, which produce different physical and chemical properties under different
environmental stimuli through physical or chemical cross-linking modification. The swella-
bility of the hydrogel medium and the resulting network voids are greatly beneficial for
the penetration and transportation of macromolecules. Additionally, hydrogels inherit the
disadvantage of the high cost of polymer materials, while increasing the complexity of
integration. It is undeniable that, although hydrogel is slightly insufficient in terms of cost
and yield, its performance is excellent and cost-effective.

In summary, carbon nanomaterials, polymeric materials, and hydrogel materials were
doped and synthesised rationally in order to obtain exciting and excellent properties. The
difference is that carbon-based materials tend to acquire excellent piezoelectric proper-
ties [75], whereas hydrogel materials tend to focus more on the flexibility and permeabil-
ity [76] of the material. The recently emerging metal-organic frameworks (MOFs) [77] are
also highly sought after, and possess functionalities that are similar to carbon nanomaterials
and porous structures that are similar to hydrogel materials. The different organic frame-
works can be formed by self-assembly. Cu-based [78], Zr-based [79], porphyrin-based [80],
and MXene-derived [81] MOFs have emerged and have begun to show their cutting-edge
applications in biosensing, medical detection, and gas monitoring. The development of
MOF materials with different groups is expected to achieve further breakthroughs and
optimisation in the field of biomedical device fabrication. It is worth noting that different
materials may produce nonlinear deviations under different working environments, and
the choice of a reasonable working environment for synthesis is significant for the retention
of different advantageous properties and the modification of inferior ones, which may
result in unexpected outcomes.

3. Application of Sensors in the Human Body

Flexible wearable sensor devices are widely used in human–machine interactions,
healthcare [82], and personalised diagnosis and treatment systems [83] in order to determine
the physiological level of the human body. The prevalence of various high-precision
preparation processes, such as 3D printing [84], photolithography [85], and printed coating
techniques [86], has dramatically increased both the accuracy and the yield, facilitating
the ease of device fabrication. The use of other auxiliary equipment and test systems,
such as centrifuges, thermostatic heating chambers, ultrasonic devices, and LCR testers,
enables more efficient device fabrication. Simultaneously, wearable devices should have
good flexibility, transportability, and excellent biocompatibility [24], contributing to more
sensitive feedback, stable control, and efficient transmission. From the perspective of the
detection location, sensors can be classified as in vitro [87] and in vivo [88]. In vitro sensor
devices are further divided into electronic skin classes and other medical devices based on
the appearance of the package and the application of the device. Compared with in vitro
sensing, the application environment [89] for in vivo sensing is more stringent, but many
professors and scholars have made unique attempts and products. In this review, we
present a comprehensive overview of in vitro and in vivo sensing techniques.

3.1. In Vitro Sensing

In recent years, wireless communication [90] and human–machine interaction technol-
ogy have developed rapidly, and signal transmission is highly consistent and instantaneous,
making the in vitro sensing of wearable devices possible. In vitro flexible wearable devices
that are used to track the movement of various parts [91] of the human body, assist in the
diagnosis of various diseases [92], and can establish a higher level of human–machine in-
teraction interface, have become a major focus in in vitro sensing. Wireless medical devices
that are based on wireless data transmission, which can be applied to flexible platforms
and environments with excellent information output and control stability, have become one
of the main trends in biomedical fields. In vitro sensor devices usually exist in the form of
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electronic skin or medical devices. As such, flexible wearable devices can adapt to human
limb movements and have good bending and stretching properties [93].

3.1.1. Relying on Electronic Skin for In Vitro Sensing

Electronic skin serves as an excellent integrated platform with a thin and soft interface
that can be applied to most parts of the human surface. Electronic skin can sense internal
physiological information about the human body, can make sound judgments, and can
prevent and monitor diseases. The inherently weak properties of the human signal dictate
that the built-in sensors must be sufficiently sensitive [94], and the persistence of the human
signal requires an excellent robustness [95] of the electronic skin. The sensor transmits the
human body signal as an optoelectronic signal in order to enable information interactions.

Deng et al. reported a patch-type piezoresistive sensor with both high sensitivity and
a wide detection range (Figure 3a) for monitoring human physiological signals [96]. In-
spired by the microstructure of a rose petal, the sensor exhibits excellent mechanical flexibil-
ity and electrical properties using a layered microstructure with polyaniline/polyvinylidene
fluoride nanofibre films on the top and bottom layers and interlocking electrodes with
a domed structure in the middle. Structurally, this domed interlocking structure [97] can
significantly increase the contact area and reduce the resistance when subjected to pressure
and exhibits a low relaxation time, enabling a sensitive adjustment of the electrical signal
output of the sensor (Figure 3b). The structure can significantly expand the contact area
of the nanofibres under pressure and can detect small pressures. In terms of performance,
the sensor has a sensitivity of 53 kPa-1, a response time of 38 ms, a recovery time of 19 ms,
a very low power consumption, and an excellent robustness (over 50,000 cycles). The
designed skin patch has a significant ability to perceive vibrational forces and can monitor
subtle motion signals (e.g., breathing, swallowing, muscle vibration, and foot pressure).

Wen et al. designed an electronic skin that senses pressure and temperature inde-
pendently (Figure 3c) and can convert pressure into a voltage difference between polar
plates [98]. Similarly, the sensor uses a tapered microstructure for sensitive pressure sens-
ing. In contrast, the sensor employs a triboelectric nanogenerator (TENG) whose tapered
structure is applied to the triboelectric layer. Particularly, the electronic skin can express
the temperature signal independently while also sensing pressure (Figure 3d). The tem-
perature signal is detected using a specially designed thermocouple membrane, and the
thermoelectric coupling effect [99] can be expressed. The triboelectric sensor senses the
pressure change from the vertical direction, whereas the thermocouple film senses the tem-
perature change from the horizontal direction. This vertical detection method avoids the
complicated decoupling process, enabling dynamic sensing of pressure and temperature
from external signals.

In the above-mentioned electronic skin research, the perception of the magnitude of
the force was realised, but the perception of the direction of the force was not specific. This
is because the relatively parallel hierarchical structure of the electronic skin has unique
advantages in terms of the perception of force magnitude, and the perception of force
direction [100] often needs to be performed through an array. Therefore, integrating sensor
units into electronic skin arrays is a widely used approach in sensor research.

Notably, Yun et al. reported a stand-alone skin-like health care patch (Figure 3e) that
detects changes in the heart rate through conformal contact with the wrist [101]. The
body of the patch is a flexible light-volume tracing sensor array consisting of an organic
photodiode (OPD) and two organic light-emitting diodes (OLED). The OLED emits a red
light. After being reflected by the arm, a change in the reflected light intensity is detected
by the OPD. Notably, the intensity of the reflected light varies owing to the changes in
the heart rate. It also carries a soft display consisting [102] of a diode array (17 × 7) with
a variable microcrack. Au interconnects combined with a stress relief layer in order to
allow stable operation under folding, twisting, and 30% stretching. The signal is processed
by the microcontroller, is filtered, counted, and displayed on the diode array in real-
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time. The patch can be scaled up to monitor biosignals in daily life, contributing to more
comprehensive health monitoring.

Figure 3. (a) Patch−type piezoresistive sensor; reproduced with permission from the American
Chemical Society (2021) [96]; (b) Electrical signal output from the sensor; reproduced with permission
from the American Chemical Society (2021) [96]; (c) Electronic skin that senses pressure and tempera-
ture independently; reproduced with permission from Elsevier (2022) [98]; (d) Temperature signal
from the electronic skin; reproduced with permission from Elsevier (2022) [98]; (e) A self-contained
skin−like health care patch; reproduced from Ref. [101].

These studies on sensing human signals have demonstrated that sensors rely on
electronic skin in order to establish a sensing platform [103] for human signals, which can
effectively capture human body information and is extremely important for implementing
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the health monitoring of the human body. However, this information does not enable
a comprehensive judgment of human health, and the monitoring of some hidden signals,
particularly in vivo signals [104], is one of the current research areas in in vitro diagnostics.

In addition to these traditional patch-type electronic skins, the application of elec-
tronic skin with integrated triboelectric nanogenerators (TENGs) has recently emerged,
which realises the self-powering of wearable devices. The application of TENGs makes
the integration of wearable devices and other sensor communication technologies more
convenient, and the self-powered feature has unique advantages for device miniaturisation.

Recently, Wang et al. reported an intelligent tactile sensing system combining TENGs
and deep learning technology [105] (Figure 4a), which has an important practical value in
the cognitive learning of visually impaired patients and the fabrication of bionic prostheses.
The system integrates three separate tactile sensors that are doped with different materials
and uses a raised surface structure for better sensitivity and perception. By extracting
features from the electrical signal of the tactile sensor and through coupling calculations,
the typical features of an unknown material can be obtained. The relationship and normali-
sation of the three electrical signals were established in order to realise the tactile perception
of size, position, pressure, temperature, and humidity. By integrating a convolutional
neural network, the features were visualised, and a high-precision detection of 96.62% was
achieved. The application of deep learning technology can achieve more subtle material
feature recognition than that of the human eye.

Wang et al. designed a badge-reel-like, stretchable, wearable, self-driving sensor, and
its system [106] (Figure 4b). TENGs, utilising grating structures, exhibit extremely low
hysteresis and ultra-high durability (over 120,000 duty cycles). When the sensor is bent or
stretched, the triboelectric layer is squeezed in order to produce an electrical signal. On
this basis, the use of peak counts for the dynamic monitoring of body posture, especially in
places where bending and stretching of the spine, joints, neck, and other locations often
occur, is conducive for reducing the risk of disease in the spine and joints that may be
caused by long-term bad posture. The system adopts mature 3D printing technology and
flexible printing technology, making it possible to realise the popularisation of the products.

These studies on the perception of external stimuli have proven that flexible electronic
skin can effectively interact with the external environment. On the basis of breaking the
original balance by external stimulation, the triboelectric layer is contacted and squeezed
in order to realise the output of the electrical signals. The TENGs enable the e-skin to
achieve self-sufficient power requirements, which can quickly provide detectable responses.
Additionally, avoiding the influence of interfering stimuli is still an urgent problem that
needs to be solved, which determines the environment in which they can work.
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Figure 4. (a) Intelligent tactile sensing system combining TENGs and deep learning technology;
reproduced with permission from Wiley (2022) [105]; (b) Badge-reel-like, stretchable, wearable,
self-driving sensor, and its system; reproduced with permission from Springer Nature (2021) [106].
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3.1.2. Relying on Medical Devices for In Vitro Sensing

Flexible medical devices [107] are worn on the human body and they interact with
information using built-in sensors. Compared with electronic skins, medical devices have
a variety of packaging forms and can carry sensors with various geometrical appear-
ances [108], more diverse sensing forms, and more comprehensive sensing information,
promising better diagnosis and treatment.

Wang et al. designed an active sensing array [109] for the diagnostic assessment
of lumbar degenerative diseases by detecting plantar pressure distribution (Figure 5a).
A PVDF piezoelectric sensor was used to convert force to electricity. The array performed
well in pressure cycling and response time tests with a high degree of robustness, supported
vector machine supervised learning algorithms [110], collected walking foot pressure
distributions from patients with lumbar degenerative diseases for common human limb
movements, built a database sample, classified and identified based on plantar pressure,
and achieved a recognition accuracy of 99.2%. The monitoring system that was established
based on the sensing array allows information interaction with mobile phones via Bluetooth
in order to display the wearer’s foot pressure distribution in real-time. The patient’s foot
pressure data can be effectively uploaded to the client. It facilitates the diagnosis and
the rehabilitation assessment of patients with degenerative lumbar spine diseases. This
back-end data processing method has been explored for the establishment of the medical
Internet of Things.

In another study, Koh et al. reported a flexible gripper [111] that is capable of
gripping millimetre-sized organisms while enabling temperature and pressure sensing
(Figure 5b). The gripper enables bidirectional sensing and stimulus interaction through
silver nanowires [112], while acting as a mediator for Joule heating. The strain and the
vibration are detected through the addition of a cracked strain sensor, which changes
the structure of the strain gauge by stretching and bending the gripper. This crack-type
strain sensor is located on the back of the gripper, and any mechanical deformation that
is experienced by the soft gripper can be sensed, which causes structural changes in the
crack and affects the resistance of the sensor. By carrying a heater, temperature sensing
and thermal motion are realised using AgNWs. Additionally, the gripper can provide
temperature and pressure stimulation, which can contribute to the maintenance of human
tissues, such as muscle soreness and bone misalignment.

Wu et al. reported a six-dimensional force sensor with a flexible mortise and tenon
interlocking structure (Figure 5c), which was studied and decoded using a neural net-
work [113]. The six-dimensional forces are forces Fx, Fy, and Fz and moments Mx, My, and
Mz. From the perspective of control science, the sensor performs neural network and finite
element analyses on the forces at different angles, showing that the sensor has different
states under multi-angle forces. The sensor, with a minimum size of 7 mm × 7 mm × 7 mm,
is used in the precise orthodontic treatment of teeth. It has 12 sensing units that can quanti-
tatively detect external stimuli in different directions and output a voltage signal when the
sensor is squeezed or twisted.

In addition to these traditional force tests, “non-force” tests are favoured by researchers.
For example, temperature detection [114] of the human body surface and body and the
detection of breathing gas [115]. In this era of the COVID-19 pandemic, these tests have
attracted special attention in medical surveillance.

Recently, Ding et al. reported a fibre-optic temperature sensor [116] that is based on
photoelectric up conversion (Figure 6a), which exhibits strong temperature dependence
from the conversion of infrared light to visible light. The sensing unit is mainly composed
of InGaP-based double-junction light emitting diodes and GaAs-based light emitting
diodes. A large bandgap is connected in a series in the middle, exhibiting excellent
sensitivity to temperature. With an increase in the temperature, the optical wavelength also
increases. Simultaneously, an increase in the temperature leads to the narrowing of the
bandgap, which leads to a reduction in the voltage. The optical signal exhibited excellent
robustness in the cyclic heating and cooling tests. Additionally, the sensor has a strong anti-
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electromagnetic interference ability, and when combined with thermal imaging [117] and
nuclear magnetic resonance [118], it is expected to be able to measure the local temperature
in the body. The wavelength of the emitted light of the sensor is still limited to the red-light
band, and the development of emitted light in the longer wavelength band is a research
hotspot in the field of photoelectric up conversion in the future.

Figure 5. (a) Active sensing array; reproduced with permission from Wiley (2022) [109]; (b) Flexible
gripper; reproduced with permission from the American Association for the Advancement of Science
(2021) [111]; (c) Six-dimensional force sensor with a flexible mortise and tenon interlock structure;
reproduced with permission from Elsevier (2022) [113].

Sheng et al. reported a polyimide-sputtered and polymerised [119] gas humidity sen-
sor (Figure 6b); it broke the perception that the traditional polyimide capacitive humidity
sensor has low sensitivity and a slow response, and at a large detection range, low humidity
(<40%) could still achieve a humidity measurement. Polyimide-sputtered and polymerised
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materials have excellent hygroscopicity and hydrophilicity, and their porous spatial struc-
ture realises rapid gas transfer. When the sensor is in a humid environment, the film is
gradually oxidised, which directly affects the capacitance of the sensor, thereby realising
humidity detection. The sensor is applied to respiratory humidity monitoring [120], which
detects the humidity of inhaled and exhaled air, and is very competitive in the mask, face
shield, and helmet industries.

Figure 6. (a) Fibre-optic temperature sensor based on photoelectric up conversion; reproduced with
permission from Springer Nature (2022) [116]; (b) Polyimide-sputtered and polymerised gas humidity
sensor; reproduced with permission from the American Chemical Society (2022) [119]; (c) Ink-based
printing flexible humidity sensor; reproduced with permission from the American Chemical Society
(2022) [121]; (d) Schematic of the humidity detection mechanism for the cellulose nanofibres/carbon
black composite; reproduced with permission from the American Chemical Society (2022) [121].
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Similarly, Tokito et al. reported an ink-based printing, low-cost, fast-fabricated, and
flexible humidity sensor [121] (Figure 6c). Conductive ink, which is composed of cellulose
nanofibres and carbon black, changes the resistance of the ink according to the change in
humidity (Figure 6d). The hygroscopic expansion of nanofibres destroys the conductive
path of the carbon black, resulting in an increase in electrical resistance. The porous physical
structure of nanofibres makes this hygroscopic ability even better. Additionally, the carbon
black content is critical for the conductivity of the ink. Low content prevents the ink from
forming sufficient conductive paths, whereas high content reduces the sensitivity of the
sensor. In a high humidity environment, the ionic conductivity of the ink is expected to
achieve sensitive humidity detection. The sensor realises low-cost and high-efficiency
humidity detection and has unique advantages in the disposable product manufacturing
industry. It is worth noting that the adhesion between the sensing layer and substrate is
insufficient, and it can easily fall off in a humid environment. The combination of this with
the non-standard phenolic polymers that have been mentioned in the previous materials
section, perhaps with unexpected effects, would be interesting.

Sensors play a significant role in the research on medical devices. The combined
use of multiple sensors allows the detection of information regarding the human body
from multiple perspectives and provides a more comprehensive understanding of human
physiology. The application to different parts of the human body [122], particularly to
uneven areas, in a flexible package [123] creates conformal contact with the body. The
development of these electronic skins and the design of medical devices have significantly
improved the diagnosis and treatment methods of human diseases, opening a ‘new window’
in the future of smart medicine.

3.2. In Vivo Sensing

The inherent mechanical and biological properties of human tissues vary among peo-
ple, and implantable devices that achieve immediate detection face major problems [124],
such as the following: (1) it is difficult to apply existing electronic devices to organs with
3D structures, which can easily cause rejection by the body; (2) the devices are in a com-
plex environment in the body, and long-term monitoring may lead to device failure; and
(3) there are difficulties in achieving a stable transmission using passive wireless reading
devices for strain sensors and maintaining the quality factor of the RLC circuit. Addi-
tionally, the complex physiological environment inside the human body, the secretion of
stomach acid and catabolic enzymes, and the inherent contraction and expansion move-
ments of organs and tissues can cause damage to the device structure and the human
body. In vivo sensor devices are often implantable, adaptive, and degradable, allowing
for in vivo ‘spaced’ sensing [125,126], wireless charging [127], and self-powered power
devices [128–130], which are harmless and adaptable in vivo. The device is stable in the
event of an in vivo organ ‘movement’ and can be displayed in real-time on a mobile device
terminal via Bluetooth [131].

Recently, Lee et al. reported a suture-process-connected, wireless capacitive fibre
optic strain sensor (Figure 7a) for connective tissue monitoring [124]. The sensing system
consists of a hollow double-helix structure comprising two stretchable conductive fibres
combined with a passive RLC circuit. The relationship between the mechanical and
electrical properties is derived using an analytical expression. The hollow double-helix
structure forms excellent tensile properties. During the stretching process, the two fibres
approach each other and are squeezed after contact, resulting in a change in the capacitance.
The addition of an induction coil to the wireless system realises the wireless signal-reading
capability. The mechanical–electrical property relationship can be adjusted through the
conductive fibre length diameter, creating more relaxed conditions for the implantation
position, and the system enables wireless transmission without welding [132].

Jeong et al. proposed a wirelessly charged, fully implantable soft optoelectronic
system [133] (Figure 7b), which realises rapid adjustment and adaptation in complex envi-
ronments and is widely used in in vivo neuroscience research. The system performs a light
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stimulation through optoelectronic nerve probes, realises wireless transmission through
coil antenna inductive coupling, receives radio-frequency energy, and achieves wireless
charging. The system simultaneously enables remote selective wireless control and closed-
loop wireless automatic charging capabilities for multiple animals using an off-the-shelf
smartphone. In the preparation of devices, the development of phenolic polymers, which
have a strong adsorption force in liquid environment, has made outstanding contributions
to the bonding and integration of devices. Phenolic polymers are often used as carriers for
drug delivery and have excellent antibacterial and anti-inflammatory properties [134]. This
enables long-term in vivo studies without intervention [135], creating a new benchmark for
in vivo sensing. However, the system suffers from metal-sensitive interconnects and uses
batteries, resulting in a certain degree of incompatibility with MRI machines, narrowing its
potential for biomedical applications; however, the design is still good enough.

In another study, Wang et al. reported a biodegradable, self-fed pressure sensor
(Figure 7c) that could convert environmental pressure into an electrical signal for post-
operative cardiovascular care [136]. The core of the sensor consists of two triboelectric
layers, which are in contact under the action of an external force in order to achieve voltage
output. An air space structure was introduced in order to ensure that the force–electricity
change curve had good linearity. The sensor exhibits good sensitivity and durability by
providing kinetic energy through the frictional electrical effect of the degradable material.
Additionally, the sensor had 99% antimicrobial properties, a 5-day service time, and an
84-day degradation time, which can effectively prevent wound infections.

Rogers et al. reported a wireless implantable microflow sensing system (Figure 7d)
that enables stable and reliable flow sensing with readout on a mobile terminal [137]. The
sensor detects the blood flow through a heater and thermistor and is connected through
a small Bluetooth module that is attached to the skin for data reading and for visual display
on the mobile terminal. The sensing system was applied to surgical flaps and later, to
organ transplantation in order to detect bleeding in microvessels using a thermal probe
for continuous monitoring. The probe barbs exhibit excellent resistance to temperature
and mechanical disturbances, are made of degradable materials, facilitate the mitigation of
inflammation in organ tissues, and exhibit strong biocompatibility.

Interestingly, Bao et al. evaluated a stretchable biological interface [138] for neural
tissue (Figure 7e), which was prepared by the laser patterning of a metal-complexed
polyimide into an interconnected graphene/nanoparticle network that was embedded in
an elastomer. The interface is used for a seamless connection between the central nervous
system and gastrointestinal tract tissue. The real-time detection of neurotransmitters
is realised through different impedances in different stretching states, and autonomous
monitoring can be performed without external stimulation. The interface has excellent
stretchability and softness and is highly compliant with intestinal tissue, avoiding the
unnecessary irritation that is caused by peristalsis. Moreover, the interface has excellent
adhesion and easily adheres to tissue membranes. It can also be mounted on endoscopes in
order to realise direct sensing of the stomach, which is expected to solve the problem of the
correlation between microorganisms and intestinal chemical kinetics [139].

These studies of implantable sensing systems imply that in vivo sensing has unique
advantages in biomedicine, enabling more direct information acquisition [140] and health
monitoring [141]. Additionally, implantable sensor devices are uniquely positioned to carry
drugs [142,143] and can provide promising targeted drug delivery for localised treatment.
This near-attrition-free drug therapy significantly enhances the treatment efficiency and is
a novel clinical treatment tool.
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Figure 7. (a) Suture–process–connected wireless capacitive fibre optic strain sensor; reproduced with
permission from Springer Nature (2021) [124]; (b) Wirelessly rechargeable, fully implantable soft opto-
electronic system; reproduced with permission from Springer Nature (2021) [133]; (c) Biodegradable
self–powered pressure sensor; reproduced with permission from Wiley (2021) [136]; (d) Wirelessly
implantable microflow sensing system; reproduced with permission from Elsevier (2022) [137];
(e) Stretchable biological interface for neural tissue; reproduced with permission from Springer
Nature (2022) [138].
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4. Discussion and Conclusion

Notably, flexible wearable sensors that are used in biomedicine are different from the
traditional sensors that are used in signal processing. Owing to the particularity of the
working environment of wearable sensors and the miniaturisation of devices, wearable
sensors often use integrated back-end circuits in order to analyse signals. Microcontrollers
are usually used for signal acquisition and transmission, combined with the C language
and Python, in order to develop PC-based applications for data visualisation. The real-time
display on the terminal is realised through the interaction with the application program
through serial communication. In wireless sensing devices, coil coupling, or optical commu-
nication is often used in order to realise data transmission. A real-time display on the mobile
terminal can be realised using Bluetooth. The development of vector machine-supervised
learning algorithms, deep learning algorithms, and applications is also extremely important
in the medical Internet of Things.

Flexible wearable sensors for biomedicine can realise force detection in high-strain
soft tissues, including human skin, the detection of temperature and humidity, and the
detection of physiological information in complex environments in vivo. Different flexible
wearable sensors are prepared using different materials, structures, sensing mechanisms,
and communication methods, which can realise the stable and accurate detection of human
pressure, strain, multi-angle force, vibration, temperature, humidity, cell tissue, flow, and
microorganisms. Therefore, we believe that the application of flexible wearable devices in
biomedical applications is feasible.

In this review, we have presented an updated overview of wearable devices that are
used in biomedical applications. Starting with materials, we have presented cutting-edge
preparation techniques and have analysed the important properties of these materials. By
relying on advanced material preparation techniques, we have combined modern sens-
ing technologies and MEMS processes in order to design and fabricate excellent sensor
devices. We have discussed the unique sensing modalities, the excellent performance,
and some exciting applications of these sensor devices from the perspective of in vivo
and in vitro sensing. To date, these wearable devices have exhibited remarkable perfor-
mance in solving specific problems with a much greater efficiency. This emerging field
encompasses considerable opportunities and challenges in terms of the sensing capability,
orientation, and adaptability. Flexible wearable sensor devices are increasingly moving
toward adaptive, self-feeding, and personalised directions, providing multimodal [144],
multifunctional [145], and multidirectional [146] detection capabilities. This vision has
been made more relevant by combining it with data-processing and wireless-transmission
systems. However, the types of signals that sensors can perceive are still limited. For
example, the effect of in vitro detection at the cellular and protein levels are poor. The
active detection of sensor targeting in vivo [147,148] remains a problem that modern sci-
ence urgently needs to overcome. There is considerable room for the optimisation of the
compatibility between wearable devices and human tissue, from harmless to beneficial,
from short-term to long-term monitoring, and the optimisation of the degradation time. In
the future, the development of wearable devices will require the cooperation of various dis-
ciplines (materials science, biomedicine, chemistry, microelectronics, and communication
technology) in order to break professional barriers. It is worth noting that the development
of processing technology and testing technology is equally important in order to realise
the leap from theory to reality. Flexible wearables are the result of a multidisciplinary
intersection. With the rapid development of various disciplines, it is reasonable to predict
that flexible wearables will definitely attract attention in biomedical applications.

5. Summary and Outlook

We have presented the latest research on various flexible wearable sensing devices
for biomedical applications, focusing on in vivo and in vitro sensing. As mentioned earlier,
the detection of human physiological signals has expanded with the development of new
materials and advances in sensing technologies. Flexible wearable sensors have great
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development potential in the fields of assisted diagnosis and treatment, health monitor-
ing, cell capture, medical prosthetics, human–computer interaction, drug delivery, and
targeted therapy.

Future work and product promotion face many obstacles. Whether in vitro or in vivo
sensing, the known materials still cannot fully meet the needs of detection, which is closely
related to the weakness of human signals. Discovering more emerging materials, perform-
ing different degrees of synthesis, doping on known materials, and exploring more suitable
materials will be beneficial. For example, combining different groups with MXene and
MOF materials, or crosslinking and modifying hydrogels, can achieve better performance.
The development of various adaptive and self-powered materials has significantly boosted
the development of implantable sensors. In addition, the shortcomings of sensor communi-
cation technology restrict the detection of human physiological signals, which is especially
obvious in in vivo sensing. There are three reasons for this finding, as follows: First, human
tissues have certain obstacles to signal transmission. Second, the complex environment
of the body is not conducive for the operation of the sensor. Third, the rejection reaction
of the human body itself, as well as the material properties of the sensor, can easily cause
discomfort to the human body. Additionally, the development of processing and testing
technologies is equally important for the development of new materials, new structures,
and more sophisticated wearable devices. The rise in 3D printing technology has led to
the refinement of device products and a higher yield. Simultaneously, the development of
medicines is extremely important for drug delivery and targeted therapy.

Notably, the detection of human physiological information using wearable devices
has great application potential in the medical Internet of Things. Through wearable device
protocol communication technology, the IoT gateway is constructed, and the IoT server
realises the real-time communication between the users and the medical staff. Medical
staff can detect physiological information based on the wearable devices, set detection
parameters, and synchronously process the user’s physical condition. The data visualisation
of the wearable sensor on the mobile terminal through Bluetooth, which has been realised
at this stage, has explored the architecture of medical IoT. Whether the wearable sensor
comprehensively detects the physiological signal is directly related to whether the medical
staff can make an accurate judgment. The architecture of the protocol communication
technology, the IoT gateway, and the server must be jointly developed by researchers in
many industries.

The application of flexible wearable devices in biomedicine requires joint develop-
ment in various disciplines. It is believed that with the efforts of various disciplines, the
application of flexible wearable devices in biomedicine will become more comprehensive.
The transition of these applications from the laboratory to clinical applications and to actual
life is something that is worthy of further study.
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Abstract: Radial artery pulse pressure contains abundant cardiovascular physiological and patholog-
ical information, which plays an important role in clinical diagnosis of traditional Chinese medical
science. However, many photoelectric sensors and pressure sensors will lose a large number of
waveform features in monitoring pulse, which will make it difficult for doctors to precisely evaluate
the patients’ health. In this letter, we proposed an on-skin flexible pressure sensor for monitoring
radial artery pulse. The sensor consists of the MXene (Ti3C2Tx)-coated nonwoven fabrics (n-WFs) sen-
sitive layer and laser-engraved interdigital copper electrodes. Benefiting from substantially increased
conductive paths between fibers and electrodes during normal compression, the sensor obtains high
sensitivity (3.187 kPa−1), fast response time (15 ms), low detection limit (11.1 Pa), and long-term
durability (20,000 cycles). Furthermore, a flexible processing circuit was connected with the sensor
mounted on wrist radial artery, achieving wirelessly precise monitoring of the pulse on smart phones
in real time. Compared with the commercial flexible pressure sensor, our sensor successfully captures
weak systolic peak precisely, showing its great clinical potential and commercial value.
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1. Introduction

Radial arterial pulse pressure (RAPP) monitoring is crucial for Chinese medical-aided
diagnosis since rich physiological features in pulse waves can help doctors to evaluate
and diagnose diseases within the body, instead of scanning devices [1–4]. The light wave
difference caused by a light–absorption change in human hemoglobin is used to monitor
pulse wave by ordinary photoelectric pulse sensors, which usually lose substantial infor-
mation of RAPP owing to their instability during near-infrared light transmittance [5,6].
In addition, monitoring weak entire RAPP remains challenging for most reported flexible
pressure sensors due to their low sensitivity [7,8]. Hence, it is necessary to develop a highly
sensitive pressure sensor to precisely monitor arterial pulse.

Currently, most reported works focused on the novel two-dimensional (2D) material
used to being sensitive elements in flexible pressure sensors, such as graphene, carbon
nano-tube, and SnSe2, etc. [9]. For example, Jing et al. proposed a flexible piezoresistive
pressure sensors based on graphene, which achieved high elasticity of 85% but exhibited a
limited sensitivity (0.075 kPa−1) and long response time (120 ms) [10]. Park et al. proposed
a flexible sensor based on carbon nanotube thin films, which exhibited a high sensitivity of
278.5 kPa−1 but a limited responding range of 0–30 Pa [11]. In addition, the sensor based
on SnSe2 nanosheet reported by Tannarana et al. can only work under a pressure beyond
2 kPa, resulting in disability for monitoring RAPP [12]. MXene is intrinsically hydrophilic
and yet they have demonstrated higher electrical conductivity than solution processed
graphene [13], thereby enhancing sensor’s sensitivity greatly by the reduction of contact

239



Micromachines 2022, 13, 1390

resistance and possibly enabling sensors to attain more pulse. In addition, their exceptional
electrochemical properties were widely used in flexible sensors [14]. Consequently, MXene-
based flexible pressure sensor (FPS) is a potential candidate to solving problems like low
sensitivity, long response time, and a small working range of forementioned sensors.

Here, an integrated FPS composed of laser-engraved interdigital copper electrodes and
the MXene/n-WFs (nonwoven fabrics) sensing layer was proposed. A key sensitive element
was made of MXene-coated n-WFs. The sensor was connected to an on-skin wirelessly
flexible processing circuit to successfully monitor RAPP on a smart phone. Owing to
substantially increased conductive paths between fibers and electrodes during compression,
the FPS achieved a high sensitivity of 3.187 kPa−1 within 6 kPa and 1.059 kPa−1 in a larger
pressure region of 100 kPa, as well as a low-pressure detected limit down to 11.1 Pa.
Furthermore, FPS is able to monitor RAPP precisely compared with a commercial pressure
sensor and can be used to help for diagnosis of cardiovascular diseases.

2. Experimental Details
2.1. Structure Design and Mechanism

During arterial constriction and relaxation, a weak blood pressure was produced by the
process periodically forming a pulse waveform (Figure 1a). By converting this mechanical
force into an electrical output, a thin and flexible pressure sensor is applied to the wrist
skin to capture RAPP in real time and enable long-term monitoring on a smartphone via a
back-end processing circuit on the skin (Figure 1b). As shown in Figure 1c, the designed
FPS is applied to the wrist skin with the processing circuit. To connect closely with the FPS
and meet the wearable needs, we designed the signal processing circuit to be flexible The
FPS mainly consists of a PU encapsulation layer at the top, an MXene/n-WFs sensitive layer,
interdigital electrodes, and a supporting polyimide (PI) layer (Figure 1d). Among them, the
interdigital electrodes are designed to sense local weak signals to improve the sensitivity
of the sensor on uneven skin. The two pieces of 3M tape (3M3300LSE-9495LSE, Linxing
Company, Shenzhen, Guangdong province, China) are the key to improving the sensitivity
of FPS, which is used to increase the initial compression space of the sensitive layer, leading
to a high initial contact resistance and the ability of detecting a weak pressure signal. The
MXene/n-WFs become contacted with each other when the sensor is squeezed by a weak
pulse force, thereby reducing the contact resistance between the fibers. In addition, another
reduction in contact resistance is attributed to the contact between sensitive fibers and
electrodes under compression. Both of these reasons are formative mechanisms for the
sensor to capture external stimuli.

2.2. Materials and Fabrication

The material of a sensitive layer determines the property of the sensor. Ti3C2Tx
MXene is one of the 2D transition metal carbides/nitrides that possess good metallic
conductivity. Figure 2a shows the scanning electron microscope (SEM) image of Ti3C2Tx
nanosheet (5 mg·mL−1, Xiyan New Materials Company, Nanjing, Jiangsu province China)
in which the insert exhibits a Tyndall effect in solution. Because of the existence of a large
number of hydroxyl and fluorine groups on the surface, Ti3C2Tx nanosheets can be evenly
distributed in solution, which also shows that the metallic conductivity and rich surface
functionalities can coexist without mutual interference [15,16]. Benefiting from the irregular
microfiber structure and high porosity of n-WFs (250 mm ∗ 380 mm ∗ 500 pieces, Order
Flagship Store), MXene can be dipped and coated on the fabric surface as the sensitive
layer. To obtain the sensitive layer, the n-WFs were first washed with ethanol and deionized
water and dried. Next, the dried n-WFs were immersed in aqueous Ti3C2Tx solution
(5 mg mL−1) for one minute and dried at 50 ◦C, and this operation was repeated several
times. Figure 2b shows the morphology (inserts) and square resistance of the n-WFs coated
for 3, 5, 7, and 9 times. The square resistance decreased from 14.8 Ω cm−2 to 5.2 Ω cm−2

as the coating number increased. However, the Ti3C2Tx nanosheets on the fibers were
severely aggregated when the coating reached nine times, so we used MXene/n-WFs
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modified by seven times as the sensitive layer in the following study. The fabricated
MXene/n-WFs samples showed good mechanical stability in the uniaxial compression test
(Figure 2c). When the compressive strain reached 80%, the sensitive layer still exhibited
almost uniform loading and offloading processes, which was attributed to the mechanical
stability of n-WFs. Compared to pure n-WFs, MXene/n-WFs exhibited almost the same
tensile fracture strength of 75 MPa, indicating that the modification of MXene had no effect
on its mechanical behavior (Figure 2d). Figure 2e illustrates the fabrication process of
the FPS. The interdigital electrodes were engraved on PI films using a laser ablation. The
sensitive layer was aligned with the interdigital electrodes, and the prepared sensor was
packed in a PU tape on PET film.

Figure 1. (a) The beating of the human heart causes the radial artery vasodilatation and vasodilatation,
resulting in a slight pressure change on the skin surface; (b) collecting the pressure response signals
by flexible sensor and sending signals to the mobile phone for display by a signal processing circuit;
(c) optical image of the FPS connected with a processing circuit mounted on a participant’s wrist;
(d) schematic diagram of the structure of FPS.

3. Results and Discussion
3.1. Test Platform

The test platform is shown in Figure 3a, which comprises a force gauge (Zhiqu, ZQ-
990B, Zhiqv Company, Dongguan, Guangdong province, China) and an electrochemical
workstation (CHI760E, Chenhua Company, Shanghai, China) and their respective upper
computers. The fabricated sensor was placed on the platform of the force gauge with its
electrodes connected to the electrochemical workstation. By applying different pressure to
FPS using force gauge, the performance of the sensor is characterized through the variation
of current recorded by electrochemical workstation under 1 V voltage.
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Figure 2. (a) SEM image of Ti3C2Tx nanosheet and Tyndall effect of Ti3C2Tx nanosheets solution;
(b) morphology and square resistance of the n-WFs coated for 3, 5, 7, and 9 times; (c) compression
test’s comparison under various strains; (d) tensile test of the n-WFs and MXene/n-WFs; (e) fabricated
process of FPS.
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Figure 3. (a) Schematic illustration of the experimental setup; (b) the sensitivity of FPS, showing a
high sensitivity of 3.187 kPa−1 within 6 kPa and 1.059 kPa−1 in a larger pressure region up to 100 kPa;
(c) comparison of the fabricated sensor with other flexible sensors; (d) I–V curves of the sensor under
various applied pressures; (e) current response under increasing pressures.

3.2. Device Characterization

Figure 3b shows the normalized current variation of the sensors under different
pressures. The FPS shows a high sensitivity of 3.187 kPa−1 within 6 kPa and 1.059 kPa−1 in
a larger pressure region up to 100 kPa, where the sensitivity is calculated by the formula:

S =
∆I/I0

∆P
(1)
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where the I0 is the initial current, ∆I is the variation of current under different pressure, and
∆P is the amount of the pressure change from I0 to I. It can be seen that the FPS has a good
linearity and sensitivity in a working range, especially under the pressure lower than 6 kPa,
which performs the advantage of detecting weak pressure. Compared to compression
under a larger force, the sensitive layer can form a larger compressed strain at a low
pressure range, which is determined by the compression response as shown in Figure 2c.
Larger strain in the modified n-WFs can excite more contact between inner conductive
fibers to achieve higher resistance decrease, thus to form higher sensitivity at low pressure.
Compared to previous works, our sensor still exhibits eminent sensitivity and working
range as shown in Figure 3c [17–22]. The I–V curves of the FPS show a good ohmic contact
between sensitive layer and electrodes that the voltage ranges from −1 to 1 V (Figure 3d).
Figure 3e shows a small hysteresis between current change and applied pressure, verifying
the good response capability of the sensor to the applied pressure. In addition, the sensor
exhibits fast response and recovery times of 15 ms and 36 ms, respectively, at a continuous
pressure of 10 kPa (Figure 4a). In addition, our sensor can sense weak pressures down to
11.1 Pa, as shown in Figure 4b, demonstrating the potential of the sensor for weak RAPP
monitoring. To evaluate the recoverability of the sensor, the FPS remains stable for 120 s
under different continuous forces and recovers immediately after offloading, as shown in
Figure 4c. It is important to verify the response of FPS to the force under different curvature
because the curvature of the skin at radial arteries of people are different. We attach the
FPS to cylinders with different radii and apply different pressure to it, and the results are
shown in Figure 4d. It can be seen that the response of sensors with different curvature is
approximately the same under the same pressure, demonstrating the ability of the detection
of RAPP of different people. In addition, the FPS maintains a constant output without
significant signal degradation after 6000 cycles under loading-unloading pressure of 1 kPa
(Figure 4d), verifying the stability of FPS to monitor RAPP. Furthermore, we apply a much
bigger pressure of 50 kPa to FPS for more than 14,000 cycles, and the output is still stable,
showing good durability.

3.3. Applications

The fabricated sensor has high sensitivity and linearity, leading to a wide range of
applications. As shown in Figure 5a, a balloon is used for a blowing test, and the results
show that the FPS is able to monitor human breath. The responses caused by finger
touch also prove the potential application of FPS in robotic tactile sensation in complex
environments (Figure 5b). As shown in Figure 5c, we fix the sensor to the second joint
of the index finger with medical tape and bend the joint into 30◦, 60◦, and 90◦ three
times, respectively. The increasing current variation proves the ability of FPS to monitor
finger movements, so it can be used to collect signals for human finger rehabilitation
training. Furthermore, by placing the sensor on the human carotid artery, we successfully
collected the human carotid pulse and swallow signals, demonstrating the application of
the monitoring of human larynx health.

Considering the significance of RAPP in medical diagnosis and the performance of
the FPS, we apply the sensor to long-term remote wireless monitoring of RAPP. To achieve
real-time monitoring, a flexible wireless signal processing circuit was designed as shown in
Figure 6a. A Wheatstone bridge is used to convert the resistance change of the FPS into a
voltage change, and then the voltage signal is transmitted to an amplifier. Next, the analog
voltage signal is converted to a digital signal by an Analog to Digital Converter (ADC) and
filtered by digital software in the Microcontroller Units (MCU). Finally, the processed signal
is sent to the cell phone via a low-power Bluetooth module for remote data transmission
and visualization. As shown in Figure 6b, the fabricated thin FPS can be tightly attached to
the volunteer’s wrist skin and integrated with the flexible circuit. The real-time monitoring
of the RAPP on a smartphone further demonstrates the feasibility of our sensor system in
physical scenarios.

244



Micromachines 2022, 13, 1390

Figure 4. (a) Outlined response and relaxation time under a pressure of 10 kPa; (b) minimum
detection pressure is 11.1 Pa; (c) response of FPS under different pressure for 120 s; (d) The FPS were
tested on the sides of cylinders with different radii; (e) long-term durability over 6000 cycles under a
pressure of 1 kPa and 14,000 cycles under a pressure of 50 kPa.
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Figure 5. (a) The current response output of gas leak monitoring, and the image is shown in the inset;
(b) the response of touching; (c) the response of bending the finger; (d) the monitoring of swallowing
and carotid pulse.

Figure 6. (a) Functional block diagram of pulse pressure signal acquisition; (b) The FPS is attached to
the skin together with the flexible processing circuit. By connecting to the Bluetooth of mobile phone,
the remote monitoring of RAPP was achieved.
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Stable and consistent waveform can reflect a health condition of the tested subject.
Clinically, pulse waveform is a key indicator of many cardiovascular diseases, and it mainly
includes a systolic peak (P1), a reflected systolic peak (P2), a dicrotic notch (P3), a diastolic
peak (P4), and a diastolic valley (P5) [23,24]. These peaks can be analyzed and processed
to determine the cardiovascular health patients. To evaluate the superiority of our FPS,
we compared it with a commercial pulse sensor (RP-C7.6-ST-LF2, brought from LEGACT).
During the test, we fix the FPS and commercial sensor with medical tape to a 25-year-old
male volunteer’s radial artery successively. It is important to reduce the impact of external
environment on the results. Therefore, in the process of fixing the sensors, we try to ensure
the consistent position of two sensors, and let the tape exert a pressure of about 1 kPa on
the sensors to reduce the impact of external pressure. The results obtained are normalized
and compared, and the RAPP peaks are marked, as shown in Figure 7a. It can be seen that
there are obvious differences of the two pulse waveforms. The values of P2 and P5 of two
curves are basically the same, but the commercial sensor hardly detects the characteristics
of P2 peak, which leads to the difference of P3 peak compared to FPS. Hence, compared to a
commercial sensor, our FPS can keep more characteristics of P2 and P3. The values of P2 and
P3 can be used to evaluate important physiological and pathological indexes of the human
body, such as the radial artery augmentation index (AIr = P2/P1) and the radial diastolic
augmentation (DAI = P3/P1) [25,26]. Hence, the RAPP waveform monitored by FPS can
be observed to predict diseases such as arteriosclerosis and hypertension. Furthermore,
according to the pulse wave theory [25,27,28], the mean arterial pressure Pm in the radial
artery is calculated as follows:

Pm =
1
T

∫ T

0
p(t)dt = P5 + K(P1 − P5) (2)

where p(t) is the value of RAPP waveform, K is the waveform coefficient of RAPP and a
parameter indicating the degree of arteriosclerosis, and we can obtain that:

K =
Pm − P5

P1 − P5
(3)

Figure 7. (a) Analysis and of RAPP waveform; (b) spectrum of (a); (c) long-term RAPP monitoring;
(d) the STFE image of (c).
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Consequently, the K is just related to the shape of pulse pressure waveform [27]. It
corresponds to the ratio of the mean value and the peak value of RAPP. Vascular resistance
and arterial elasticity of healthy young people are low with a K value of about 0.32–0.39.
The middle-aged and elderly people have higher K value, which is about 0.4 owing to blood
viscosity increase. The K value of patients with severe hypertension and atherosclerosis is
about 0.45–0.5. The K (0.344) we obtained from our sensor reflects the healthy cardiovascu-
lar status of an adult male. The RAPP waveform can also be used to monitor the heart rate.
Figure 7b shows the spectrum of the monitored RAPP waveform, where the volunteer’s
heart rate is 1.3 Hz. Furthermore, we monitored the RAPP for a period of time, and the
waveform remained stable, indicating the stability of FPS (Figure 7c). Figure 7d shows
the short-time Fourier transform (STFT) signals of Figure 7c. Judging from the frequency
component at each time, we can obtain the human cardiovascular activity.

4. Conclusions

In this work, an on-skin flexible pulse pressure sensor was proposed and connected
with a flexible processing circuit to successfully monitor radial artery pulse wirelessly.
MXene-modified n-WFs as the sensing layer markedly improve the sensitivity compared to
many previous works. Furthermore, a flexible functional circuit was connected with the
sensor and provides an epidermally real-time and wireless monitoring for pulse wave on
the wrist. The sensor also can distinguish clear pulse wave peaks related to a commercial
sensor. By rationally building sensing material into a thin sensor and integrating with an
on-skin system instead of merely developing sensors, we hope this design will facilitate the
development of portable clinics in the future.
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Abstract: Wearable fabric sensors have attracted enormous attention due to their huge potential
in human health and activity monitoring, human–machine interaction and the Internet of Things
(IoT). Among natural fabrics, bast fabric has the advantage of high strength, good resilience and
excellent permeability. Laser engraving, as a high throughput, patternable and mask-free method,
was demonstrated to fabricate fabric sensors. In this work, we developed a simplified, cost-effective
and environmentally friendly method for engraving ramie fabric (a kind of bast fabric) directly by
laser under an ambient atmosphere to prepare strain and humidity sensors. We used carboxymethyl-
cellulose (CMC) to pretreat ramie fabric before laser engraving and gained laser-carbonized ramie
fabrics (LCRF) with high conductivity (65 Ω sq−1) and good permeability. The strain and humid-
ity sensors had high sensitivity and good flexibility, which can be used for human health and
activity monitoring.

Keywords: ramie fabric; laser engraving; CMC; strain sensor; humidity sensor

1. Introduction

Electronic textiles (E-textiles) have been widely used in recent years owing to their
functionality in sensing [1–5], energy harvesting [1,6–8] and wireless transmission [9–11].
In terms of efficient signal detecting, the fabric sensor plays a significant role and attracts
enormous attention due to its ubiquitous nature of fabrics such as low cost, high tough-
ness, good wearability, non-invasive manner of sensing and excellent permeability [12].
Nowadays, the fabric sensor is applied in various fields, such as human health and ac-
tivity monitoring [13–16], human–machine interaction [17,18] and the Internet of Things
(IoT) [19,20].

To date, the major technology of functionalizing fabric to fabricate fabric sensors in-
cludes screen printing [21,22], inkjet printing [23,24], physical vapor deposition (PVD) [25],
pyrolysis [26,27], electrophoretic deposition [28], and others [29]. Inkjet printing has several
advantages including mask-free fabrication, high print resolution, and scalability from
table-top devices to big press units. The screen-printing technique has the capability to
print electronic devices at a low cost, with very little or no material wastage [30]. Conduc-
tive metals (e.g., Cu, Au, Pt, Ag) can be deposited on fabrics by PVD, making it possible
to produce flexible and lightweight electroconductive textiles. Pyrolysis is a simple and
effective method to carbonize the fabric in an oven and prepare highly flexible strain
sensors [31,32]. Electrophoretic deposition is performed from an aqueous dispersion at
ambient temperatures under a direct current (DC) electric field, which is rapid, repeatable,
and environmentally benign. However, these aforementioned methods for preparing fabric
sensors still have certain limitations. In inkjet printing, it takes time-consuming steps to
obtain ink with appropriate viscosity and surface tension to prevent nozzle blockage. The
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screen-printing process provides high wet film thickness, resulting in high spreading of ink
and low resolution if not cured instantly. PVD can only be carried out in a high vacuum
environment and pyrolysis needs the conditions of high temperature and a protective
atmosphere. Electrophoretic deposition takes time to disperse and the formation of gases
due to electrolysis creating bubbles, leading to non-uniform deposition on the fabrics. As a
high throughput, patternable, and mask-free method, laser engraving was demonstrated
to fabricate carbonized fabric for preparing fabric sensors [33–37]. Some chemically syn-
thesized fabrics, such as PI [35] and Kevlar fabric [34], can be engraved directly by laser to
synthesize graphene under an ambient atmosphere, without any pretreatment.

However, when some natural materials (cotton, bast, wood and silk) were engraved
by laser under an ambient atmosphere, they are ablated and become fragile due to violent
oxidation, resulting in poor conductivity and inapplicability to the preparation of flexible
sensors. In order to solve the above problem, many methods [36,38–40] had been developed
in different ways. One direct method is to use a controlled atmosphere chamber to allow
Ar/H2 to flow through the chamber in order to isolate oxygen and avoid natural materials
experiencing ablation [38]. Another strategy of multiple lasing and defocusing the laser
has also proved to be an effective method [39]. Moreover, using fire retardant to treat
samples seems to be a simpler and more economical method [36,39]. Although there are the
aforementioned effective solutions, these laser engraving methods on natural materials still
have certain limitations. The controlled atmosphere chamber required for isolating oxygen
increases the cost and multiple lasing and defocusing of the laser involves complicated
preparation routes. The addition of commercial flame retardants containing phosphorus
or boron may harm the environment to a certain extent. As a result, exploring a low-cost,
simplified and environmentally friendly method to engrave natural fabrics by laser and
fabricate a fabric sensor is necessary.

Among natural fabrics, bast fabric, which is made from the fiber of natural bast plants
(rich in cellulose and lignin), mainly includes jute, ramie, flax, and hemp fabrics, which have
the advantage of high strength, good resilience and excellent permeability [41]. Previously,
Liang heated linen fabric with graphene oxide at 900 ◦C under the protection of nitrogen
and then integrated the fabric with silver nanowires to prepare a wearable strain sensor [42].
Liu carbonized the hemp fabrics to 800 ◦C with a nitrogen atmosphere and fabricated the
permeable pressure sensors [43]. In Liu’s other work, a high-performance stretchable strain
sensor based on linen fabric was developed through a similar carbonization method and
polymer-assisted copper deposition [44]. However, the carbonization of bast fabric can
only be carried out under the conditions of high temperature and a protective atmosphere,
and can not be patterned and functionalized for some sensing applications. As a result, it is
a very attractive challenge to engrave bast fabric by laser under an ambient atmosphere for
preparing the bast fabric sensor.

In this work, a simplified, cost-effective and environmentally friendly method was
developed for engraving patterns on ramie fabric (a kind of bast fabric) directly under
ambient atmosphere to fabricate strain and humidity sensors based on laser-carbonized
ramie fabrics (LCRF). We used carboxymethylcellulose (CMC) to pretreat ramie fabric
before laser engraving and gained LCRF with high conductivity (65 Ω sq−1) and good
flexibility. We carried out a series of comparative tests and proved that CMC pretreatment
has a good effect on the flame retardancy of fabrics during laser engraving. In order
to demonstrate the ability of this method in fabricating flexible sensors on ramie fabric,
wearable strain sensors and humidity sensors based on LCRF were fabricated. Compared
with the traditional high-temperature carbonizing fabric in the oven, this method has the
advantages of low equipment requirements, no protective gas atmosphere, low cost, less
time-consuming, and customization.
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2. Materials and Methods
2.1. Materials

Ramie fabric (100% ramie, ≈700 µm of thickness) was made from the stem fiber of
natural ramie plant, which was purchased from Huidian company (Guangzhou, China).
CMC powder (which contains 9.9 wt% of sodium) was used to treat ramie fabric, which
was purchased from Sinopharma Chemical Reagent Co., Ltd. (Shanghai, China). Silver
conductive glue used to connect copper foil with LCRF was purchased from Shenzhen
Ausbond Co., Ltd. (Guangdong, China). NaCl, LiCl2, MgCl, NaBr, KCl and K2SO4 for
preparation of saturated solution were purchased from Sinopharma Chemical Reagent Co.,
Ltd. (Shanghai, China).

2.2. LCRF Fabrication by Laser Engraving

LCRF was fabricated following the workflow shown in Figure 1a. We first fully soaked
a piece of ramie fabric (≈4 × 4 cm2, Figure 1b) in CMC solution (range from 0.5 to 3.9 wt%
in deionized water) for one hour and dried it in a vacuum oven at 80 ◦C for two hours.
After drying, we directly engraved ramie fabric via irradiation using a semiconductor laser
(450 nm wavelength, 0.30 mm spot width, from DAJA, Dongguan, China) under ambient
atmosphere. The laser beam is a Gaussian beam, and the area far from the center of the
laser receives less energy in each scan. The width of the overlapping area in consecutive
passes is about 0.14 mm, which ensures that the area far from the center of the laser
can also obtain enough energy in consecutive passes. The surface resistance value of
carbonized fabric in this paper was measured through a four-point probe meter (HPS2526,
Changzhou, China). In each surface resistance measurement, we chose the average surface
resistance of five samples as the surface resistance value under the same condition. The
error distributions of the samples tested in each case ranged from 2% to 4%. Figure 1c,d
show that the laser-engraved area turned black and the generated LCRF has high integrity
and conductivity (surface resistance is around 102 Ω sq−1). We also observed untreated
ramie fabric engraved by laser and the generated LCRF had low-degree carbonation and
poor conductivity (surface resistance is around 106 Ω sq−1, Figure 1e,f).
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Then, we weighed the ramie fabric before and after soaking to obtain the mass change
and tested the effect of adding CMC with different mass percentages on the conductivity of
LCRF under fixed laser scan speed and power (37% maximum laser power of 15 W and scan
speed = 36 mm s−1, Figure 1g). When the mass percentage of CMC on ramie fabric initially
increased, the conductivity of LCRF significantly improved. When the mass percentage
of CMC is greater than 4.48%, the surface resistance can be stably maintained at the level
of 102 Ω sq−1. We found that when the mass percentage of CMC was 5.62% (gained from
2.1 wt% CMC solution), the surface resistance had a minimum value (105 Ω sq−1), which
was about 104 times lower than carbonized untreated ramie fabric. Considering the oper-
ability of the performance tests, all further characterization and experiments were carried
out when the ramie fabric was soaked in 2.1 wt% CMC solution for one hour.

2.3. Laser Operation Parameter Optimization for LCRF Fabrication

The LCRF with the lowest surface resistance can be obtained by adjusting the laser
power percentage and laser scan speed. Laser power is varied from 31% to 41% of maxi-
mum operational value (4.65–6.15 W, respectively), with the laser scan speed varying from
12–48 mm s−1. Figure 2a,b show the optical photographs of samples (1 × 1 cm2) represent-
ing different combinations of parameters and their surface resistance values, respectively.
At 33% low power, the carbonization of fabric is insufficient and there are areas of the fabric
that are not carbonized (Figure 2(c1)). High laser power of up to 40% ensures that there
is enough energy for the conversion of cellulose and lignin fibers into LCRF with good
conductivity (surface resistance ≈ 75 Ω sq−1, Figure 2(c2)), which can also be achieved at
low scan speed. Moreover, there appears to be a limit above which the energy imparted
on the fabric begins to damage its fibers significantly (Figure 2(c3)). When the scanning
speed is as low as 12 mm s−1 or 24 mm s−1, increasing the laser power is more likely
to lead to ablation. The samples will be ablated at 37% or 38% power, and the lowest
surface resistance is about 241 Ω sq−1. When the scanning speed increases to 36 mm s−1 or
48 mm s−1, the samples will be ablated at 40% power. As a result, appropriately increasing
the scanning speed will help to obtain more samples at higher power and reduce the surface
resistance of the samples. The lowest surface resistance of all samples (≈65 Ω sq−1) is
obtained when the power = 39% and scan speed = 36 mm s−1.

2.4. Laser Engraving of Strain and Humidity Sensor on Ramie Fabric

We firstly used laser to engrave a rectangular pattern (2 × 6 cm2) and an interdigital
pattern (2 × 2 cm2) on the ramie fabric and obtained the LCRF. The patterning of LCRF for
strain and humidity sensors was controlled by a translational platform (voidmicro, DAJA).
The laser power percentage and scanning speed for the laser engraving were 39% and
36 mm s−1, respectively. After laser engraving, the two ends of rectangular patterned
LCRF were connected with copper foil and silver glue. Then, the sample was dried at
80 ◦C for 2 h and we gained the strain sensor. We applied silver glue to bottom of the
interdigital patterned LCRF, dried it at 80 ◦C for 2 h as well and gained the humidity sensor.
Finally, nine humidity sensors engraved on the ramie fabric could form a 3 × 3 humidity
sensing array.
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2.5. Performance Test of the Strain and Humidity Sensor

The resistance of the strain sensor was measured using a desktop digital multimeter
(DMM6500, Tek Keithley Co., Ltd., Cleveland, OH, USA). The gauge factor (GF) of the
sensor was calculated according to the equation:

GF = (∆R/R0)/ε (1)

In which ∆R, R0, and ε are the resistance variations, original resistance, and bend-
ing strains applied, respectively. According to the reported literature [45,46], the ε was
determined based on the radius of curvature and thickness of the sensor under tension or
compression. A high-precision single-axis electrodynamic force tester (ZQ-990B, Zhiqu
Precision Instrument Co., Ltd., Dongguan, China) was used to bend and release the strain
sensor repeatedly.

The capacitance of the humidity sensor was measured at room temperature (25 ◦C)
using a desktop digital bridge (VC4092A, Xi’an Shengli Instrument Co., Ltd., Xi’an, China)
with a frequency of 1 kHz, an AC voltage of 3.0 V and a recording interval of 1 s. Ac-
cording to the literature [47–49], six saturated salt solutions with specific relative humidity
(RH), which were LiCl2 (11% RH), MgCl (32% RH), NaBr (57% RH), NaCl (75% RH), KCl
(84% RH) and K2SO4 (97% RH), respectively were prepared as the performance test envi-
ronment of the humidity sensor. The sensor’s sensitivity S is defined as follows:

S = (C − C0)/∆RH (2)
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where S is the sensitivity, C0 and C are the sensor’s capacitance in 11% RH and humidity
environments, respectively, and ∆RH is the variation in RH. A high-precision single-axis
electrodynamic force tester was used to bend and release the humidity sensor repeatedly
(same as the strain sensor). The response and recovery times are defined as the time
required to reach 90% of the change of sensor capacitance.

3. Results and Discussion
3.1. The Effect of CMC Treatment on Ramie Fabric

We further evaluated the effect of CMC treatment on ramie fabric under laser engrav-
ing. CMC, as a water-soluble derivative of cellulose, can be synthesized from some plant-
based precursors (such as corn cobs, banana pseudo-stem and pineapple peel, etc.) and
some waste materials (such as wastepaper, waste textiles and cotton gin wastes, etc.) [50].
Thermogravimetric analysis carried out in the air showed that after high-temperature
treatment, the ramie fabric treated with CMC has a higher residual weight than that of
untreated ramie fabric (Figure 3). The weight of the untreated ramie fabric was reduced
to less than 1.0% by 460 ◦C. As a comparison, ramie fabric treated with CMC retained
approximately 8.6% of its original weight even at 600 ◦C. The residual weight of the ramie
fabric treated with CMC was considerably higher than the weight of Na+ (approximately
0.56 wt%) in the fabric, which might indicate the existence of carbonaceous materials. These
results showed that the CMC treatment was conducive to avoiding ablation for ramie
fabrics exposed to the air during laser engraving, which was consistent with the conclusion
that the surface resistance of the ramie fabric significantly reduced more than 104 times
after the CMC treatment.
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According to previous literature [51,52], Na+ can lower the activation energy of the
dehydration step and help the growth of carbonaceous materials at high temperatures.
The good effect on flame retardancy of CMC might be attributed to the presence of Na+

in CMC. In order to further research the effect of Na+ in CMC on fabric during the laser-
engraving, a controlled experiment using NaCl to treat fabric was designed. We soaked the
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ramie fabric with NaCl solution and the mass percentage of Na+ on the ramie fabric was
~0.56 wt%, which was the same as the ramie fabric treated with CMC. Then, we engraved
ramie fabric treated with NaCl in the same way as we did with the ramie fabric treated
with CMC (power = 39% and scan speed = 36 mm s−1). The surface resistance of the
carbonized ramie fabric treated with NaCl was ~4128 Ω sq−1, more than 240 times smaller
than that of the carbonized untreated ramie fabric. Thermogravimetric analysis showed
that the residual weight of ramie fabric treated with NaCl was approximately 6.3% at
600 ◦C, which was more than six times higher than that of the untreated ramie fabric. These
results seemed to indicate that the addition of Na+ could avoid ablation and reduce the
surface resistance of the carbonized ramie fabric. However, compared with the surface
resistance of the carbonized ramie fabric treated with NaCl, the surface resistance of the
carbonized ramie fabric treated with CMC was more than 63 times smaller, confirming that
the CMC treatment had a better effect in reducing the surface resistance of the carbonized
ramie fabric. Moreover, compared with NaCl, carbon and Na+ in CMC can synergistically
play a better role in the flame retardant effect, which could explain why the residual weight
of the ramie fabric treated with CMC is higher than the ramie fabric treated with NaCl. As
a result, using CMC to pretreat ramie fabric is an effective method to avoid fabric ablation
and gain LCRF with high conductivity.

3.2. LCRF Characterization

A thorough physicochemical characterization of LCRF was performed to retrieve
information about its chemical and morphological properties. Taking the previous work
of adjusting laser parameters as a reference, the LCRF fabricated by laser was selected
(power = 39% and scan speed = mm s−1). The surface morphology of pristine ramie
fabric and LCRF was observed by a scanning electron microscope (TESCAN MIRA3). A
scanning electron microscope (SEM) image of the pristine ramie fabric and LCRF is shown in
Figures 4a–c and 4d–f, respectively. Figure 4a,d illustrate that the pristine fabric experiences
slight shrinkage after carbonization, which would be attributed to the release of CO2, CO
and H2O during the laser engraving. It can be seen from Figure 4e that some fibers seem to
stick together, which is distinguished from the bast fibers carbonized in the oven [43] and
may be related to the wrapping of CMC on ramie fibers.
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Figure 5 showed the Raman spectrum and X-ray photoelectron spectroscopy (XPS)
spectra of pristine ramie fabric and LCRF. Raman spectrum was measured with a Raman
spectroscopy (WITec, Apyron, Beijing, China) equipped with a 532 nm laser wavelength.
After laser engraving, the typical G-band at ~1334 cm−1, and D-band at ~1582 cm−1 could
be seen clearly in Figure 5a, which could possibly indicate the graphite structure [43,44].
The XPS test (Thermo Fisher Scientific K-Alpha, Waltham, MA, USA) was conducted to
analyze the element information in detail (Figure 5b). The peaks of C1s and O1s are found in
the pristine ramie fabric while C1s, O1s and Na1s are found in the LCRF due to the addition
of CMC. Further, the C/O atomic ratio of LCRF (2.81) is higher than that of the pristine
ramie fabric (2.04), confirming the efficient loss of O atoms from the ramie fabric and thus
the successful carbonization of the laser-engraved area [53], which is consistent with the
conclusion of the Raman analysis. For further distinction, the analysis of the C1s XPS
spectra revealed four dominant peaks: sp2 C–C bond at ~284.5 eV, C–O bond at ~286.0 eV,
C=O bond at ~288.5 eV, and COO bond at ~289.5 eV for the two samples [54], as illustrated
in Figure 5c,d. It can be seen clearly that the content of the C–C bond increased from 18.57%
to 69.43% and the content of the C–O bond decreased from 66.67% to 13.93%. The sp2 C–C
peak became dominant in LCRF, and the carbonation degree was comparable to that in the
laser-carbonized materials (e.g., wood [38,39], nanocellulose [52], lignin/PEO film [55]). As
a result, the ramie fabric with CMC treatment can be carbonized to a high degree during
laser engraving.
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(d) The detailed element information of the C1s XPS spectra for LCRF.
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3.3. LCRF-Based Sensors
3.3.1. Strain Sensor

In order to investigate the strain sensitivity, we applied two kinds of strains, com-
pressing and tensioning, to the LCRF sensor and observed that the resistance of the strain
sensor decreased or increased accordingly. This phenomenon can be explained by the
compression and tension of carbonized fiber with cracks in LCRF (Figure 6a) [46,47]. By
bending the inner surface, the sensor is under compressive stress, and the crack gap in
the fibers narrows, which results in decreasing the resistance of the strain sensor. On the
contrary, by bending the outer surface, the sensor was under tensile stress, and the crack
gap in the fibers widens, which resulted in increasing the resistance of the strain sensor.
The following experimental phenomena of the pre-bending test can be explained by this
mechanism of cracks on the fibers. Figure 6b shows the relationships between the number
of pre-bending cycles (radius of curvature was about 2.15 cm, representing 1.5% strain) and
the normalized resistance change. Due to the cracks generated in the fibers, the resistance
of the sensor in the natural state increased at first. After about 50 pre-bending cycles, the
resistance of the sensor in its natural state increased by more than 31% and remained stable,
so the LCRF-based strain sensors were all trained for 50 cycles.
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sensor in the 70 pre-bending cycles.

As illustrated in Figure 7a,b, the values of GF for compression or tension are
128.9 or 136.3, respectively, higher than the reported bast fabric strain sensors carbonized
in the oven [42,44]. Figure 7c exhibits that the sensor generates regular resistance change
for bending strain and the response time was approximately 0.22 s or 0.27 s for tension or
compression, respectively, which can meet the general sensing requirements of many daily
motions. To evaluate the mechanical robustness and the reliability of the strain sensors,
the resistance of the sensor was recorded during 5000 bending–unbending cycles (radius
of curvature was about 2.93 cm, representing 1.1% strain, Figure 7d). After bending, the
change of resistance still maintained stability, suggesting that the sensor is reliable for
strain detections.
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Figure 7. Performance of the sensor for detecting bending strains. Relative resistance changes
as a function of applied strain. (a,b) are in accordance with the different bending directions
(inward deflection (compression) or outward deflection (tension), respectively). (c) Response time
of the sensor under bending strain. (d) Resistance change of the strain sensor during application
of 5000 bending–unbending cycles. (e) Relative resistance changes during the finger bending tests.
(f) Resistance change of the sensor under opening (orange area) and closing (blue area) the
book states.

We further investigated the application potential of the flexible strain sensor in the
field of human-motion detection. As fingers are able to perform many complex human
actions, we attached the strain sensor to an index finger for the potential application in
wearable electronics (Figure 7e). When the finger bent and stretched rapidly, the sensor
could respond quickly and produce a short pulse signal, indicating good performance in
rapid monitoring of human motion. Moreover, we laid another strain sensor on the folding
line of a book as well in order to investigate it as a folding-type sensing device (Figure 7f).
By measuring the resistance at the different angles θ, the electromechanical properties of
sensors were investigated. We observed the resistance variation of the folding-type sensor
by opening the book at 15◦, 45◦, 90◦, 135◦, and 180◦ step by step (each step was held for
about five seconds) and then closing gradually from 180◦ to 135◦, 90◦, 45◦, and 15◦. When
we opened the book from 15◦ to 180◦, the resistance of the sensor increased from ~15.3 kΩ
to ~20.3 kΩ. Then, the book was closed from 180◦ to 15◦, while the resistance of the sensor
decreased from ~20.3 kΩ to ~15.3 kΩ. At each turning angle, the folding-type sensor could
respond rapidly and the resistance of the sensor could be maintained under the same angle.
Similarly, we can also use this folding-type sensor to measure the changes in mechanical
arm angle, suggesting an attractive perspective application in robots.

3.3.2. Humidity Sensor

Humidity sensors are widely used in industrial instruments and automation, agricul-
ture, medical care, and climate monitoring [56–58]. Taking advantage of the good water
absorption of ramie fabric, the humidity sensor is composed of a laser-carbonized inter-
digital electrode and uncarbonized ramie fabric, as shown in Figure 8a. The capacitance
value variations of the humidity sensor are recorded and depicted when the RH was in-
creased from 11% to 97%. When RH = 11%, the capacitance value was 12.2 pF, and when
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RH = 97%, the capacitance value rose to 303.8 pF. The values of S for RH ranging from
0–57% or 57–100% are 5.17 or 55.26, respectively, higher than some reported natural fabric
(cotton and wool fabric) humidity sensors (0.34–20.12) [59–61]. The interdigital electrode
on ramie fabric had good flexibility and in order to evaluate the mechanical robustness
and the reliability of the electrode, the capacitance value of the electrode was recorded
during 5000 bending–unbending cycles (radius of curvature was about 1.52 cm, Figure 8b).
The result showed that the capacitance value of the electrode only decreased by less than
4.4%, suggesting that the electrode had good reliability. Moreover, when the humidity is
alternately converted from 45%RH (in the air) to 84%RH, the sensor generates a regular
capacitance signal, as shown in Figure 8c. When the relative humidity in the test container
is 84%RH, the capacitance needs about 900 s to reach equilibrium, and it takes about 1000 s
to recover in the air. As a result, the humidity sensor’s response/recovery time between
45% and 84% RH is about 900 s/1000 s.
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humidity sensor under alternative humidity change from 45% to 84%. (d) Capacitance change of
humidity sensor under human blowing and breathing. (e) Speed detection of a moving finger using
a 3 × 3 humidity sensor array.

For real-time humidity detections, human breathing and blowing were monitored. As
shown in Figure 8d, the humidity sensor was respectively close to the nose and mouth of
the human body to monitor the water vapor generated by the human body in real-time.
When monitoring human breathing, the humidity sensor can distinguish between normal
breathing (about 12 times per minute) and deep breathing (about six times per minute)
according to the change of capacitance. Furthermore, when blowing air (about five times
per minute) onto the humidity sensor, the capacitance value will increase in about 3 s and
recover in about 10 s. These results suggest the potential applicability for human-health
monitoring. In order to use the patterning advantages of this laser-engraving method,
a 3 × 3 humidity sensor array was fabricated to detect moving wet objects (Figure 8e).
When a bared finger (3 cm from the array) is passed over the sensor array at different speeds,
the capacitance value of each sensor on the array changes differently. When the finger
speed was 1 cm/s, more water vapor entered the sensor, resulting in a greater capacitance
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increase and when the finger speed upgraded to 5 cm/s, less water vapor entered the
sensor, resulting in less capacitance increase. We also used a finger with a rubber glove to
pass over the array and the capacitance value of the humidity sensor did not change. As a
result, these humidity sensors can provide the potential for human-health monitoring and
speed detection of wet objects in real-time.

4. Conclusions

In summary, we successfully developed a simplified, cost-effective and environmen-
tally friendly method for engraving ramie fabric directly by laser under an ambient atmo-
sphere to prepare strain and humidity sensors. The addition of CMC to ramie fabric could
effectively avoid ablation during laser engraving and the gained LCRF had good conduc-
tivity (65 Ω sq−1). The laser-engraving process allows for patterning on the fabric, and thus
the fabrication of strain and humidity sensors. The fabric strain sensors feature a high GF
of ≈128.9 (compressive strain), and ≈136.3 (tensile strain) and remarkable reliability and
durability (>5000 cycles). The fabric humidity sensors have good flexibility and can detect
the moving speed of wet objects in real-time. This low-cost laser-engraving carbonizing
method can be used in fabricating electronic components on natural bast materials on a
large scale.
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Abstract: Bionic electronic skin is a system that simulates human skin and has multiple perceptions.
For pressure sensors, high measurement accuracy and wide measurement range restrict each other,
and it is difficult to achieve high measurement accuracy and wide measurement range simultaneously.
Therefore, the research and application of bionic tactile-pressure sensors are limited due to the mutual
constraints of measurement accuracy and range. In this work, a flexible graphene piezoresistive
tactile sensor based on a biomimetic structure that utilizes the piezoresistive properties of graphene
was reported. The novel tactile-pressure sensor consists of a 2D graphene film tactile sensor and a 3D
graphene foam pressure sensor that could achieve high accuracy and a wide-range measurement
simultaneously. The testing results show that the measurement range of this sensor was in two
intervals of 0–2 N and 2–40 N. For the 0–2 N measurement range, the sensitivity was 472.2 Ω/kPa, the
force resolution was 0.01 N, and the response time was less than 40 ms. For the 2–40 N measurement
range, the sensitivity was 5.05 kΩ/kPa, the force resolution was 1 N, and the response time was less
than 20 ms. The new sensor can realize high-precision and large-scale force measurements and shows
great application value in the field of medical instruments and artificial limbs.

Keywords: 2D graphene film; 3D graphene foam; tactile sensor; pressure sensor

1. Introduction

With the development of bionic robots and medical devices, it is significant to sim-
ulate human perception measurement. As one of the five human senses (vision, touch,
hearing, smell, and taste), touch is an important parameter for perceiving the outside
world [1]. The pressure sensor can realize the measurement of human touch [2–4]. Its
working principle can be divided into four categories: capacitive [5–7], piezoresistive [8–10],
piezoelectric [11–14], and triboelectronic [15–20]. Capacitive sensors usually have high sen-
sitivity. Cui et al. fabricated a flexible capacitive tactile sensor based on silver electrodes and
Polydimethylsiloxane (PDMS), with a sensitivity of up to 19.8 kPa−1 [21]. Wan et al. pro-
posed an ultrasensitive pressure sensor with graphene as an electrode. The response time of
the sensor can reach 100 ms, and the sensitivity of the sensor can reach 0.8 kPa−1 [22]. Nta-
gios et al. developed a soft tactile sensor by using the 3D print method, and the soft tactile
sensor exhibited a stable response with a sensitivity of 0.00348 kPa−1 for pressure <10 kPa
and 0.00134 kPa−1 for higher pressure [23]. Yang et al. demonstrated a 3D microconformal
graphene electrode for a flexible capacitive pressure sensor and the developed capacitive
pressure sensor with a high sensitivity of 3.19 kPa−1, a fast response time of 30 ms, and an
ultralow detection limit of 1 mg [24]. Kang et al. proposed a highly sensitive capacitive
pressure sensor based on a porous structure of PDMS, and the developed sensor resulted
in high-performance pressure sensors with high sensitivity of 0.63 kPa−1 and extremely
low-pressure detection of 2.42 Pa [25]. From the above cases, the capacitive sensor has a
high sensitivity but a small measurement range. At the same time, the capacitive sensor
has some shortcomings, such as capacitive sensors have large impedances, which lead to
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them being sensitive to the parasitic capacitance of coaxial cables, and the measurement
error is large [26]. Piezoelectric self-sensing is a promising technique that has captured
a broad range of attention since its origin. The piezoelectric sensor has good dynamic
performance, but its static performance is poor and is prone to drift [27,28]. Spanu et al.
proposed a high-sensitivity tactile sensor based on a floating gate organic transistor, an
organic charge modulation polyethylene terephthalate (FET) coupled with polyvinylidene
difluoride (PVDF), and the lowest pressure can be measured at 300 Pa [29]. The piezore-
sistive sensor has a simple structure, stable working state, and relatively low cost, so it is
widely used. Rinaldi et al. studied PDMS foam sensors coated with multilayer graphene
nanosheets, and pressure of about 70 kPa can be measured, corresponding to a sensitivity
of 0.23 kPa−1 [30].

Traditional tactile sensors are all made of a single pressure sensor. For example, the
pressure sensor proposed by Wan et al. has a sensitivity of up to 0.8 kPa−1, high accuracy,
and a measurement range of up to 1.2 kPa [22]. Huang et al. incorporated highly conductive
polyaniline (PANI) polymers, graphene nanoplates (GNPs), and a small amount of silicone
rubber (SR) onto elastic Lycra fabrics by spin coating to fabricate strain sensors [31]. The
strain range is up to 40%, but its accuracy is relatively low [31]. It can be seen from the
above analysis that traditional sensors are contradictory in terms of measurement range
and accuracy, and it is difficult to maintain a large measurement range while satisfying
high precision at the same time. Moreover, the haptic function of the human body can not
only measure the high-precision micro pressure but also realize the perception of a large
measurement range. Human tactile sensation differs by 2 to 3 orders of magnitude in terms
of measurement range and accuracy, so it is difficult for a single sensor to meet the above
requirements.

Graphene is a star material as a two-dimensional “aromatic” monolayer of carbon
atoms with sp2 atomic configuration that exhibits exceptionally physical properties [32,33]
and is widely used in the sensing area [34–36]. In this work, to overcome the contradiction
between the measurement range and accuracy of the pressure sensor, this project proposes
a graphene-based multi-sensitive cell tactile sensor. The sensor utilizes the piezoresistive
properties of graphene. It combines two sensors based on the bionic structure of the human
body, which can meet the requirements of simultaneous measurement with high precision
and a wide measurement range. This sensor used 2D graphene/PET film as a small-range
high-precision tactile module and graphene/polyurethane (PU) sponge foam as a wide-
range pressure module. The results show that the measurement range of this sensor was
in two intervals of 0–2 N and 2–40 N. For the 0–2 N measurement range, the sensitivity
was 472.2 Ω/kPa, the force resolution was 0.01 N, and the response time was less than
40 ms. For the 2–40 N measurement range, the sensitivity was 5.05 kΩ/kPa, the force
resolution was 1 N, and the response time was less than 20 ms. The new sensor can realize
high-precision and large-scale force measurements and shows great application value in
the field of medical instruments and artificial limbs.

2. Methods and Materials
2.1. Structure Design and Working Principle of the Sensor

The sensor proposed in this paper was a biomimetic flexible tactile sensor inspired by
human skin, so the sensor should conform to human bionic parameters as much as possible
under the premise of ensuring flexibility. The previous research shows that the tactile
perceived by the skin of the human hand should have a force measurement sensitivity
of 0.01 N, a force measurement range of 0~10 kPa, and a geometric resolution of about
2 mm [37]. Pressure perceived by the skin of the human hand should have a sensitivity of
1 N, a force measurement range of 0~220 kPa, and a 1 cm geometric resolution. Figure 1a
was the schematic diagram of the sensor structure. The sensor consists of upper and lower
sensor units. The upper sensing units were a layer of 2D graphene film tactile sensors,
and the lower sensing units were a 3D graphene foam pressure sensor. The tactile sensor
consists of four 2D graphene/PET films with a size of 3 mm × 3 mm and Flexible Printed
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Circuit Board (FPCB) electrodes to form four tactile sensing units. Each tactile sensing
unit corresponds to a group of electrodes as output, the unit spacing is 3 mm, and the
spatial resolution of the tactile sensing unit is 3 mm. The pressure sensor consisted of a
top electrode, a PDMS support structure, a 3D graphene foam, and a bottom electrode.
The field-shaped PDMS support structure has 4 square hollow grooves, and each hollow
groove is embedded with graphene foam with a size of 3 mm × 3 mm × 5 mm.
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Figure 1. The structure of the designed sensor and measurement circuit schematic. (a) The structure of
the designed sensor. (b) The measurement circuit schematic of the tactile sensor. (c) The measurement
circuit schematic of the pressure sensor.

The measurement circuit schematic of the sensor is shown in Figure 1b,c, which
consists of two parts. Since the four graphene film sensors of the upper tactile sensor were
connected to independent electrode outputs, they can be regarded as four independent
variable resistors, as shown in Figure 1b. The lower layer is a pressure sensor, due to
the “sandwich” structure. The upper and lower electrodes are connected to 4 electrodes
separated by PDMS, as shown in Figure 1c. The working principles of tactile and pressure
sensors both use the piezoresistive effect of graphene. That is, the C-C bond of the graphene
structure is broken when subjected to pressure, resulting in a change in the resistivity of
the 2D graphene film and 3D graphene foam, which in turn causes graphene changes in
resistance of films and foams.

2.2. Fabrication of the Tactile Sensor

Figure 2 shows the fabrication processes of the sensitive layer of the tactile sensor.
Firstly, copper foil (Cu) with a thickness of 50 µm was selected as the substrate, and
graphene was grown on its surface by the chemical vapor deposition (CVD) method. Thus,
the Cu with graphene thin film(Cu/Graphene) was obtained, as shown in Figure 2a-I.
Secondly, the polymethyl methacrylate (PMMA) solution was spin-coated on the surface
of the Cu/Graphene, and the sandwich structure of Cu/Graphene/PMMA was obtained,
as shown in Figure 2a-II. Here, the PMMA supported the two-dimensional structure of
graphene film, which facilitates the subsequent copper foil etching and graphene transfer
operations. Thirdly, the copper of the sandwich structure of Cu/Graphene/PMMA was
etched using HCL and CuSO4 solution, and the Graphene/PMMA was obtained, as shown
in Figure 2a-III. Finally, PET with a thickness of 100 µm was selected as the substrate,
graphene film was transferred to the surface of PET using the wetting transfer method,
and PMMA film was removed by cleaning with acetone; thus, Graphene/PET film was
obtained, as shown in Figure 2a-IV. Figure 2b shows the physical preparation processes
of the graphene film. The plane view image of the prepared graphene film is shown in
Figure 2c.
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Figure 3 shows the fabrication processes of the tactile sensor. Firstly, the obtained
graphene/PET film was cut into 3 mm × 5 mm, as shown in Figure 3a(I–II). Secondly, the
cut graphene/PET film of 3 mm × 5 mm was attached to the electrode surface using silver
glue, and the graphene was in contact with the electrodes. The left and right sides of each
graphene film were attached to electrodes with a width of 1 mm; therefore, the final size of
a single tactile cell unit was 3 mm × 3 mm, as shown in Figure 3a(III–IV). Finally, when the
conductive glue is well cured in a vacuum drying oven at a temperature of 80 ◦C, a layer of
PDMS film with a thickness of 200 µm was attached to the top surface of the entire tactile
sensor array for protecting the sensitive cells. Figure 3b is the picture of the fabricated
tactile sensor. It can be seen that the sensor is small in size and has strong overall flexibility.
Since the PDMS film was used as the packing material, the graphene film was robust and
not easy to fall off when pressure was applied to the surface of the device.
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2.3. Fabrication Processes of the Pressure Sensor

Figure 4 shows the fabrication processes of the pressure sensor. Firstly, the PU foam
with a hardness of 27 was cut into a size of 3 mm × 3 mm × 5 mm and washed with
absolute ethanol and deionized water sequently, then put into a vacuum drying box to dry
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for 15 min. Secondly, the graphene oxide (GO) suspension was prepared using graphene
oxide and deionized water with a ratio of 2 mol/mL. The clean PU foam was immersed
into the GO suspension, and the GO solution was adequately absorbed and then dried
at a low temperature of 60 ◦C for 45 min. Thirdly, the Pu foam that fully absorbed GO
(GO/PU) was immersed in the vitamin C (VC) solution at a high temperature of 80 ◦C to
reduce the GO/PU foam to obtain the rGO/PU foam as shown in Figure 4a. Finally, the
obtained rGO/PU foam was washed and dried and compressed several times to obtain a
stable internal structure, as shown in Figure 4b. The plane view SEM image of the prepared
3D graphene foam is shown in Figure 4c.
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Our previous experiment results show that the modulus of the PDMS with a ratio of
25:1 was close to that of graphene/PU foam and was suitable as a support structure for
the foam. The PDMS support structure mold was fabricated using a 3D printer machine,
and the design of the mold is shown in Figure 4d. The model was designed with four
cuboid columns on the base, and the size of each column was 5 mm, 3 mm, and 3 mm in
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height, long and wide, respectively. The column was 1 mm away from the boundary, and
the distance between each column was 2 mm. The preparation processes of PDMS were as
follows. PDMS prepolymer with a ratio of matrix material and curing agent of 25:1 was
adequately stirred and degassed in a vacuum dry oven and then injected into the prepared
mold. The mold with PDMS mixed solution was put into a vacuum oven and cured at a
high temperature of 80 ◦C for 45 min. Finally, the PDMS was peeled from the mold, and
the PDMS support structure was obtained, as shown in Figure 4d. Figure 4e is the picture
of the fabricated PDMS structure.

Figure 4f shows the fabrication processes of the pressure sensor. Firstly, the prepared
3 mm × 3 mm × 5 mm graphene/PU foam was inserted into the “+” shaped PDSM support
structure with a tweezer and adjusted so that there was no gap between the graphene foam
and the inner wall of the support structure. Then, two pieces of copper foil were cut into a
size of 10 mm × 12 mm and conductive silver glue was applied to the exposed ends of the
graphene foam, and a little adhesive was applied to the surface of the support structure
and attached to the copper foil to it. Afterward, the sensor was put into a vacuum oven
at a high temperature of 80 ◦C to cure the conductive glue and adhesive, and then two
copper wires were connected to the copper foil; thus, the pressure sensor was successfully
fabricated. The actual picture of the pressure sensor is shown in Figure 4g.

2.4. Assemble the Tactile-Pressure Sensor

Figure 5 shows the flow chart and physical diagram of the preparation principle of the
tactile-pressure sensor. The preparation process was as follows. Firstly, the bottom of the
FPCB of the tactile sensor based on the 2D graphene film was coated with PDMS. Then, a
little adhesive was coated on the top of the copper foil of the pressure sensor based on 3D
graphene foam. Secondly, the two sensors were pasted together and put into a vacuum
drying oven to cure the adhesive at a high temperature of 80 ◦C. While curing the adhesive,
a heavy object of 2 N was placed on the top of the sensor so that the two sensors could fit
tightly. After the PDSM was cured, a flexible bionic tactile-pressure sensor based on 2D/3D
graphene was obtained, and the actual sensor picture is shown in Figure 5c.
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2.5. Experimental

Figure 6 shows the experimental platform used in this work, a digital pressure gauge
and a digital SourceMeter were used to measure the changing of pressure and resistance,
respectively. The tactile-pressure sensor unit was placed on the three-dimensional force
experiment platform and the digital pressure gauge on the longitudinal pressure arm by
applying longitudinal pressure to it. The other end of the tactile-pressure sensor was
connected to the digital SourceMeter (Keithley, 2450). The output resistance of the corre-
sponding tactile-pressure sensor was obtained by recording the readings of the SourceMeter
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in real-time. Figure 6a was the illustration schematic of the testing platform, and Figure 6b
was the system’s photo.
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3. Results and Discussion

Figure 7 shows the output properties of the flexible bionic tactile-pressure sensor
proposed in this study. The resistance of the tactile sensor increased with the applied force
and the pressure sensor exhibited an opposite changing trend. The sensing range of the
tactile and pressure sensor was 0–2 N and 2–40 N, respectively, as shown in Figure 7a,b.
The least-squares method was used to fitting the relationship between the input force and
the output resistance of the sensors, as shown in Figure 7c,d. The least-squares fitting
results of the tactile and pressure sensor, as shown in Equations (1) and (2), were as follows:

R = 0.00407 F + 1.9337 (1)

R = −0.45622 F + 26.2219 (2)

The sensitivity was the ratio of the output increment of the sensor to the input incre-
ment during measurement, which was expressed in Equation (3), as follows:

S =
∆R
∆F

(3)

The sensitivity of a linear measurement system can be calculated from the slope of
the static characteristic curve. The sensitivity of the tactile and pressure sensor can be
calculated by using Equation (3), which was 472.2 Ω/kPa and 5.50 kΩ/kPa, respectively.
The demonstrative experiment of the sensor was shown in Video S1.

Figure 8 shows the repeatability and hysteresis properties of the tactile and pressure
sensor, and 1#, 2# and 3# represent the first, second and thired sensors. The input force
and output resistance relationship of the sensor was recorded and graphed by repeating
the measurements on the tactile and pressure sensor three times, and the data are shown
in Figure 8a,b. The repeatability refers to the degree to which the output curve deviates
from multiple measurements of the sensor’s full scale and is an important feature for a
sensor. The repeatability error δR was usually calculated with the standard deviation.
The calculation results show that the repeatability error of the tactile and pressure sensor
proposed in this study were 16.55 and 10.48%, respectively, and the tactile-pressure sensor
exhibited a good repeatability performance.
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Figure 7. The output properties of the flexible bionic tactile-pressure sensor. (a) The relationship
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of the tactile sensor by using the least-squares method. (d) The fitting result of the force and output
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The hysteresis of a sensor refers to the non-overlapping phenomenon of the output
characteristic curve when the sensor is in the forward (increase in input) and reverse
(increase in input) stroke. The hysteresis curves of the tactile and pressure sensor in this
study are shown in Figure 8c,d, respectively. The maximum hysteresis was used to evaluate
the hysteresis of a sensor, which is expressed in Equation (4) as follows:

δH =
∆Hmax

YFS
× 100% (4)

δH is the maximum hysteresis reference error, ∆Hmax is the output maximum abso-
lute deviation, and YFS is the full-scale value of the sensor. The hysteresis of the tactile
and pressure sensor proposed in this study was 4.7% and 7.23% by using Equation (4),
respectively.

The dynamic response property refers to the response time to changes in the sensor’s
input and represents the speed at which the measurement system tracked the input variable
parameters. The response time was regarded by many researchers as the most important
indicator of dynamic performance and can be used to accurately measure the delay rela-
tionship between output and input. Figure 9 shows the dynamic response property of the
tactile and pressure sensor in this study. The acquisition frequency of the output resistance
was 100 Hz, and it can be obtained from the data in Figure 9a that the response time of the
tactile sensor was about 30 ms when the force was applied and about 40 ms when the force
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was released. The response time of the pressure sensor was less than 20 ms, which can be
seen in Figure 9b.
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Figure 10 shows the working mechanism of the tactile-pressure sensor. When an
external force was applied to the tactile sensor, the C-C bonds were broken, and the two-
dimensional structure of graphene was destroyed. Thereby, the conductive patch was
reduced, the resistance was increased, and the resistance change was linearly related to the
applied external force to a certain extent, as shown in Figure 10a. For the pressure sensor,
when no external force was applied, a layer of graphene was attached to the inner wall
and surface of PU foam and had a stable structure. When an external force was applied,
the graphene patches on the inner wall of the foam were damaged. While continuously
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applying an external force to the pressure sensor, the collapsed parts of the foam will come
into contact, thereby increasing the number of conductive patches, and the resistance was
decreased, as shown in Figure 10b.

Micromachines 2022, 13, x FOR PEER REVIEW 10 of 12 
 

 

 
Figure 9. The dynamic response property of the tactile and pressure sensor. (a) The response time 
of the tactile sensor. (b) The response time of the pressure sensor. 

Figure 10 shows the working mechanism of the tactile-pressure sensor. When an ex-
ternal force was applied to the tactile sensor, the C-C bonds were broken, and the two-
dimensional structure of graphene was destroyed. Thereby, the conductive patch was re-
duced, the resistance was increased, and the resistance change was linearly related to the 
applied external force to a certain extent, as shown in Figure 10a. For the pressure sensor, 
when no external force was applied, a layer of graphene was attached to the inner wall 
and surface of PU foam and had a stable structure. When an external force was applied, 
the graphene patches on the inner wall of the foam were damaged. While continuously 
applying an external force to the pressure sensor, the collapsed parts of the foam will come 
into contact, thereby increasing the number of conductive patches, and the resistance was 
decreased, as shown in Figure 10b. 

 
Figure 10. The working mechanism of the tactile-pressure sensor. (a) The working mechanism of 
the tactile sensor. (b) The working mechanism of the pressure sensor. 

Figure 10. The working mechanism of the tactile-pressure sensor. (a) The working mechanism of the
tactile sensor. (b) The working mechanism of the pressure sensor.

4. Conclusions

In this paper, we present a flexible biomimetic tactile-pressure sensor with high
precision and a large measurement range by using 2D graphene film and 3D graphene/PU
foam. The tactile-pressure sensor consisted of two layers of structures, and the size was
10 mm × 10 mm × 6 mm in longitude, width, and thickness. The fabrication process,
output properties, repeatability, and hysteresis properties were systematically studied. The
working mechanism of the tactile-pressure sensor was proposed and discussed. The results
exhibit a sensitivity of 472.2 Ω/kPa in the range of 0–2 N, a force resolution of 0.01 N,
and a response time of less than 40 ms for the tactile sensor. The sensitivity can reach
5.05 kΩ/kPa, a force resolution of 1 N. The response time was less than 20 ms for the
pressure sensor in the measurement range of 2–40 N. The sensor spaned a measurement
range of 4 orders of magnitude. These experimental results show that the flexible bionic
tactile-pressure sensor designed in this paper can be used to measure both small pressure
and large pressure. This has certain reference value for fields such as intelligent robots,
electronic skin, and biomedicine.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/mi13071150/s1, Video S1: The demonstrative experiment of
the sensor.
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A Direct-Reading MEMS Conductivity Sensor with a
Parallel-Symmetric Four-Electrode Configuration
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Abstract: This work proposes a design for a direct-reading conductivity sensor with a parallel sym-
metrical four-electrode structure, which integrates a silicon-based platinum thin-film strip electrode
and a serpentine temperature compensation electrode. The optimal structural parameters of the
electrode were determined by finite element simulations performed via COMSOL Multiphysics. Next,
the designed conductivity sensor chip was fabricated using MEMS technology, and subsequently, the
conductivity measurement circuit was designed to test the fabricated sensor’s performance. In labo-
ratory tests, the optimal AC excitation frequency was observed to be 1.067 kHz, while the maximum
measurement range was 0–107.41 mS/cm and the measurement precision in low concentration range
(0–76.422 mS/cm) was ±0.1 mS/cm. Furthermore, the maximum measurement error of the sensor
evaluated using the National Center of Ocean Standards and Metrology was ±0.073 mS/cm. The
designed sensor possesses the characteristics of high accuracy, high range, and miniaturization, and
enables real-time reading of conductivity value and temperature compensation, which is of great
significance for the on-site observation of the physical parameters of marine environment.

Keywords: conductivity sensor; polarization effect; temperature compensation; high accuracy

1. Introduction

The oceans cover about 70.8% of the Earth’s surface, and there are various abundant
resources in the vast ocean field. The measurement of ocean temperature and salinity
is crucial in studying the marine environment. Through these measurements, the ocean
circulation, marine ecological environment, marine biodiversity, and marine energy devel-
opment can be monitored and studied [1,2]. In 1974, the “The Practical Salinity Scale” in
UNESCO defined salinity to be calculated based on seawater’s conductivity, temperature,
and pressure, where pressure has a relatively minor effect on the salinity [3]. Likewise,
measuring salinity by conductivity, temperature, and pressure has many advantages, such
as high accuracy, fast measurement speed, high reliability, and easy on-site measurement [4].
In this regard, there exist a variety of commercial CTD (Conductivity, Temperature, Depth)
sensors used in high-precision marine development, such as the Seabird series, which
occupies a leading position in the global market [5]. However, its large size, high cost, and
energy consumption limit its promotion in the marine ranching and three-dimensional
marine environment monitoring [6–8].

From 2005 to 2007, Broadbent, a scholar at University of South Florida in the United
States, focused on using the liquid crystal polymer (LCP) with low hygroscopicity and
permeability to manufacture a substrate and resistive temperature sensor (RTD) [9]. In that
work, the electroplated nickel-gold-platinum alloy was used as a flat film four-electrode

277



Micromachines 2022, 13, 1153

conductivity cell to develop a miniaturized CTD system. Relevant experiments con-
cluded that the temperature and conductivity measurement accuracies were ±0.546 ◦C
and ±0.882 mS/cm, respectively. In 2005, S. Bhansali et al. designed a MEMS-based CTD
sensor [10], in which conductivity sensors generally use a parallel-plate capacitor structure,
where most of the electric field is confined between the two parallel plates. However, some
of the electric field is still distributed at the edges of the plates. To prevent the influence of
external electric field on the measurement accuracy, installing guard rings at both ends of a
board or adding electrodes and auxiliary circuits is adopted.

In 2011, X. Huang et al. from University of Southampton, UK, developed a mea-
surement system based on the MEMS process for a seven-electrode conductivity sensor
and a platinum temperature resistance sensor [11]. In that work, a 500 µm thick glass
substrate was coated with 100 nm thick platinum layer serving as electrodes, wires, and
pads. The platinum layer was then covered with a 25 µm epoxy laminate (SY320) insula-
tion. The conductivity and temperature measurement accuracies were up to ±0.03 mS/cm
and ±0.005 ◦C, respectively. Meanwhile, the temperature sensor drifted by 0.1 ◦C while
the conductivity drifted by about 5.003 mS/cm, after five weeks. In 2013, Myounggon
Kim et al. from the School of Mechatronics, Gwangju Institute of Science and Technol-
ogy proposed an integrated microfluidic-based sensor module for real-time monitoring
of reverse osmosis (RO) that measures temperature, conductivity, and salinity. The mi-
crofluidic device was constructed from a thin metal film and a microfluidic channel that
was fabricated using the microelectromechanical system (MEMS) technology [12]. Re-
cently, in 2020, Wu Chaonan et al. of Ningbo University also proposed a conductivity and
temperature sensor fabricated using MEMS technology, where the sensor chip size was
about 12 mm × 12 mm, and 34 chips could be fabricated simultaneously on a 4-inch silicon
substrate [13]. The developed chip has high sensitivity, fast response time, and a good
repeatability of temperature measurement. The experimental results revealed that the
MEMS-based CT sensor has a temperature sensitivity of 0.0619 ◦C/Ω, a cell constant of
2.559 cm−1, and conductivity and temperature measurement accuracies of ±0.08 mS/cm
and ±0.05 ◦C, respectively, providing valuable experimental data for ocean measurements.

This paper proposes a conductivity sensor that integrates temperature-compensated
electrodes with a parallel four-electrode structure. The optimal parameters of the sensor
structure were determined by finite element simulation, and the design of the sensor pack-
age structure was completed. Simultaneously, the hardware circuit and data acquisition
algorithm were designed. The sensor’s range, precision, accuracy, and consistency were
tested in the laboratory and third-party testing institutions. Furthermore, the sensor can
read the conductivity through the master computer.

2. Working Principle of Sensor

Mainly, there are two types of conductivity sensors for marine environment mon-
itoring applications: electrode conductivity sensors [14–17] and inductive conductivity
sensors [18–20]. The inductive conductivity sensor is electrodeless, and the metal part of
the sensor is not in direct contact with seawater. Moreover, the non-metallic shell is not
easy to corrode, and the influence of the polarization effect is also avoided. Therefore, an
inductive sensor is more suitable for the field measurements with high stability in harsh
environments. However, it is susceptible to the proximity effect, and consequently, the sen-
sor’s electric field is easily disturbed or distorted by the surrounding objects. The inductive
conductivity sensor uses a toroidal transformer, which inherently results in a large size of
the sensor, thereby limiting its integration with other miniaturized MEMS sensors.

Alternatively, electrode conductivity sensors measure the conductivity through a con-
ductivity cell whose parameters are closely related to the position and shape of electrodes.
In addition, the electrodes are divided into excitation electrodes and measurement elec-
trodes. The excitation circuit provides a constant AC signal to the excitation electrodes,
and a stable electric field is generated in the conductivity cell. Here, the measurement
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electrodes detect the potentials in different areas inside the conductivity cell and output
them after the signal processing.

The conductivity σ of seawater is a physical quantity that describes its current trans-
port capability, essentially reflecting the level of electrolyte concentration in seawater.
Conductance G is inversely proportional to resistance R, and is given by the ratio of current
I and voltage V:

G =
1
R

=
I
V

(1)

The formula for calculating conductivity can then be expressed as:

σ = κ · G (2)

where κ is the cell constant, which can be expressed as [13]:

κ =
2

πl
arccosh

d
2a

(3)

Among them, l is the length of electrode, d is the distance between two inner elec-
trodes, and a is the width of voltage electrode. Meanwhile, the four electrodes are axially
symmetrically distributed.

When an electrode conductivity sensor operates in seawater, electrochemical reactions
occur at the contact surface between seawater and metal electrodes, which cause electron
transfer between seawater and electrode. Notably, the polarization effect is defined as
the change in ion concentration around the electrode due to the electric field generated
by electrode. At the junction of electrode and seawater, the molecules and ions partially
dissolved in seawater will be adsorbed on the surface of electrode in the form of chemical
bonds, to form an inner layer. Here, the electric center trajectory of these ions is called
the inner Helmholtz plane (IHP). Furthermore, the cations in seawater are attracted by
the Coulomb force of the anions on electrodes, and the electric center trajectories of these
cations are called the outer Helmholtz plane (OHP). In addition, some ions and molecules
are not adsorbed, and instead, they are distributed in the diffusion layer due to the influence
of electric field force and thermal motion, as demonstrated in Figure 1a.
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Figure 1. (a) A diagram demonstrating the structure of the electrode–electrolyte interface; (b) the
equivalent circuit diagram of a four-electrode conductivity sensor with AC excitation applied to
current electrode and voltage drop measured by voltage electrode.

The contact surface between electrode and seawater plays a capacitance role when
there is no charge transfer at the electrode–seawater interface. This capacitance is called
as the double-layer capacitance Cdl, formed by the Helmholtz capacitance CH in series

279



Micromachines 2022, 13, 1153

with the equivalent capacitance CG of diffusion layer. When a voltage is applied to the
electrodes, charge transfer occurs between the seawater and electrodes, and such form
of charge transfer is similar to a leakage current through a double-layer capacitor, which
can be in fact seen as an impedance in parallel with the double-layer capacitor—the
Faraday impedance [21]. Accordingly, the Faraday impedance can be expressed as a series
connection of charge transfer impedance Rct and Warburg impedance ZW [22], where ZW is
expressed as:

ZW =

√
2AW√

jω
(4)

where j is an imaginary number,ω is the angular frequency of excitation signal, and AW is
the Warburg coefficient [23].

When an AC excitation is applied to the excitation electrode, the contact surface
between electrode and seawater can be represented by the double-layer capacitance Cdl,
charge transfer impedance Rct, and Warburg impedance ZW. Combined with the stray
capacitance CP and seawater equivalent resistance RW, the equivalent circuit of the four-
electrode conductivity sensor can be represented as shown in Figure 1b. When an AC
excitation is applied between the two current electrodes, there will be a voltage drop across
the equivalent resistance RW2 of the solution between the voltage electrodes. This voltage
drop can be measured by a voltage electrode with high input impedance. The current
through the solution can be measured by the current electrode, so that the conductivity of
the solution can be measured.

In addition, as the temperature of solution changes, the mobility of ions in the solution
is also affected, thereby resulting in a temperature-dependent change in the conductivity.
Therefore, to overcome the influence of temperature and make the conductivity of different
solutions comparable at different temperatures, the conductivity should be temperature
compensated. The temperature compensation formula is provided in Equation (5) as:

σ15 =
σt

1 + β(t− 15)
(5)

where σt is the conductivity of solution at temperature t ◦C, σ15 is the conductivity of
solution at 15 ◦C, and β is the temperature coefficient of solution conductivity.

3. Design and Fabrication
3.1. Structure and Package Design

In this work, a 525 µm thick 4-inch P-type <100> silicon wafer with high accuracy,
good consistency, and low cost is used as the substrate. Essentially, electrode design is the
most crucial part in the design of silicon-based thin film conductivity sensor. In designing a
multi-electrode conductivity sensor, each pair of electrodes has strict spacing requirements.
To reduce the parasitic capacitance, positions of current and voltage electrodes should be
strictly symmetrical. As shown in Figure 2, the four-electrode design separates the voltage
electrode from the current electrode, which can further weaken the electrode polarization
phenomenon. The proposed sensor integrates four parallel strip electrodes, serving as
current and voltage electrodes. Furthermore, a temperature electrode with a twisted
alignment is also designed between the two voltage electrodes. In addition, platinum
metal with good chemical stability and corrosion resistance is used as the material for the
electrodes. Its resistance value varies linearly with temperature, and hence, it is used as a
temperature compensating electrode. Moreover, silicon nitride film is used to insulate and
protect the temperature compensating electrode. Silicon nitride film has good mechanical
properties, high dielectric strength, chemical stability, and low film stress. Thus, it can be
an excellent protective and insulating layer for the temperature electrode.
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Figure 2. The figure is a schematic diagram of the chip structure.

The dimensions of the electrodes were determined using COMSOL FEM simulations.
The chip was surrounded by seawater, and Figure 3a shows the potential distribution
of the chip, where a clear potential difference between the two voltage electrodes can
be observed. Notably, when the current density of conductivity sensor is too high, the
electrodes may get damaged. In addition, increasing the electric field strength can improve
the measurement accuracy. Therefore, when designing the electrode, the length of electrode
should be appropriately selected to reduce the current density. While keeping the spacing
and width of all electrodes constant, the effect of electrode length on the current density
and electric field strength is illustrated in Figure 3b. As the electrode length increases, the
current density decreases, while the electric field strength increases. Nevertheless, the
current density should not be too small, otherwise, it will affect the measurement accuracy
in the low range. With these considerations, the electrode length is determined to be 14 mm
for this work. Additionally, for fixed electrode length and electrode spacing, the variation
of current density with the width of current electrode is shown in Figure 3c. It can be seen
from the results that when the current electrode width is 100 µm, the current density is the
smallest, and likewise, the width of the current electrode is designed to be 100 µm. Since no
current flows through the voltage electrodes, they can be as narrow as the manufacturing
process allows. Correspondingly, the width of voltage electrode is set to 10 µm. When the
potential difference between the voltage electrodes of conductivity sensor is higher, the
sensor’s sensitivity will be higher. Evidently, the potential difference between the voltage
electrodes varies with the electrode spacing, while keeping the electrode length and width
unchanged, as elaborated in Figure 3d. Likewise, when the current electrode spacing is
constant, the potential difference increases as the voltage electrode spacing increases. For a
voltage electrode spacing of 4 mm, the potential difference is observed to be the largest,
therefore the selected voltage electrode spacing is 4 mm. On the other hand, for a fixed
voltage electrode spacing, the potential difference increases with the decreasing current
electrode spacing. Accordingly, the current electrode spacing is set to 4.5 mm following the
selection of voltage electrode spacing, while considering the manufacturing capabilities.

As shown in Figure 4b, epoxy resin is used here to encapsulate the chip adhered to the
PCB, which can effectively prevent the exposed pads on the chip from corroding. Further-
more, the size of acquisition circuit board is designed to be 57.5 mm × 18 mm × 1.5 mm,
as shown in Figure 4a. The protective cover made of acrylic material can prevent the
probe from crashing, and the segmented package design allows a quick replacement of
the probe. Moreover, the acquisition circuit board is installed inside the tube shell, and the
assembled conductivity sensor is shown in Figure 4c. This package design can transmit
data in real-time through cables or realize self-capacitive data storage through TF cards.
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3.2. Structure and Package Design

A single chip integrates four parallel electrodes and a serpentine-shaped platinum thin-
film resistor with a size of 17 mm × 7.5 mm × 0.5 mm, as shown in Figure 5b, and 61 such
chips can be simultaneously fabricated on a 4-inch silicon wafer substrate. The fabrication
process of the silicon-based thin-film platinum conductivity sensor chip is explained in
Figure 5a. Initially, a 4-inch P-type <100> single-side polished silicon wafer with a 1-micron
silicon dioxide film deposited on the surface was cleaned, and a low-stress silicon nitride
film was grown on it by chemical vapor deposition (PECVD). Next, the photoresist was spin-
coated, and the conductivity electrodes and temperature compensation electrode patterns
were photo-etched on the photoresist by ultraviolet lithography (UVL). Then, conductivity
electrodes and temperature compensation electrodes with a thickness of 300 nm were
fabricated by electron beam evaporation (EBE) followed by the lift-off process. To reduce
the influence of temperature compensation electrode on the measurement of seawater
conductivity and prevent the temperature compensation electrode from deforming with
the temperature changes, a silicon nitride film was deposited again on the temperature
compensation electrode for protection and insulation. Since chemical vapor deposition
deposits the silicon nitride over the whole surface, it is also necessary to use UVL and
reactive ion etching (RIE) to pattern the silicon nitride protective layer.
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3.3. Measurement Hardware and Algorithm

The design scheme for the processing circuit of conductivity sensor is shown in
Figure 6. According to the measurement principle of four-electrode conductivity sensor, the
master control chip generates and supplies a triangular wave AC signal to current electrode
of the conductivity sensor. Meanwhile, a differential operational amplifier measures the
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voltage difference between the voltage electrodes with high input impedance. Next, the
differential amplified output voltage is input to the master control chip for the integral
operation through ADC collection. In addition, the current flowing through the other
current electrode is input to the operational amplifier after being collected by the ADC, and
also input to the master control chip for integral operation. In the master chip, the ratio of
current and voltage obtained from the integration process is output through the serial port,
and the output value is the original signal of the conductivity sensor.
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4. Experimental Method
4.1. Conductivity Sensor Calibration

A triangular wave is used as an excitation to overcome the influence of double-
layer capacitance and polarization effect. As shown in Figure 1b, when the excitation
frequency is low, the impedance of CP is big, and most of the current goes through RW.
However, because of the voltage drop across the double-layer capacitances (Cdl), the
measured impedance magnitude will be higher than Rw. This effect diminishes at increasing
frequencies. However, at higher frequencies, the impedance of CP will decrease, so that
a part of the injected current will go through CP. Therefore, the impedance magnitude
will be lower than Rw because of stray capacitance. Therefore, selection of an appropriate
excitation frequency is critical in improving the measurement accuracy. To determine the
proper excitation frequency, potassium chloride solutions of 0.35 mol/L, 0.40 mol/L, and
0.6 mol/L were prepared, and these three solutions were placed in a constant temperature
bath with a temperature fluctuation of ±0.005 ◦C. Next, conductivity tests were conducted
on the three solutions, and the changes in the circuit output with the concentration under
different excitation frequencies are shown in Figure 7. It can be seen from the test results
that when the excitation frequency is higher than 1500 Hz or lower than 937 Hz, the output
of the circuit does not change significantly with the concentration. When the frequency is
1067 Hz, the output of the circuit is the largest, and the change with the concentration is the
most obvious. Therefore, 1067 Hz is selected as the excitation frequency.

4.1.1. The Laboratory Calibration

The output of conductivity sensor is the ratio of current and voltage after the integral
and mean value processing, thus the conductivity sensor needs to be calibrated. During the
laboratory tests, the sensor was preliminarily calibrated to take into account the influence of
experimental environment. Different standard conductivity solutions were prepared with
dried potassium chloride and deionized water, and the sensor’s output in these solutions
was tested at 25 ◦C. As shown in Figure 8, from 0 to 77.08 ms/cm, the output of conductivity
sensor changes linearly with the standard conductivity, and R2 = 0.99968. According to
the fitting curve, the relationship between the output XO of conductivity sensor and the
standard conductivity σ is:

σ = 8.184 · XO − 0.265 (6)
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4.1.2. Third Party Mechanism Calibration

To overcome the impact of experimental environment, a calibration at a third-party
organization was carried out, at the National Center of Ocean Standards and Metrology in
China. Considering the temperature-dependent characteristics of conductivity of standard
seawater, the conductivity sensor was placed in a pool of standard seawater, and data are
collected at 5 ◦C intervals between 0 and 35 ◦C. The corresponding relationship between
the output of the conductivity sensor circuit and the temperature is shown in Figure 9a.
According to the calibration protocol, the conductivity of air is considered to be 0 mS/cm.
Therefore, the fitted curve between the output of the circuit and the standard conductivity
is shown in Figure 9b. The fitted relationship between the conductivity y and the output x
of circuit is described in Equation (7).

y = a0 + a1 · x + a2 · x2 + a3 · x3 + a4 · x4 + a5 · x5 (7)

a0 = −0.02189, a1 = 3.23449, a2 = 5.94996, a3 = −2.03875, a4 = 0.29531, a5 = −0.01522
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4.2. Temperature Calibration

Fundamentally, the resistance of thin-film platinum resistors designed with serpentine
structure can reach up to 13 kΩ. Moreover, the resistance of thin-film platinum resis-
tors changes linearly with temperature. According to the eight-point calibration method,
the sensor was placed in a constant temperature bath with a temperature fluctuation of
±0.005 ◦C. Next, eight temperature points were set between 5–45 ◦C, YOWEXA’s YET-710
temperature sensor was used as the standard instrument, and the relationship between
the resistance of thin-film platinum and the actual temperature was measured, as shown
in Figure 10. The linear fitting relationship between the resistance of thin-film platinum
resistance and the actual temperature is given as:

T = 0.02548 · X− 309.0508 (8)
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The R2 of the fitted curve is 0.99999, demonstrating that the indication value of thin-
film platinum resistance possesses an excellent linear relationship with the temperature.

5. Results and Discussion
5.1. Range and Precision of Sensor

The conductivity of potassium chloride solution with different concentrations was tested
using the developed silicon-based thin film conductivity sensor. As evident from Figure 11a,
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the sensor has a maximum range of 107.41 mS/cm. Each concentration of KCl solution was
tested 60 times, and the corresponding standard deviation of the measured conductivity value
is shown in Figure 11b. The measurement precision between 0 and 76.422 mS/cm ranges
from ±0.005 mS/cm at 5.939 mS/cm to ±0.165 mS/cm at 76.422 mS/cm. Furthermore, the
measurement precision between 81.879 mS/cm~107.41 mS/cm ranges from ±0.229 mS/cm
to ±0.401 mS/cm.
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5.2. Performance Consistency

Conductivity tests were carried out on potassium chloride solutions with different
concentrations using three distinct silicon-based thin-film conductivity sensors. As shown
in Figure 12, when the concentration is 0.1 mol/L, the error in the test results of three
sensors is ±0.086 mS/cm. When the concentration is 0.3 mol/L, the error between Sensor 1
and Sensor 2 is ±0.012 mS/cm, while the measurement error of Sensor 3 is ±1.697 mS/cm.
The measurement error is because the temperature of thermostatic bath had not stabilized
before the test was started. Therefore, it can be safely stated that the output of silicon-based
thin-film conductivity sensor is consistent within the effective range.

5.3. Performance of Temperature Compensation and Salinity Testing

To reduce the effect of temperature on the conductivity test, the conductivity must be
temperature compensated. The conductivity of standard seawater was tested from 0 ◦C to
40 ◦C. The conductivity values obtained at different temperatures were all converted to
conductivity at 15 ◦C according to Equation (5). Figure 13 shows the actual conductivity of
seawater at different temperatures and the conductivity after temperature compensation,
with a maximum error of 0.1917 mS/cm after the compensation. Conductivity and temper-
ature can be measured simultaneously by the sensor and displayed directly on the master
computer. The temperature, conductivity, and salinity indications can be read out in real
time through the master computer, and the sampling time and sampling frequency can
also be set through the master computer. When the test was performed in the laboratory,
the sensor was fixed about 10 cm below the water surface. Here, the pressure depends
on the depth, hence the salinity of the solution, can be calculated directly in the master
computer. The developed sensor essentially enables the integrated testing of conductivity,
temperature, and salinity.
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5.4. Sensor Accuracy Test and Performance Comparison

The accuracy of conductivity sensor was tested at the National Center of Ocean
Standards and Metrology. In the experiment, the conductivity of air and the conductivity
of standard seawater at 0 ◦C, 5 ◦C, 10 ◦C, 15 ◦C, 20 ◦C, 25 ◦C, 30 ◦C, 35 ◦C, and 40 ◦C were
tested. In comparison with the standard conductivity, the maximum measurement error of
our sensor was ±0.073 mS/cm at 57.6772 mS/cm, as illustrated in Figure 14.

The performance comparison of the proposed sensor and other conductivity sensors
using MEMS technology for marine measurement is presented in Table 1. It can be seen
that the accuracy of our sensor is better than that of Hyldgrad multi-sensor system and
Chaonan Wu’s CT sensor. The measurement range of the proposed conductivity sensor is
larger than the other sensors. The chip size is also smaller than Broadbent’s PCB MEMS
CTD size.
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Table 1. Comparison of our conductivity sensor and other sensors.

Sensor Accuracy Range Chip size

Hyldgrad multi-sensor system [23] ±0.6 mS/cm - 4 mm × 4 mm

Broadbent PCB MEMS CTD [24] - 2–70 mS/cm 18 mm × 28 mm

Huangxi CT sensor [11] ±0.03 mS/cm 25–55 mS/cm 10 mm × 20 mm

Chaonan Wu CT sensor [13] ±0.08 mS/cm 0–101 mS/cm 12 mm × 12 mm

Our conductivity sensor ±0.073 mS/cm
(0–70 mS/cm) 0–107.41 mS/cm 17 mm × 7.5 mm

6. Conclusions

This paper proposes a direct-reading MEMS conductivity sensor with four parallel
electrodes, integrating temperature-compensated electrodes for real-time temperature com-
pensation. The sensor can directly read out the measured conductivity, temperature, and
salinity through the master computer. The developed sensor exhibited good consistency
with 61 chips successfully fabricated on a 4-inch silicon wafer. Furthermore, the measure-
ment circuit and algorithm of conductivity sensor were also developed, and an integrated
package of sensor probe and circuit was realized. The maximum measurement range of the
sensor in the laboratory was 107.41 mS/cm. Most importantly, a third-party standardized
calibration was also carried out, and the accuracy of the conductivity sensor was better than
±0.073 mS/cm over the range of 0–70 mS/cm. Future research will focus on improving the
measurement accuracy at a high range and the long-term stability of the sensor.
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Abstract: Microelectromechanical system (MEMS) pressure sensors have a wide range of applications
based on the advantages of mature technology and easy integration. Among them, piezoresistive
sensors have attracted great attention with the advantage of simple back-end processing circuits.
However, less research has been reported on the performance of piezoresistive pressure sensors in
dynamic environments, especially considering the vibrations and shocks frequently encountered
during the application of the sensors. To address these issues, this paper proposes a design method
for a MEMS piezoresistive pressure sensor, and the fabricated sensor is evaluated in a series of
systematic dynamic environmental adaptability tests. After testing, the output sensitivity of the
sensor chip was 9.21 mV·bar−1, while the nonlinearity was 0.069% FSS. The sensor overreacts to
rapidly changing pressure environments and can withstand acceleration shocks of up to 20× g. In
addition, the sensor is capable of providing normal output over the vibration frequency range of
0–5000 Hz with a temperature coefficient sensitivity of −0.30% FSS ◦C−1 over the temperature range
of 0–80 ◦C. Our proposed sensor can play a key role in applications with wide pressure ranges,
high-frequency vibrations, and high acceleration shocks, as well as guide MEMS-based pressure
sensors in high pressure ranges and complex environmental adaptability in their design.

Keywords: piezoresistive pressure sensor; silicon-on-insulator (SOI) structure; dynamic environment
test

1. Introduction

Microelectromechanical system (MEMS)-based piezoresistive pressure sensors have
wide applications in industrial construction [1–4], healthcare monitoring [5–11], and ocean
depth detection due to their high process maturity, easy sensor integration, and easy
signal processing [12,13]. However, systematic research of the sensor performance in harsh
environments is lacking, although many studies have been reported on the design and
manufacturing of such piezoresistive pressure sensors. Various interference factors such as
temperature, vibration, shock, and strong light irradiation may cause the abnormal output
of the sensitive unit of the piezoresistive pressure sensor when in practical application.

Enabled by smart-cut and other technologies, silicon-on-insulator (SOI) wafers have
been made commercially available for CMOS (Complementary Metal Oxide Semiconductor)
and MEMS. In addition to its significant advantages in manufacturing high-performance
CMOS circuits, SOI has been demonstrated as a perfect option for MEMS fabrication,
owing to its excellent electrical isolation. Thanks to SOI technology, the pressure sensor’s
fabrication process is becoming easier, and the sensor’s temperature preference can be
enhanced significantly.
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The sensor materials play an important role in enhancing the stability of the MEMS
pressure sensor in a harsh environment. The drift of carriers in silicon material makes
the piezoresistive pressure sensor unstable in high-temperature environments. In 2015,
Sainan Li et al. achieved stable operation of a silicon-based piezoresistive pressure sensor at
350 ◦C by using the method of accurately calculating the heavy doping dose [14]. However,
due to the inherently narrow forbidden band of silicon materials, pressure testing above
300 ◦C is still a difficult problem for silicon-based piezoresistive pressure sensors. Therefore,
the breakthrough of high-temperature-resistant materials has become a research hotspot.
Over the years, sensitive materials for piezoresistive pressure sensors have progressed, and
silicon carbide (SiC) corresponds to one of the current candidates. Notably, SiC is one of the
most promising materials for applications in harsh environments, thanks to its excellent
electrical, mechanical, and chemical properties [15,16].

The sensor structure also plays an imperative role in sensor performance in harsh
environments [17–19]. Various new film structures have been developed for increasing the
sensor sensitivity while maintaining linearity, such as E-type film [20], hollow enhanced
film [21], circular groove film [22], and peninsula structure film [23]. Using the optimized
design of the diaphragm structure [20–23], the sensitivity of the sensor indeed increases,
compared with the traditional C-type structure. However, as shown in Figure 1, etching
grooves on the upper surface of the pressure-bearing diaphragm or adding a beam structure
to the lower surface of the diaphragm will certainly have an impact on the natural frequency
of the sensor. In practical applications of the sensor, it may experience high-frequency and
low-frequency vibrations, as well as high-acceleration shocks, suggesting that it cannot be
employed in a harsh environment.

Figure 1. Etching a groove on the film structure to improve sensitivity might lead to instability in a
harsh environment.

Due to the piezoresistive effect of the semiconductor, its resistance changes in the
stressed state. Subsequently, the resistance change in the stress concentration area of
the diaphragm is sensed using the Wheatstone bridge circuit, which then converts the
resistance change into a voltage change.

This study proposes a piezoresistive pressure sensor on an SOI substrate, which
adopts the traditional C-type film structure, with a design range of 0–40 bar. The optimal
parameters of the film structure are extracted through extensive finite element simulations.
In addition, the relationship among the film size L, maximum stress size S, and film
thickness h was established using a linear fitting method. To validate the design, the
designed sensor chip was fabricated, and the sensor’s performance was tested in a harsh
environment using a series of dynamic environmental tests including (a) a rapid pressure
shock test, (b) a temperature test, (c) a high-frequency vibration test, and (d) a high-
acceleration shock test.

Following the testing, the full-scale output of the pressure sensor prepared at room tem-
perature reached 368.8 mV, while the temperature coefficient sensitivity was −0.3% FSS/◦C.

292



Micromachines 2022, 13, 1142

Furthermore, the dynamic environment test showed that the sensor could maintain a low
output drift under 5000 Hz high-frequency vibration and 20× g acceleration shock. Our
proposed sensor can play an important role in pressure measurement under high-frequency
vibration and a high-acceleration shock environment, as well as guide the design of MEMS-
based pressure sensors with high environmental adaptability. The performance comparison
of the fabricated sensors is shown in the Table 1.

Table 1. Comparison of performance with other pressure sensors at room temperature.

Sensor Sensitivity
(mV/V/bar)

Pressure
Nonlinearity (%FSS) Full Range Pressure

Proposed sensor 9.21 0.069% 40 bar
Sensor in [24] 6.03 3.89% 30 bar
Sensor in [24] 6.58 0.33% 10 bar
Sensor in [25] 5.18 0.02% 30 bar
Sensor in [25] 3.69 0.011% 30 bar

2. Structure Design and Simulation

This work designs an absolute pressure sensor with a sensing range of 0–40 bar using
a typical C-type film structure. The structural parameters are further optimized by the
small deflection theory and finite element analysis. Due to the sandwiched structure of the
SOI substrate, the fabrication of the sensitive diaphragm usually employs a buried oxide
layer as an etch stop layer for silicon etching. The thicknesses of the buried oxide layer and
device layer in the SOI substrate determine the thickness of the sensitive diaphragm, as
shown in Figure 2.

Figure 2. Diagram of the piezoresistive pressure sensor with back cavity. The thickness of the device
layer is the sum of the thickness of the handle layer and the thickness of the box layer.

We selected a diaphragm with various thicknesses to ensure that the size value reached
the optimal linear stress under the maximum pressure. To find the optimal solution, the
finite element analysis was used, which took the square film as the structure in the solid
mechanics simulation. Film thicknesses of h = 5, 10, 20, 30, 40, and 50 µm were established.
Next, the small deflection theory was used as the boundary condition to simulate and
calculate the diaphragm size with a deflection of 1/5 h [26,27], under the maximum
pressure. The finite element simulation results are shown in Figure 3a. Meanwhile, the
relationship between film thickness and optimal film length is demonstrated in Figure 3b. It
can be seen from Figure 3b that the optimal film length is proportional to the film thickness,
and the fitting equation is given as follows:

L = 27.8 h. (1)
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Figure 3. (a) Optimum film size for different film thicknesses; (b) relationship between film thickness
and optimal film length.

To effectively sense the stress-induced resistant change in the piezoresistive diaphragm,
the Wheatstone bridge consisting of four resistors should be placed as close as possible
in the stress-concentrated area. The stress distribution of the diaphragm is shown in
Figure 4a. Moreover, the centerline stress distribution and the maximum length of the
stress concentration area S of the diaphragm are shown in Figure 4b. The maximum stress
σmax on the diaphragm is near the edge, starting from the edge of the diaphragm and
moving inward along the centerline until the second point of equal stress is encountered.
The distance S between the two points can be used as a reference for the design dimensions
of the sensor resistance. S should be the focus when laying out the Wheatstone bridge and
sizing the sensitive resistors, i.e., the optimum stress length.
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Different optimal film sizes, the sensitive film under maximum pressure, and the
centerline stress distribution are shown in Figure 4c. The maximum stress values of the
diaphragms with different optimal sizes tended to be consistent under full-scale pressure.
Evidently, the optimal stress region length S increased with the size of the diaphragm, and
the variation trend of S with the film thickness is illustrated in Figure 4d.

The finite element simulation results revealed that S increased with the increase in
film thickness h, with a large value of S indicating a larger space for the arrangement of
resistors. This actually indicates that, in the design process, the thickness of the sensor
sensitive diaphragm should be appropriately increased, and the fitting equation of S and
film thickness h can be given as follows:

S = 0.632329 h + 0.311507. (2)

The thickness of the designed sensitive diaphragm in this work was 11 µm. Calculated
according to Equation (1), the side length of the square diaphragm was L = 305.8 µm, while
the optimum stress length calculated using Equation (2) was S = 7.267 µm. The structural
parameters of the sensor are shown in Table 2.

Table 2. Sizes of structural parameters of the sensor chip.

Parameter Diaphragm
Length

Diaphragm
Thickness

Resistor
Length

Resistor
Width

Cavity
Height Chip Size

Value (µm) 306 11 80 8 389 2500*2500

3. Fabrication and Measurement

The cross-sectional schematic diagrams of the fabrication process for the pressure
sensor are shown in Figure 5a. A double-side polished, 400 µm ± 5 um thick, 4 inch
(100 ± 0.5 mm) P-type <100> SOI wafer with a resistance of more than 10,000 Ω·cm was
used as the substrate, where the thicknesses of the handle layer and buried oxide layer
were 10 µm and 1 µm, respectively. The fabrication process is summarized below.

Initially, silicon dioxide (SiO2) was grown on both sides of the SOI wafer by thermal
oxidation, which served as the protection layer. Then, lithography was performed on the
front side of SOI substrate to pattern the area for piezoresistors, followed by boron ion
implantation to form the piezoresistors. Next, the ohmic contact area at the end of the
resistive strip was patterned by photolithography, and a high-concentration boron ion
implantation was performed on the front side of the SOI wafer, to form a highly doped
region near the sensitive cell. Then, the SOI wafer was rapidly annealed at 1000 ◦C for 20 s
to activate the impurities. Later, SiO2 deposited by PECVD (plasma-enhanced chemical
vapor deposition) was adapted as a passivation layer to protect the piezoresistor, while
the ohmic contact region was exposed by wet etching of SiO2. Then, Ti/Au bonding pads
were patterned to connect the resistors, to form a Wheatstone bridge. Finally, the Bosch
etching process and anodic bonding created a vacuum back cavity to form an absolute
pressure sensor [28,29]. An appropriate etching rate can ensure the verticality during
the etching process to ensure the accuracy of the diaphragm size (Bosch etching rate of
1.6 µm per minute). The fabricated sensor chip was observed using SEM (scanning electron
microscope), as shown in Figure 5c. The high verticality of the rear cavity ensured good
diaphragm consistency and a good stress response. The actual chip manufactured in
this work is shown in Figure 5b, indicating that the manufacturing was in line with the
design expectations.
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Figure 5. (a) Diagram illustrating chip manufacturing process; (b1) diagram of fabricated sensor wafers;
(b2) diagram of several individual pressure sensor chips; (b3) diagram of the top surface of the chip
under the microscope; (c) diagram of cross-section of chip under SEM (scanning electron microscope).

The basic testing process of the sensor is described below. A semiconductor analyzer
and a four-probe table were utilized to test the bridge resistance, as shown in Figure 6. A
standard 6 MPa pressure test pump (Const 118) was used to pressurize the sensor, and the
minimum control unit of the pump was 0.1 kPa, which could accurately control the pressure.
A constant 5 V voltage source was used to power the sensor, and the output voltage signal
of the sensor was monitored using a Keithley 2450 SourceMeter SMU. During the test, the
pressure was changed with a step of 4.75 bar, and a total of nine points were selected. The
pressure applied to the sensor was increased to a high value of 40 bar, and then gradually
reduced from 40 bar to 2 bar. At each transition point, data were recorded only after the
sensor output was stable, and then the basic index of the sensor was calculated. The basic
test procedure of the chip is elaborated in Figure 7a,b.
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Figure 6. Diagram of semiconductor analyzer and a four-probe table.

Figure 7. (a) Diagram of basic test process; (b1) diagram of pressure pump; (b2) diagram of DC stabi-
lized power supply; (b3) Keithley 2450 SourceMeter SMU; (b4) diagram of PC software; (c1) diagram
of axonometric view of packaged sensor; (c2) side view of packaged sensor.

The packaged chip is shown in Figure 7c. As shown in the figure, aluminum alloy was
used as the shell of the sensor package, and the back of the sensor was potted with epoxy
resin. In addition, an aluminum alloy protective cover was added to the front end of the
package shell to protect the chip.

We also designed a series of experiments to verify the responsiveness and reliability of
the fabricated pressure sensor while facing complex environments. Pressure is a continuous
curve over time, and, when the sensor is used in a complex environment, it will encounter
sudden changes in temperature, pressure, vibration, acceleration shock, etc. Likewise,
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these actual conditions can bring significant challenges to the sensor chip. The question
is whether the sensor can respond correctly to these rapidly changing environmental
conditions. In view of the above problems, the designed experiments were as follows:
(a) six reference points were selected from 10 bar to 35 bar (10 bar, 15 bar, 20 bar, 25 bar,
30 bar, and 35 bar), and a pressure shock was applied at each reference point to conduct
a rapid response test of the sensor; (b) a temperature experiment was conducted on the
sensor, and a pressure scan was performed with the sensor at different temperatures;
(c) the sensor was placed on the vibration table, with the sensor chip film perpendicular
to the vibration direction, 10–5000 Hz frequency vibration was applied to the sensor, and
the sensor output was observed; (d) 5×, 10×, 15×, and 20× g gravitational acceleration
shocks were applied to the sensor, and the experiment was repeated five times to verify the
reliability of the sensor.

4. Results and Discussion

The sensor chip was tested by a semiconductor analyzer, where it was found that
the sensor units on the edge of the SOI chip possessed an abnormal Wheatstone bridge
resistance, and the volt–ampere characteristic curve showed nonlinearity, which may have
been due to the uneven implantation of boron ions making Schottky contacts in some areas
of the SOI wafer; subsequently, the sensor chip with a resistance value closest to the design
value was selected as the test sample.

The measurement indicators of the sensor included zero output, sensitivity, nonlinear-
ity, hysteresis, and maximum overload. The sensor’s full-scale pressure scan and sensor
nonlinearity are shown in Figure 8a, while the positive and negative stroke pressure scans
of the sensor are shown in Figure 8b. First, the sensor was kept under a full-scale pres-
sure environment for 5 min, and the corresponding output of the sensor chip is shown in
Figure 8c. Next, the sensor’s nonlinearity, repeatability, temperature coefficient sensitivity
(TCS), and hysteresis were calculated [30]. The detailed data of the sensor at room tempera-
ture are shown in Table 3. The sensor had a sensitivity of 9.21 mV/V/bar and a nonlinear
error of 0.069% FSS.

Figure 8. Cont.
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Figure 8. (a) Output voltage of the sensor; (b) forward and reverse step pressure test; (c) diagram of
the output of sensor chip at full-scale pressure.

Table 3. Technical data of the sensor at room temperature.

Parameter Value Parameter Value

Resistance (kΩ) 1.9 Nonlinearity (%FSS) 0.069
Zero output (mV) 16.5 TCS (%FSS/◦C) −0.030

Sensitivity
(mV/V/bar) 9.21 Full-range time drift

(mV/V/min) 0.553

Repeatability (%FSS) 0.49 Hysteresis (%FSS) 2.6

To validate the dynamic performance and environmental stability of the sensor, a
dynamic environmental adaptability test of the sensor was carried out. First, the sensor
was tested for a rapid pressure increase. The test results under a rapid pressure increase are
shown in Figure 9. Pressure values of 10, 15, 20, 25, 30, and 35 bar were selected as the base
points, and a 0.4 bar instantaneous shock was applied to the sensor within 180 ms. The
growth rate of the pressure shock was 2.22 bar/s. When the pressure sensor was impacted,
the sensor’s output had a prominent peak, and it subsequently tended to be stable.

The shock was 0.4 bar, and the response time of the pressure pump was 10 ms. The
difference between the voltage peak output of the sensor and the average value is shown
in Table 4 Evidently, the maximum instantaneous shock error was 0.53% FSS. It can be seen
from Figure 8 that the rapid increase in pressure caused the sensor to have a peak error.
However, 2 s after the output peaked, the sensor output tended to a stable value, and the
sensor’s error after stabilization reached 0.27%. Therefore, we can conclude that, when the
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pressure changes rapidly, the sensor will output excessive voltage, and the sensor output
spike errors must be considered.

Figure 9. Diagram of sensor output during the rapid shock; the left picture is the separate output
of the six sampling points, and the right picture shows a comparison of the six-point output. All
pressure shocks were 0.4 bar.

Table 4. Sensor spike shock data.

Pressure/bar 10 15 20 25 30 35

Average voltage (mV) 112.25 158.21 203.80 250.30 296.27 342.51
Peak voltage (mV) 112.87 159.55 205.39 252.27 297.74 343.29

∆Peak voltage (mV) 0.611 1.340 1.590 1.968 1.470 0.771

Figure 10a indicates the sensor’s output voltage for temperature ranging from 0 to
80 ◦C. As the temperature increased, the zero-point output voltage of the sensor increased,
and the slope of fitting curve of the sensor decreased, indicating that the sensitivity of the
sensor diminished with the growth of the temperature. Here, the data fitting for the sensor
sensitivity was carried out at different temperatures. Taking the sensor sensitivity at 20 ◦C
as the benchmark, the temperature sensitivity coefficient (TCS) of the sensor was −0.03%
FSS/◦C. The sensitivity of the sensor dropped by 19.6% at 80 ◦C compared to the output
at 20 ◦C. Nevertheless, the minimum resolution of the sensor could still reach 0.337% FSS.
Moreover, the chip’s sensitivity at different temperatures is shown in Figure 10b.

Figure 10. (a) Output of the sensor at different temperatures; (b) sensitivity drift at different temperatures.
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It can be observed that, as the temperature increased, the sensitivity of the sensor
decreased, while the zero-output increased (for the convenience of comparison, this paper
regards the output of the pressure sensor as the zero output at 2 bar). This is because the
carrier mobility of silicon decreases with the increasing temperature; thus, the piezoresistive
coefficient of the sensor decreases [31], resulting in a decrease in the sensor sensitivity.
The ideal sensor chip has a uniform doping concentration and four identical resistors
(R1 = R2 = R3 = R4). As shown in Figure 11, according to the voltage output formula of
the Wheatstone bridge [32], the zero output of the sensor chip should be 0 mV; however,
the output of the fabricated sensor chip was 16.5 mV. As the temperature increases, the
ratio of ∆A to ∆B changes; hence, the zero output of the sensor changes. This phenomenon
might be caused by various reasons, among which the consistency of bridge resistance and
the residual stress of the chip are two critical influencing factors. The boron ion doping
error can also easily produce a resistance bar error. Under the supply voltage of 5 V, a
resistance difference of 10 Ω can lead to a zero-point output drift of 13.1 mV. Notably, the
SiO2 insulating layer may also cause this phenomenon after high-temperature annealing at
1000 ◦C, due to residual tensile stress [33–35].

Vout = Vin × R2 × R4 − R3 × R1
(R1 + R2)(R3 + R4)

. (3)

A = R2 × R4 − R3 × R1. (4)

B = (R1 + R2)(R3 + R4). (5)

Figure 11. Schematic diagram of the Wheatstone bridge circuit.

A finite element simulation of the characteristic frequency of the sensor was carried out,
and the results are reported in Figure 12a. It is concluded that the smallest characteristic
frequency of the sensor was 1,777,100 Hz [36] when the normal atmospheric pressure
(92.5 kPa) was 20 ◦C. At ambient pressure (92.5 kPa) and temperature (20 ◦C), the sensor
was subjected to 0–5000 Hz vibration scanning. When the direction of sensor-sensitive
film was parallel to the vibration direction, the output during the vibration sweep was as
shown in Figure 12(b1). The data were subjected to Fourier transform [37] to study the
frequency-domain characteristics, as shown in Figure 12(b2). It can be observed that the
zero-point output of the sensor was within the test range of 0–5000 Hz, and the sensor chip
did not resonate, as expected by the simulation. The output drift of the sensor was 0.37%
FSS, indicating that the sensor had a good anti-vibration performance, and that it can be
applied in a high-frequency vibration environment. It is worth mentioning that, during
the test, the package shell of the sensor caused resonance at the vibration frequency of
700–750 Hz; the short-term resonance did not cause any abnormal sensor output. However,
long-term resonance is very likely to damage the chip; thus, in a high-frequency vibration
environment, the natural frequency of the sensor package structure must be considered as
one of the critical indicators in the package design.
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Figure 12. (a) Sensor eigenfrequency simulation. The diaphragm had six eigenfrequencies correspond-
ing to six vibration modes: (a1) 1,777,100 Hz; (a2) 3,584,700 Hz; (a3) 3,583,800 Hz; (a4) 5,232,400 Hz;
(a5) 6,328,600 Hz; (a6) 6,364,100 Hz. (b1) Output during the vibration sweep; (b2) Fourier-transform
spectrogram based on b1; (b3) frequency-domain characteristics of sensor output during 500–5000 Hz
vibration, the max amplitude is 0.025 mV.
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After the sensor was tested by the above-simulated impact test, it was tested in the
pressure pump. The result shows that the output of the sensor was normal, as shown in
Figure 13.

Figure 13. Sensor output before and after dynamic test.

5. Conclusions

This paper proposed an optimal design method for a C-structure piezoresistive pres-
sure sensor and presented the optimal sensor parameter equation through finite element
simulation. The designed sensor was manufactured and tested, and the test results vali-
dated the accuracy of the finite element simulation results. In addition, the fabricated sensor
had high sensitivity and linearity, with a full-scale output of 368.8 mV and a nonlinear error
of 0.069% over a pressure range of 40 bar. Meanwhile, the TCS of the sensor at 0–80 ◦C was
−0.3% FSS/◦C. Moreover, the sensor was capable of resisting a high-frequency vibration
of 100–5000 Hz and an acceleration up to 20× g. In addition, according to the dynamic
environment simulation test, we can conclude that the sensor’s output error became more
significant when the sensor faced extremely rapid pressure pulses. It was also concluded
that the anti-vibration performance of the sensor mainly depended on the packaging struc-
ture of the sensor. Therefore, to achieve a high sensor accuracy in a complex application
environment, the influence of the environment should be one of the main reference factors
in the design.

6. Patents

On the basis of this research, the team applied for a patent titled: An MEMS piezore-
sistive pressure sensor (Patent number: ZL 2021 2 2838774,X).
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Abstract: Beamforming and its applications in steered-response power (SRP) technology, such as
steered-response power delay and sum (SRP-DAS) and steered-response power phase transform
(SRP-PHAT), are widely used in sound source localization. However, their resolution and accuracy
still need improvement. A novel beamforming method combining SRP and multi-channel cross-
correlation coefficient (MCCC), SRP-MCCC, is proposed in this paper to improve the accuracy of
direction of arrival (DOA). Directional weight (DW) is obtained by calculating the MCCC. Based
on DW, suppressed the non-incoming wave direction and gained the incoming wave direction to
improve the beamforming capabilities. Then, sound source localizations based on the dual linear
array under different conditions were simulated. Compared with SRP-PHAT, SRP-MCCC has the
advantages of high positioning accuracy, strong spatial directivity and robustness under the different
signal–noise ratios (SNRs). When the SNR is −10 dB, the average positioning error of the single-
frequency sound source at different coordinates decreases by 5.69%, and that of the mixed frequency
sound sources at the same coordinate decreases by 5.77%. Finally, the experimental verification was
carried out. The results show that the average error of SRP-MCCC has been reduced by 8.14% and the
positioning accuracy has been significantly improved, which is consistent with the simulation results.
This research provides a new idea for further engineering applications of sound source localization
based on beamforming.

Keywords: sound source localization; multi-channel cross-correlation coefficient; microphone
array; beamforming

1. Introduction

Sound source localization techniques have a wide range of application prospects in
civil and military systems, such as intelligent medical systems, security monitoring and
sonar detection [1–5]. Existing sound source localization techniques can be divided into
the subspace, time delay estimation and beamforming. The subspace approach uses the
orthogonality between the signal and noise subspaces to determine the waveform direction,
including multiple signal classification (MUSIC) and estimating signal parameters via
rotational invariance techniques (ESPRIT) [6,7]. Their performance is heavily dependent on
the covariance matrix estimation, which is influenced by the signal-to-noise ratio (SNR). Hu
et al. proposed an improved MUSIC algorithm to calculate the spatial spectrum and achieve
azimuth estimation [8]. Herzog et al. developed a novel EB-ESPRIT method to estimate
the incoming wave direction of a sound source [9]. The direction estimation accuracy of
studies [8] and [9] is higher than that of MUSIC and ESPRIT, respectively. However, the
accuracy is still significantly reduced at a lower SNR. The time delay estimation method
achieves the source location based on the arrival time difference [10]. In [11], sound source
localization in an indoor environment is completed by using two dual-element arrays to
estimate time delay. However, the time delay estimation method is susceptible to noise.

307



Micromachines 2022, 13, 1010

When the number of array elements is increased, there is redundant information in the
signals. The multi-channel cross-correlation coefficient (MCCC) method in [12] can improve
the robustness of delay estimation through multi-element array signals. Beamforming
is to obtain the direction of the sound source by summing weighted array signals, and
is classified into frequency domain beamforming and time domain beamforming [13,14].
In frequency domain beamforming, many methods have been proposed to improve its
performance [15,16]. Reference [15] improved the robustness by adding norm constraints
and spatial smoothing techniques. Reference [16] proposed nested arrays to improve beam-
forming performance. Time domain beamforming is compared with frequency domain
beamforming in [17]. The two beamforming methods have similar performance. Time
domain beamforming is a natural broadband method which is suitable for single-frequency
and multi-frequency signals, and it does not require repeated multiple frequency process-
ing. In time domain beamforming, the steered-response power (SRP) is commonly used.
Steered-response power delay and sum (SRP-DAS) is used for direction estimation based on
microphone arrays. The steered-response power phase transform (SRP-PHAT) algorithm is
an optimization of the SRP-DAS, which is easy to implement and has stronger robustness
than SRP-DAS by whitening the signals [18,19]. The SRP-PHAT algorithm as time domain
beamforming has been widely used in target tracking and distributed localization [20–22].
Salvati et al. reported the SRP-PHAT modification algorithm, which can speed up the
operation [23]. However, the directivity based on SRP-PHAT is not outstanding in azimuth
estimation, and the localization accuracy still needs further improvement.

Therefore, combining the advantages of MCCC and SRP, a new beamforming method
(SRP-MCCC) is proposed in this paper. In this method, the wave direction weight (DW)
is calculated by the MCCC, which adjusts the SRP value to enhance the directivity of
microphone arrays and improve spatial resolution. In this paper, Section 2 describes
the positioning principle of the proposed method. Then, the sound source localization
simulation is reviewed in Section 3. Section 4 verifies the performance of the proposed
method under experimental conditions. Finally, conclusions are given in Section 5.

2. Positioning Principle

Figure 1 shows the calculating flow of the position. Suppose the numbers of arrays
and each array elements are M and N, respectively. For each array, the MCCC is evaluated
by the N-elements’ signals. The DW is constructed by using redundant information of
MCCC. After obtaining the DW, the weighted beamforming is performed, and finally, the
relative direction (θI , θ I I , . . . , θM) is found. When M ≥ 2, the source position can be
calculated from (θI , θ I I , . . . , θM).
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2.1. Signal Model 

Figure 1. Positioning flowchart.

2.1. Signal Model

The far-field signal propagation and the N-element linear microphone array model
are shown in Figure 2. θ0 represents the direction from the far-field source to the array, and
di (i = 1, 2 . . . . . . N − 1) denotes the spacing between the two array elements in the array.
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where s’ (n − τ ) represents the i-th signal after alignment. τ  (i = 1, 2, . . . , N) is the time 
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Assume that the source signal is s(n), which is a time series. The signals received by
the N-element linear microphone array can be expressed as X(n).

X(n) =




x1(n)
x2(n)

. . .
xN−1(n)

xN(n)



=




α1s(n− t1) + v1(n)
α2s(n− t2) + v2(n)

. . .
αN−1s(n− tN−1) + vN−1(n)

αNs(n− tN) + vN(n)




(1)

where xi(n)(i = 1, 2, . . . , N) represents the signal received by the i-th microphone, αi is the
attenuation coefficient of the signal received by the i-th microphone, ti is the propagation
time from the sound source localization to the i-th microphone and vi(n) is the noise signal
received by the i-th microphone.

Taking the first microphone as the reference, the aligned signal y(n, τ) can be written
as:

y(n, τ) = [ α′1x1(n− τ1) α′2x2(n− τ2) . . . α′N−1xN−1(n− τN−1) α′N xN(n− τN) ]
T

= [ α′1s′1(n− τ1) α′2s′2(n− τ2) . . . α′N−1s′N−1(n− τN−1) α′Ns′N(n− τN) ]
T

+[ v1(n− τ1) v2(n− τ2) . . . vN−1(n− τN−1) vN(n− τN) ]
T

(2)

where s′ i(n− τi) represents the i-th signal after alignment. τi (i = 1, 2, . . . , n) is the time
delay from the i-th microphone to the first microphone, and its value is related to the
position of the sound source and the microphone array structure, where τ1 = 0. α′ i is the
relative attenuation coefficient, and it is calculated by

α′ i =
αi
α1

(i = 1, 2, . . . , N) (3)

For a linear array, the following relationship exists between τi and dn (the distance
between the n-th and (n + 1)-th microphone):

τi =





0 (i = 1)
i−1
∑

n=1
dn

d1
τ2(i ≥ 2)

(4)
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2.2. Direction Weight

The Pearson coefficient of the normalized signals is used to replace the value of the
correlation function [24,25]. The correlation coefficient matrix of different time delays is
ρ(τ):

ρ(τ) = Py(n, τ)y(n, τ)T P

=




ρ11(τ1, τ1) ρ12(τ1, τ2) . . . ρ1N(τ1, τN)
ρ21(τ2, τ1) ρ22(τ2, τ2) . . . ρ2N(τ2, τN)

. . . . . . . . . . . .
ρN1(τN , τ1) ρN2(τN , τ2) . . . ρNN(τN , τN)




(5)

where

P =




1
σ1

1
σ2

. . .
1

σN


 (6)

ρij(τ) is the correlation coefficient between the i-th and the j-th alignment signal, which
can be expressed as:

ρij(τi, τj) =
xi(n−τi)·xj(n−τj)

σiσj

=
α′ is′ i(n−τi)·α′ jsj(n−τj)

σiσj
+

α′ is′ i(n−τi)·vj(n−τj)
σiσj

+
α′ js′ j(n−τi)·vi(n−τi)

σiσj
+

v′ i(n−τi)·vj(n−τj)
σiσj

= rij + rivj + rjvi + rvivj

(7)

where σi = ∑ x2
i is the energy of the i-th signal and · indicates the inner product. Observing

Equation (7), it can be deduced that rij is the correlation coefficient between the i-th signal
and the j-th signal. rivj represents the correlation coefficient between the i-th signal and the
j-th noise, and rjvi

is the correlation coefficient between the j-th signal and the i-th noise.
rvivj is expressed as the correlation coefficient between the i-th noise and the j-th noise. It
can be seen that when s′ i(n− τi) = s′ j(n− τj), rij has the maximum value. The hDW(τ)
is constructed by using redundant information of the MCCC. hDW(τ) is calculated from
the correlation coefficient matrix, which is directly related to the signal itself, and it can be
represented as:

hDW(τ) =
N

∏
i=1

i

∏
j=1

ρij(τi, τj) (8)

2.3. Weighted Beamforming

The weighted beamforming process of a single array after obtaining the hDW(τ) is
shown in Figure 3. First, the compensation time delay τ′ i (i = 1, 2 . . . . . . N) is performed
on the signals xi(t) received by the array iA (iA = 1, 2 . . . . . . M) to obtain the compensation
signals xi(t− τ′ i). Then, the weighted signals hDW(τ)xi(t− τ′ i) are calculated by multi-
plying xi(t− τ′ i) and hDW(τ). Subsequently, the spatial integration of hDW(τ)xi(t− τ′ i)
at the same instant is performed, and the time integration of all signals at different times
is operated. Finally, DiA(θ) (beam output of array iA) is calculated. Since hDW(τ) con-
tains spatial information, it can enhance the incoming wave direction and suppress the
non-incoming wave direction, which can improve the directional ability of DiA(θ).
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where X (e )  and X (e )  represent the Fourier transforms of the signals x (t)  and 
x (t), respectively. 

As the number of arrays is M, the coordinates (x, y) of the sound source can be ob-
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DiA(θ) can be expressed as:

DiA(θ) = ∑
∣∣∣hTy(n, τ)

∣∣∣
2

(9)

where hT = hDW(τ)[1 1 . . . 1], τ = d1 sin θ
c and c is the speed of sound in the environ-

ment. When θ = θ0, DiA(θ) has a maximum value; at this time, θ0 is the direction of the
sound source.

The frequency domain expression can be written as:

DiA(θ) =
1

2π

N

∏
j=1

j

∏
i=1

∫ π

−π
ρij(τi, τj)Xi(ejω)Xj

∗(ejω)ejω(τi−τj)dω (10)

where Xi
(
ejω) and Xj

(
ejω) represent the Fourier transforms of the signals xi(t) and xj(t),

respectively.
As the number of arrays is M, the coordinates (x, y) of the sound source can be

obtained by the following equation:

Dall =
M
∑

iA=1
DiA( fiA(x, y))

(x, y) = argmax
(x,y)

Dall
(11)

where f iA
(x, y) = θiA represents the direction of the source coordinate (x, y) relative to

the normal direction of the array iA. fiA(x, y) represents a mapping from coordinate space
to direction space. When Dall is maximized, the corresponding (x0, y0) is the maximum
probability of the sound source.

3. Simulation Analysis

We used two sets of equally spaced linear arrays to simulate the sound source localiza-
tion. The coordinates of the i-th microphone of the array I are ((i − 1) × d, 0) (i = 1, 2, 3...16),
and the coordinates of the i-th microphone of the array II are ((i − 1) × d, 10). d is the
distance between two adjacent microphones and d = 0.043 m. D is the distance between the
array I and array II angle and D = 10 m. The sound source and array locations are shown in
Figure 4. θ1 and θ2 are sound source directions relative to array I and array II, respectively.
Assuming that the normal array is the beginning edge and the incoming wave direction is
the end edge, θ1 and θ2 are positive counterclockwise and are negative clockwise. Moreover,
θ1 and θ2 ∈ [−90◦, 90◦). The center of the array is used as a reference point, and the sound
source coordinates (x, y) can be calculated by the following:

y
x−7.5d = tan(θ1 + 90◦)
y−D

x−7.5d = tan(θ2 − 90◦)
(12)
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Figure 4. Sound source and microphone array simulation location.

Figure 5 shows the direction estimation results of the SRP-PHAT and the SRP-MCCC
when the source signal is a 600 Hz sine signal with source coordinates (14, 4) and the SNR
is −5 dB. The brightness of a point represents the probability that the point is the location
of the sound source. Figure 6 shows the location estimation results of the SRP-PHAT and
the SRP-MCCC when the SNR is −5 dB.
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From Figures 5 and 6, we can observe that the SRP-MCCC has a superior localization
convergence capability and can improve the localization accuracy by aggregating the
localization results into smaller areas and improving spatial pointing. To further explore
the advantages of this method, simulation analyses of SRP-PHAT and the SRP-MCCC were
conducted under different SNR conditions, and the results are shown in Table 1.

Table 1. Simulation results for different SNR conditions (600 Hz, (14, 4)).

SNR/dB

SRP-PHAT SRP-MCCC

Position/m Directional
Deviation/◦

Distance
Error/% Position/m Directional

Deviation/◦
Distance
Error/%

10 (14.25, 3.94) (−0.36, 0.12) 1.77 (13.96, 4.00) (0.04, −0.08) 0.27
0 (14.27, 3.86) (−0.46, −0.28) 2.09 (14.19, 3.96) (−0.26, −0.03) 1.33
−5 (15.24, 3.84) (−1.76, 1.12) 8.59 (13.78, 3.90) (−0.11, −0.83) 1.66
−10 (12.59, 4.10) (1.59, −2.03) 9.71 (14.31, 4.13) (0.24, 0.87) 2.31
−15 (15.61, 4.06) (−1.33, 2.29) 11.06 (13.48, 4.10) (1.01, −0.46) 3.64
−20 (16.14, 4.07) (−1.76, 3.02) 14.71 (14.57, 4.26) (0.49, 1.57) 4.30

As shown in Table 1, when the SNR is high, the localization errors of both methods are
comparatively insignificant. As the SNR decreases, the localization error of the SRP-PHAT
increases significantly, while that of the SRP-MCCC remains at a low level. When the SNR
is reduced from 10 dB to −20 dB, the position error of the SRP-PHAT increases from 1.77%
to 14.71%, and the error of the SRP-MCCC only increases from 0.27% to 4.30%. Simulation
experiments show that the SRP-MCCC is feasible. The localization effect is excellent, and
the robustness is outstanding.

To further explore the method proposed in this paper, the single-frequency signal at
different source positions and the mixed-frequency signals at the same coordinate were
simulated when SNR = −10 dB. The results are shown in Tables 2 and 3, respectively.
We can infer that the average error of the single-frequency signal at different coordinates
decreased by 5.69%, and that of the mixed-frequency signals decreased by 5.77% at the
same coordinate.

Table 2. Simulation results for different source locations (SNR = −10 dB, 600 Hz).

Source
Location/m

SRP-PHAT SRP-MCCC

Position/m Directional
Deviation/◦

Distance
Error/% Position/m Directional

Deviation/◦
Distance
Error/%

(12, 7) (10.96, 6.62) (1.28, −3.53) 8.81 (12.22, 6.79) (−0.96, −0.84) 2.19
(15, 6) (16.26, 6.18) (1.41, 1.11) 7.88 (15.52, 6.03) (−0.46, 0.51) 3.22

(17, 4.5) (18.27, 4.04) (−2.34, −0.23) 7.51 (17.47, 4.60) (−0.02, 0.85) 2.73
(19, 6.5) (20.99, 6.84) (0.78, 1.87) 10.05 (19.81, 6.92) (0.46, 1.58) 4.05
(21, 5) (21.21, 4.15) (1.08, −0.63) 8.83 (21.52, 4.90) (−0.62, 0.50) 2.45

Table 3. Simulation results for different frequencies (SNR = −10 dB, (15, 5)).

Frequency/Hz
SRP-PHAT SRP-MCCC

Position/m Directional
Deviation/◦

Distance
Error/% Position/m Directional

Deviation/◦
Distance
Error/%

600 (13.59, 5.09) (2.21, −1.52) 8.93 (14.61, 5.09) (0.81, −0.16) 2.53
600, 900 (16.17, 5.21) (−0.62, 2.00) 7.52 (15.41, 5.13) (−0.03, 0.92) 2.72

600, 900, 1500 (13.68, 5.08) (2.03, −1.42) 8.36 (14.73, 5.23) (1.15, 0.50) 2.24

4. Experiment

To verify the feasibility of the SRP-MCCC, a field localization experiment was con-
ducted, as shown in Figure 7. The array structure and the sound source frequency are
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consistent with the simulation during the experiment, as shown in Figure 4. This paper
presents an experimental comparison between the SRP-PHAT and the SRP-MCCC.
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Figure 7. (a) Experimental scene. (b) Experimental equipment.

The direction estimation and position estimation results of SRP-PHAT and SRP-MCCC
when the sound source coordinate is (10, 5) are shown in Figures 8 and 9, respectively.
From Figures 8 and 9, it can be found that the spot size of the SRP-MCCC, in both angle
and position, is smaller than SRP-PHAT. Therefore, the SRP-MCCC has a stronger angular
resolution and can control the beam width in a smaller range, which can lead to more
accurate direction and position estimation.
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Figure 8. The direction estimation experimental results of (a) SRP-PHAT and (b) SRP-MCCC when
the sound source coordinate is (10, 5).

Subsequently, localization experiments were conducted for the sound source coordi-
nates of (11, 2) and (12, 7.5), and the experimental results are shown in Table 4. Compared
with the SRP-PHAT, the SRP-MCCC has higher accuracy in both direction and position
estimation, and the average error is reduced by 8.14%. Therefore, SRP-MCCC has a better
localization effect, which is in line with the expected results and verifies the feasibility and
superiority of the SRP-MCCC.
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Figure 9. The location estimation experimental results of (a) SRP-PHAT and (b) SRP-MCCC when
the sound source coordinate is (10, 5).

Table 4. Localization results of SRP-PHAT and MCCC-SRP at different coordinates.

Source
Location/m

(θ1, θ2)/◦
SRP-PHAT SRP-MCCC

Direction/◦ Position/m Error/% Direction/◦ Position/m Error/%

(10, 5) (−64.16,
64.16)

(−65.60,
66.08) (11.14, 4.80) 10.35 (−64.99,

64.18) (10.20, 4.91) 1.96

(11, 2) (−79.98,
54.76)

(−81.94,
55.73) (11.83, 1.72) 7.83 (−79.11,

54.75) (10.81, 2.13) 2.06

(12, 7.5) (−58.67,
78.53)

(−61.77,
79.12) (13.39, 7.36) 12.62 (−59.52,

78.26) (12.24, 7.39) 2.36

5. Conclusions

A new high-precision beamforming algorithm (SRP-MCCC) is proposed to improve
the positioning accuracy by combining SPR and MCCC. A detailed theoretical analysis of
the method is presented here, and the simulations and experiments verify its feasibility. The
results show that the method has the advantages of strong robustness and high localization
accuracy. Furthermore, the SRP-MCCC has better spatial resolution and localization capa-
bility than the SRP-PHAT. Both the simulations and experiments verify the effectiveness of
the method. These results provide a new idea for the weighted beamforming algorithm,
which is essential for researching high-precision sound source localization in complex
environments.
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Abstract: Polymer nanocomposites have found wide acceptance in research applications as pressure
sensors under the designation of force-sensing resistors (FSRs). However, given the random disper-
sion of conductive nanoparticles in the polymer matrix, the sensitivity of FSRs notably differs from
one specimen to another; this condition has precluded the use of FSRs in industrial applications that
require large part-to-part repeatability. Six Sigma methodology provides a standard framework to
reduce the process variability regarding a critical variable. The Six Sigma core is the DMAIC cycle
(Define, Measure, Analyze, Improve, and Control). In this study, we have deployed the DMAIC cycle
to reduce the process variability of sensor sensitivity, where sensitivity was defined by the rate of
change in the output voltage in response to the applied force. It was found that sensor sensitivity
could be trimmed by changing their input (driving) voltage. The whole process comprised: character-
ization of FSR sensitivity, followed by physical modeling that let us identify the underlying physics
of FSR variability, and ultimately, a mechanism to reduce it; this process let us enhance the sensors’
part-to-part repeatability from an industrial standpoint. Two mechanisms were explored to reduce
the variability in FSR sensitivity. (i) It was found that the output voltage at null force can be used to
discard noncompliant sensors that exhibit either too high or too low sensitivity; this observation is a
novel contribution from this research. (ii) An alternative method was also proposed and validated
that let us trim the sensitivity of FSRs by means of changing the input voltage. This study was carried
out from 64 specimens of Interlink FSR402 sensors.

Keywords: nanocomposites; tactile sensors; force sensors; pressure sensors; sensor phenomena and
characterization; regression analysis; Gaussian distribution

1. Introduction

Force-sensing resistors (FSRs) are typically manufactured from a blend of an insulating
polymer with conductive nanoparticles ([1–6]. The resulting nanocomposite exhibits a
piezoresistive response that can be used to either measure compressive forces [6] or tensile
loads [3,4,7]. Given the low profile and low cost of FSRs, their usage in research and indus-
trial applications is currently increasing [8]. Multiple studies related to gait analysis [9–11],
robotics [12,13], and other disciplines have reported the usage of polymer nanocomposites
to perform strain/stress measurements [14–17].

In recent years, there has been an explosion in the number of studies that have
developed novel techniques for manufacturing conductive polymers composites (CPCs).
Recent studies have incorporated conductive polymers as a replacement for conductive
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particles [18–20]; this is a desirable characteristic given the toxicity of graphene, carbon
nanotubes (CNTs), and carbon black (CB) [21]. Similarly, the introduction of self-healing
properties to the nanocomposite has been also studied by multiple authors [22–24]. Previous
authors’ works have mainly focused on: first, improving the performance of FSRs by
studying the effect of source voltage in the repeatability of measurements [25], and second,
developing tailored driving circuits that can help us to minimize time drift and electrical
hysteresis [26].

Despite the previously mentioned efforts, the overall performance of FSRs and CPCs
still lags behind that of load cells performance in multiple ways. By comparing commercial
FSRs [27–29] with an LCHD-5 load cell from Omega Engineering (Norwalk, CT, USA) [30],
a difference of up to two orders of magnitude is evident in the metrics of hysteresis and
accuracy. Fortunately, studies from Urban et al. [31] and Nguyen and Chauban [32] have
helped to narrow the performance gap between both sensing technologies. However, one
of the most important drawbacks of FSRs, which has not been yet addressed by specific
literature, is the inability to know sensor sensitivity a priori. Given the random dispersion
of conductive nanoparticles along the insulating polymer matrix [33], it is not possible to
determine the resulting sensitivity of a given nanocomposite, i.e., every specimen has a
different sensitivity. This characteristic limits the extensive usage of FSRs since individual
sensor calibration is required before use. This condition is not a major concern when only a
few sensors are required in the final application, but when multiple sensors are required,
sensor characterization is a time-consuming task; ultimately, a more suitable sensing
technology may be preferred instead. Robotic skins and tactile pads are representative
examples of applications requiring multiple sensing points. In these types of deployments,
sensor arrays with multiple tactels are employed to detect shapes and force profiles [34].

As pointed out by Castellanos-Ramos et al., the characterization of piezoresistive
tactile pads required a complex test bench with an air compressor and tailored hardware;
this was performed to match the specific dimensions of the tactile pad [34]. The aim of
this study is to develop techniques that save time and resources by avoiding individual
sensor calibration. In this research, we address such a concern by using the Lean Six Sigma
Methodology (LSSM) to a group of 64 specimens of commercial FSRs, manufactured by
Interlink Electronics, Inc. (Westlake Village, CA, USA) [27].

It must be stated that the application of the LSSM to FSRs represents a novelty. By
looking up the following keyword combinations in the Scopus search engine without
year constraints: Six Sigma and FSR, Six Sigma and polymer composite, Six Sigma and
piezoresistive sensor, a total of 68 entries were found. Most of the entries found were
inaccurate because Sigma is used to designate sensors’ sensitivity. Only six studies truly
reported the use of LSSM [35–40], but most of them reported calibration procedures for
pressure-sensing equipment in automotive applications.

The rest of this paper is organized as follows: Section 2 briefly describes the theoretical
foundations of the Lean Six Sigma methodology and the physical modeling of FSRs, the
experimental setup for gathering sensor data is described in Section 3, followed by the
application of the LSSM in Section 4. Conclusions are addressed in Section 5.

2. Theoretical Foundations
2.1. Application of the Six Sigma Methodology

Readers may refer to Appendix A for a theoretical description of the Lean Six Sigma
methodology (LSSM). In this section, we describe the application of the LSSM to our
study case. The goal of this research is to reduce the sensitivity dispersion of FSRs by
adjusting their driving voltage and/or by discarding noncompliant sensors. As previously
mentioned, the reduction in sensitivity dispersion avoids individual sensor calibration,
which ultimately saves time and resources.

In order to reduce sensitivity dispersion, we have deployed the core of the LSSM,
i.e., the DMAIC cycle (Define, Measure, Analyze, Improve, and Control). The Six Sigma
methodology can be implemented during any phase of product development, manufac-
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turing, and later deployment into the final application [41]. The current research only
considered the application of the LSSM to reduce FSR variability, as measured from their
sensitivity; this is known in industry as the enhancing of part-to-part repeatability [27]. In
this study, we only considered compensation techniques into the last stage of final applica-
tion deployment. However, several authors have explored different methods during sensor
fabrication, such as addition of surfactants [42] and the application of magnetic fields to
reduce the percolation threshold [43]. Given the fact that we only applied compensation
techniques into the last stage of final application deployment, the ultimate goal of Six Sigma
reduction was partially achieved.

In order to obtain a Six Sigma reduction in sensitivity dispersion, it is required to
apply the DMAIC cycle from the reception of raw materials, followed by rigorous control of
sensor manufacturing and assembly; this whole process, although possible, would require
separate research.

In this study, the DMAIC was deployed by measuring the output voltage at null force
(Uo

0N) for each sensor as received from the manufacturer. Later, we correlated Uo
0N with

sensor sensitivity and developed a statistical model to trim the driving voltage of the FSRs;
this process required a thorough understanding of the sensing mechanism of FSRs, which
are discussed in Section 2.2. Specific details of the DMAIC cycle are later addressed in
Section 4.

2.2. Physical Modeling of Force-Sensing Resistors

Multiple authors have studied the underlying physics of CPCs under different me-
chanical and electrical conditions, such as compressed/uncompressed operation [44–46],
sourcing at low/high voltages [47,48], and finite element analysis by considering changes
in particle dimension and spatial distribution [49,50]. The aforementioned studies agree on
the fact that piezoresistivity mainly originates from two phenomena: quantum tunneling
occurring among adjacent conductive particles separated by the insulating polymer, and
constriction resistance occurring at clusters of multiple particles. Each phenomenon is
subsequently described.

2.2.1. Quantum Tunneling as a Source of Piezoresistivity

This conduction mechanism can be explained from widely known equations by Sim-
mons that describe the tunneling current between electrodes separated by a thin insulating
film [51]. When operating at voltages near zero, a tunneling barrier of thickness (s), with an
input applied voltage (U), exhibits a current density (J) equal to:

J(U, s) =
3e2√2mVa

2h2s
U exp

(
−4πs

h
√

2mVa

)
(1)

where (h) is the Planck constant, (Va) is the height of the insulating potential barrier and
(m), (e) are the electron mass and charge, respectively. However, if U >> Va/e, the current
density can be obtained from the following expression:

J(U, s) =
2.2e3U2

8πhVas2 exp
(
− 8πs

2.96heU

√
2mVa3

)
(2)

For the sake of this paper, the full set of equations for the intermediate voltage ranges
are not presented since they are not required, but they can be found in the original study
from Simmons [51]. Note that regardless of the applied voltage, U, current density changes
in a negative exponential fashion with the interparticle separation, i.e., this observation
also holds for the intermediate voltage equations not included in this study. Similarly,
when operating at high input voltages, a change in U impacts current density (and also the
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sensor’s sensitivity) in a nonlinear fashion. Under a compression regime, it is possible to
relate s with the external applied force (F) as next:

s(F) = so(1− F/(AM)) (3)

where (so) is the uncompressed interparticle separation, (A) is the sensor area, and (M) is
the compressive modulus of the nanocomposite. It is possible to substitute (3) into (1) and
(2) to obtain unified equations that relate current density with the external applied force.

Figure 1 shows the tunneling phenomenon occurring in multiple spots along the
nanocomposite. In practice, the net tunneling resistance (Rtun) is originated from the
multiple parallel and series connections that occur in the 3D polymer matrix. Unfortunately,
an explicit expression for Rtun can only be found for voltages near zero using (1), but when
U >> Va/e, an explicit relationship for U/J cannot be found since U appears as part of the
argument in the exponential function, see (2).

Micromachines 2022, 13, x FOR PEER REVIEW 4 of 17 
 

 

(and also the sensor’s sensitivity) in a nonlinear fashion. Under a compression regime, it 
is possible to relate s with the external applied force (F) as next: 

))/(1()( AMFsFs o −=  (3)

where (so) is the uncompressed interparticle separation, (A) is the sensor area, and (M) is 
the compressive modulus of the nanocomposite. It is possible to substitute (3) into (1) and 
(2) to obtain unified equations that relate current density with the external applied force. 

Figure 1 shows the tunneling phenomenon occurring in multiple spots along the 
nanocomposite. In practice, the net tunneling resistance (Rtun) is originated from the 
multiple parallel and series connections that occur in the 3D polymer matrix. Unfortu-
nately, an explicit expression for Rtun can only be found for voltages near zero using (1), 
but when U >> Va/e, an explicit relationship for U/J cannot be found since U appears as 
part of the argument in the exponential function, see (2). 

 
Figure 1. Sketch of a nanocomposite comprising randomly spaced conductive particles in an insu-
lating polymer matrix; the material is sandwiched between metallic electrodes and subjected to an 
external compressive force (F). Quantum tunneling conduction is shown as double dashed line 
paths; they connect isolated particles, thus creating the tunneling resistance. Greyed diamond ar-
rows mark the constriction resistance occurring between adjacent particles (as well as between 
electrode and particles in contact); they create the constriction resistance (Rc). Particles located too 
far from each other fail to create a conduction path. 

For most CPCs involving conductive nanoparticles, the height of the potential bar-
rier is, at most, 0.57 eV for a Sn–Pb/PS nanocomposite [52], where PS stands for polysty-
rene. Later, in Section 4, we demonstrate that the optimal operating range for the Inter-
link sensors is accessible for voltages around 3 V. By taking the largest case of Va = 0.57 
eV, we can straightforwardly discard (1) as a valid model since it only holds for voltages 
near 0 V. On the other hand, Equations (2) and (3) are better suited to modeling the pie-
zoresistive response of Interlink sensors when predominantly operating under quantum 
tunneling regime; this occurs because (2) holds when U >> Va/e, which is the working 
case since U is around 3 V and Va = 0.57 eV. 

Finally, it must be clarified that current density can be converted to current by con-
sidering the effective tunneling area. Nonetheless, the effective tunneling area is not the 
same as the sensor area, A, because electrons flow only through some regions of the 
polymer with high particle concentration; see Figure 1. A comprehensive discussion of 
Simmons’s equations for modeling piezoresistive sensors was performed by the authors 
in a previous study [25]. Such study experimentally determined the effective tunneling 
area, as well as the whole set of parameters considered in (1)‒(3). 

2.2.2. Constriction Resistance as a Source of Piezoresistivity 
The constriction resistance (Rc) originates at two different spots: first, at the incom-

plete percolation paths located along the polymer matrix; these are the particle‒particle 
interactions, and second, at the sensor boundary where electrode‒particle interactions 
occur; both cases are shown in Figure 1. For particles with diameters ranging from a 

Figure 1. Sketch of a nanocomposite comprising randomly spaced conductive particles in an insu-
lating polymer matrix; the material is sandwiched between metallic electrodes and subjected to an
external compressive force (F). Quantum tunneling conduction is shown as double dashed line paths;
they connect isolated particles, thus creating the tunneling resistance. Greyed diamond arrows mark
the constriction resistance occurring between adjacent particles (as well as between electrode and
particles in contact); they create the constriction resistance (Rc). Particles located too far from each
other fail to create a conduction path.

For most CPCs involving conductive nanoparticles, the height of the potential barrier
is, at most, 0.57 eV for a Sn–Pb/PS nanocomposite [52], where PS stands for polystyrene.
Later, in Section 4, we demonstrate that the optimal operating range for the Interlink
sensors is accessible for voltages around 3 V. By taking the largest case of Va = 0.57 eV, we
can straightforwardly discard (1) as a valid model since it only holds for voltages near 0 V.
On the other hand, Equations (2) and (3) are better suited to modeling the piezoresistive
response of Interlink sensors when predominantly operating under quantum tunneling
regime; this occurs because (2) holds when U >> Va/e, which is the working case since U is
around 3 V and Va = 0.57 eV.

Finally, it must be clarified that current density can be converted to current by consid-
ering the effective tunneling area. Nonetheless, the effective tunneling area is not the same
as the sensor area, A, because electrons flow only through some regions of the polymer
with high particle concentration; see Figure 1. A comprehensive discussion of Simmons’s
equations for modeling piezoresistive sensors was performed by the authors in a previous
study [25]. Such study experimentally determined the effective tunneling area, as well as
the whole set of parameters considered in (1)–(3).

2.2.2. Constriction Resistance as a Source of Piezoresistivity

The constriction resistance (Rc) originates at two different spots: first, at the incomplete
percolation paths located along the polymer matrix; these are the particle-particle inter-
actions, and second, at the sensor boundary where electrode-particle interactions occur;
both cases are shown in Figure 1. For particles with diameters ranging from a hundred
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nanometers to tens of micrometers, the contact size is comparable with the mean free path
of electrons, thus causing a restriction to free electron motion [53]. According to the model
developed by Mikrajuddin et al. [54], when operating under compression regime, the
constriction resistance changes in an inversely proportional fashion with the applied force:

Rc(F) ∝ Ro/F (4)

The constant (Ro) depends on the particles physical dimensions, Poisson ratio of the
material, and elasticity modulus. For simplicity purposes, the exact expression is not
presented here as it comprises a piecewise function for the elastic and inelastic interaction
occurring at the interface; such an explanation falls out the scope of this article. However,
we must emphasize that the constriction resistance is a voltage-independent phenomenon.

By recalling Figure 1, we note that Rc originates at multiple spots along the nanocom-
posite, therefore, we can only measure the net contribution of the multiple series-connected
and parallel-connected constriction resistances, i.e., Rc forms an intricate network of re-
sistances. The net contribution of the multiple constriction resistances, Rc, is henceforth
designated as the contact resistance (Rcon). We will no longer use Rc in this manuscript.

2.2.3. Combining Tunneling and Contact Resistances

Sensor resistance (RFSR) is calculated by summing the contribution of the tunneling
and the contact resistance as follows:

RFSR = Rtun + Rcon (5)

Equation (5) was initially proposed by Kalantari et al. [45], and was later embraced by
the authors [25].

As demonstrated in the next section, the random dispersion of conductive nanoparti-
cles creates a specific sensor response in which either Rtun or Rcon dominates for a given
specimen. If particles are grouped in clusters separated by the insulating polymer, then
Rtun dominates, but if particles are in direct contact (forming percolation paths), then Rcon
dominates. A discussion regarding the influence of U over Rtun and Rcon can be found in
previous works [25].

3. Materials and Methods

In previous work [55], the experimental setup was thoroughly described; therefore,
only a brief description is presented here.

3.1. Mechanical Setup

The mechanical setup comprised a tailored test bench capable of handling up to
16 Interlink FSR402 sensors simultaneously; this let us speed up the characterization process
by avoiding single-sensor measurement [55]. Forces were applied from a linear motor and
a spring. An LCHD-5 load cell was deployed to close the force loop [30].

3.2. Electrical Setup

An amplifier in inverting configuration was used as the interface circuit; see Figure 2.
This setup was preferably chosen over a voltage divider because the amplifier let us control
the voltage across the sensor at any time. Analog multiplexers were deployed to enable
time-multiplexed readings of the 16 FSRs. From the amplifier output voltage (Uo), we could
determine sensor resistance, RFSR, given the amplifier model:

Uo = −(R f /RFSR) ·U (6)

321



Micromachines 2022, 13, 840

Micromachines 2022, 13, x FOR PEER REVIEW 6 of 17 
 

 

applied force, F. The feedback resistor (Rf) was set to 560 Ω for all the experimental tests 
in this study. The acquisition system comprised a 16-bit analog-to-digital converter 
(ADC) model NI‒9205 and a 16-bit digital-to-analog converter (DAC) model NI‒9263; the 
former was required for measuring Uo, whereas the latter was employed to generate 
multiple U values. The system controller was the CRIO‒9035 running LabVIEW Real 
Time. 

 
Figure 2. Electrical setup for driving the FSRs. The input voltage (U) was implemented from a dig-
ital-to-analog converter (DAC) to enable sensor characterization at multiple voltages. 

3.3. Methods  
Each step of the DMAIC cycle is briefly described in Table 1. A thorough description 

of the process is presented in the rest of the manuscript. 

Table 1. Summary of the DMAIC cycle with a brief description of each step. 

Step of the Cycle Description 

Define 
Sensitivity (m) of 64 specimens of commercial FSRs, model Interlink 

FSR402 [27]. A total of 48 sensors were considered for the DMAI 
stages and 16 for the C stage. 

Measure 

Sensitivity was measured in force steps of 1 N, starting at 0 N up to 20 
N. A total of 19 input voltages (U) were considered: 0.25 V, 0.5 V, 0.75
V, and 1 V. Above 1 V, voltage increments of 0.5 V were applied up to

8.5 V.  

Analyze 
Evaluation of the experimental data in perspective of the underlying 
physics of FSRs. Four claims were stated to ease the analysis and to 

derive conclusions. 

Improve 
The improve step comprised two stages: finding the optimal input 
voltage that minimizes dispersion in sensitivity, proposing and test 

two different methods to reduce the dispersion in sensitivity. 

Control Validate the two methods developed in the improve stage using 16 
sensors. 

Given the DMAIC cycle, we defined sensor sensitivity (m) as the variable to study 
with units of volts per Newton. The sensitivity measurements were performed at multiple 
input voltages as described in Table 1. From the 64 sensors at 19 different voltages, a total 
of 1216 sensitivities were collected. No lot control was considered for the 64 sensors; this 
is important to note because the manufacturer has stated different part-to-part repeata-
bility for single-lot sensors [27]. Given the setup of Figure 2, sensitivity was obtained 
from a least-squares fitting process with general formula: 

bmFUo +=  (7)

where (b) was the y-intercept resulting from the fit. It must be clarified that b was not 
considered in this study; instead, we measured the output voltage at 0 N (Uo0N). The 
reasoning behind this decision is provided in the next step. The analysis stage comprised 
an extensive evaluation of the experimental data in perspective of the theoretical foun-

Figure 2. Electrical setup for driving the FSRs. The input voltage (U) was implemented from a
digital-to-analog converter (DAC) to enable sensor characterization at multiple voltages.

From (6), we can either use RFSR or Uo as the variable to measure. However, Uo was
preferably chosen over RFSR, because the former exhibited a linear relationship with the
applied force, F. The feedback resistor (Rf) was set to 560 Ω for all the experimental tests in
this study. The acquisition system comprised a 16-bit analog-to-digital converter (ADC)
model NI-9205 and a 16-bit digital-to-analog converter (DAC) model NI-9263; the former
was required for measuring Uo, whereas the latter was employed to generate multiple U
values. The system controller was the CRIO-9035 running LabVIEW Real Time.

3.3. Methods

Each step of the DMAIC cycle is briefly described in Table 1. A thorough description
of the process is presented in the rest of the manuscript.

Table 1. Summary of the DMAIC cycle with a brief description of each step.

Step of the Cycle Description

Define Sensitivity (m) of 64 specimens of commercial FSRs, model Interlink FSR402 [27].
A total of 48 sensors were considered for the DMAI stages and 16 for the C stage.

Measure
Sensitivity was measured in force steps of 1 N, starting at 0 N up to 20 N. A total
of 19 input voltages (U) were considered: 0.25 V, 0.5 V, 0.75 V, and 1 V. Above 1 V,

voltage increments of 0.5 V were applied up to 8.5 V.

Analyze Evaluation of the experimental data in perspective of the underlying physics of
FSRs. Four claims were stated to ease the analysis and to derive conclusions.

Improve
The improve step comprised two stages: finding the optimal input voltage that
minimizes dispersion in sensitivity, proposing and test two different methods to

reduce the dispersion in sensitivity.

Control Validate the two methods developed in the improve stage using 16 sensors.

Given the DMAIC cycle, we defined sensor sensitivity (m) as the variable to study with
units of volts per Newton. The sensitivity measurements were performed at multiple input
voltages as described in Table 1. From the 64 sensors at 19 different voltages, a total of
1216 sensitivities were collected. No lot control was considered for the 64 sensors; this is
important to note because the manufacturer has stated different part-to-part repeatability
for single-lot sensors [27]. Given the setup of Figure 2, sensitivity was obtained from a
least-squares fitting process with general formula:

Uo = mF + b (7)

where (b) was the y-intercept resulting from the fit. It must be clarified that b was not
considered in this study; instead, we measured the output voltage at 0 N (Uo

0N). The
reasoning behind this decision is provided in the next step. The analysis stage comprised an
extensive evaluation of the experimental data in perspective of the theoretical foundations
from Section 2. Before discussing the experimental data, we had to develop the following
theoretical claims:
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(i) Regardless of U, larger compressive forces increase the current density as the
interparticle separation is reduced and the contact resistance is lowered; see (1)–(5). (ii) For
null applied force, incremental U yields larger current density, thus Uo

0N is increased as well;
see (2). However, we must recall that the constriction resistance is a voltage-independent
phenomenon, thus changing U does not modify Rcon; see (4). (iii) By taking the derivative
of J(U,s(F)) with respect to F, we note that for the same force profile, the derivative increases
for larger U. The rate of change between J(U,s(F)) and F determines sensor sensitivity as it
relates the change in sensor current with the input force; this statement only applies for
the tunneling resistance. Claim (iii) can be summarized as follows: larger U yields greater
sensitivity, whereas reducing U diminishes sensor sensitivity.

(iv) It is clear from Figure 1 that both piezoresistive phenomena occur simultaneously
under any applied stress. Nonetheless, the experimental data support the hypothesis that
one phenomenon usually dominates over the other for a given sensor. For example: when
the contact resistance dominates, the percolation paths are the main source of piezoresistiv-
ity; whereas quantum tunneling is less important. Under this scenario, Uo

0N is large but m
is small. To understand this, we must compare (2) and (3) with (4) as follows: given the
predominant percolation paths along the FSR, a large Uo

0N is naturally expected because
these paths tend to easily transport electrons from one electrode to the other, however,
when an external force is applied, the change in resistance is small as predicted by (4),
i.e., the contact resistance changes with the inverse of the applied force. In contrast, when
quantum tunneling dominates, the percolation paths are incomplete or nonexistent; in
this case, (2) and (3) instead play a major role. Under this scenario, a small increment in
s—caused by an external force—results in a dramatic change in current density due to
the exponential dependence in (2) and (3); this can be understood as a large sensitivity.
Nonetheless, when quantum tunneling dominates and the sensor is unloaded, Uo

0N is
small because there are not percolation paths that connect both electrodes.

Experimental results supporting previous statements are next presented. Thereafter,
improve and control stages are described.

4. Results

Figure 3 shows the experimental data for two specimens at different input voltages.
The claims (i)–(iv) from Section 3 can be validated with the results reported in this figure,
as follows: (i) larger forces increase Uo; (ii) for a given sensor, increasing U, also increases
Uo

0N, and similarly, (iii) larger U increases m as well. Finally, (iv) if Uo
0N is large, then

percolation dominates and m is usually small. The opposite case can be also observed in
Figure 3; if Uo

0N is small, then quantum tunneling dominates, and m is generally large.
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Figure 3. Plots of the output voltage (Uo) as a function of the applied force (F) for two different
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tunneling dominates is shown with blue square markers. Data taken at (left) U = 3 V and (right)
U = 6 V.
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From the experimental data resulting at each input voltage, we obtained sensor
sensitivity for each specimen; then, we calculated the mean (µ) and standard deviation,
σ, at each U using a probability fit to a Gaussian distribution. Previously, we applied
Anderson-Darling tests to verify the null hypothesis to different probability distributions;
the Gaussian distribution was the most likely distribution for each dataset.

As a part of the improve stage, the ratio of µ/σ as a function of U is shown in Figure 4;
this chart lets us assess which input voltage naturally yields the highest part-to-part
repeatability. The quotient µ/σ is known in literature as the inverse of the coefficient of
variation. Note that at U = 3 V, the dispersion in sensitivity is the lowest. Hence, we can
state that when operating Interlink sensors at 3 V, part-to-part repeatability is naturally
maximized. We focus on this start point to further reduce σ. As previously mentioned,
this study comprised the application of compensation techniques at the last stage of final
application deployment, therefore, we could only trim U to target a desired sensitivity for a
given sensor; see claim (iii) from the Methods section. In practice, it was possible to change
U by means of a DAC; see Figure 2.
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4.1. Sensor Classification on the Basis of the Output Voltage at Null Force

From the experimental data taken at U = 3 V, we plotted in Figure 5 each sensor
sensitivity, m, with its corresponding output voltage at null force, Uo

0N. Later, the experi-
mental data were fitted to a Gaussian probability distribution resulting in a mean value of
µ3V = 0.0735 V/N with standard deviation σ3V = 0.019 V/N.

As predicted by claim (iv), we observed that sensors exhibiting a large Uo
0N tend to

show a low m, and that similarly, sensors with a small Uo
0N tended to show a large m. In

other words, Uo
0N is approximately related to sensor sensitivity. To the best of the authors’

knowledge, this observation has not been published elsewhere in specialized literature,
but it represents a powerful tool, as described in the next paragraph. For compensation
purposes in the improve stage, we have segmented the dataset from Figure 5 into three
regions according to Uo

0N: (A) sensors where quantum tunneling dominates that meet the
criteria Uo

0N < Uth
low, (B) sensors where quantum tunneling and contact resistance have

similar weight, and (C), sensors where contact resistance dominates that meet the criteria
Uo

0N > Uth
high. The procedure for setting the threshold voltages (Uth

low, Uth
high) is described

in the next section.
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men. The sensitivity data were fit to a Gaussian probability distribution resulting in the mean,
µ3V = 0.0735 V/N, and standard deviation, σ3V = 0.019 V/N. Low threshold voltage (Uth

low) and
high threshold voltage (Uth

high) were defined for classification purposes. Data were taken at U = 3 V
for 48 sensors.

The Importance of Uo
0N for assessing sensor’s sensitivity is twofold. First, Uo

0N can
be measured at negligible cost after product manufacturing, i.e., a simple driving circuit is
required with no mechanical setup, see Figure 2. Second, we can discard non-compliant
sensors based on Uo

0N measurements; this ultimately enhances part-to-part repeatability
as described next: by keeping the sensors that meet the criteria Uth

high < Uo
0N < Uth

low, we
retain the sensors from Region (B) and discard the sensors from Regions (A) and (C). In
practice, this implies that 19 out of the 48 sensors are discarded and 29 are kept; it must be
emphasized that the sensors from Region (B) represent our desired target, for this reason,
we discard the noncompliant sensors belonging to Regions (A) and (C).

Subsequently, we perform a new fit to a Gaussian distribution from the 29 selected
sensors that results in the mean µB = 0.0718 V/N with standard deviation σB = 0.0142 V/N.
Note that µB slightly changed from the previously reported value of µ3V = 0.0735 V/N,
but that σB decreased 25% from its original value of σ3V = 0.019V/N. From a Six Sigma
standpoint, this represents a 1.5σ improvement. Finally, the quotient µB/σB can be recalcu-
lated with the 29 selected sensors as 5.05, which is greater than the value of 3.87 reported
in Figure 4. This simple procedure is useful for enhancing part-to-part repeatability, but
unfortunately, it occurs at the cost of discarding sensors, which unavoidably represents
material waste. Therefore, in the next section, we introduce an alternative compensation
technique for the sensors in Regions (A) and (C).

Before proceeding with the compensation technique, we must recall the random
distribution of nanoparticles along the polymer matrix. This fact unavoidably causes some
specimens from Region (B) to show either a sensitivity larger than µ3V + σ3V or lower than
µ3V − σ3V; the physical reasons for this behavior are manifold, but we can point out some
of them: a given specimen may have a particle count below average; thus, sensitivity is
lowered. Another possible reason is the random spacing of clusters that creates isolated
conglomerates in the polymer matrix; these separated clusters are just too far from each
other to enable quantum tunneling. See Figure 1 for a schematic representation of this.

4.2. Compensation Technique to Enhance Part-to-Part Repeatability

Following the improve stage; new driving voltages must be found for the sensors belong-
ing to Regions (A) and (C), see Figure 5; this procedure is supported by claim (iii). By doing
this, we can closely match each specimen’s sensitivity with µ3V, i.e., the target sensitivity.
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For the sensors belonging to Region (A), we must find a new U that lowers the
sensitivity of each specimen. In this case, the new U must be lower than 3 V. For the sensors
belonging to Region (C), the opposite occurs; the new input voltage must be higher than
3 V to increase their sensitivity. As stated in claim (ii), a change in U also modifies Uo

0N;
this is not a problem itself because Uo

0N can be measured anytime in the final application.
In order to find a relationship among m, Uo

0N, and U, we plotted them together in
Figure 6 for the sensors belonging to Region (A). Then, a least-squares fit was applied
to find a numerical expression that relates these three variables. The best, yet simplest,
function was found to be:

U = a · Ûo
0N + b · m̂ + c (8)

where a, b, c are coefficients resulting from the fit. Normalization was performed for the
variables Uo

0N and m, where Ûo
0N = Uo

0N/U and m̂ = m/U. By doing this, we avoided
quadratic functions and used a simple 3D plane resulted instead. The same procedure
was repeated for the sensors belonging to Region (C). Both fitting results are summa-
rized in Table 2. The fit to (8) allowed us to determine the optimal threshold voltages
for regions (A), (B), and (C). The threshold voltages, Uth

low and Uth
high, were previously

defined in Figure 5; they let us assess whether quantum tunneling or constriction resis-
tance dominates for a given sensor. The procedure for determining Uth

low and Uth
high is

described next.
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(c,d) Isometric views of the 3D fit with special markers. The blue cubes and black pyramid markers
correspond to individual sensors that shift in different directions along the plane when U is changed.
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Table 2. Parameters resulting from the fit. Parameters a through c were obtained from a least-squares
fit to (8) with coefficient of correlation R2. The mean sensitivity (µ) for each region (µA, µC) was
measured at U = 3 V.

a (V) b (N·V) c (V) R2 µ (V/N)

Region (A) 132.3 139.1 −3.36 0.67 µA = 0.091
Region (C) 101 485.2 −18.2 0.94 µC = 0.052

The higher Uth
low is set, the more sensors are considered as a part of Region (A).

However, by doing this, the coefficient of determination (R2) resulting from the fit is
reduced; this occurs because we are embracing sensors that fall out the criteria for this
region, i.e., in Region (A) quantum tunneling dominates. The same procedure was repeated
to obtain Uth

high, but in this case, Uth
high has to be reduced in order to embrace more

sensors in Region (C). In practice, Uth
low and Uth

high were found by an iterative process
that aimed to obtain the largest Uth

low that minimized R2 in Region (A), and the smallest
Uth

high that minimized R2 in Region (C). Finally, Uth
low and Uth

high resulted in 90 mV and
310 mV, respectively.

Compensating voltages for the sensors in Region (A) and (C) can also be found from
(8). Nonetheless, we cannot directly replace Uo

0N in (8) and set a targeted sensitivity, m,
to obtain the new U. As previously mentioned, a change in U modifies both: Uo

0N and
m; see claims (ii), (iii). The 3D surface resulting from (8) can be understood as the plane
where Uo

0N and m are shifted when U is changed. Nonetheless, every sensor exhibits a
different rate of change in Uo

0N as a function of U; this is exemplified with the pyramid
and cubic markers in Figure 6. Each marker corresponds to individual sensor data that
can be well fitted in the 3D plane, but they move in different angles along the surface
when U is changed. Therefore, we are limited to obtain an average rate of change for
Uo

0N as a function of U; this average comprises the 12 sensors belonging to Region (A). In
the Conclusion section, the scenario is discussed when we consider an individual rate of
change for each sensor.

Finally, given the mean sensitivity at 3 V for the sensors in Region (A), µA, the model
from (8), the target sensitivity, µ3V, and the average rate of change of Uo

0N as a function
of U, we computed the new U resulting in UA = 2.5 V. Similarly, the same procedure was
performed for the sensors in Region (C), but using µC and the average rate of change of
Uo

0N for these sensors; this resulted in the new voltage of UC = 3.15 V.
Later, experimental sensor characterization was performed at the new voltages UA

and UC; this was done for the sensors belonging to Regions (A) and (C), respectively. The
experimental results are plotted in Figure 7. Nonetheless, the sensor data from Region
(B) is the same plotted in Figure 5 since U remained unchanged for these sensors. For the
whole dataset for Figure 7, a new fit to a Gaussian distribution was performed, resulting in
µcomp = 0.0727 V/N and σcomp= 0.016 V/N. This represents a 15% reduction in the standard
deviation when compared with σ3V. Although this reduction in the standard deviation is
lower than previously reported for the discarding method; it is demonstrated that changing
U is an effective way to fine-tune the sensitivity of FSRs.

4.3. Assessing the Compensation Technique from a Six Sigma Perspective

As a part of the control stage of the DMAIC cycle, we tested an additional group of
16 Interlink FSR 402 sensors. These sensors were initially characterized at U = 3 V to obtain
Uo

0N and m. Figure 8 shows the summary of this characterization with an overlay of Uth
low,

Uth
high, µ3V, and σ3V for classification purposes. An Anderson-Darling test to different

probability distributions demonstrated that these data could be well fitted to a Gaussian
distribution with µcontrol = 0.0774 V/N and σcontrol = 0.0189 V/N. Note that the start point
before compensation was quite similar to µ3V and σ3V from the improve stage.
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Figure 7. Sensitivity (m) as a function of the output voltage at null force (Uo
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from Figure 5. Different markers were used for the sensors of Regions (A) and (C) after compensation.
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Figure 8. Sensitivity (m) as a function of the output voltage at null force (Uo
0N) for the

sixteen specimens of the control stage. Data were taken at U = 3 V.

Later, we classified the sensors belonging to Regions (A), (B), and (C) on the basis
of Uth

low and Uth
high. Part-to-part repeatability was enhanced following two different

approaches: first, by discarding the sensors from Regions (A) and (C) and keeping only
those from Region (B), and second, by applying the compensation technique based on
changing U.

From the first approach, 7 out the 16 sensors were discarded and 9 were kept. Then,
we recalculated the mean and standard deviation, obtaining 0.0698 V/N and 0.0168 V/N,
respectively; this represents an 11% reduction in the standard deviation and a Six Sigma
improvement of 0.66σ. However, note that the mean sensitivity was alterated from its
original value.

From the second approach, new characterization was performed at the input voltages
UA and UC for the sensors belonging to Regions (A) and (C), respectively. No compensation
was performed for the sensors belonging to Region (B). The experimental results are shown
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in Figure 9. Later, we recalculated the mean and standard deviation, obtaining 0.0726 V/N
and 0.0154 V/N, respectively; this represents an 18.5% reduction in the standard deviation
amid a negligible variation for the mean sensitivity. This represents a 1.1σ improvement
using the Six Sigma approach.
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Figure 9. Sensitivity (m) as a function of the output voltage at null force (Uo
0N) for each specimen

after compensation. Experimental data resulting from the control stage. Different markers were used
for the sensors of Regions (A) and (C) after compensation.

4.4. Practical Considerations for the Implementation of the Proposed Methods

First of all, it must be emphasized that this research did not consider lot control for the
specimens characterized. Therefore, if the manufacturing conditions remain unchanged
over time (e.g., particle dimension, type of polymer, preparation conditions, and so on), the
compensation techniques should work for any specimen of Interlink FSR 402. In regard to
the feedback resistor, a change in Rf produces a linear variation in the magnitude of m, Uo

0N,
Uth

low and Uth
high; this occurs because the amplifier is an inherently linear device. Therefore,

if Rf is doubled or halved, the aforementioned magnitudes also change proportionally.
Nonetheless, a change in the driving voltage would impact m, Uo

0N, Uth
low, and

Uth
high in a nonlinear fashion; this is expected because quantum tunneling is a nonlinear

phenomenon. Besides, we must recall that during the improve stage, we found U = 3 V as
the optimal voltage that naturally maximizes the quotient µ/σ; see Figure 4. Therefore, we
set U = 3 V as the starting point to subsequently trim the input voltage in the improve and
control stages. However, if we set a different starting point for U, we would deviate from
the results reported here.

Finally, given the relatively low number of sensors considered in this research
(64 specimens), only three regions were defined. By considering more regions, a more
suitable compensating voltage could be applied for each specimen. The experimental data
employed in this study can be found in [56].

5. Conclusions

Changing the input voltage is an effective way to trim the sensitivity of force-aensing
resistors (FSRs). The output voltage at null force (Uo

0N) can give us a hint about the indi-
vidual sensor’s sensitivity without requiring individual characterization. To the best of
authors’ knowledge, this observation has not been reported elsewhere. With the informa-
tion provided from Uo

0N, we could set new input voltages that let us reduce the dispersion
in sensors’ sensitivity and/or discard noncompliant sensors. Both methods were explored
in this study, resulting in a reduction of 18.5% and 11% in the standard deviation of sensor
sensitivity for each procedure, respectively. These results were obtained in the control
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stage of the DMAIC cycle for a bunch of 16 Interlink FSR 402 sensors. These percentages
represent 1.1σ and 0.66σ improvements according to the Six Sigma methodology.

A promising technique to be explored in the authors’ future work is based on in-
dividually defining new input voltages for each sensor; by doing this, we can more ac-
curately match the sensitivity of each specimen with a target sensitivity, thus achieving
a larger Six Sigma improvement. However, this procedure requires that we previously
track Uo

0N for multiple input voltages and later incorporate such information in the final
compensation formula.
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Appendix A. Foundations of the Six Sigma Methodology

Six Sigma is a continuous improvement methodology that has been widely applied in
the manufacturing and services sectors. Its implementation focuses on the application of the
DMAIC cycle (Define, Measure, Analyze, Improve, and Control) [41]. This methodology is
based on the reduction of the process variability regarding a Critical to Quality (CTQ) or
critical variable for the process or the client. Process variability is assessed on the basis of
the standard deviation (σ) for any process parameter, e.g., when building antennas on a
printed circuit board (PCB), the width and length of the paths have a strong influence on
the antennas’ bandwidth and frequency response [57]; therefore, we can deploy the DMAIC
cycle to reduce the dispersion of the width and length of paths from their nominal value.

Six Sigma requires the collection of data and the application of analytical and statistical
tools to identify the causes of the variation and thus achieve a 6σ level that translates into
3.4 errors per million opportunities [41]. A 6σ level implies that standard deviation is
reduced by a factor of 6 from the original assessment. The opportunity is understood as the
probability of noncompliance or the probability of not meeting the required specifications.
The DMAIC cycle implemented by the Six Sigma methodology is used to identify and solve
problems related to the process; analyzing the current state of a problem of interest, find its
root cause, propose improvement solutions, and keep them durable over time.
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Abstract: Wearable and flexible pressure sensors have sparked great interest due to their unique
capacity to conformally attach to the surface of the skin and quantify human activities into recordable
electric signals. As a result, more and more research efforts are being devoted to developing high-
sensitivity and cost-effective flexible sensors for monitoring an individual’s state of activity. Herein, a
high-performance flexible piezoresistive sensor was designed and fabricated by combing 2D transi-
tion metal carbides, nitrides, and carbonitrides (MXene) with a honeycomb-like structure formed
by femtosecond filamentating pulses. The sensing mechanism is attributed to the change of the
connecting conductive paths between the top interdigital electrodes and the bottom microstructured
films coated with MXene. The obtained sensing device demonstrates high sensitivity of 0.61 kPa−1,
relatively short response time, and excellent reliability and stability. Benefiting from the aforemen-
tioned extraordinary sensing performance, the sensor can be used with success to monitor tiny
physiological signals, detect large deformations during human movement, and distinguish finger
gestures, thus demonstrating its broad prospects in physiological analysis systems, health monitoring
systems, and human–machine interaction.

Keywords: flexible piezoresistive sensor; MXene; honeycomb-like structure; femtosecond filamentat-
ing pulses

1. Introduction

Flexible pressure sensors with excellent force-to-electric ability have aroused a huge
surge of research interest due to their enormous potential in diverse applications, such
as personal healthcare monitoring, artificial intelligence interaction, humanoid robotics,
etc. [1–5]. Over the years, great efforts have been devoted to developing high-performance
sensing devices to capture information feedback from various human activities, which
is of great value for timely diagnosis and treatment of the disease [6]. Compared with
capacitive [7,8], piezoelectric [9–11], and triboelectric [12] pressure sensors, piezoresistive-
type sensors have been considered excellent candidates for next-generation sensors due to
their merits of remarkable sensing performance, feasible manufacturing technique, excellent
conformal contact, and low energy consumption [6,13,14]. Despite considerable advances
recently, the low-cost, large-scale fabrication of piezoresistive pressure sensors integrating
low-strain and large deformation detecting capabilities still faces enormous challenges.

Rational selection of sensing materials has been employed as an important factor
to achieve the fabrication of high-performance and low-cost flexible pressure sensors.
Various conductive materials, such as graphene [15], conductive polymer [16], metal
nanowires [17], and carbon nanotubes (CNTs) [18], have been demonstrated as the ac-
tive layers for flexible piezoresistive sensors due to their great conductivity and excellent
mechanical properties. In addition, two-dimensional transition metal dichalcogenides

333



Micromachines 2022, 13, 821

such as MoSe2 nanosheets [19] and WSe2 nanosheets [20] can also be used as active mate-
rial. The emerging two-dimensional transition metal carbides, nitrides, and carbonitrides
(MXenes), based on their characteristics of adjustable interlayer spacing, excellent mechani-
cal flexibility, and outstanding metallic conductivity, have great potential for developing
next-generation high-performance piezoresistive sensors [21–23]. MXenes are typically
obtained by selectively etching the A-layer from a ceramic material called the MAX phase
and can be defined as Mn+1XnTx (n = 1, 2, 3), where M denotes an early transition metal, X
represents carbon or nitrogen, and T means surface functional groups [24]. In recent years,
research on MXenes-based pressure sensors has been gradually carried out. Unfortunately,
MXene-based sensors rapidly reach the deformation limit under external pressure due
to the single 2D planar structure of MXene materials [25] and the unavoidable stacking
during the preparation process [26], thereby limiting device performance. Therefore, there
is a need to develop approaches to introduce microstructures into MXene-based sensors so
that their performance in sensing devices can be greatly improved.

Up to now, non-planar microstructures with different morphologies have been intro-
duced into MXene-based piezoresistive sensors to obtain higher sensitivity and shorter
response time, such as the bioinspired microspines [6], wrinkle structure [1], and protrusion
structures [23]. The preparation techniques involved in these microstructures are mostly
based on the use of everyday objects with surface microstructures as molds or pre-stretching
methods [1,6,23]. Compared with the expensive and complex traditional photolithography
technique, these micro-nano processing approaches are simple, convenient, and low-cost,
but it is difficult to meet the needs of free customization. Most recently, it was demon-
strated that femtosecond laser filament micro-nano processing technology can provide a
useful strategy to arbitrarily adjust the morphology of the flexible substrates composing the
sensors, thereby developing a robust alternative to fabricating high-performance sensors
in a simple, low-cost, and fast way [27–29]. The constructed flexible piezoresistive pres-
sure sensors with filament-processed microstructure exhibit high sensitivity to pressure
and vibration, which can be used with success to monitor various human physiological
signals [28]. Moreover, with the assistance of the principal component analysis (PCA)
algorithm and artificial neural networks, the fabricated sensor can unambiguously identify
different phonations, and total recognition accuracy rate can reach 93.4% [28,29]. However,
from the perspective of the practical application of flexible wearable smart devices, it is
necessary to further improve the sensing performance of the device to sensitively monitor
both subtle and large movements of the human body.

Herein, a highly-sensitive piezoresistive sensor was assembled by combing Ti3C2Tx
MXene nanosheets with honeycomb-like microarchitecture polydimethylsiloxane (PDMS)
film fabricated by femtosecond laser pulses in the self-channeling regime. As stress in-
creases, the honeycomb-like microstructures rapidly increase the connecting conductive
paths between interface states so that the performance of the pressure sensor can be en-
hanced. The obtained MXene-based piezoresistive sensor with a honeycomb-like structure
exhibits an outstanding sensitivity (0.61 kPa−1), a short response time (160 ms), and excel-
lent cycling stability, and can be mass-produced based on a simple preparation process.
Benefiting from the above advantages, the fabricated sensor can monitor both tiny physio-
logical signals, such as facial expressions and artery pulse, and large human movements,
such as knee bending and elbow swing. Meanwhile, it can also work effectively in distin-
guishing various finger gestures, providing a convenient communication tool for people
with language barriers. Therefore, our work provides a competitive route for large-scale
preparation of low-cost, high-sensitivity piezoresistive sensors with broad prospects in
health, sports, and communication applications.

2. Experiment Details

The fabrication of the MXene-based piezoresistive sensor with a honeycomb-like
structure was carried out with the procedures illustrated in Figure 1.
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Preparation of Ti3C2Tx MXene. Ti3C2Tx aqueous dispersions were synthesized by
chemically exfoliating the Al layer of Ti3AlC2 by HCl + LiF etchant, as shown in Figure 1a.
First, 2 g of LiF was slowly added into 40 mL of 9 M HCl, followed by continuous stirring
at room temperature for 30 min. Subsequently, 2 g of MAX phase precursor (Ti3AlC2)
powder was gradually added to the above solution for selective etching, which was stirred
for 24 h at 35 ◦C. Then, the resulting MXene suspension was washed with deionized water
and centrifuged repeatedly at 3500 rpm until the pH was about 5–6. The sediment was
then dried in a vacuum oven and the resulting product was sonicated with ethanol for
1 h. Finally, the obtained powder was added into deionized water, and then sonicated and
centrifuged at 3500 rpm for 3 min to collect the Ti3C2Tx supernatant. In this experiment,
the concentration of the Ti3C2Tx solution was quantified to 5 mg/mL by further dilution or
concentration by vacuum evaporation.

Figure 1. (a) Preparation of Ti3C2Tx MXene. (b) Preparation of Micro-Patterned MXene/PDMS
conductive film. (c) Assembly of the MXene-based piezoresistive sensor.

Preparation of Micro-Patterned MXene/PDMS conductive film. Figure 1b briefly
shows the fabrication process of the MXene sensing thin film with a honeycomb-like
structure. First, linearly-polarized laser pulses with a pulse width of 35 fs, a central
wavelength of 800 nm, a repetition rate of 500 Hz, and a pulse energy of 2 mJ were
generated based on a commercial Ti:sapphire laser system (Spectra-Physics, Spitfifire
ACE) and a self-built optical system. After that, the laser pulse was loosely focused by a
25.4 mm-diameter fused silica lens (f = 100 cm) to form a 3 cm-long laser filament with
an estimated clamped intensity of the filament core of about 150–200 TW/cm2. Then, the
mold with the honeycomb-like microarchitecture was prepared through the interaction
between the single filament and a 2 mm-thick silicon wafer. The sample translation speed
and the separation between adjacent processed lines correspond to 1.25 mm/s and 100 µm,
respectively. The patterned flexible PDMS thin film was then achieved by replicating the
reversed micropatterns from the fabricated silicon mold. Finally, a facile and scalable
drip-coating method was employed to deposit the Ti3C2Tx MXene nanosheets of high
conductivity onto the microstructured PDMS thin film by van der Waals force.

Assembly of the MXene-based piezoresistive sensor. As shown in Figure 1c, the
cleaned PET film was first exposed to oxygen plasma (2 min) for hydrophilic treatment.
Then, the interdigitated electrode patterned silver conductive ink thin layers were printed
on the PET substrate through an inkjet printer and thermally dried in an oven at 100 ◦C
for 1 h. Subsequently, with the assistance of 3 M tape, the MXene sensing film and the
interdigital electrode were assembled into the MXene-based piezoresistive sensor.

Performance Characterization. The morphology and structural analysis of the samples
was performed using a field emission scanning electron microscope (SEM model Regu-
lus8100 by Hitachi). In order to analyze the phase composition and crystal structure of
the fabricated Ti3C2Tx MXene, the XRD patterns were observed by a Rigaku D/MAX
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2550 diffractometer at a scan angle of 4◦ to 60◦. The sensing performance of the MXene-
based piezoresistive sensor was measured with a homemade testing machine, which is
composed of a force gauge and a data acquisition system (KeithleyDAQ6510).

3. Result and Discussion

In Figure 2a,a’, we show the differently-magnified SEM images of the filament-
processed silicon mold surface at the ablation speed of 1.25 mm/s, corresponding to the
number of 40 laser shots hitting the same position. It can be found that highly-repeatable
honeycomb-like microarchitectures with an average size of about 15–20 µm are formed on
the surface after the interaction between the filament and the silicon wafer. In addition, we
also conducted microscopic analysis on the surface of MXene-based PDMS film, as shown
in Figure 2b,b’. From the high magnification SEM image in Figure 2b’, it can be seen that
the stacked Ti3C2Tx can be densely coated on the microstructured PDMS film, which is
attributed to the abundant hydrophilic groups, such as -H, -OH, generated on the surface
of the MXene after chemical etching. In order to further investigate the crystalline structure
of Ti3C2Tx thin film, we measured its XRD spectra, as shown in Figure 3a. The strong
diffraction peak (002) located at 6◦ indicates the formation of Ti3C2Tx nanosheets with
hexagonal crystal structure by etching. In addition, the (104) peak related to the Al element
around 39◦ vanishes, revealing the successful extraction of Al-atoms from Ti3AlC2 and
indicating that the etching degree was relatively complete during the preparation process.

Figure 2. (a,a’) The top-view SEM images of the filament-processed silicon mold surface under low
and high magnifications. (b,b’) Differently magnified SEM images of the fabricated MXene-based
PDMS film surface.

Based on the above-mentioned filament-processed microstructure and MXene sensing
material, we assembled and characterized the sensing performance of the MXene-based
piezoresistive sensor with a honeycomb-like structure. The sensitivity, as a key parameter
for evaluating device performance, can be defined as S = (∆R/R0)/∆P, where ∆R is the
resistance change before and after the applied pressure, and R0 and ∆P are the initial
value without applied pressure and the change of the applied pressure. The ∆R/R0 versus
∆P for the MXene-based piezoresistive sensor is displayed in Figure 3, from which it can
be clearly seen that the fabricated sensor shows three linear regions. The fitted sensitiv-
ities are, respectively, 6.10 × 10−1 kPa−1 (comparable with those reported in previous
literatures [30,31]), 2.60 × 10−2 kPa−1, and 1.26 × 10−3 kPa−1, for the range of 0–1.5 kPa,
1.5–8 kPa and 8–50 kPa. For this sensor, the superior sensing performance may be attributed
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to the specific morphology of the filament-processed microstructure and the extraordi-
nary properties of Ti3C2Tx nanosheets. In addition, we also compare the sensitivity and
responsivity of the sensing devices constructed with different sensing materials, as shown
in Figure 3b. As can be seen from Figure 3b, the MXene-based device exhibits higher
responsivity, and its sensitivity under the pressure of 8 kPa is more than two times higher
than that of the SWCNTs-based piezoresistive sensor (our previously prepared device) [26].
The above results indicate that the MXene-based sensor is more suitable for monitoring
human activity signals and, consequently, may have the potential for health, sports, and
communication applications.

Figure 3. (a) XRD spectra of Ti3C2Tx materials. (b) The resistance response versus pressure change
for the filament-processed MXene-based piezoresistive sensor and the SWCNTs-based piezoresistive
sensor. (c) Instant response of the MXene-based piezoresistive sensor. Inset: Photograph of the
fabricated sensing device taken by a digital camera. (d) Relative resistance variation of the fabricated
MXene-based piezoresistive sensor under serial pressures. (e) Real-time resistance response of
the MXene-based piezoresistive sensor for loading/unloading cycles under 0.8 kPa, at a 0.64-Hz
repetition rate.

The working mechanism of the MXene-based piezoresistive sensor and the existence
of the three different sensitivities can be explained as follows. In the initial state, several
conductive paths are formed between the MXene/PDMS conductive film and the interdigi-
tated electrodes due to the presence of contact points. When external pressure is applied to
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the device, the contact area between the relatively large honeycomb-like architecture and
the interdigitated electrodes increases, resulting in a significant increase in the number of
conductive paths. As the pressure increases further, the parts that are already in contact pro-
vide support of a certain level, which slows down the increase rate of the conductive path.
In the high-pressure regime, the honeycomb-like microstructures have been compressed
to a flat shape, that is, at their maximum compression positions, and thus the increased
pressure contributes only to a small increase in the conducting area of the interface state.

In addition, the fast response time of the device is also of great significance for practical
applications, as it can ensure a timely response in the monitoring process of ultrafast
pressure signals. As illustrated in Figure 3c, although the elastic deformation of the
microstructured PDMS film will cause a certain response time delay, the fabricated device
exhibits a short response time of 160 ms (less than the human body’s response time of
400 ms), which is sufficient for human activity monitoring. In order to demonstrate the
fabricated sensor more intuitively, a photograph of the fabricated sensing device is shown
in the inset of Figure 3c. It can be seen that the prepared sensor has an overall size of
3.0 × 1.2 cm2 with a thickness of 450 µm, and the sensing area occupies 1.00 × 1.25 cm2.
Figure 3d shows the stable cyclic performance of the fabricated MXene-based piezoresistive
sensor under serial pressures (multiple cyclic loading under the applied pressures of
0.12 kPa, 0.2 kPa, 0.35 kPa, 0.8 kPa, 3.6 kPa, and 20 kPa). Moreover, we also measured
the long-term cyclic stability of the fabricated MXene-based piezoresistive sensor, that
is, loading–unloading cycling tests at a frequency of 0.64 Hz under a pressure of 0.8 kPa
(Figure 3e). It was found that under the pressure of 0.8 kPa, the relative resistance response
amplitude of the device is about 50.0%, which is consistent with the obtained sensitivity
curve (Figure 3b). After long-term loading and unloading tests, the shape and intensity of
the electrical signal change of this sensor remains almost the same with a slight attenuation,
showing its excellent long-term repeatability and stability.

The outstanding performance of the fabricated MXene-based piezoresistive sensor
with a honeycomb-like structure, with its high sensitivity, repeatability and excellent con-
formal contact, allows it to be useful as a wearable device for real-time tiny physiological
signal and large-scale human motion monitoring. In human health monitoring, the detec-
tion of joint activities is of great significance for motion monitoring and gesture recognition.
By attaching the fabricated sensor to different joint positions of the human body with the
assistance of medical tape, we obtained the responsive signal waveforms for bending the
elbow (Figure 4a), wrist (Figure 4b), finger (Figure 4c), and knee (Figure 4f), where each
flexion of the joint maintains almost the same angle. It can be seen that the motion state can
be clearly distinguished by comparing the shape and intensity of the graphs; that is, the
responsivity tends to increase due to the increase of pressure during the bending process.
The above results clearly demonstrate the potential of our fabricated sensor in the field of
large-scale human motion monitoring.

To demonstrate the tiny deformation detection capability of our sensor, the device
was attached to the subject’s cheek to monitor changes in facial muscles as expressions
change. Three main emotional facial expressions, namely anger, smiling, and laughter,
were investigated, as shown in Figure 4d. In fact, human facial expressions are produced by
several muscle groups. It was found that when the tester makes different facial expressions,
the obtained waveforms have significant differences, mainly reflected in the change of
relative resistance and the movement time of micro-muscle groups. The differences in
characteristic peaks are mainly attributed to the deviation of facial skin or muscle movement
when people perform different expressions. It was found that when the subject makes
different facial expressions, the resistance change waveforms are significantly different,
which is caused by deviations in the degree of facial skin or muscle movement. From
Figure 4d, the laughing expression results in the largest change in the device resistance
value, which may be attributed to the fact that happy laughter requires large facial muscle
fluctuations and excitation of all muscle groups on the face. In addition, when the subject
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repeatedly makes the same facial expression, the response curves obtained by the device
show consistent characteristics.

Figure 4. Applications of the MXene-based piezoresistive sensor for real-time monitoring of human
activities. Resistance change waveforms of the wearable sensor in detecting human movements:
(a) elbow swing, (b) wrist bending, (c) finger bending, (d) facial expressions, (e) wrist pulse, and
(f) knee bending.

We have transformed the signals of the facial expressions into a frequency domain to
make the difference among them more apparent, as shown in Figure 5. The main peaks
of the three expressions are of different frequencies and amplitudes. The smile expression
has a shorter-term muscle movement than laughter and anger, so its signal on the time
domain is narrower than the other two, while it is obvious in the frequency domain that
the frequency of its main peak is higher than the other two. Furthermore, though the
anger and laughter are almost the same widths in the time domain, the angry expression
muscle retention time is longer, which is indicated by the period of the flat top on their
curves. Correspondingly, the difference between anger and laughter is much easier to
detect in the frequency domain because, though the frequencies of the main peaks of the
angry signal and the laughing signal are almost the same, the angry signal has higher
harmonic components, which form a longer-term flat top. The facial expressions sampled
with our sensor have significantly different features, so a threshold discriminant method
based on signal processing or a classifier based on machine learning can be applied for
pattern recognition of the expressions. Based on the aforementioned test, it is shown that
our fabricated sensor can be used to recognize the delicate deformations of human facial
expressions, which could contribute to observing the state of thinking of the human brain.
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Figure 5. The signals of the facial expressions transformed into the frequency domain.

Moreover, we test the capability of the fabricated sensor to identify weak physiolog-
ical signals. The sensor was tightly attached to the skin of one’s wrist for non-invasive
continuous monitoring of the radial artery blood pressure wave. As shown in Figure 4e, the
obtained pulse signal is consistent with the typical radial artery characteristic waveform,
containing two distinct peaks, namely, the systolic (P1) and diastolic (P2) peaks [32]. The
signal processing system matched with the sensor to automatically extract the pulse rate is
shown in Figure 6a. Firstly, a high pass filter with a cut-off frequency of 0.5 Hz is applied
to remove the direct-current component. Then, a Fourier transformer module transforms
the time-domain radial artery pulse signal to the frequency domain. After that, the main
component extractor picks up the most significant frequency component, which indicates
the frequency of the artery pulsing. As shown in Figure 6b, the most significant frequency
component is at 1.5255 Hz, equivalent to 91.5 bpm, close to the actual pulse rate of the
subject, 90 bpm. Since the commercial wearable bracelets allow measurement error within
±5 bpm in the resting state, our sensor is qualified for commercial applications. Addition-
ally, some important medical information for health monitoring can also be obtained, such
as the reflection index (R.I.) and the stiffness index (S.I.).

Figure 6. (a) The diagram of extracting the pulse rate from the sensor attached to the skin of the
subject’s wrist. (b) The Fourier-transformed wrist pulse signal.
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Furthermore, the applications of the fabricated MXene-based piezoresistive sensor for
exquisite and sophisticated finger gesture recognition are illustrated in Figure 7. As shown
in Figure 7a, the gesture recognition glove is assembled by integrating the smart glove
with our fabricated MXene-based piezoresistive sensor. Five independent sensing devices
are stuck on the joint parts of the glove fingers to measure the bending and tilting angles
of the five fingers. Figure 7b shows the schematic diagrams of Arabic numeral gestures
in a daily scenario and the corresponding responsive output obtained. It was found that
the numbers “0” to “9” can be unambiguously distinguished according to the intensity
of the piezoresistive output, which mainly depends on the bending angle and number of
the finger joints. From number “1” to number “5”, the highly responsive piezoresistive
output gradually decreases due to the reduction in the number of bent fingers. When the
gesture matches the number “6”, the index, middle, and ring fingers curl up, resulting in a
reduction in the resistance of the corresponding sensors. When the gesture transitioned
from the number “7” to the number “0”, the amplitude of the piezoresistive response
elevated gradually, which may be attributed to the increase in the magnitude and number
of finger bends. Thus, our MXene-based sensor with a honeycomb-like structure can be
used to register various sophisticated gestures, which has broad application prospects in
sign-to-speech translation, virtual reality, and other fields.

Figure 7. (a) The gesture recognition glove based on the fabricated piezoresistive sensor. The prepared
five MXene-based piezoresistive sensing devices were assembled at the joints of the glove fingers.
(b) Gestures of Arabic numerals and their corresponding responsive output.

4. Conclusions

In summary, we fabricated a sensitive flexible MXene-based piezoresistive sensor
with a honeycomb-like structure through drip-coating MXene nanosheets combined with
femtosecond filamentating pulses processing. With the specific morphology of the filament-
processed microstructure and the extraordinary properties of Ti3C2Tx nanosheets, the
obtained MXene composite sensor features a high sensitivity of 0.61 kPa−1, which is more
than two times higher than that of our previously prepared SWCNTs-based piezoresistive
sensing device [26]. Additionally, the device also demonstrates a short response time of
160 ms and excellent repeatability under loading/unloading cycles. The sensing mechanism
of the fabricated device can be explained by the change in the conducting area of the
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interface state between the MXene/PDMS conductive film and the interdigitated electrodes.
This extraordinary sensing performance attributes enabled us to realize the monitoring of
sensing signals from tiny muscle movement to large-scale human motions, including artery
pulse, facial expressions, and joint motion. Subsequently, we assembled a smart glove that
was used with success for exquisite and sophisticated gesture recognition. Therefore, we
hope that our fabricated sensing device can be used in next-generation wearable electronic
devices for healthcare monitoring and human activity real-time detection.
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Abstract: Flexible pressure sensors play an important role in flexible robotics, human-machine
interaction (HMI), and human physiological information. However, most of the reported flexible
pressure sensors suffer from a highly nonlinear response and a significant decrease in sensitivity at
high pressures. Herein, we propose a flexible novel iontronic pressure sensor based on monolayer
molybdenum disulfide (MoS2). Based on the unique structure and the excellent mechanical properties
as well as the large intercalation capacitance of MoS2, the prepared sensor holds an ultra-high
sensitivity (Smax = 89.75 kPa−1) and a wide sensing range (722.2 kPa). Further, the response time and
relaxation time of the flexible sensor are only 3 ms, respectively, indicating that the device can respond
to external pressure rapidly. In addition, it shows long-term cycling stability (over 5000 cycles with
almost no degradation) at a high pressure of 138.9 kPa. Finally, it is demonstrated that the sensor
can be used in physiological information monitoring and flexible robotics. It is anticipated that our
prepared sensor provide a reliable approach to advance the theory and practicality of the flexible
sensor electronics.

Keywords: flexible electronics; flexible sensor; wearable sensor; iontronic pressure sensor; MoS2

1. Introduction

Flexible pressure sensors are widely used in human-machine interaction (HMI) [1–3],
electronic skin (E-Skin) [4–6], and human health monitoring [7–11]. In particular, capacitive
pressure sensors have attracted a broad attention with their merits of low power, excellent
stability and fast response time. But building flexible capacitive pressure sensors with high
sensitivity and wide sensing range has been a challenge when considered the sensitivity of
conventional capacitive pressure sensors is typically relatively low.

Iontronic pressure sensors have recently attracted a lot of attention [12–17]. This type
of interfacial capacitive sensor based on electrical double layer (EDL) capacitance has the
advantages of ultra-high capacitance (µF cm−2) and high signal-to-noise ratio (SNR), which
are not available with conventional flat plate capacitive sensor. The EDL performance
depends on many items, among which the electrode materials play a most important
role. Currently reported sensitive materials for preparing iontronic pressure sensor is
categorized into metal-based electrode materials [18,19], carbon-based materials [7], metal
oxide indium tin oxide (ITO) [20], and MXene [21]. Metal electrodes typically exhibit
smaller specific surface area and reduced EDL capacitance. In the case of carbon materials,
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the electrodes are thicker, mechanically prone to fracture and have longer ion transport
paths, while MXene faces problems such as oxidation. Therefore, the deep research on new
materials for iontronic pressure sensor and the further study of their sensing mechanisms
are important for the development of flexible iontronic sensors.

As a new two-dimensional material, molybdenum disulfide (MoS2) have attracted
a lot of attention in recent years, and it has been widely used in supercapacitors, micro-
electronic devices, and batteries because of its rich elemental composition, wide band gap
(1.29−1.90 eV), high electron mobility, excellent thermal properties and good mechanical
properties [22–24]. Therefore the MoS2 has the potential to be used as an electrode material
in iontronic pressure sensors. However, the study on the monolayer MoS2-based flexible
iontronic pressure sensor are rarely reported.

Therefore, in order to solve the problem of sensitivity and sensing range balance of
the flexible pressure sensor, we propose a novel iontronic pressure sensor based on MoS2
monolayer. The monolayer MoS2/gold composite electrode was obtained by wet transfer
strategy. And the iontronic pressure sensor was assembled by the composite electrode
and microstructural ionic film. Thanks to the excellent mechanical-electrical properties
of MoS2 and unique layered structure, the prepared sensor shows an unprecedented
ultra-high sensitivity (Smax = 89.75 kPa−1, Smin = 10.24 kPa−1) and a wide sensing range
(722.2 kPa). The response time and relaxation time of the sensor sensor are both 3 ms,
respectively. Moreover, the possible sensing mechanism of the sensor is proposed. Finally,
the application of this novel iontronic pressure sensor is carefully demonstrated.

2. Materials and Methods
2.1. Preparation of MoS2/Au Composite Electrode

The Au/PI (polyimide) was prepared by magnetron sputtering. A thin 100 nm gold
layer was sputtered on the cleaned PI film. A monolayer MoS2 grew on the Si/SiO2
(Silion/Silicon dioxide) wafer (SiO2 layer thickness, 300 nm) by chemical vapor deposition
(CVD) method. A PMMA (polymethyl methacrylate) film was covered on the MoS2 layer
as a supporting protective layer by spin-coating method (3000 r min−1, 10 s), and dried
completely at 100 ◦C for 10 min. Then, the samples were placed in a KOH (potassium
hydroxide) solution (1 mol L−1) with a heating temperature of 90 ◦C to etch the growth
substrate to separate the PMMA/MoS2 from the Si/SiO2 substrate. After the sample was
completely separated from the substrate, PMMA/MoS2 was transferred to deionized water
and soaked several times to remove the residue KOH solution, and then PMMA/MoS2 was
transferred to the Au/PI electrode. Finally, the PMMA film was removed using acetone,
and the electrode was cleaned with isopropyl alcohol and deionized water several times to
remove the residual acetone.

2.2. Preparation of PVA/H3PO4 Film with Pyramid Microstructure

1 g of Polyvinyl Alcohol (PVA) was mixed with deionized water (10 mL) under serious
stirring at 85 ◦C for one hour until completely dissolved to a transparent state. Then the
85% H3PO4 solution (2 mL) was added to the prepared PVA solution drop by drop, and
then stirring continued for half an hour at 90 ◦C to make the uniform dispersion. Finally,
the prepared gel electrolyte was evenly coated on the mask template with pyramidal
microstructure and the thickness was controlled at 100 µm by spin coating. After the film
was dried at 60 ◦C for one hour, the film can be peeled off from the substrate.

2.3. Fabrication of Flexible Pressure Sensor

The prepared gold electrode with a monolayer MoS2 on PI substrate, the poly (ethylene
terephthalate) PET spacer layer, the PVA/H3PO4 ionic film with upside-down pyramid
microstructure are stacked in a “sandwich” configuration PET with a thickness of about
100 µm was employed as the spacer, and finally 3M tape was used to ensure the fully
integrated encapsulation of the device.
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2.4. Material and Structural Characterization

Field emission scanning electron microscopy (FESEM, Quanta 450, 20 kV) were used
to characterize the structure and morphology information. Raman spectroscopy were
measured by a Renishaw inVia Raman spectrometer (Renishaw, Britain, UK). For each test
on MoS2, three samples were prepared and five points on each sample were measured.

2.5. Electrical and Mechanical Characterization

For the electromechanical characterization, the variable capacitance can be recorded
by LCR impedance analyzer (Tonghui, TH 2827A, Changzhou, China) and IM3536 LCR
meter (HIOKI, Taiwan, China) linkage test. The CV curves also were shown on the elec-
trochemical working station (CHI 760E, Chen Hua, Shanghai, China) under the applied
pressure. For featuring cyclic stability, the device was tested on a mechanical testing
machine (Zhi Qu, 990B, Dongguan, China) with the pulling speed of 5 mm min−1.

3. Results and Discussion

MoS2 possess excellent intercalating pseudocapacitive and EDL properties for charge
storage. And it has been shown that MoS2 has faster electron transfer capability than
oxide and higher theoretical specific capacitance than graphene when used as an electrode
material. Therefore, in this study, a monolayer MoS2 is introduced as the electrode to
improve the capacitance and further boost the sensitivity of the sensor. The monolayer
MoS2 was transferred by wet transfer method (Figure 1) on an Au/PI film. The assembled
device is shown in Figure 1b. The size of the prepared sensor is 1 × 1 cm2, which is small
compared with a coin, demonstrating its portable and flexible feature. Noted that the
microstructural ionic film was beneficial to further improve the sensitivity of the sensor,
which has been demonstrated by previous reports [25].
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Figure 1. Preparation and schematic diagram of iontronic pressure sensor. (a) Wet transfer process of
MoS2 monolayer. (b) Digital optical image and flexible feature of iontronic pressure sensor and the
corresponding diagram layout of each layer in the sensor.

The monolayer MoS2 was transferred onto the Au/PI electrode by wet transfer
method [26], and the optical microscope of the electrode is shown in Figure 2a. From
which it can be observed that the large and continuous monolayer MoS2 on the Au/PI film
showed good integrity and only a very few cracks existed due to etching when the support
layer was removed during the transfer process. The Raman results further certified the
MoS2 property. The number of layers of the sample can be determined according to the
wave number difference between E1

2g and A1g.from Raman spectra of monolayer MoS2.
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Wave number difference of bulk material is 26 cm−1, while the wave number difference
between A1g and E1

2g in Figure 2b is 19 cm−1. Hence, the preparative sample of MoS2

can be regarded as monolayer with the thickness of 6.15 Å [27,28]. Further, SEM of the
monolayer MoS2 before and after the transfer was performed in Figure 2c,d. It can be
observed that the monolayer MoS2 on the Si/SiO2 substrate is large area continuous growth
without clear defect. Also, as shown in Figure 2d, the monolayer MoS2 can still be observed
as a continuous boundary which is similar to that before transfer to the target substrate
by the wet transfer method. This further indicates that the monolayer MoS2 obtained by
the wet transfer method has a high integrity with few significant cracks, which lays the
foundation for the preparation of the sensor electrode. Finally, SEM of the monolayer MoS2
after 5000 cycle test was performed in Figure 2e,f.
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Figure 2. Characterization of the sensor electrodes for flexible sensors. Scanning electron microscopy
(SEM) images of monolayer MoS2. (a) Optical image of the monolayer MoS2 on Au/PI film. (b) Raman
data of the monolayer MoS2. (c,d) SEM of the monolayer MoS2 before and after transfer process.
(e,f) SEM image after 5000 cycle stability test.

The digital optical image of the ionic membrane is shown in Figure 3a, which exhibits
excellent flexibility. The microstructure of the inverted pyramid is clearly visible (Figure 3b).
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The prepared PVA/H3PO4 ionic membrane was further characterized by SEM, as shown in
Figure 3c. It can be clearly seen that the microstructure of the prepared ionic membrane
is well established, exhibiting an inverted pyramidal structure with each size of about
100 µm. The cross-sectional structure of the ionic membrane is shown in Figure 3d, which
shows that the membrane has a distinct pyramidal protrusion structure with a height
of about 70 µm. The microstructure has been demonstrated to significantly improve the
sensitivity of the flexible sensor. When the microstructure is compressed, due to the initial
mechanically non-stationary state, it is easy to deform thus causing a rapid increase in the
contact area between the electrode and the ionic membrane, thus increasing the capacitance
and sensitivity of the sensor.
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the optical image of the ionic film. (c) SEM image of the ionic film. (d) Cross-sectional view of the
ionic film.

The performance of the sensor is investigated as shown in Figure 4. The maximum
sensitivity (Smax) of the MoS2-based iontronic pressure sensor is 89.75 kPa−1 up to 55.6 kPa,
and the minimum sensitivity(Smin) is 10.24 kPa−1 in the range of 55.6 kPa to 722.2 kPa,
which is superior to our previous work and other works [29–34]. Also, an iontronic pressure
sensor with the same structure but without the MoS2 layer was prepared as a control group.
The results showed that its sensitivity was 0.031 kPa−1, which demonstrated the important
role of the MoS2 layer. The increased capacitance is derived from the unique layer structure,
huge specific surface area and pseudocapacitance characteristics.
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pressure. (b) Continuous pressure test of the sensor. (c) Response and relaxation time of the flexible
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The stability of the sensor subject to the same pressure is also one of the important
factors. The sensor was tested under four different continuously pressure of 27.8 kPa,
138.9 kPa, 555.6 kPa, and 722.2 kPa respectively, as shown in Figure 4b. The signal of the
sensor is constant for each test, and can be rapidly recovered after the force is removed.
The stable and proportional electrical signal output at different pressures indicates that
the sensor can maintain high stability with small signal drift. To evaluate the dynamic
response speed of the pressure sensor, a weight of 1 g (equivalent pressure ~0.01 N) was
gently placed on the pressure sensor followed by a quick release revealing a 3 ms response
time and relaxation time in Figure 4c. This indicates that the prepared sensor can respond
quickly to the applied external stimulus and has a good dynamic response. Even after
continuous pressure of 138.9 kPa for 5000 cycles, as shown in Figure 4d, the sensor still
maintained a stable signal output with no significant attenuation, demonstrating its long-
term use application. Small cracks were found on the surface of monolayer MoS2 but they
did not affect final signal response in Figure 4d.

Also, the sensor was further tested at different frequencies (0.1, 0.2 and 1 Hz) at
the same pressure (138.9 kPa). As shown in Figure 5a, the sensor maintained a stable
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signal at various frequency, demonstrating that the sensor’s excellent dynamic response.
Importantly, the CV curve of the sensor under 722.2 kPa was investigated to find the deep
sensing mechanism. As shown in Figure 5b, the CV curve is not ideally rectangular, and
shows a small peak in redox, which is further evidence of the pseudo-capacitance effect as
described above.
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Based on the above, the superior performance of the sensor has been demonstrated
and its sensing mechanism was revealed as shown in Figure 6. In this study, in addition to
improving the sensitivity by MoS2 layer, a spacer layer is also introduced between the ionic
film and the electrode (Figure 6a). Initially, the capacitance is extremely small due to the
presence of the spacer layer. When the sensor is subjected to pressure, the upper electrodes
layer was bent due to stress and the distance between the two electrodes becomes narrow,
resulting in a larger capacitance (CPE, Figure 6b). Further, when the force continues to be
applied, the electrodes began contact with the ionic membrane (CEDL1), causing a rapid
increase in EDL capacitance. With further increase in force, the contact area between the
microstructure of the ionic membrane and the lower electrode further increases and the
capacitance further becomes larger (CEDL2), leading to higher capacitance changes. In
addition, it is obvious from the simulation that the deformation of the microstructure is
mainly concentrated in the middle part of the microstructure rather than the tip of the
structure, which may be due to the unique shape of the microstructure. It is also confirmed
that the microstructure can improve the capacitance of the sensor.
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To investigate the application of the iontronic pressure sensor, the sensor was mounted
on the human body to detect the movement. As shown in Figure 7a, with the rapid
change of the finger to a small angle, the signal output of the sensor is consistent each time,
indicating that the sensor can accurately recognize the bending of the finger. Subsequently,
with a rapid change of the finger to a large angle (about 90◦), the signal output amplitude
increases significantly compared to the previous small angle change, suggesting that
the sensor can accurately recognize different angle changes of the finger. In addition
to the finger, the sensor can also detect wrist and arm bending as well as eye blinking
(Figure 7b−d). These above demonstrated that the sensor has the ability to detect human
motion and has important applications in the health rehabilitation of the human body. To
simulate the scene of gas leak monitoring, an aurilave was used to imitate airflow. Under
subtle signals, the sensor response was captured. Figure 7e has shown the variation of
capacitance over time, which demonstrated that stable output can also be achieved for
subtle signals. As summarized in Figure 7f [35–43], our Monolayer MoS2-based iontronic
pressure sensor shows an incomparably high sensitivity and an ultrabroad work range of
pressure, out-performing existing capacitance pressure sensor.
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Further, we directly mounted the flexible sensor on the flexible manipulator and use
the manipulator to grasp objects of different weights. In this study, pears and apples of
different weights but similar shapes for comparison. As shown in Figure 8, the capacitance
change trend of both is the similar, but the magnitude is different, which is due to the
different magnitude of force applied by the manipulator when grasping two different
weight objects. This successfully demonstrates that the prepared sensor has the ability to
recognize the weight of the target and can be used as a tactile sensor to fix on the flexible
manipulator to recognize the mass of the object.
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4. Conclusions

In summary, a highly sensitive iontronic pressure sensor based on EDL sensing mech-
anism was designed and prepared. The electrodes based on a monolayer MoS2 were
successfully prepared by the wet transfer method, and the PVA/H3PO4 ionic membrane
with inverted pyramid microstructure was beneficial to enhancing the sensitivity. The
pressure sensor showed a high sensitivity of 89.75 kPa−1 in the sensing range of 722.2kPa.
Additionally, the sensor exhibited a short response time and relaxation time. Through
analysis, the unique structure-induced high capacitance, the rationally designed structure
such as the microstructural ionic film and device configuration are all beneficial to en-
hancing the sensitivity and sensing range. Finally, it is verified that the sensor has a great
potential for motion detection and flexible robotics applications. Our sensor design makes
a novel strategy for flexible sensor electronics and will inspire more committee focus on 2D
materials-based sensor.

The next research should focus on the following items.
Firstly, the effect of different layers of MoS2 on the performance of the sensor and the

mechanism of the effect should be investigated.
Secondly, the sensors should be further miniaturized to prepare higher integrated

sensors such as the sensor arrays with a high sensitivity to achieve a large-scale application.

Author Contributions: Conceptualization, L.G. and K.C.; methodology, D.X., L.D. and Y.W. (Yong
Wang); software, S.Y.; writing—original draft preparation, D.X., L.D.; writing—review and editing,

353



Micromachines 2022, 13, 660

L.G., K.C., H.X., Y.W. (Yuejiao Wang) and L.H.; supervision, W.W. All authors have read and agreed
to the published version of the manuscript.

Funding: This research was funded by the National Natural Science Foundation of China (No.61904141),
the Fundamental Research Funds for the Central Universities (JB210407, JB210409), the Key Research
and Development Program of Shaanxi (Program No. 2021GY-277), Innovation Fund of Xidian Univer-
sity, the Young Talent fund of University Association for Science and Technology in Shaanxi, China
(No. 20210508), and the funding of Natural Science Foundation of Shaanxi Province (No. 2021JQ-181).

Informed Consent Statement: Informed consent was obtained from all subjects involved in the study.

Data Availability Statement: The data presented in this study are available on request from the
corresponding author.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Li, X.; Wang, W.; Wu, L.; Zhao, H.; Wang, M.; Wang, Y.; Xu, H.; Liu, M.; Gao, L. Wearable, Self-Cleaning, Wireless Integrated

Tactile Sensory System with Superior Sensitivity. Sens. Actuators A Phys. 2021, 331, 113027. [CrossRef]
2. Senthil Kumar, K.; Chen, P.-Y.; Ren, H. A Review of Printable Flexible and Stretchable Tactile Sensors. Research 2019, 2019, 3018568.

[CrossRef] [PubMed]
3. Xiong, Y.; Shen, Y.; Tian, L.; Hu, Y.; Zhu, P.; Sun, R.; Wong, C.P. A Flexible, Ultra-Highly Sensitive and Stable Capacitive Pressure

Sensor with Convex Microarrays for Motion and Health Monitoring. Nano Energy 2020, 70, 104436. [CrossRef]
4. Moses, O.A.; Gao, L.; Zhao, H.; Wang, Z.; Lawan Adam, M.; Sun, Z.; Liu, K.; Wang, J.; Lu, Y.; Yin, Z.; et al. 2D Materials Inks

toward Smart Flexible Electronics. Mater. Today 2021, 50, 116–148. [CrossRef]
5. Xu, H.; Gao, L.; Wang, Y.; Cao, K.; Hu, X.; Wang, L.; Mu, M.; Liu, M.; Zhang, H.; Wang, W.; et al. Flexible Waterproof Piezoresistive

Pressure Sensors with Wide Linear Working Range Based on Conductive Fabrics. Nano-Micro Lett. 2020, 12, 159. [CrossRef]
6. Zhao, X.F.; Hang, C.Z.; Wen, X.H.; Liu, M.Y.; Zhang, H.; Yang, F.; Ma, R.G.; Wang, J.C.; Zhang, D.W.; Lu, H.L. Ultrahigh-Sensitive

Finlike Double-Sided E-Skin for Force Direction Detection. ACS Appl. Mater. Interfaces 2020, 12, 14136–14144. [CrossRef]
7. Xu, H.; Gao, L.; Zhao, H.; Huang, H.; Wang, Y.; Chen, G.; Qin, Y.; Zhao, N.; Xu, D.; Duan, L.; et al. Stretchable and Anti-

Impact Iontronic Pressure Sensor with an Ultrabroad Linear Range for Biophysical Monitoring and Deep Learning-Aided Knee
Rehabilitation. Microsyst. Nanoeng. 2021, 7, 92. [CrossRef]

8. Gao, L.; Fan, R.; Zhou, W.; Hu, X.; Cao, K.; Wang, W.; Lu, Y. Biomimetic and Radially Symmetric Graphene Aerogel for Flexible
Electronics. Adv. Electron. Mater. 2019, 5, 1900353. [CrossRef]

9. Wang, C.; Hou, X.; Cui, M.; Yu, J.; Fan, X.; Qian, J.; He, J.; Geng, W.; Mu, J.; Chou, X. An Ultra-Sensitive and Wide Measuring
Range Pressure Sensor with Paper-Based CNT Film/Interdigitated Structure. Sci. China Mater. 2020, 63, 403–412. [CrossRef]

10. Lee, Y.; Park, J.; Cho, S.; Shin, Y.E.; Lee, H.; Kim, J.; Myoung, J.; Cho, S.; Kang, S.; Baig, C.; et al. Flexible Ferroelectric Sensors with
Ultrahigh Pressure Sensitivity and Linear Response over Exceptionally Broad Pressure Range. ACS Nano 2018, 12, 4045–4054.
[CrossRef]

11. Peng, Y.; Wang, X.; Zhong, L.; Pang, K.; Chen, Y.; Wanga, M.; Liu, W. A Flexible Dual-Modal Sensing System for Synchronous
Pressure and Inertial Monitoring of Finger Movement. IEEE Sens. J. 2021, 21, 10483–10490. [CrossRef]

12. Liu, Q.; Liu, Z.; Li, C.; Xie, K.; Zhu, P.; Shao, B.; Zhang, J.; Yang, J.; Zhang, J.; Wang, Q.; et al. Highly Transparent and Flexible
Iontronic Pressure Sensors Based on an Opaque to Transparent Transition. Adv. Sci. 2020, 7, 2000348. [CrossRef] [PubMed]

13. Zhu, Z.; Li, R.; Pan, T. Imperceptible Epidermal–Iontronic Interface for Wearable Sensing. Adv. Mater. 2018, 30, 1705122. [CrossRef]
14. Xiao, Y.; Duan, Y.; Li, N.; Wu, L.; Meng, B.; Tan, F.; Lou, Y.; Wang, H.; Zhang, W.; Peng, Z. Multilayer Double-Sided Microstructured

Flexible Iontronic Pressure Sensor with a Record-Wide Linear Working Range. ACS Sens. 2021, 6, 1785–1795. [CrossRef] [PubMed]
15. Nie, B.; Li, R.; Brandt, J.D.; Pan, T. Iontronic Microdroplet Array for Flexible Ultrasensitive Tactile Sensing. Lab Chip 2014, 14,

1107–1116. [CrossRef] [PubMed]
16. Kim, J.S.; Lee, S.C.; Hwang, J.; Lee, E.; Cho, K.; Kim, S.J.; Kim, D.H.; Lee, W.H. Enhanced Sensitivity of Iontronic Graphene Tactile

Sensors Facilitated by Spreading of Ionic Liquid Pinned on Graphene Grid. Adv. Funct. Mater. 2020, 30, 1908993. [CrossRef]
17. Chang, Y.; Wang, L.; Li, R.; Zhang, Z.; Wang, Q.; Yang, J.; Guo, C.F.; Pan, T. First Decade of Interfacial Iontronic Sensing: From

Droplet Sensors to Artificial Skins. Adv. Mater. 2021, 33, 2003464. [CrossRef]
18. Liu, Q.; Liu, Y.; Shi, J.; Liu, Z.; Wang, Q.; Guo, C.F. High-Porosity Foam-Based Iontronic Pressure Sensor with Superhigh Sensitivity

of 9280 KPa−1. Nano-Micro Lett. 2022, 14, 21. [CrossRef]
19. Keum, K.; Eom, J.; Lee, J.H.; Heo, J.S.; Park, S.K.; Kim, Y.H. Fully-Integrated Wearable Pressure Sensor Array Enabled by Highly

Sensitive Textile-Based Capacitive Ionotronic Devices. Nano Energy 2021, 79, 101631. [CrossRef]
20. Nie, B.; Li, R.; Cao, J.; Brandt, J.D.; Pan, T. Flexible Transparent Iontronic Film for Interfacial Capacitive Pressure Sensing. Adv.

Mater. 2015, 27, 6055–6062. [CrossRef]
21. Gao, L.; Wang, M.; Wang, W.; Xu, H.; Wang, Y.; Zhao, H.; Cao, K.; Xu, D.; Li, L. Highly Sensitive Pseudocapacitive Iontronic

Pressure Sensor with Broad Sensing Range. Nano-Micro Lett. 2021, 13, 140. [CrossRef] [PubMed]

354



Micromachines 2022, 13, 660

22. Park, M.; Park, Y.J.; Chen, X.; Park, Y.K.; Kim, M.S.; Ahn, J.H. MoS2-Based Tactile Sensor for Electronic Skin Applications. Adv.
Mater. 2016, 28, 2556–2562. [CrossRef] [PubMed]

23. Qiu, D.; Chu, Y.; Zeng, H.; Xu, H.; Dan, G. Stretchable MoS 2 Electromechanical Sensors with Ultrahigh Sensitivity and Large
Detection Range for Skin-on Monitoring. ACS Appl. Mater. Interfaces 2019, 11, 37035–37042. [CrossRef]

24. Veeralingam, S.; Sahatiya, P.; Badhulika, S. Papertronics: Hand-Written MoS on Paper Based Highly Sensitive and Recoverable
Pressure and Strain Sensors. IEEE Sens. J. 2021, 21, 8943–8949. [CrossRef]

25. Ruth, S.R.A.; Feig, V.R.; Tran, H.; Bao, Z. Microengineering Pressure Sensor Active Layers for Improved Performance. Adv. Funct.
Mater. 2020, 30, 2003491. [CrossRef]

26. Hong, M.; Yang, P.F.; Zhou, X.B.; Zhao, S.Q.; Xie, C.Y.; Shi, J.P.; Zhang, Z.P.; Fu, Q.; Zhang, Y.F. Decoupling the Interaction between
Wet-Transferred MoS2 and Graphite Substrate by an Interfacial Water Layer. Adv. Mater. Interfaces 2018, 5, 21. [CrossRef]

27. Li, H.; Zhang, Q.; Yap, C.C.R.; Tay, B.K.; Edwin, T.H.T.; Olivier, A.; Baillargeat, D. From Bulk to Monolayer MoS2: Evolution of
Raman Scattering. Adv. Funct. Mater. 2012, 22, 1385–1390. [CrossRef]

28. Li, T.; Guo, W.; Ma, L.; Li, W.; Yu, Z.; Han, Z.; Gao, S.; Liu, L.; Fan, D.; Wang, Z.; et al. Epitaxial growth of wafer-scale molybdenum
disulfide semiconductor single crystals on sapphire. Nat. Nanotechnol. 2021, 16, 1201. [CrossRef]

29. Gao, L.; Cao, K.; Hu, X.; Xiao, R.; Gan, B.; Wang, W.; Lu, Y. Nano Electromechanical Approach for Flexible Piezoresistive Sensor.
Appl. Mater. Today 2020, 18, 100475. [CrossRef]

30. Kang, M.; Kim, J.; Jang, B.; Chae, Y.; Kim, J.H.; Ahn, J.H. Graphene-Based Three-Dimensional Capacitive Touch Sensor for
Wearable Electronics. ACS Nano 2017, 11, 7950–7957. [CrossRef]

31. Atalay, O.; Atalay, A.; Gafford, J.; Walsh, C. A Highly Sensitive Capacitive-Based Soft Pressure Sensor Based on a Conductive
Fabric and a Microporous Dielectric Layer. Adv. Mater. Technol. 2018, 3, 1700237. [CrossRef]

32. Qin, R.; Hu, M.; Li, X.; Liang, T.; Tan, H.; Liu, J.; Shan, G. A New Strategy for the Fabrication of a Flexible and Highly Sensitive
Capacitive Pressure Sensor. Microsyst. Nanoeng. 2021, 7, 100. [CrossRef] [PubMed]

33. Luo, Y.; Shao, J.; Chen, S.; Chen, X.; Tian, H.; Li, X.; Wang, L.; Wang, D.; Lu, B. Flexible Capacitive Pressure Sensor Enhanced by
Tilted Micropillar Arrays. ACS Appl. Mater. Interfaces 2019, 11, 17796–17803. [CrossRef] [PubMed]

34. Zhou, Q.; Ji, B.; Wei, Y.; Hu, B.; Gao, Y.; Xu, Q.; Zhou, J.; Zhou, B. A Bio-Inspired Cilia Array as the Dielectric Layer for Flexible
Capacitive Pressure Sensors with High Sensitivity and a Broad Detection Range. J. Mater. Chem. A 2019, 7, 27334–27346. [CrossRef]

35. Lee, J.; Kwon, H.; Seo, J.; Shin, S.; Koo, J.H.; Pang, C.; Son, S.; Kim, J.H.; Jang, Y.H.; Kim, D.E.; et al. Conductive fiber-based
ultrasensitive textile pressure sensor for wearable electronics. Adv. Mater. 2015, 27, 2433–2439. [CrossRef]

36. Viry, L.; Levi, A.; Totaro, M.; Mondini, A.; Mattoli, V.; Mazzolai, B.; Beccai, L. Flexible three-axial force sensor for soft and highly
sensitive artificial touch. Adv. Mater. 2014, 26, 2659–2664. [CrossRef]

37. Boutry, C.M.; Negre, M.; Jorda, M.; Vardoulis, O.; Chortos, A.; Khatib, O.; Bao, Z.N. A hierarchically patterned, bioinspired e-skin
able to detect the direction of applied pressure for robotics. Sci. Robot. 2018, 3, 24. [CrossRef]

38. Qiu, Z.; Wan, Y.; Zhou, W.; Yang, J.; Yang, J.; Huang, J.; Zhang, J.; Liu, Q.; Huang, S.; Bai, N.; et al. Ionic Skin with Biomimetic
Dielectric Layer Templated from Calathea Zebrine Leaf. Adv. Funct. Mater. 2018, 28, 37. [CrossRef]

39. Lu, P.; Wang, L.; Zhu, P.; Huang, J.; Wang, Y.; Bai, N.; Wang, Y.; Li, G.; Yang, J.; Xie, K.; et al. Iontronic pressure sensor with high
sensitivity and linear response over a wide pressure range based on soft micropillared electrodes. Sci. Bull. 2021, 66, 1091–1100.
[CrossRef]

40. Cho, S.H.; Lee, S.W.; Yu, S.; Kim, H.; Chang, S.; Kang, D.; Hwang, I.; Kang, H.S.; Jeong, B.; Kim, E.H.; et al. Micropatterned
Pyramidal Ionic Gels for Sensing Broad-Range Pressures with High Sensitivity. ACS Appl. Mater. Interfaces 2017, 9, 10128–10135.
[CrossRef]

41. Wan, Y.; Qiu, Z.; Huang, J.; Yang, J.; Wang, Q.; Lu, P.; Yang, J.; Zhang, J.; Huang, S.; Wu, Z.; et al. Natural Plant Materials as
Dielectric Layer for Highly Sensitive Flexible Electronic Skin. Small 2018, 14, e1801657. [CrossRef] [PubMed]

42. Pruvost, M.; Smit, W.J.; Monteux, C.; Poulin, P.; Colin, A. Polymeric foams for flexible and highly sensitive low-pressure capacitive
sensors. NPJ Flex. Electron. 2019, 3, 7. [CrossRef]

43. Chhetry, A.; Kim, J.; Yoon, H.; Park, J.Y. Ultrasensitive Interfacial Capacitive Pressure Sensor Based on a Randomly Distributed
Microstructured Iontronic Film for Wearable Applications. ACS Appl. Mater. Interfaces 2019, 11, 3438–3449. [CrossRef] [PubMed]

355





Citation: Li, J.; Zhang, Z.; Zhu, X.;

Zhao, Y.; Ma, Y.; Zang, J.; Li, B.; Cao,

X.; Xue, C. Automatic Classification

Framework of Tongue Feature Based

on Convolutional Neural Networks.

Micromachines 2022, 13, 501. https://

doi.org/10.3390/mi13040501

Academic Editor: Bihan Wen

Received: 1 March 2022

Accepted: 22 March 2022

Published: 24 March 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

micromachines

Article

Automatic Classification Framework of Tongue Feature
Based on Convolutional Neural Networks
Jiawei Li, Zhidong Zhang * , Xiaolong Zhu, Yunlong Zhao, Yuhang Ma, Junbin Zang, Bo Li, Xiyuan Cao
and Chenyang Xue

Key Laboratory of Instrumentation Science & Dynamic Measurement, North University of China,
Taiyuan 030051, China; jiaweili0123@163.com (J.L.); zxldtc112233@163.com (X.Z.); mailzyl@163.com (Y.Z.);
myh_694@163.com (Y.M.); zangjunbin@nuc.edu.cn (J.Z.); lb@nuc.edu.cn (B.L.); caoxiyuan@nuc.edu.cn (X.C.);
xuechenyang@nuc.edu.cn (C.X.)
* Correspondence: zdzhang@nuc.edu.cn

Abstract: Tongue diagnosis is an important part of the diagnostic process in traditional Chinese
medicine (TCM). It primarily relies on the expertise and experience of TCM practitioners in identifying
tongue features, which are subjective and unstable. We proposed a tongue feature classification
framework based on convolutional neural networks to reduce the differences in diagnoses among
TCM practitioners. Initially, we used our self-designed instrument to capture 482 tongue photos and
created 11 data sets based on different features. Then, the tongue segmentation task was completed
using an upgraded facial landmark detection method and UNET. Finally, we used ResNet34 as
the backbone to extract features from the tongue photos and classify them. Experimental results
show that our framework has excellent results with an overall accuracy of over 86 percent and is
particularly sensitive to the corresponding feature regions, and thus it could assist TCM practitioners
in making more accurate diagnoses.

Keywords: TCM tongue diagnosis; deep learning; convolutional neural network; tongue segmentation;
image classification

1. Introduction

Traditional Chinese medicine (TCM) has received increasing attention and acknowl-
edgment from medical experts since the World Health Organization (WHO) included it
in the latest global medical guidelines [1,2]. Tongue diagnosis is a key criterion for TCM
diagnosis; it is a noninvasive and convenient approach to assess human health [3,4]. How-
ever, tongue features are varied and intertwined, and subtle differences in features may
correspond to completely different diseases. TCM practitioners rely on their expertise and
previous experience to identify tongue features, which are susceptible to environmental
factors, resulting in unstable and inaccurate diagnoses. Therefore, building a system that
can objectively classify tongue features is urgently required.

Generally, tongue feature classification refers to identifying the types of different
tongue features and assisting TCM practitioners to confirm diagnoses. Accurate classi-
fication is difficult due to the minor differences within the inner class. In addition, this
classification mainly extracts and classifies the feature vector of the tongue body images,
rather than the entire tongue regions. However, the tongue image captured by the camera
has other information including lips, teeth, and even facial images. Image segmentation
should be used to eliminate useless information, which can increase the accuracy of the
classification and reduce the amount of calculation. Therefore, objectification and auto-
mated tongue diagnosis are mainly composed of two tasks; tongue image segmentation
and tongue feature classification. Segmenting the tongue from the image is a prerequisite
for tongue feature classification [5].
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For tongue segmentation, traditional methods are generally used, including the region
growing method, threshold method, watershed transformation method, edge detection,
and snake model [6–11]. Nevertheless, the color around the tongue is similar to the
color of the tongue’s body, and the edge contour is relatively fuzzy. The application of
traditional methods to achieve the effect of tongue image segmentation is not ideal. In recent
years, more studies on using semantic segmentation based on deep convolutional neural
networks (CNN) for tongue segmentation have been conducted, and the effect is better
than some traditional image segmentation methods [12,13]. However, most training data
sets used only contain normal tongue images, thereby reducing the clinical practicability
and robustness of the segmentation algorithm.

In the research of tongue classification, many scholars digitize tongue features and
classify them according to particular threshold standards [14,15]. Nevertheless, the accuracy
of recognition is unsatisfactory. A number of scholars have also developed classification
models for various tongue features using CNN. They use convolution operations to extract
high-level semantic features and support vector machine (SVM), softmax, or other classifiers
for classification. These approaches have been shown to be effective in the recognition
of various features of tongue texture, tongue coating, and tongue shape [3,16–18]. These
studies, however, only focus on a few features and do not systematically obtain all tongue
features for analysis based on the theory of TCM tongue diagnosis; thus, the results lack
clinical significance.

In this paper, we use the CNN approach to deal with these limitations. The main
contribution and innovation of this paper is the optimization of the usability, efficiency, and
interpretability of the tongue diagnosis classification method. First, our method is to classify
11 tongue features according to TCM theory, which can identify more comprehensive
tongue features and is consistent with TCM theory to assist practitioners in making more
standard diagnoses. Therefore, a clinical and standard data set with 11 tongue features
was constructed due to the lack of a relevant open-source data set. In contrast, most
previous studies have classified one or a few features, which are not applicable to clinical
use. Second, we propose a tongue region extraction method, which can convert the original
image of the tongue into a smaller pixel image before segmentation and classification to
improve the efficiency and accuracy of segmentation and classification. Finally, we use
GradCAM to visualize the decisions of the classification network, enabling the user to know
where anomalous features appear and to better understand the basis of the classification.
The proposed method is described in detail in Section 2, and the experimental results are
presented in Section 3. Section 4 concludes this study.

2. Related Works

The main challenge in the domain of tongue diagnosis classification systems is to
digitize the diagnostic experience of TCM practitioners in order to allow models to make as
clinically meaningful and accurate diagnoses as TCM practitioners do. Such models are gen-
erally composed of two parts: tongue segmentation and classification of tongue features.

In the field of tongue segmentation, Li et al. [19] transformed the tongue image into HSI
color space and used thresholding to obtain the initial region of the tongue body, and then
used the tongue root and upper lip gap region to remove the irrelevant region to achieve
the final segmentation. Shi et al. [20] combined the geometrical Snake model with the
parameterized GVFSnake model to establish the C2G2FSnake tongue segmentation model.
They introduced color space information as control information to update the external force
parameters to control the accuracy and velocity of the curve, and then applied the gradient
vector flow field (GVF) to obtain the results. However, these methods based on traditional
image processing techniques will occasionally judge similarly colored regions around the
tongue as tongue pixels as well, and the segmentation edge is rough. The segmentation
effect of the traditional method is not ideal. In [12,13,21,22], semantic segmentation methods
such as FCN, SegNet, and ResNet were applied to tongue segmentation. These methods
using CNN for feature extraction can precisely distinguish the difference between tongue
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pixels and irrelevant pixels, and the contour of the segmentation result is smooth. Also,
these methods do not require manual assistance at all. However, the data sets referenced
by these methods are normal tongue images and lack clinicality. Therefore, this paper
uses semantic segmentation based on CNN for the tongue segmentation and uses clinical
tongue images as the data set for training, which is more clinically relevant.

In the field of tongue feature classification, Zhang et al. [14] extracted the tongue
measurements, distances, areas, and their proportions from the tongue image and classified
the tongue shape using a decision tree. Bo et al. [15] corrected the tongue deflection by
applying three geometric criteria and then classified tongue shapes by analytic hierarchy
process according to seven geometric features defined by various measurements of length,
area, and angle of the tongue. These methods are used to convert specific tongue features
into digital quantities by corresponding image processing, and then classifiers such as
decision tree or SVM are used to achieve feature classification. However, the classification
accuracy of these methods is not ideal, and it can only classify a few specific features,
which is not very practical. Li et al. [3] proposed a method for the recognition of tooth
marks. The method first generates suspicious regions based on concavity information, then
extracts the depth features within the regions by CNN, and finally uses multiple-instance
SVM to complete the final classification. Tang et al. [16] selected suspected rotten-greasy
tongue coating patches firstly, and then used ResNet to extract features of each patch
to complete the classification of the curdy or greasy coating by MI-SVM. These tongue
feature classification methods based on deep learning can automatically extract more
detailed and relevant features by CNN for different tongue features with higher accuracy.
However, these classification methods currently classify only a few tongue features and
cannot effectively assist physicians in clinical diagnosis. In addition, interpretability is very
important for medical diagnosis results, but these methods are to draw direct conclusions
without explainable process. Therefore, we built a classification model for 11 tongue
features using CNN and visualized the decisions for the classification using GradCAM.

3. Methods

A tongue feature classification method is proposed, and the entire framework detail
is shown in Figure 1. To extract the tongue region from the original input images, the
recognition algorithm with 68 facial landmarks in the dlib library is upgraded. Then, the
tongue images are segmented by the UNET [23]. Lastly, we build 11 tongue classification
models by using the Residual Network (ResNet) [24] according to the different features. In
addition, the Grad-CAM [25] is used to provide visual explanations for model decisions.
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3.1. Data Sets

The tongue images in the data set were collected with consistent conditions and high
resolution to ensure the objectivity and effectiveness of the classification. The tongue
images of the data set, which contains 482 photos with the pixel size of 3264 × 2448, were
collected by a custom designed tongue diagnosis instrument (Figure 2). The tongue image
was then classified by the expert TCM practitioners from Shanxi University of Chinese
Medicine’s Affiliated Hospital who have received extensive training and have normal or
corrected vision. Eleven datasets were created based on different features, including six
tongue body features and five tongue coating features (Table 1).
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Table 1. Tongue Features.

Features Inner-Class

Tongue color
Pale tongue, Light red tongue, Light cyanosed tongue, Red
tongue, Deep red tongue, Cyanosed tongue, Ashen tongue,

Red tongue borders and tip
Rough and tender tongue Normal, Rough tongue, Tender tongue

Puffy and thin tongue Normal, Puffy tongue, Swollen tongue, Thin tongue
Spots and prickles tongue Normal, Spots and prickles tongue

Fissured tongue Normal, Fissured tongue
Tooth-marked tongue Normal, Tooth-marked tongue
Tongue coating color White coating, Yellow coating, Grayish black coating

Thin and thick coating Thin coating, Thick coating
Moist and dry coating Moist coating, Slippery coating, Dry coating

Curdy and greasy coating Normal, Greasy coating, Curdy coating
Peeled coating Normal, Peeled coating

3.2. Extraction of the Tongue Region

The original image captured by the tongue diagnostic instrument is a photograph
containing the entire face as well as the edges of the instrument. The extraction of the
tongue region can improve the efficiency of tongue segmentation by accurately labeling
the tongue segmentation and reducing the amount of image segmentation computation.
However, no detector for images of sticking out tongues is available at present. In this
stage, we upgraded the facial landmark recognition algorithm in the dlib library to extract
the tongue region. The steps were as follows:

Step 1: Load the original image into the facial detector and obtain a matrix containing
pixel coordinate information of all 68 facial landmarks. Extract the coordinates of each
landmark using traversal and label them with sequential numbers. Then, record the
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coordinates of the 49th, 55th, and 9th of the 68 landmarks, which are the landmarks on the
sides of the mouth and the bottom of the chin respectively.

Step 2: Calculate the bounding box of the tongue area according to the coordinate
difference ratio in the result of step 1. The height, width, and center point coordinates of
the bounding box are calculated as follows:

height = y3 −
y1 + y2

2
+

x2 − x1

2
(1)

width = 2 × (x2 − x1) (2)
[

xcenter
ycenter

]
=

[
x1+x2

2
y3 +

x2−x1
4 − height

2

]
(3)

where (x1, y1) and (x2, y2) are the coordinates of the landmarks on the sides of the mouth,
and (x3, y3) are the coordinates of the landmark on the bottom of the chin.

Step 3: Cut out the tongue region from the original image (Figure 3b) according to the
bounding box.
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Figure 3. (a) Original image with 68 facial landmarks. (b) Tongue region image. (c) Edge annotation
of tongue. (d) Tongue contour image.

We also built a data set for tongue segmentation after completing the task of ex-
tracting the tongue region of the original images. We manually labeled the edges of the
tongue with the labelme software (Figure 3c) and generated corresponding contour images
(Figure 3d). Tongue feature annotations were included with each contour image, and the
data set was divided into the training set, validation set, and test set for the training of the
segmentation model.

3.3. Segmentation of Tongue Images

As stated in Section 1, tongue segmentation can improve the effect of tongue feature
classification by eliminating invalid information from the images. In this stage, we selected
the UNET [23] based on deep CNN to complete the task of tongue segmentation. This
method judges the category of each pixel in the image to obtain the tongue contour.

1. Structure: The structure of UNET can be divided into two parts (Figure 4). The
first half of the UNET is the backbone feature extraction network. VGG16 [26] was
chosen for feature extraction, which is a stack of convolution and maximum pooling
operations. A feature layer with a new scale can be acquired after each pooling,
resulting in five feature layers with distinct scales. The up-sampling part takes up the
second half. The five feature layers were merged through the up-convolution method
to produce an effective feature layer that contains all the features. The category of
each pixel can be predicted according to the last obtained effective feature layer.
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Figure 4. Structure of UNET.

2. Training: The data set for tongue segmentation was divided into the training set,
validation set, and test set according to 8:1:1. The data were enhanced prior to training
by random rotation and horizontal flipping of the image, as well as normalization.
The loss included cross-entropy loss and dice loss. Adam algorithm was applied for
optimization. Then, we used the official weight of the UNET network in the ImageNet
data set as the initial weight for transfer learning. A total of 160 rounds were used
to train the network. The weights of the backbone network were frozen in the first
80 rounds for rough training, and the learning rate was 1 × 10−4. The global network
was trained with a learning rate of 1 × 10−5 in the last 80 rounds for fine training.

3. Image Processing: The segmented contour images were processed by grayscale.
Through observation, the generated gray image had a single gray level, with black
pixels in the outer circle. Therefore, the grayscale image could be used as a mask to
perform AND operate on the original tongue region image to realize the separation
of the tongue. Then, we appended corresponding labels to the segmented tongue
images to create classification data sets, which were also divided into the training,
validation, and test sets for the training of the classification models.

3.4. Classification

We used the ResNet-34 [24] networks to classify tongue features.

1. Structure: Residual Network (ResNet-34) is a deep CNN with 34 layers, including
16 residual blocks, each with two layers (Figure 5). The last layer is an FC layer for
tongue feature classification. The residual network increases the depth of the network
through the connection of multiple residual blocks, while also avoiding the problem
of gradient disappearance or gradient explosion.
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2. Training: The data sets for tongue feature classification are divided into the training set,
validation set, and test set according to 6:2:2. The data are enhanced and normalized in
the same way as the segmentation network preprocessing. The official model trained
by ImageNet is used for initialization. The training is terminated after 160 rounds at a
learning rate of 1 × 10−4. The models are trained separately for 11 different tongue
feature data sets. At the end of the network, the output layer is adjusted accordingly to
the number of internal categories of the different features, and the final classification
judgment is made using the argmax function.

3.5. Feature Visualization

In this stage, we used Grad-CAM [21] to produce visual explanations for decisions
from tongue feature classification models.

TCM practitioners perform tongue diagnoses by identifying corresponding features
in various positions on the tongue. Therefore, whether the corresponding feature area
contributes more in tongue feature classification models should be determined. The Grad-
CAM algorithm is a method for visualizing the feature maps in CNNs. The algorithm
assigns importance values to each neuron through the gradient information of the back
propagation of the network, and then generates a heat map by linear weighted summation
to obtain the regions that the model focuses on. The tongue feature classification model
can be divided into two parts: feature extraction and classifier. The classifier only classifies
based on the extracted features, while the last convolutional layer of the feature extraction
part is the one with the richest semantic information of tongue features. Therefore, the
feature map of this layer is used for visualization. The specific realization of visualization
of the corresponding regions of tongue features is as follows:

Step 1: Calculating the gradient of the classification score of the tongue feature to the
last convolutional layer in conv5_x of ResNet-34. Then, similar to global average pooling,
each pixel value is averaged in each channel dimension to obtain the neuron importance
weight. The formula is as follows:

αc
k =

1
Z ∑

i
∑

j

∂yc

∂Ak
ij

(4)

where Z represents the number of pixels in the feature map, and Ak
ij represents the pixel

value at position (i, j) of the k-th feature map.
Step 2: the neuron importance weight is multiplied by each channel, added, and finally

rectified by ReLU to obtain the heat map. The formula is as follows:

Lc
Grad−CAM = ReLU

(
∑
k
αc

kAk

)
(5)

4. Results

In this section, we present the experimental results of the proposed method. The
metrics pixel accuracy (PA) and mean intersection over union (MIoU) are used to evaluate
the effect of tongue image segmentation, and the accuracy (Acc) and F1-Score are adopted
to evaluate the final classification results. The calculation formulas of PA, MIoU, Acc, and
F1-Score are as follows:

PA =
∑k

i=0 pii

∑k
i=0 ∑k

j=0 pij

(6)

MIoU =
1

k + 1

k

∑
i=0

pii

∑k
j=0 pij + ∑k

j=0 pji − pii

(7)

Acc =
TP + TN

TP + FN + FP + TN
(8)
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F1 − score =
1
c

c

∑
k=1

2pk × rk

pk + rk
(9)

where k represents the number of categories other than the background, and pij represents
the number of pixels belonging to the i category, predicted to be the j category pixels.
Therefore, pii represents true positive (TP), and pij and pji are false positive (FP) and false
negative (FN) respectively; pk represents precision, and rk represents recall rate.

4.1. Results of Tongue Image Segmentation

We have compared the GrabCut [27] algorithm, which is based on edge detection of
image processing, with the UNET segmentation model after the same processing to verify
the feasibility of the segmentation model. The effect comparison is shown in Figure 6, and
the values of PA and MIoU corresponding to the segmentation results are shown in Table 2.
The GrabCut algorithm has more isolated noises in the segmentation. On the contrary, the
UNET algorithm based on deep CNN has a better tongue image segmentation effect.
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Table 2. GrabCut and UNET segmentation results.

Method PA MIoU

GrabCut 79.96% 66.26%
UNET 98.54% 97.14%

4.2. Results of Tongue Feature Classification

To verify the feasibility of the classification models, we test them on the test data sets.
Figure 7 visualizes the result of tongue image classification. Table 3 shows the specific
result parameters of the models for identifying the different categories of tongue features.
The data show that the recognition effect is ideal, with an overall recognition accuracy of
86.14% and an overall F1-Score of 80.06%.
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Table 3. Tongue feature recognition result parameters.

Feature Acc F1-Score

Tongue color 62.4% 55.2%
Rough and tender tongue 91.6% 83.6%

Puffy and thin tongue 86.3% 74.4%
Spots and prickles tongue 83.3% 76.5%

Fissured tongue 87.5% 82.9%
Tooth-marked tongue 86.7% 84.0%
Tongue coating color 87.5% 86.5%

Thin and thick coating 89.5% 89.2%
Moist and dry coating 87.4% 67.0%

Curdy and greasy coating 86.3% 87.2%
Peeled coating 98.9% 94.2%

4.3. Visualization of the Indicator Regions of Tongue Feature Classification

The Grad-CAM algorithm is used to process the final convolution layer of the classifi-
cation model. Figure 8 shows the results of part of the feature classification model. The
red area in the heat map has a greater impact on recognition, whereas the blue area has
less impact. The observation shows that the classification model is more sensitive to the
corresponding characteristic regions, confirming that it has high practical clinical value.
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5. Conclusions

We have proposed a tongue feature classification method based on CNN. The proposed
method has three stages. First, the upgraded dlib facial 68 landmark algorithm is used
to extract the tongue region. Second, the UNET network is used to accurately segment
the tongue image. Finally, the ResNet network is used as the backbone feature extraction
network to achieve the final classification of the characteristics of tongue texture and
tongue coating and visualize the decisions using GradCAM. The experiment shows that
the method has good accuracy for tongue feature recognition, with an overall accuracy rate
of over 86%, and it is more sensitive to the corresponding feature regions. Compared with
other approaches, our method identifies more comprehensive features and is more in line
with TCM theory, which is suitable for clinical tongue diagnosis. When patients register
at the hospital or have remote treatment, the approach can complete the classification of
tongue features in advance, saving the time of TCM practitioners and thus allowing more
patients to receive treatment. In addition, the GradCAM algorithm is applied to obtain
a visible reference position of the network’s decisions, which can help users to know the
location of their tongue abnormalities and help novice practitioners to gain experience.
However, the approach is not applicable to children with small faces or those who have
difficulty extending their tongues because the tongue diagnostic instrument cannot perform
accurate tongue acquisition in these individuals.

In addition, the proposed method can be found to have some deviations in the evalua-
tion indexes when performing the classification of tongue color features. We believe there
are two reasons for the phenomenon. One is because there is little variation in the inter-class
features of tongue color, the confidence levels of these classes are similar and not high
enough in the final fully connected layer of the network. The method selects the class with
the highest confidence level by the argmax function, which leads to insufficient accuracy.
Another is that the number of samples within the class of the data set for tongue color
features is unevenly distributed, making the classification of these features less accurate.
Therefore, the method still needs to be improved for the network model and data sets
afterwards.
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