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Preface to ”Mathematical Modelling of Energy
Systems and Fluid Machinery 2022”

The digitalization of the energy sector is of paramount importance and, at the same time,

an ever-increasing phenomenon. For example, it is worth noting how IoT technologies and the

widespread utilization of digital twins are changing the way in which energy systems and fluid

machinery are conceived and designed. However, this can only be achieved if these new ICT

technologies are posed on solid bases for the representation of energy systems and fluid machinery.

Therefore, mathematical modelling is still relevant, and its importance cannot be underestimated.

This Special Issue, which follows a previous one on the same topic, is intended for a collection of

contributions about the mathematical modelling of energy systems and fluid machinery in order to

build and consolidate this base of knowledge.

Michele Pinelli, Alessio Suman, and Nicola Casari

Editors
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Performance Analysis of WHR Systems for Marine
Applications Based on sCO2 Gas Turbine and ORC
Fabrizio Reale * , Raffaela Calabria and Patrizio Massoli

Institute of Sciences and Technologies for Sustainable Energy and Mobility, STEMS-CNR, 80125 Naples, Italy
* Correspondence: fabrizio.reale@cnr.it

Abstract: Waste heat recovery (WHR) can represent a solution to improve the efficiency of ships’
propulsion, helping to exceed stringent greenhouse gas emission limits. This is particularly suitable
in the case of propulsion based on gas turbines due to their medium-high temperature level of
the exhaust gases. This study analyzes the performance of a hybrid energy grid, in which the
heat is recovered by the exhaust gases of an aeroderivative gas turbine, a GE LM2500+, when the
bottoming system is a supercritical CO2 gas turbine. Given the issues and peculiarities related to the
onboard installation, where size and weight are fundamental concerns, six WHR schemes have been
analyzed. They span from the simple cycle to partial preheated and regenerative, to a cascade layout
in which an ORC system receives thermal power by the sCO2 GT. The influence of the seawater
temperature on the performance of the hybrid energy system has been also considered. The energetic
and exergetic performance comparison of the different schemes has been carried out by using the
commercial software Thermoflex. The results showed that an increase in overall performance by up
to 29% can be obtained and that the increase in seawater temperature can lead to a decrease in the
overall performance.

Keywords: waste heat recovery; WHR for marine applications; sCO2 gas turbine; ORC; hybrid
energy system; performance analysis of WHR system

1. Introduction

The International Maritime Organization (IMO) established the first set of mandatory
international measures in 2011 to improve the energy efficiency of ships and to reduce
greenhouse gas (GHG) emissions in accordance with the International Convention for the
Prevention of Pollution from Ships (MARPOL). In 2018, the IMO adopted the Initial Strategy
on the reduction of GHG emissions from shipping, which aims to achieve a 40% reduction
of CO2 emissions per transport work compared to 2008 levels by 2030. In addition, it sets
the targets to decrease the total annual GHG emissions by 50% and the CO2 emissions per
transport work by 70% by 2050, also compared to 2008 levels [1]. Carbon dioxide emissions
from shipping are primarily generated by container ships, bulk carriers, and oil tankers,
accounting their emissions for approximately 60% in 2012 [2].

Waste heat recovery (WHR) may be a viable solution to enhance overall energy
efficiency since it allows to increase the available power with the same amount of fuel
and the same quantity of greenhouse gas emissions. The importance of WHR in the
shipping context becomes evident considering the recent efficiency index imposed by IMO
as mandatory since 2023, the Energy Efficiency Existing Ship Index (EEXI) [3]. This index
allows us to measure the ship’s energy efficiency. EEXI is indeed a measure of the energy
efficiency of a vessel and depends on its design, which is fixed, while the carbon intensity
indicator (CII) is used to consider operational factors. EEXI represents the CO2 emissions
divided by the transport work and is expressed in grams-CO2/tonne-mile. WHR, saving
power and reducing both engine power and specific fuel consumption, is a measure that
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can be applied to reduce EEXI, avoiding more complex and costly actions such as vessel
designs changes.

Alongside these beneficial impacts, the implementation of WHR systems in marine
applications should be evaluated considering the constraints of high efficiency, high power
density, and small footprint in terms of volume and weight. WHRs should be capable of
functioning effectively even in the case of transient heat source and sink properties. Indeed,
the ambient conditions can vary with respect to the inlet conditions of the main prime
mover and the temperature of the seawater, which serves as the cold sink in of the cycle [4].

Diesel engines are currently the most widely used for power generation in several
types of vessels. In fact, for all civilian ships exceeding 100 gross tons, approximately
96% of the installed output is generated by diesel plants, which typically operate at about
50% of efficiency. Implementing WHR systems can further enhance the overall efficiency,
considering that most of the wasted heat is between low and medium quality. In fact, in
diesel engines, the waste heat can be recovered from different sources, such as exhaust gas,
air cooler, lubricating oil cooler, or jacket water cooler. All sources are at low temperatures,
with the exception of exhaust gases [4]. Gas turbines (GTs) have a more limited use in
shipping due to their typical lower efficiency compared to diesel engines. However, GTs
have a significantly higher power density, requiring less space and weighing less than
diesel engines [5]. The medium-high temperature waste heat, which is recoverable from the
exhausts of gas turbines, allows us to consider combined cycle power plants overcoming
this constraint. In marine applications, a conventional combined cycle, in which the
bottoming cycle is a steam Rankine cycle, can be used when the GTs directly drive the
propeller shafts, in the case of combined gas turbine and steam configuration (COGAS) or
in the case of turboelectric transmission for the combined gas turbine electric and steam
(COGES) configuration [6].

The electric configuration offers the advantage of a single engine able to simultane-
ously supply power to multiple shafts and to the onboard services’ load demand. However,
the main drawback is related to the reduced efficiency due to the conversion of mechanical
power first into electricity and then into mechanical power again. The electrical trans-
mission optimizes the positioning of the engines on board [7]. In this context, waste heat
recovery from the exhausts opens up possibilities for more interesting and more innova-
tive solutions such as Organic Rankine Cycles (ORC) and, more recently, closed Brayton
cycles, in which carbon dioxide in supercritical conditions is the working fluid. In this way,
the COGAS or COGES configuration gives way to hybrid energy systems. The exhaust
temperature at the exit of aeroderivative gas turbines is generally greater than 450 ◦C [8],
and this may be a constraint on the individuation of the most appropriate waste heat
recovery system. Indeed, ORC systems are a valid technical solution for waste heat recov-
ery, primarily in the case of a heat source temperature range between 100 ◦C and 400 ◦C,
because the upper limit is imposed by the flammability, low chemical stability and the risk
of decomposition of the organic fluids at high temperature [9,10].

However, supercritical carbon dioxide gas turbines (sCO2 GT) have a high efficiency,
specifically within the medium-high temperature range. Initially, the supercritical CO2
power cycle was recognized as a promising technology to recover heat in high-efficiency
IV-generation nuclear reactors because the operating temperatures of these reactors are
500–900 ◦C and, in this range, this choice is more efficient than others [11]. In particular,
for temperatures exceeding 700 ◦C, sCO2 power cycles may be considered the only avail-
able option for waste heat recovery [10]. Furthermore, the turbomachinery is compact
and approximately 10 times smaller than that of steam Rankine cycle turbomachinery
because the fluid remains dense throughout the entire system and the volumetric flow rate
decreases [12].

A Brayton cycle that utilizes sCO2 as a working fluid combines, in fact, the advantages
of both the Rankine cycle and gas turbines. This is due to the specific properties of a
fluid under supercritical conditions [11]. Moreover, the pressure ratio is considerably
lower compared to other Brayton or Rankine cycles. For these reasons, in recent years,
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the researchers’ interest in this type of power cycle significantly grew up, extending the
range of utilization to include geothermal applications, renewable plants, or waste heat
recovery. The sCO2 Brayton cycle enables the possibility of further cascading waste heat
recovery, and an impressive number of layout configurations have been explored for both
stand-alone and combined cycles [13].

Since the initial studies conducted by Feher [14] and Angelino [15] on sCO2 power
cycles over fifty years ago, several layouts have been defined and analyzed to determine
the best performance conditions [12]. The simplest architectures are both simple and
regenerative cycles, which are particularly suitable for WHR from gas turbine exhausts [16],
preheating can also be considered as an effective solution [17]. The simple Brayton cycle is
understandably the most straightforward and lightweight option, while the recuperative
cycle incorporates only one additional heat exchanger with respect to the first one.

The introduction of other additional components (e.g., preheater and other heat
exchangers or further compressors or turbines) can result in more complex layouts and
higher performance levels. Several studies have shown that the recompression cycle is
the most efficient architecture, mainly for nuclear applications, but the slight temperature
difference in the heater, coupled with the lower heat recovered by the exhaust gases, makes
it less suitable for waste heat recovery [16]. Indeed, the volume and weight footprints have
to be considered in marine applications, but also the characteristics of the working fluid, in
terms of toxicity and flammability, and the simplicity of the layout, which may mean less
maintenance, acquire great importance in the layout choice. It is clear that the high working
pressure and the consequent compact layout allow us to consider this solution suitable in
the case of space-limited applications [8]. Moreover, carbon dioxide is non-flammable and
non-toxic, and pure CO2 has reduced corrosion issues [13]. Of course, one of the major
issues in systems placed on board ships is the sealing of the system due to the impulses
and vibrations to which the system is subject due to the motion and vibrations typical of
the vessel. Particular attention is paid to the control of sCO2 leaks in the system, which can
generate unwanted CO2 emissions.

The opportunities related to the utilization of sCO2 GTs in marine applications have
been discussed in the recent literature, exploring various layouts, and analyzing potentiali-
ties and the economic aspects. Wang et al. [9] focused their attention on a thermodynamic
configuration method to design recuperative sCO2 gas turbines for WHR of marine engines.
Results of simulations of their proposed combined system proved that a thermal efficiency
of up to 33.17% can be obtained. Sakalis [18] proposed an integrated energy system in
which the sCO2 gas turbine recovers waste heat from the exhausts of a turbocharged
marine diesel engine, focusing on the techno-economic performance. Results highlighted
that the introduction of the sCO2 power cycle can be economically justified, leading to a
reduction of operational fuel costs. Hou et al. [19] proposed a combined cooling, heating,
and power system using the waste heat of a marine gas turbine. Their layout was based on
a recompression cycle, two trans-critical CO2 refrigeration cycles, and a steam generator.
Hou et al. [20] defined a combined sCO2 recompression and regenerative cycle for WHR.
Results of the multi-objective optimization highlighted that their proposed layout could
improve the part-load performance of the ship. Du et al. [21] defined a thermodynamic
model of a marine sCO2 recompression cycle, focusing on the size optimization of the
sCO2 cycle in a limited space. Pan et al. [22] proposed a modified sCO2 recompression
Brayton cycle as WHR in a ship-defined dual turbine-alternator-compressor recompres-
sion sCO2 system. Results of their simulations showed that their scheme can lead to an
increase in energetic and exergetic efficiency with a more compact layout and an increase
of the Energy Efficiency Design Index of about 1%. Hu et al. [23] analyzed the effects of
the rolling motion on the heat transfer and, consequently, on the efficiency of the sCO2
Brayton cycle used as waste heat recovery. Their study has been carried out considering
extreme ocean conditions, to highlight the Instabilities related to the rolling motion. Guo
et al. [24] proposed a WHR system based on the sCO2 Brayton cycle, transcritical CO2 cycle,
compressed CO2 energy storage, and thermal storage system. Results of their thermody-
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namic model highlighted that the thermal efficiency reaches 40%. Sao et al. [25] proposed a
recompression-regeneration sCO2 combined cycle as a WHR system of a marine gas turbine
in substitution of diesel-based power packs. The thermal efficiency of the hybrid energy
system of 52.5% can be achieved as a result of numerical simulations. The availability of
an additional amount of waste heat to be recovered from the sCO2 Brayton cycle makes it
possible the introduction of further bottoming cycles. In particular, an ORC system can be
located between the first bottoming cycle and the cold heat sink [12,26–28].

The purpose of this article is to examine the opportunities related to the waste heat
recovery for marine applications, with the main focus on improving performance levels
when the bottoming cycle is a closed Brayton cycle, in which supercritical carbon dioxide
is the working fluid. The main energy system subject of the study is the GE LM2500+
aeroderivative gas turbine of 30 MW. Given the issues and peculiarities related to the
onboard installation, six different WHR layouts have been considered and examined, with
an increasing complexity in terms of the number of components but also with an increasing
efficiency. Five of these are based on sCO2 gas turbines, while the sixth is a more complex
sCO2 GT–ORC cascade layout.

An energetic and exergetic performance comparison has been carried out for the differ-
ent WHR schemes. The numerical approach allows a thermodynamic analysis, considering
the peculiarities of carbon dioxide in supercritical conditions and also the pressure and
thermal losses and efficiencies of each component.

The last section of the analysis looks at the influence of seawater temperature variations
on the hybrid energy system behavior. In this way, it is analyzed the performance of WHR
systems based on sCO2 gas turbines when the layouts are simpler with respect to the
recompression one, highlighting the improvement related to each layout modification
and considering that the effects of seawater temperature variations on the WHR system
efficiency and overall load cannot be neglected.

2. Hybrid Energy System Layout

As stated above, the supercritical CO2 gas turbine is suitable to be a good technological
solution for waste heat recovery, especially in the case of medium-high temperature levels
of the exhaust gases. The following six bottoming gas turbine layouts are modeled and
analyzed, considering both the need to simplify the scheme and to keep the weight within
certain limits:

1. Simple sCO2 Brayton cycle;
2. Recuperated sCO2 Brayton cycle;
3. Preheated and Recuperated sCO2 Brayton cycle;
4. Partially Preheated and Recuperated sCO2 Brayton cycle;
5. Dual heated Cascade cycle;
6. Organic Rankine cycle coupled to the preheated and recuperated sCO2 Brayton cycle.

For the sake of simplicity, the LM2500+ gas turbine has been depicted in the figures as
a turbine coupled to a compressor.

The first scheme provides the simple Brayton cycle, consisting of a compressor, turbine,
and two heat exchangers for the hot and cold source, respectively (Figure 1).

Figure 2 reports a recuperated Brayton cycle (layout 2), in which part of the heat
available at the turbine outlet is used to heat the gas leaving the compressor, to increase the
global efficiency of the entire system.

4
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The third scheme, shown in Figure 3, is a preheated and recuperated one. The ad-
ditional heat exchanger can be useful to increase the thermal power addressed to the
bottoming cycle and to reduce the exhaust gas temperature, with the stack temperature
limited to 100 ◦C. In this way, it is possible to further heat of the working fluid before
entering into the recuperator.
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In addition, a partial preheating can be considered by the splitting of the compressed
working fluid between the recuperator and preheater. This scheme is depicted in Figure 4.
In this layout, the sCO2 stream is separated at the compressor outlet in the following two
different streams: the first enters in a low-temperature heater while the second goes to a
recuperator. Then, the two streams enter together in a high-temperature heater [28].
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The fifth sCO2 GT layout is reported in Figure 5 and regards the dual heated cascade
cycle described in [28] and originally proposed in [29] as follows: a low-temperature turbine
and a further heat exchanger are added with respect to the previous scheme. The layout
provides two recuperators in series, namely, a low-temperature recuperator (LTR) and a
high-temperature recuperator (HTR). The hot exhausts are used to heat the high-pressure
sCO2 before entering in both the turbines.
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Supercritical CO2 exiting the turbine has a temperature that allows to consider a further
waste heat recovery, and the latter scheme (Figure 6) regards a hybrid energy system in
which a simple ORC system receives thermal power by the sCO2 Brayton cycle. The simple
Rankine cycle has been individuated to limit the complexity of the layout and to consider
that the sCO2 temperature at the compressor inlet should be close to the supercritical
temperature. The cis-1,1,1,4,4,4-hexaflouro-2-butene, R1336mzz (Z), a hydrofluorolefin
(HFO), is selected as working fluid of the ORC plant because of its low ODP and GWP
values, low toxicity and flammability and good thermodynamic properties [30], as reported
in Table 1, in which A1 denotes that R1336mzz (Z) is low toxicity (A) and presents no flame
propagation (1) when tested as per the standard.
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Table 1. R1336mzz (Z) thermo-physical properties.

Chemical Formula CF3CHCHCF3
ODP 0

GWP 100 years 2
ASHRAE Standard 34 Safety Class A1

Atmospheric life time, year 0.060274
Molar weight, kg/kmol 164

Critical pressure, bar 29.4
Critical temperature, K 444.45

3. Integrated Energy System Modeling and Validation

The steady-state behavior of the hybrid energy system is simulated using the commer-
cial software Thermoflex of the Thermoflow suite [31], which enables the REFPROP–NIST
property function for the gas stream to be used as required [32]. Thermoflex is a thermo-
dynamic modeling software based on mass and energy balancing, and its database offers
several modules and subsystems, which can be used as a black box to build complex energy
system layouts.

The software allows the simulation of both design and off-design conditions. In this
study, Thermoflex has been used in “thermodynamic design” conditions as follows: the
software solves energy and mass balances to evaluate the thermodynamic performance.
The main gas turbine has been modeled using a black-box approach, considering that the
software embedded a wide commercial gas turbine library for design data and part load
performance maps. The bottoming cycles have been modeled considering and connecting
each single component (e.g., compressor, pump, heat exchanger, turbine, condenser) with
the others. Some characteristic parameters (e.g., efficiency, pressure losses, thermal losses)
have been taken by the literature. The software allows the use of control loops and to carry
out parametric analysis.

The ideal gas equation of state (EoS) is not the most suitable in the case of carbon
dioxide in supercritical conditions. To this aim, commercial codes such as Aspen Plus or
Ebsilon Professional allow the selection of another, more suitable, equation of state such
as the Peng-Robinson EoS [33] or the Lee–Kesler–Plöcker EoS [34]. Thermoflex, instead,
allows us to use the REFPROP program, distributed through the Standard Reference Data
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program of NIST, which provides thermophysical properties of pure fluids and mixtures
over a wide range of fluid conditions, including liquid, gas, and supercritical phases. The
NIST REFPROP database provides the most accurate thermophysical property models
for a variety of industrially important fluids and fluid mixtures, including accepted stan-
dards [35]. White et al. [36] conducted a comparative study on the evaluation of property
methods for model sCO2 power cycles, even if mainly focused on direct-fired cycles, as
follows: they concluded that REFPROP is a good performing property method when the
working fluid is pure carbon dioxide in supercritical conditions, as also highlighted in [37].

In recent years, Thermoflex has been used in various research papers on hybrid energy
systems based on gas turbines (see ref. [38] as regards the numerical models used for the
small-scale plants based on micro gas turbines) and has been used to simulate sCO2 power
cycles both in case of direct or indirect fired cycles, e.g., in [27,39,40].

This study is addressed to compare the layouts in the case of full-load conditions, and
all parameters characterizing each component are considered to be constant (e.g., efficien-
cies of the rotating components and the heat exchangers) and are defined by the literature.

The main gas turbine is the aero-derivative GE LM2500 [41], which is installed on
many ships (e.g., the Italian Navy PPA offshore patrol ships [29] and the V/STOL aircraft
carrier Cavour [42], the RMS Queen Mary 2 cruise ship [43] and Millennium class of
Celebrity Cruises [44]). Thermoflex includes performance and exhaust data within its
software library for several configurations of this gas turbine model [31]; that data have
been used by the literature in simulations and model comparisons, e.g., in [45,46]. Table 2
shows the LM2500+ reference data at full load condition, as reported by Thermoflow. The
declared maximum model error in the test range is >0.5% for power, exhaust temperature,
and mass flow.

Table 2. LM2500 reference data.

Model GE LM2500 + RB (G4)
Shaft 2

Pressure Ratio 23
Air Flow 88 kg/s

TOT 511 ◦C
Gen Power 32,686 kW

LHV eta 39.7%

The version of the turbine, which has been chosen for the study, is the natural gas-
fueled LM2500+ G4. This solution is actually provided mainly in the case of stationary ap-
plications, but it represents an emerging solution in the case of liquefied natural gas (LNG).

The identification of the design parameters of sCO2 gas turbines has to consider the
lack of experimental information. The experimental data regarding mainly prototypes and
several characteristic parameters (e.g., isentropic compressor efficiency) can strongly differ
with respect to the values considered as references in the theoretical or numerical studies
by the literature [47].

The parameters of the sCO2 power cycle and ORC system models are defined by data
published in the literature and presented in Table 3.

Table 3. sCO2 GT/ORC model parameters.

Model Parameter

Compressor efficiency 80%
Turbine/expander efficiency 85%

Heat exchanger efficiency 90%
sCO2 GT min/max pressure 76.3/260 bar

ORC min/max pressure 0.8/25 bar

8



Energies 2023, 16, 4320

The isentropic efficiency range of the compressor usually varies between 76% [18]
and 80% [20,48,49], while the turbine efficiency values are usually between 85% [49] and
90% [17]. These values are mainly used by the literature. Thermoflex uses the polytropic
efficiency, and the compressor efficiency is set at 80%, while the turbine efficiency is
set at 85% to consider the isentropic efficiency in the range of the values considered by
the literature.

The pressure range of both sCO2 GT and ORC has been defined considering the
values usually published in the literature. The sCO2 gas turbine has to operate with a
minimum pressure greater than the critical pressure, which is close to 73.8 bar. The upper
limit is often fixed at 300 bar [12,40]. Regarding the ORC, the pressure corresponding to a
condensing temperature of 25 ◦C for the chosen working fluid is 0.8 bar, while the critical
pressure is 29.4 bar, as shown in Table 1. In this way, the working fluid operates always in
subcritical conditions.

Once the parameters of the turbomachinery have been fixed, the main issues concern
the heat exchangers’ characterization. In fact, the recuperator has the fundamental role of
recovering waste heat and increasing the system performance, but they also present several
issues related to the supercritical conditions of the working fluid that cannot be ignored.

The design and, consequently, the modeling of heat exchangers represent a critical
issue related to the study of this type of plant due to the significant variations of the
thermodynamic properties of carbon dioxide in the proximity of the critical point. The
issue regards mainly the recuperators since in both the high- and low-temperature lines,
the fluid is in supercritical conditions, and the different heat capacities of sCO2, could lead
to internal pinch-points near to zero. This problem mainly affects the low-temperature
recuperators, while at high temperatures and pressures, the difference in the specific heat
is not significant [16].

This issue has to be considered within the numerical modeling, and, among the others,
the authors have followed the solution proposed by Scaccabarozzi et al. [50], modeling the
recuperator as two heat exchangers in series. In this way, it is possible to limit the issues
related to the internal pinch-point. The authors chose to fix in both the heat exchanger the
temperature difference at the pinch point at 10 K.

The recuperative heat exchangers’ efficiencies vary in the literature between 85% and
95%. In the numerical simulation, the heat exchanger efficiency has been fixed at 90%. An
increase in the efficiency of the heat exchangers leads to an increase in the thermal efficiency
of the system, but typically it corresponds to an increase in the size of the recuperator, and,
consequently, its volume and weight. For example, in a recompression layout composed of
two recuperators and a preheater, the increase in efficiency of the recuperators from 85% to
95% increases the total volume and weight by 1.5 m3 and 4.46 t [21].

3.1. sCO2 Gas Turbine Model Validation

In this section, a comparison between a model built in Thermoflex and the model
based on an in-house numerical tool developed in Matlab [51] has been carried out. A
numerical-experimental validation is not possible because of the lack of experimental data
on this topic.

Considering the above-mentioned issues related to the presence of the recuperator,
the comparison has been carried out on the simple regenerative cycle (layout no. 2).

To obtain a comparison, the boundary conditions and the characteristic parameters of
each component have been set by [51].

The compressor and turbine efficiencies are 80% and 85%, respectively. The setting
parameters of the main heat exchanger and of the recuperator are shown in Table 4. The
comparison has been carried out considering that the heat exchanger has to operate with
a fixed sCO2 stream exit temperature of 391.8 K since the heat exchanger efficiency is
not performed.
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Table 4. Characteristic parameters of the model used for the validation.

Model Parameter

Compressor efficiency 80%
Turbine efficiency 85%

∆Tpp HX, K 25
∆Tpp REC, K 10

∆pHX, bar 2
∆p/pin REC cold side 0.5%
∆p/pin REC cold side 1%

Heat Source Mass flow, kg/s 50
Heat Source in Temp, ◦C 550

Heat Source Specific Heat, kJ/kgK 1.15
CO2 mass flow, kg/s 73.13

Cooling water mass flow, kg/s 462.12

Results of the comparison have been reported in Table 5. It is clear that the differences
are related to the different modeling approach, mainly regarding the heat exchangers. The
net power shown in Table 5 is defined as the difference between turbine and compres-
sor power.

Table 5. Model comparison with Ref. [51].

Ref. [51] Results Variation, %

Inlet Comp temp, ◦C 33 33 0.00
Inlet Comp pressure, bar 79.19 79.19 0.00
Out Comp pressure, bar 250 250 0.00

TIT, ◦C 391.8 391.8 0.00
Thermal Power

recoverable, MW 19.02 19.78 4

Turbine Power, MW 7.48 7.54 0.8
Compressor Power, MW 2.37 2.31 −2.45

Net Power, MW 5.11 5.23 2.3

The variations in terms of power can be considered acceptable since it is a comparison
between two different zero-dimensional thermodynamic models. To obtain more conserva-
tive results, the pressure and thermal losses at the heat exchangers have been set greater
with respect to those chosen in this section as follows: the normalized heat loss is equal to
5.73%, while the ∆p/pin has been set at 1.05% and 2.77% respectively for the cold and hot
side. The temperature difference at the pinch point has been set at 10 K.

3.2. Identification of the Mass Flow Rate of Each Layout

After setting the model parameters, the working fluid mass flow has been identified
through a parametric analysis in which the sCO2 mass flow has been varied in a wide
range, between 60 and 130 kg/s, in order to identify the value able to maximize the net
power. In all the cases, a control loop has been used to identify the coolant mass flow
rate to guarantee a supercritical carbon dioxide compressor inlet temperature of 32 ◦C. As
shown in Figure 7, the results of the parametric analysis highlighted that the working fluid
mass flow to maximize the net power varies from 64 kg/s for the simple cycle (layout 1) to
118 kg/s for the dual heated cascade cycle scheme (layout 5).
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4. Energetic and Exergetic Analysis

The net power of the energy system considers the mechanical and electrical losses
and the power consumption of the auxiliaries. PGT is the net power of LM2500 GT, while
PsCO2 GT and PORC are the net power of the bottoming systems, defined as the difference
between the power obtained by the turbine and the power consumed by the compressor
and/or pumps.

The global efficiency ηhyb of the hybrid system is defined in Equation (1), while the
efficiency of the waste heat recovery ηWHR is defined in Equation (2) as the ratio between
the net power of the bottoming cycles and the maximum value of the thermal power
available at the exhaust gases as follows:

ηhyb =
PGT + PsCO2 GT

.
QFUEL

(1)

ηWHR =
PsCO2 GT + PORC

.
mgas × ∆HHXGT

(2)

where ∆HHXGT is the difference between enthalpies at the inlet of the heat exchanger and
the limit value at the stack, corresponding to a stack temperature of 100 ◦C.

The exergy in input to the waste heat recovery system is the exergy transferred to
supercritical carbon dioxide from the exhausts of the gas turbine and is equal to ∆ξHX =
.

mgas × (∆HHXGT − T0 × ∆sHXGT ), considering the ambient temperature as the reference
condition (T0 = 288.15 K).

The exergetic efficiency is reported in Equation (3).

ηexWHR =
PsCO2 GT + PORC

∆ξHX
(3)

Figure 8 compares the net power of the hybrid schemes analyzed, highlighting the
contribution of the WHR system. The introduction of the preheater leads to a slight
reduction in the main gas turbine power because of the backpressure at the exhaust. The
increase in available power, with respect to the referring value of 32,686 kW shown in
Table 1, ranges between 17% and 29% without any additional fuel. However, only for
layout 1, this increase remains below 22%. The overall net efficiency increases to about 45%
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in the case of the Simple WHR scheme and up to 49% in the hybrid scheme with ORC and
sCO2 GT (Figure 9), with an increase in the overall efficiency between 18% and 30%.
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Figure 10 shows the electrical efficiency and the exergetic efficiency of the bottoming
system. All the chosen layouts ensure a satisfactory efficiency, also considering the simplic-
ity of the first cases. At the same time, the exergetic efficiency highlights a good waste heat
recovery from the exhausts of the gas turbine.
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A secondary effect of WHR is the reduction of the exhaust temperature to values
between 200 ◦C and 100 ◦C with respect to the LM2500+ turbine outlet temperature of
511 ◦C (Figure 8).

Figure 11 also shows that at the end of the bottoming cycle, the relatively high tem-
perature of sCO2 and, consequently, the available residual heat allows us to consider the
introduction of a further bottoming cycle. ORC systems, for instance, are suitable for heat
recovery from medium-low enthalpy sources. Case 6 is an example of this possibility.
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The introduction of WHR implies a significant increase in the global efficiency of the
energy system. WHR benefits in marine applications are clearly stated, also considering
the most recent IMO index for assessing the energy efficiency and environmental impact of
ships, the EEXI index [3]. In fact, this index is defined as follows [52]:

EEXI =
CF × SFC × PME

fi × fC × fl × Capacity × VREF
(4)

where PME is the power of main engines in kW, SFC the specific fuel consumption for
different loads at ship, measured in tfuel/kW, Vref is the speed of the sheep at 75% MCR
corresponding to the capacity; CF-Capacity (Deadweight for container vessels, 70% of
deadweight) and fi are correction factors. The introduction of WHR leads to an increase
both in PME and SFC.

However, such schemes introduce complex additional components in the energy
scheme, and this may lead to some issues related to plant engineering, maintenance,
and management costs. Thus, in order to evaluate the real cost/benefits of the adopted
scheme, the analysis of the performance of such systems becomes relevant as the operating
conditions vary.

It Is well known that any energy system is affected by ambient conditions. In particular,
gas turbines are sensitive to variations in ambient temperature, while any closed-loop
thermodynamic cycle, as in the case of sCO2 and ORC, strongly depends on the temperature
of both hot and cold heat sources. In the case of marine applications, seawater is the cold
sink whose temperature can vary significantly according to the route followed by the ship.
Thus, in the next section, the influence of seawater temperature on the overall energy
system performance is analyzed.

5. Effects of Seawater Temperature on Overall Performance

The seawater temperature can be locally considered constant, but container ships, bulk
carriers, or oil tankers need to cross throughout different seas/oceans and seasons also in a
single travel. Thus, the effects of seawater temperature on the overall performance of the
energy system are important parameters in the evaluation of the WHR benefits that cannot
be neglected, being that seawater is the cold sink of the cycle. In the specific literature, the
water temperature close to the sea/ocean surface, considering also the first 20 m of depth,
is called sea surface temperature (SST). SST evolution is an essential climate variable, which
is fundamental in any climate regulation analysis [53].

For example, ships long beyond 300 m have to pass the Horne Cape to reach the
Pacific Ocean starting from the Atlantic one, since the constraints on the Panama Canal,
thus passing, in May, from 20 to 38 ◦C of the US east coast to 10–18 ◦C of the US west coast,
through the 4–8 ◦C of the Horne Cape [54]. At the same time, several ships from the East
Coast of the US and Canada usually reach China or the Far East passing through both the
Mediterranean Sea [53,54] and the Red Sea [53–55]. The difference in annual mean SST
between the Mediterranean Sea and the Red Sea is about 8 ◦C but can be greater as follows:
between 14.9 ◦C and 25.1 ◦C in winter, 18.2 ◦C and 27.8 ◦C in spring, 25.1 ◦C and 30.3 ◦C in
summer and 20.3 ◦C and 28.3 ◦C in autumn.

A parametric analysis by varying seawater temperature has been carried out, in order
to consider this aspect. In the analysis, even if ambient conditions influence the main gas
turbine operation and, consequently, the amount of thermal power which is available for
the bottoming cycle, the ambient air temperature has been considered constant. This is for
both the sake of simplicity and to highlight the effect of seawater temperature variations.

In scheme 6, in the first analysis, the design condensing pressure of the ORC has
been fixed at 0.8 bar, as in the previous simulations. It is clear that the condensation
pressure and, consequently, the temperature have to be defined considering the cold heat
source temperature.

The results of the parametric analysis are shown in Figure 12, where it is reported the
sCO2 gas turbine net power variation with sea surface temperature.
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The effect of SST on the bottoming cycle is relevant for high seawater temperatures,
and it is due to the peculiar behavior of carbon dioxide in proximity to its supercritical
temperature at 31 ◦C. For sCO2 temperature close to this value, the cycle presents its best
performance, while higher seawater temperatures lead to higher sCO2 temperature and,
consequently, a different behavior in correspondence of the compressor. The WHR system
continues to operate fairly, but the power and efficiency gain results are reduced.

As expected, the effect is more relevant for the following sixth case: the condensation
temperature of the organic working fluid in the analyzed pressure conditions is within the
range of variability of the seaside temperature and, in these conditions, the WHR system
could operate only in a reduced range of temperatures. Thus, the use of the latter layout
is possible only with a redesign of the pressure levels of the ORC system, and a further
parametric analysis has been carried out to consider this point by varying the condensing
pressure of the bottoming cycle.

In the analyzed temperature range of the cold source (4–35 ◦C), the lowest pressure at
which the ORC can work in all the conditions is 1.3 bar. The increasing of the minimum
pressure of the ORC leads to a decrease in its net power and, consequently, of the WHR
net power. As shown in Figure 13, at 1.3 bar, the WHR net power is about 20% below the
reference case, but the system can operate also in case of high seawater temperature. Seeing
Figures 12 and 13, layout 5 appears to be the most suitable since it guarantees the highest
net power in the wider SST temperature range.
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6. Conclusions

The paper investigates the effects on the performance of waste heat recovery in
marine applications when the main engine is a gas turbine, and the bottoming cycle is
a supercritical CO2 closed Brayton cycle. The subject of study is the GE LM2500+. Six
different configurations have been evaluated to individuate the best compromise between
the increase in power and efficiency and the increase in complexity and weight of the
hybrid energy system. Five of these consider sCO2 gas turbine layouts, from the simplest
with just two heat exchangers, to a complex system with five heat exchangers and an
additional turbine. Finally, a hybrid system in which an ORC is also present is discussed.

Results of numerical simulations showed that depending on the layout of the WHR,
the increase in available power is between 17% and 29%. The overall net efficiency increases
to about 45% in the case of the Simple WHR scheme and up to nearly 49% in the hybrid
scheme with ORC and sCO2.

The effect of seawater temperature on the WHR performance has been also analyzed.
In the case of seawater temperatures greater than 30 ◦C, the efficiency of supercritical CO2
gas turbines decreases by more than 30%, while the efficiency of the cascade layout sCO2
GT-ORC is also limited by the higher condensing pressure levels.
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F.R.; writing—review and editing, R.C. and P.M. All authors have read and agreed to the published
version of the manuscript.
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Nomenclature

COGAS Combined Gas Turbine and Steam turbine
COGES Combined Gas Turbine Electric and Steam
EEXI Energy Efficiency Existing Ship Index
EoS Equation of State
HFO Hydrofluorolefin
HX Heat Exchanger
HTR High Temperature Recuperator
GHG Greenhouse Gas
GWP Global Warming Potential
GT Gas Turbine
IMO International Maritime Organization
LNG Liquefied Natural Gas
LTR Low Temperature Recuperator
MARPOL “MARitime POLlution”, MARPOL 73/78, International Convention for the

Prevention of Pollution from Ships
ODP Ozone Depletion Potential
ORC Organic Rankine Cycle
sCO2 Supercritical Carbon Dioxide
SFC Specific Fuel Consumption
SST Sea Surface Temperature
TIT Turbine Inlet Temperature
TOT Turbine Outlet Temperature
WHR Waste Heat Recovery
WHRS Waste Heat Recovery System
Greek
∆T Difference of Temperature [K]
ε Heat Exchanger Efficiency
η Efficiency
ξ Exergy
Subscripts
Ex Exergy
Max Maximum
Pp Pinch Point
In Inlet
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Abstract: Gas turbine fuel burn for an aircraft engine can be obtained analytically using thermody-
namic cycle analysis. For large-diameter ultra-high bypass ratio turbofans, the impact of nacelle
drag and propulsion system integration must be accounted for in order to obtain realistic estimates
of the installed specific fuel consumption. However, simplified models cannot fully represent the
complexity of installation effects. In this paper, we present a method that combines thermodynamic
cycle analysis with detailed Computational Fluid Dynamics (CFD) modelling of the installation
aerodynamics to obtain the fuel consumption at a given mission point. The flow field and propulsive
forces arising in a transport aircraft powered by an ultra-high bypass ratio turbofan at cruise are first
examined to characterise the operating conditions and measure the sensitivity to variations of the
incidence at transonic flight. The proposed methodology, in which dynamic balance of the vehicle is
achieved at each integration point, is then applied along a cruise segment to calculate the cumulative
fuel burn and the change in the specific fuel consumption.

Keywords: installation effects; specific fuel consumption; ultra-high bypass ratio; NASA Common
Research Model; propulsion system integration

1. Introduction

Increasing operational costs and regulatory constraints on environmental impact
have been pushing aircraft performance, emissions, and pollution towards continuous
improvement over the time. Current generation single-aisle transport aircraft in the 200PAX
class are able to achieve a gain of around 20% in fuel efficiency per Available Seat Kilometre
(ASK) relative to legacy early-2000s counterparts [1]. The next technological target in terms
of aircraft propulsion is the implementation of Ultra-High Bypass Ratio (UHBPR) turbines
in the 2025+ fleet, as major engine manufacturers are actively developing and testing this
propulsor concept. As reviewed by Epstein [2], new design spaces are being opened to
tackle ambitious twenty-first century commercial aviation sustainability targets, including
smaller and more efficient cores, geared fan architectures, and large-BPR low pressure ratio
fans. With these features, the presence of an upper limit on the effective improvements for
ducted fans has been readily recognised owing to the counterbalancing effect of detrimental
installation penalties in terms of excessive drag and weight of engine and airframe for
overlarge fan diameters [3–5]. The optimal single-aisle transport aircraft, therefore, results
from the contemporary improvement in propulsion technology and balance of airframe
weight and efficiency, considering the entire flight envelope requirements.

In the last twenty years, a large number of parametric studies has been conducted
regarding the impact of UHBPR turbofans on overall aircraft performance. Hughes [6] sum-
marized the collaborative NASA work on UHBPR engines technology. Relevant research
was conducted by Dagget [7] as well as by Guynn and Berton [8–10]. Dagget carried out an
integration study of different high-BPR turbofans on a modified Boeing 777-200ER with
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composite wings, finding a potential reduction in Thrust Specific Fuel Consumption (TSFC)
of up to 16%. This analysis considered several aspects of engine integration, including
propulsor weight, nacelle drag and wing interference, ground clearance and engine place-
ment, and engine-out performance. Guynn and Berton conducted a trade-off study with a
direct-drive or geared fan applied to an advanced subsonic single-aisle transport aircraft of
the B7373/A320 class for Entry Into Service in the 2015–2020 time frame. Using a series of
NASA codes for engine thermodynamic modelling and aircraft sizing, they examined the
impact of design objective on high-BPR engine layout and aircraft performance.

As highlighted above, apart from the specific gas turbine arrangement and cycle,
the essential step to provide realistic aircraft performance in terms of fuel consumption
is to incorporate installation effects at the design exploration level. These include the
influence of the weight and drag of the propulsor as well as its airframe integration.
Considering the aerodynamics, establishing the correlation between a given gas turbine
layout and the propulsive forces is mandatory. The available thrust is diminished by
the bulk component losses, which are modelled in the thermodynamic cycle analysis
through coefficients such as inlet pressure recovery, bypass duct loss, or nozzle velocity
and thrust coefficients. The drag is determined by the nacelle shape, which is driven by
fan diameter and engine length. At the conceptual design level, given the absence of
detailed geometric knowledge, this is typically estimated using semi-empirical models
based on flat plate analogies or experimental data. For instance, Alexiou [11] expressed the
nacelle drag as a factor decreasing net thrust proportional to flight velocity and specific
thrust. Larsson [12] and Thoma [13] employed the ESDU 81024 code [14] and built on
NACA 1-series axisymmetric cowl tests at no incidence. Bijewitz [15] derived a correlation
between fan diameter and nacelle axial and radial dimensions, scaling the drag to the
nacelle wetted area.

Having estimated the installed thrust and the corresponding installed TSFC, the block
fuel can then be derived by integrating the mission profile. For large UHBPR turbofans,
however, additional interference drag coming from engine/wing interaction is present and
is typically not explicitly included. This is a relevant component, amounting to 10-15% of
airframe drag, with the nacelle drag alone being around half that of the wings [16].

Aiming to provide a more accurate estimation of the real propulsive performance for a
given aircraft model, in this paper we present a method that corroborates thermodynamic
cycle analysis with high-fidelity Computational Fluid Dynamics (CFD) simulations to
integrate the fuel consumption along a flight segment. The complexity of installation
effects, in fact, prevents accurate decomposition into single contributions that can be
modelled separately and superimposed at early design [17]. Moreover, even when they can
be estimated globally, they impact the engine operation and the resulting turbomachinery
status as a result of inlet distortion and nozzle suppression effects. Therefore, it is necessary
to simulate both the propulsor and airframe in order to account for their coupling and
accurately evaluate the installed performance.

Thus, this paper first reviews the aerodynamics of engine/airframe interference at
cruise condition over a range of incidence close to the nominal one, illustrating the sen-
sitivity of the flow field and the aerodynamic forces to the angle of attack. After that,
the proposed method is applied to a cruise segment, where 0D thermodynamic data are
matched to CFD simulations in order to obtain the fuel burn and installed TSFC. Before
presenting the outcome of the study in Section 3, the following Section 2 illustrates the
aircraft and engine model, the numerical methods, and the proposed algorithm.

2. Materials and Methods
2.1. Aircraft and Turbofan Model

The aircraft considered in the study is the NASA Common Research Model (CRM),
a tube+wing transonic transport configuration designed for a cruise Mach number of
M = 0.85 with a nominal lift coefficient Cl = 0.50 and a reference chord Reynolds num-
ber of Re = 40 M [18]. This geometry has become a standard for computational model
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validation and experimental activities, being used as part of the AIAA Drag Prediction
Workshop (DPW) 4 to 6, with a huge amount of data having been collected [19–21]. Within
the framework of the IVANHOE project, the previous flight conditions were set as the
Aerodynamic Design Point (ADP) for the synthesis of a podded UHBPR turbofan designed
to meet thrust requirements at cruise and take-off while minimising the TSFC. The engine
thermodynamic model was carried out using the commercial GasTurb software [22] con-
sidering a current technology level. The resulting engine layout featured a three-spool
geared architecture with ADP values of BPR > 15, fan pressure ratio (FPR) < 1.4, and
Overall Pressure Ratio (OPR) = 50.

The gas turbine was installed under the wing in a short and slim nacelle designed
by incorporating indications reported in the open literature with sensitivity studies on
the effect of the main geometric parameters on drag and thrust [23]. The geometry has
been described in other papers by these authors regarding engine installation studies; its
main features are reported here for clarity. The scarfed and drooped non axisymmetric
nacelle had a nominal mass flow capture ratio around 0.7 and a cowl length to highlight
diameter of 1.6. The underwing installation position has a major effect on the interference
drag and the thrust losses [16]. The nacelle trailing edge was set to have a wing chord-
normalised offset from the wing leading edge of −0.05 in the horizontal direction and
−0.11 in the vertical direction (with the minus sign indicating upstream and down from
the wing leading edge, respectively) to mimic a close-coupled installation. Overall, the
whole airplane should be representative of a long-range transport vehicle with a UHBPR
turbofan in the 2030 timeframe.

2.2. CFD Modelling

The previously described test case was simulated by solving steady-state Reynolds-
Averaged Navier–Stokes (RANS) equations using a commercial finite volume solver (Ansys
Fluent [24]) with second order discretisation and κ − ω SST turbulence closure. The
computational method was developed in the IVANHOE project using data from the DPW.
Grid resolution for the Wing Body Nacelle Pylon (WBNP) configuration of the NASA CRM
was first specified in accordance with workshop guidelines [25,26] and assessed for the
current geometry with a powered-on nacelle. A detailed description of the numerical
model validation is reported in [16,27]. Here, a summary of the mesh sensitivity analysis
at the ADP is reported for completeness in Table 1. Five mesh levels with decreasing grid
factor N−2/3 were generated using an unstructured topology with tetrahedral elements in
the external flow region, quadrilateral dominant surface mesh, and a wall-normal grown
boundary layer having a slightly decreasing wall y+ ≈ 1 starting from the coarsest level.
Figure 1 reports three views of a sample mesh, illustrating the multiple refinements block
built to better resolve the flow past the nacelle, especially in the jet and pre-entry region
(Figure 1a), a closer detail of the area around the nacelle with the boundary layer mesh
connected to the tetrahedral zone (Figure 1b), and the surface grid (Figure 1c).

Refinement from that level was achieved by reducing the surface grid size and the ex-
pansion ratio according to the specified grid refinement ratio. The table shows a convergent
behaviour of the drag coefficient at constant lift. The net force acting on the airplane, NVT
(Equation (7)), has a non-monotonic convergence due to a lower value for the fine mesh,
although from the medium level onwards it shows stabilization with small amplitude
variation. Thus, the medium mesh was employed in the following analyses to avoid the
excessive computational cost of finer discretisations without penalising the accuracy.

The representation of powered-on conditions in the numerical simulations was ob-
tained by specifying boundary conditions found from thermodynamic cycle analysis at the
engine boundaries in the computational domain. The fan face was modelled as a pressure
outlet, with the floating static pressure adjusted to match the inlet mass flow rate. The fan
and core outlet sections were modelled as a pressure inlet condition, with the stagnation
temperature and pressure specified. The balance of mass fluxes through these boundaries
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was enforced within the calculation procedure by matching the inlet mass flow to the nozzle
discharged mass flow.

(a) (b)

(c)
Figure 1. Different views of a sample mesh. (a) Multiple refinement blocks to better resolve the flow
around the powered-on nacelle. (b) Detail of the mesh around the nacelle with the wall-normal
grown boundary layer. (c) Surface mesh on the model walls.

Table 1. Grid convergence analysis at ADP.

Mesh Level XCoarse Coarse Medium Fine XFine

No. of cells [×106] 27.0 33.8 39.1 55.2 74.8
Grid Factor [×105] 1.1111 0.9566 0.8681 0.6898 0.5633
Target Wall Y+ 1.15 1.09 1.03 0.98 0.93
Cl 0.4999 0.4999 0.4999 0.4998 0.4999
Cd − Cd,XFine 0.0006 0.0005 0.0000 0.0001 0.0000
NVT/NVTXFine 0.6069 0.6759 1.0138 0.9655 1.0000

2.3. Thrust–Drag Bookkeeping

Propulsive forces acting on the vehicle were separated into thrust and drag contri-
butions in order to analyse the propulsive effect, which is a typical approach [28]. The
methodology is consistent with previously published papers by these authors. The defi-
nition of force components acting on different parts is provided in Figure 2. By summing
the drag (φ) and thrust (θ) terms, different force metrics can be formed. The following
quantities are considered, all expressed as the dot product of the force vector along a chosen
direction â parallel to the undisturbed velocity:

GPT = FG17 + FG7 + θ f n + θcn + θcc + θplug + θpylon (1)

Fn = GPT + FG0 (2)

NPT = FG17 + FG7 − FG2 + θ f n + θcn + θcc + θplug + θint + θsp + φnac + φpylon = (3)

= Fn + Dnac

INT = FG17 + FG7 − FG2 (4)
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Dnac = φpre + φnac (5)

Dtot = Dnac + Da/ f (6)

NVT = Fn + Dtot = NPT + Da/ f (7)

where FG = ṁ + (p− p0)A is the gauge stream force. The Gross Propulsive Thrust (GPT)
(Equation (1)) represents the gross thrust generated by the engine, accounting for the forces
acting on the exhaust surfaces. The net thrust Fn (Equation (2)) is obtained by summing the
ram drag FG0. The Net Propulsive Thrust (NPT) (Equation (3)) amounts to the net force
acting on the nacelle delivered as propelling force to the vehicle, which is equivalent to Fn
diminished by the absolute nacelle drag Dnac (Equation (5)). The sum of the gauge stream
forces on the engine boundaries is called the Intrinsic Net Thrust (INT) (Equation (4)), and
derives from the specified thermodynamic status obtained from cycle analysis. The total
drag Dtot (Equation (6)) is provided by the sum of the airframe drag Da/ f on the wing
and fuselage, with Dnac and Cd = Dtot/0.5ρ0V2

0 Are f . Finally, the Net Vehicle Thrust (NVT)
(Equation (7)) is the net force acting on the vehicle along the direction â parallel to the flight
velocity, provided by the sum of total drag and net propulsive thrust. When positive, it
indicates a drag excess that decreases the vehicle speed over time, with the converse being
the case for a negative thrust excess, accelerating the aircraft.

FG0

?pre
3int
3sp

FG2
FG17

FG7

?nac

3fn

3cc

3cn
3plug

3pylon

?pylon

?a/f

â

x

y

Figure 2. Forces acting on the nacelle and airframe for thrust–drag bookkeeping.

2.4. Mission Point Evaluation

Having established the forces acting on the vehicle, the evaluation of a generic mission
point using a CFD model is now discussed. The motion of an aircraft is described by
the equation

d(W/g V)

dt
= T + D−W sin(γ) (8)

where V is the flight velocity, is W the aircraft weight, g is the gravitational acceleration, T
and D are the thrust and drag, respectively, and γ is the glide angle from the horizontal
direction. Assuming a constant mass M over the time period ∆t, the equation reduces to

∆V
∆t

=
1

W/g
(T + D−W sin(γ)) (9)

In steady-state CFD simulations, flight conditions are supposed to be constant, which
would require a zero net force on the right-hand side for dynamic translational equilibrium
to be achieved; otherwise, the calculation of the propulsive forces is biased by the presence
of a thrust excess or defect, which in practice results in a deviation from the prescribed
boundary conditions. In [29], a method of obtaining a dynamic equilibrium in a steady
CFD simulation was presented, and was employed in [16] to compare the present reference
nacelle with an optimised version. Here, the procedure is extended to the integration of
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the aircraft mission over the cruise segment for fuel consumption evaluation. This method,
however, is generic, and can be applied to other mission legs as well. Here, it is reviewed
and illustrated in the flowchart shown in Figure 3. As anticipated in the introduction, the
rationale here is to couple a 0D thermodynamic cycle model used to design and represent
the engine with high-fidelity force data from installed CFD simulations in order to obtain
the real working conditions of the engine under a prescribed thrust level. In fact, the
installed thrust, here meaning the net vehicle thrust from Section 2.3, depends on the sum
of engine net thrust and airframe and nacelle drag from the complex interaction of the
large podded propulsor and the wing flow. As such, a realistic estimation is only available
with an installed CFD simulation. Having computed the net force acting on the vehicle,
the proposed approach is to apply engine throttling to reach the resultant prescribed force
value, which in the case of steady level flight (where γ = 0) and assuming constancy of
mass over a time interval would be null (NVT = 0).

no

yes

Mass flow balanced?
Update the

fan inlet
mass flow

CFD simulation

no

yesCl = Cl,target?

Update the AoA

Reduce throttle

yes

NVT<NVT target

NVT>NVT target

NVT = NVT target?

Increase throttle

Compute engine
cycle parametersCFD simulation

Complete

Initial CFD
simulation

CFD simulation

Figure 3. Flowchart of the methodology applied to compute a given flight point with specified lift
and net translational force by combining CFD and thermodynamic cycle analysis.

The flowchart shows the iterative procedure by which energy input through fuel
mass flow, i.e., engine throttling, is changed in the thermodynamic model. Thus, the
CFD boundary conditions are iterated according to the new thermodynamic state until
dynamic equilibrium is reached. In this way, control of the mass flow conservation from
the fan inlet to the nozzle exhaust is explicitly set. Note that the assumed duct losses in
the thermodynamic cycle are consistent with CFD values. Moreover, the angle of attack is
updated to match the target Cl .

In this paper, the methodology was applied over four equal time segments starting
from the ADP condition, where a constant speed was supposed to hold. Therefore, the
aircraft lift was varied according to the fuel burnt in the flight segment, as follows:

(
W
g

)

i+1
=

(
W
g

)

i
− ṁ f ,i∆ti (10)

Cl,i+1 = Cl,i − (Wi+1 −Wi)/
(

0.5ρV2
∞

)
(11)

where the fuel flow ṁ f ,i is provided by the thermodynamic cycle model; the total burnt
fuel is the sum of the segment consumed fuel, ∑n

i=1 ṁ f ,i∆ti.

3. Results
3.1. Flow Characterisation

The first part of the analysis was devoted to characterising the flow field at cruise
over a range of incidence α = {2◦, 2.23◦, 3◦, 4◦} in order to understand the transonic
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aerodynamics resulting from engine/wing interference and the corresponding variation of
lift, drag, and thrust forces.

The phenomenology of the interaction between a podded engine and the wing has
been described qualitatively and quantitatively in several works based on experimental
measurements or CFD analyses [17]. With reference to UHBPR turbofans, the main effect
of engine/airframe coupling has been shown to occur in the wing lower side due to
jet/surface interaction and flow channelling between the nacelle, pylon, and wing [30].
However, the effect of angle of attack variation at highly subsonic cruise speed is less
well documented. This regime has been investigated primarily for wing buffeting with
no nacelle or a throughflow nacelle [31,32]. Here, while not capturing any unsteady
phenomena, we focus on the steady flow features, in particular those arising nearby the
powered-on engine.

The variation of the wing pressure coefficient at different span sections with the angle
of attack is illustrated in Figure 4. Case α = 2.23◦ corresponds to a wing Cl = 0.50 equal
to the nominal cruise condition. On the suction surface, a normal shock wave is normally
present at high subsonic cruise; it originates on the wing root and looses strength as the wing
tip is approached. The effect of an increased angle of attack can be seen as a progressive shift
in the wave location towards the trailing edge in the two sections surrounding the engine,
along with an increase of the pressure jump, particularly in the outboard section. Farther
from the nacelle, midway between it and the wing tip (see Figure 4c), the pressure remains
flat past the leading edge peak. The effect of the incidence increase is an anticipation of the
pressure recovery location, which happens more smoothly at α = 4◦.

On the lower side, the general behaviour is an enlarged pressure recovery; there is
a noticeable difference in the inboard section close to the engine, where a strong shock
can be appreciated in Figure 4a. This is the result of nacelle–wing interaction producing a
flow discontinuity that detaches from the pylon. Increasing the incidence attenuates the
phenomenon by decreasing the diffusion in the pressure side, up to a point where a mild
shock wave will be triggered, and eventually no shock wave at all.

A better analysis of the shock pattern near the engine region can be carried out with the
help of the numerical Schlieren technique, showing the magnitude of the density gradient
in three planes normal to the wing span (straddling the symmetry plane of the nacelle), as
reported in Figure 5. On the inboard side, the first row of the figure highlights the position
of the shock waves on the wing suction surface as well as in the channel between the
wing lower surface and the fan stream boundary. In this area, a strong normal shock that
penetrates into the jet is formed. As the incidence is increased, it moves slightly upstream
and loses strength; the change in the nacelle flow field with the incidence is less evident
in the other planes. The wing shock wave in the upper wall is displaced downstream,
as already observed, whereas on the nacelle cowl the discontinuity in the forebody flow
remains almost unchanged.

The flow field past the nacelle cowl is analysed in Figure 6 in terms of the pressure
coefficient distribution. On both sides, the strong suction peak is terminated by the already
observed shock wave. However, on the inboard side the shock position and the minimum
pressure do not change, whereas the post-shock flow exhibits a reducing decompression as
the incidence grows. On the contrary, the outboard flow has an increasing suction peak
and a stronger shock, around x/c = 25% at α = 2◦ and shifting downstream at larger
incidences. Overall, the nacelle pressure distribution results are considerably less sensitive
to the incidence change in the simulated regime as compared to the wing flow shown in
Figure 4.

The inboard side remains more critical because of the appearance of the shock wave
under the wing, which impinges upon the pylon. This can be clearly appreciated in Figure 7,
showing Cp contours and its variation from the 4◦ case, i.e., ∆Cp = Cp − Cα=4◦

p . It can be
noted that the shock structure is quite articulated, with a branch detaching from the core
cowl trailing edge and the foot well inside the bypass stream. The pressure distribution
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on the core cowl itself is discontinuous because of the shock/expansion sequence in the
under-expanded choked fan nozzle, thereby impacting the pressure force exerted there.

(a) (b)

(c)
Figure 4. Wing pressure coefficient distribution at different span locations: (a) engine inboard.,
(b) engine outboard, and (c) wing outboard.

The relation between the angle of attack and the propulsive forces is summarised in
Figure 8. The first chart in Figure 8a reports the gross thrust GPT, net thrust NPT, and
net force acting on the whole vehicle NVT, all of which are normalised by a reference net
thrust at the ADP. It is interesting to note how both the engine gross thrust and the net
propulsive thrust delivered to the wing body increase with the incidence. This effect is
caused by the installation, and is owing to the increased backpressure on the cowl exhaust
and afterbody under the wing. The pressure growth on the nacelle, core cowl, and plug can
be appreciated in Figures 6a and 7. In the latter, ∆Cp = Cp − Cα=4◦

p is negative towards the
trailing edge, indicating a lower pressure as the angle of attack decreases. Such behaviour
must be contrasted with the drag trend reported in Figure 8b, indicating that while Dnac
exhibits a similar tendency, the airframe and the total drag grow with α as expected. In fact,
NVT, being the net balance between the Dtot and NPT, changes from a slightly negative
value (thrust excess) at α = 2◦ to a positive one (drag excess).
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(a) (b)

(c) (d)
Figure 5. Shock wave visualisation at different spanwise planes near the engine at increasing angle of
attack by means of density gradient contours. From top to bottom: inboard, nacelle symmetry plane,
outboard. (a) α = 2◦; (b) α = 2.23◦; (c) α = 3◦; (d) α = 4◦.
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(a) (b)
Figure 6. Pressure coefficient distribution on inboard and outboard nacelle external cowl at increasing
incidence: (a) inboard and (b) outboard.

Figure 7. Pressure coefficient distribution on the nacelle and pylon on the inboard side.

(a) (b)
Figure 8. Variation of thrust and drag forces with the angle of attack. All data are normalised by a
reference net thrust. (a) Thrust; (b) drag.

3.2. Integration of the Mission Profile along the Cruise

The flow field analysed in the previous section presents several interaction phenomena
that trigger a complex pattern of shock waves in the exhaust region, which is in addition to
those normally found at transonic conditions past a suction peak on the leading edge. The
shear stress and pressure distribution arising here have a direct impact on the propulsive
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forces, generating a penalty on the thrust delivered by the propulsor as well as in terms of
the nacelle and airframe drag as a consequence of non-linear interference effects. Starting
from this consideration, the procedure presented in Section 2.4 is applied here to integrate
the mission profile along a cruise segment coincident with the ADP from the start of cruise
condition. Because sub-iterations are needed at each step of the methodology in order to
calculate the streamwise dynamic balance of the net vehicle force, to reduce the overall
computational time we limited the integration to four Operating Points (OP) along the
cruise equispaced by 60 min of flight.

The results of the flight segment analysis are summarised in Table 2. For each point,
the table indicates the angle of attack corresponding to the target lift coefficient, drag
coefficient variation ∆Cd, and several thrust definitions. Note that the thrust quantities
have all been normalised by the net thrust Fn value at point 1.

Table 2. Summary of evaluated mission points along the cruise segment. Thrust quantities are
normalised by Fn at OP1.

Quantity OP1 OP2 OP3 OP4

α [deg] 2.260 2.146 2.025 1.962
Cl 0.5008 0.4876 0.4742 0.4627
Cd − COP1

d [dc] 0.0 −35.26 −41.48 −47.49
Fn 1.0000 0.9711 0.9467 0.9248
GPT 3.8947 3.8498 3.8121 3.7783
NPF 0.8625 0.8301 0.80258 0.7773
NVF [×10−3] −0.0851 0.9432 −0.6344 −0.576
m f [kg] 3224.05 3131.16 3052.18 2986.68

The variation of the reported parameters can be better appreciated in Figure 9. Figure 9a
illustrates the two contributions to the aircraft drag from the nacelle (Dnac) and the
airframe (Da/ f ). With the cruise speed kept constant, Dnac = Dnac(MFCR, α),
MFCR = ṁ0/(ρ0V0 Ahl) is the ratio between the far upstream capture area and the high-
lighted area. Because the inlet mass flow ṁ0 is continuously decreased, the spillage drag
grows because the pre-entry component is not completely balanced by the lip thrust gen-
erated by the leading edge suction. Moreover, as illustrated in Figure 8b, Dnac tends to
slightly increase as α lowers. Conversely, the airframe drag is reduced almost linearly
with α considering the small involved incidence change. The overall variation of the drag
coefficient reaches −47.5 drag counts (1 dc = 0.0001).

Looking instead at the thrust components, their trend is uniform and monotonic;
lowering the engine throttle diminishes all thrust terms. The overall variation of net thrust
is −7.5%, as can be seen from Table 2, while the net propulsive thrust delivered by the
engine, which additionally accounts for the external cowl force, is reduced by 8.5% relative
to the reference net thrust at OP1.

(a) (b)
Figure 9. Variation of propulsive forces along the integrated cruise segment. All data are normalised
by the net force at OP1. (a) Drag; (b) thrust.
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Figure 10 illustrates the absolute variation of force components acting on the nacelle
surfaces relative to the OP1 value and normalised with respect to FOP1

n . The nacelle cowl
force φnac is negative because of the lip suction, and is further reduced as the inlet mass
flow dims, adding more thrust. However, as already noted, this term is balanced by the
augmented pre-entry drag φpre. The intake force θint has a very limited change, at less than
0.1% of FOP1

n . Exhaust wall forces exhibit a larger variability. While the internal fan nozzle
force provides an almost 1% larger thrust contribution, on the core cowl the force tends
towards higher drag. That region has been shown in Section 3.1 to be influenced by the
shock/expansion pattern in the bypass stream and the interaction with the inboard shock
wave attached to the wing and pylon. The core nozzle duct force θcn trend resembles that
of θ f n. Lastly, θplug is increased slightly, by 0.25% in total. This exposed surface is sensitive
to the core flow and to the external pressure under the wing, which varies with the angle
of attack.

Figure 10. Absolute percentage variation from OP1 of forces acting on the nacelle walls, normalised
to FOP1

n .

As a final outcome of the procedure, the relation between the normalised net force
Fn/FOP1

n and the installed TSFC is depicted by the chart in Figure 11. With decreasing
engine throttle and incidence, the TSFC from the start to the end of cruise is reduced by
0.04 [g/kNs]. According to the proposed algorithm, this value, computed using the thermo-
dynamic cycle model, is derived by the throttle setting that guarantees the contemporary
achievement of the target NVT, the target lift coefficient, and the mass flux balance through
the engine boundaries. As such, it incorporates the installation effects, at the same time
altering the drag, thrust, and lift; thus, it represents a more accurate estimate of the amount
of fuel needed to sustain the examined flight condition.

Figure 11. Relation between net force and TSFC change along the cruise segment.
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4. Conclusions

The installed performance of a reference transport aircraft (the NASA CRM) with a
powered UHBPR turbofan has been investigated at highly subsonic cruise, matching a
thermodynamic cycle model with detailed CFD simulations. The initial assessment of small
lift variations from the nominal flight highlighted the strong interactional effect caused by
the engine/airframe coupling, resulting in flow displacement in the wing pressure side and
shock discontinuities in the pylon inboard side. The sensitivity of surface pressure to the
angle of attack was larger in the wing than in the nacelle, where the increased pressure in
the cowl afterbody and exhaust surfaces generated a net force growth with α. However, this
effect was balanced by the augmented airframe drag, leading to a shift in the net vehicle
force towards an excess of drag.

The flow characterisation results have been used to explain the outcome of the simu-
lated cruise segment, where each of the four operating points were computed according
to the proposed procedure, achieving dynamic balance along the lift and drag directions.
Because of the lower lift coefficient as fuel is burnt, airframe drag is reduced despite the
limited growth of nacelle drag favoured by spillage. Thrust forces, on the contrary, were all
reduced in absolute value, as the required propelling force followed the drag trend, with
their sum assumed to be zero in the quasi-steady flight discretisation.

Overall, the proposed approach is able to compute the installed fuel consumption
and associated fuel burn by modelling engine–airframe interaction through CFD in a more
realistic way compared to semi-empirical models, in which the drag of single components
is superimposed linearly. As such, it is expected to offer increased accuracy in capturing the
installation penalties of integrated powerplants. Clearly, the increased fidelity comes at the
cost of detailed CFD simulations; thus, the proposed method is suitable as a post-design
verification or as an off-design assessment. In fact, it might be applied to integrate the flight
trajectory in mission legs different from cruise as well, where fewer analytical models are
available to estimate the installation penalties.
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Nomenclature
The following symbols and acronyms are used in this manuscript:

a/ f airframe
CFD Computational Fluid Dynamics
Cd Drag coefficient
Cl Lift coefficient
Cp Pressure coefficient
cc core cowl
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cn core nozzle
FG Gauge stream force
Fn Net Force
f n fan nozzle
g Gravitational acceleration
GPT Gross Propulsive Thrust
INT Intrinsic Net Thrust
int intake
ṁ Mass flow rate
m f Fuel mass
M Mach number
NPT Net Propulsive Thrust
NVT Net Vehicle Thrust
nac nacelle
p Pressure
OP Operating Point
φ, θ Surface aerodynamic force
pre pre-entry
ρ Density
RANS Reynolds-Averaged Navier–Stokes
sp spinner
TSFC Thrust Specific Fuel Consumption
V Velocity
W Weight
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Abstract: In recent years, CFD has proven to be a very useful asset to help with predicting complex
flows in a wide range of situations, including multiphase and gas-particle flows. On this track,
numerical modelling of particle-laden flows in multistage turbomachinery has become an important
step in helping to analyse the behaviour of a discrete phase in gas turbines. Furthermore, unsteady
effects due, for example, to rotor–stator interaction may have an effect on trajectories and capture
efficiencies of the discrete phase. Unfortunately, computational times for transient simulations can
be exceedingly high, especially if a discrete-phase needs also to be simulated. For this reason, this
work reports a new method for the efficient and accurate simulation of particle-laden flows in gas
turbine engines components. The Harmonic Balance Method is exploited to gain orders of magnitude
speedup exploiting the idea that once the flow field has been embedded in the spectral basis, it can be
reconstructed at any desired time. In this way, not only can the computational time needed to reach
convergence of the flow field be dramatically reduced, but there is also no need to keep simulating
the flow field during particle tracking. On the contrary, the continuous phase field can be retrieved
at any desired time through flow reconstruction. This technique is conceptually simple, but, to the
authors’ knowledge, has never been applied so far in particle-laden flow simulations and represents
a novelty in the field. First, the implementation of the method is described, and details are given
on how phase-lagged boundary conditions can be applied to flow and particles to further speed
up the calculation. Then, some relevant case studies are presented to highlight the performance of
the method.

Keywords: OpenFOAM; Lagrangian tracking; particle deposition; harmonic balance; turbomachinery;
compressible flows

1. Introduction

The requirements for efficiency and safe operation of gas turbines have become of
paramount importance in modern society. One of the main causes of performance degra-
dation in gas turbines is solid particle ingestion, causing erosion and deposition on aero-
dynamic surfaces. Land-based units can ingest soot as a consequence of operation in
highly polluted industrial environments, or sand particles during operation in desertic
places. Filtration systems tend to limit the particles entering the machinery, but they are
unable to completely prevent their ingestion [1]. Aircraft engines can ingest particles at
takeoff and landing during sandstorms, or encounter ash clouds transported by volcanic
eruptions to cruise altitude. Dunn et al. [2] showed that it is possible to consume the surge
margin very quickly when the engine operates in a dust cloud. Clearly, investigation of
fouling and erosion in gas turbines has had an important relevance for academic researchers
and engine manufacturers. Many numerical and experimental investigations about these
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phenomena can be found in the literature. The interested reader is referred to [3–5] for
comprehensive reviews.

In recent years, CFD has proven to be a very useful asset to help with predicting
complex flows in a wide range of situations, including multiphase and gas-particle flows.
Consequently, numerical modelling of particle-laden flows in turbomachinery has become
an important step in analyzing the behaviour of a discrete phase in gas turbines. On the
basis of this premise, the main driver of this work was the necessity of efficiently sim-
ulating particle-laden flows in gas turbine components. For turbomachinery problems,
Eulerian-Lagrangian methods are the most commonly employed due to their accuracy
and simplicity. On the other hand, such method requires a large number of particles to be
tracked, so that its major drawback is the computational cost. This could translate into a
massive deployment of resources for complex turbomachinery domains. Several authors
used different methods to model solid particles in gas turbine passages. Ghenaiet [6] and
Hamed et al. [7] studied erosion in an axial flow turbine using a steady simulation with a
frozen—rotor interface to couple the different stages. It must be said that this method did
not include unsteady effects and, in addition, the erosion pattern and the flow depended
on the clocking between the turbine rows. Tabakoff et al. [8] studied erosion in a turbine
stage. They also employed steady-state simulations, but they introduced random particles
circumferential redistribution at the stator/rotor interface. This allowed taking into consid-
eration the uniforming effect of reciprocal motion on time-averaged particle distribution
at stator outlet. In a similar fashion, Mustafa [9] investigated droplet trajectories during
online washing of a multistage compressor with the commercial code CFX-TASCflow. Yang
and Boulanger [10] simulated the full annulus of an axial fan and compared the erosion
rates obtained for steady and transient simulations. Zagnoli et al. [11] and Prenter et al. [12]
used ANSYS FLUENT to simulate particle-laden flow in an axial turbine stage with steady
and unsteady simulations. A different methodology was adopted by Aldi et al. [13] for ana-
lyzing particle ingestion in an axial compressor stage. In this case, the analysis was carried
out with separate particle injections for the isolated rotor and stator rows. The results of the
isolated rotor and stator characterisations were post-processed to include the interaction
between the rotor and the discrete phase while analyzing deposition on the stator. This
technique avoids the explicit treatment of particles crossing stator/rotor interfaces but
includes only a first-order approximation of the effect of the upstream blade row. Recent
advances in the simulation of particle-laden flows in multistage turbomachinery were
carried out by Oliani et al. [14] by developing a unified and simple treatment for each type
of turbomachinery interface. The baseline methodology is the same employed in this work.

Following the previous studies, the aim of this work is to propose a general method-
ology for the simulation of particle-laden flows in gas turbine components. We highlight
some important features regarding particle trajectories and impacts on aerodynamic sur-
faces. Moreover, we investigate the impact of the flow unsteadiness caused by rotor–stator
interaction on particle trajectories. This topic has still not been addressed in detail in the
literature. Unfortunately, computational times to carry out fully transient simulations
can be exceedingly high. This is all the more so when a discrete-phase needs also to be
simulated. The reason for this is that, even after the convergence, the flow field needs to
be continuously updated in order to include the unsteady effects on particle trajectories,
often leading to unacceptable computational requirements. For these reasons, we propose
an efficient method to overcome this issue. Specifically, we employ the Harmonic Balance
Method (HBM) to tackle the problem. This method was devised relatively recently by
Hall [15] and is based on casting a set of equations in the frequency domain in order to
switch the time derivative with a spectral operator. This technique has gained popularity
over the years due to its efficiency compared to fully transient calculations for the continu-
ous phase. To gain orders of magnitude speed up, the idea that once the flow field has been
embedded in the spectral basis, it can be reconstructed at any desired time, is exploited.
In this way, not only can the computational time needed to reach convergence of the flow
field be dramatically reduced, but there is also no need to keep simulating the flow field
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during particle tracking. On the contrary, the continuous phase field can be retrieved at any
desired time through flow reconstruction. This technique is rather straightforward but has
never been applied so far in particle-laden flow simulations and represents a novelty in
the field.

The paper is organised as follows: In Section 2, the governing equations for the
continuous and the discrete phase are described. Then, we briefly review the HBM and
its implementation for turbomachinery problems. In Section 3, we introduce the HBM-
reconstruction method for the efficient coupling between HBM and Lagrangian tracking
of the discrete phase. The method is validated on an ad hoc test case in Section 4. Finally,
in Section 5, we investigate the discrete phase behaviour in two representative gas turbine
components. Particle trajectories and impacts on aerodynamic surfaces are discussed,
and unsteady effects are assessed using the proposed HBM-reconstruction method.

2. Numerical Modelling
2.1. Governing Equations for the Continuous and the Discrete Phase

A new implicit density-based solver was implemented in OF by the authors to carry out
the calculations of the continuous phase [16]. The unsteady three-dimensional compressible
Reynolds-averaged Navier–Stokes (RANS) equations are written in integral form:

∫

V

∂Q
∂t

dV +
∫

∂V
(Fc − Fv)dS = 0 (1)

where V and ∂V are the control volume and the corresponding closed surface, respectively.
The conservative variables Q, the convective flux Fc and the diffusive flux Fv arrays are
equal to

Q =




ρ
ρu
ρE


, Fc =




ρu · n
(ρu⊗ u) · n + pn

ρuH · n


, Fv =




0
τ · n

(τ · u + q) · n


 (2)

where n is the face normal vector, u is the velocity, ρ is the density, p is the static pressure,
E is the total internal energy, H is the total enthalpy, τ is the viscous stress tensor and q is
the heat flux vector. To preserve the code structure and keep the freedom to choose among
the many built-in OF turbulence models, turbulence equations are solved in a segregated
manner. Finally, to relate the pressure and enthalpy to conservation variables, the system
of equations is completed using the ideal gas law. Applying a finite-volume discretisation
to Equation (1), a semi-discretised form is obtained:

VDtQ = R(Q) (3)

where Dt is the time derivative operator and R(Q) is the residual term. The system
of equation is linearised and solved using the GMRES solver [17] combined with a LU-
SGS preconditioner [18]. In OF, the built-in solvers and the underlying code structure
are based on SIMPLE formulation. For this reason, the new ICSFoam library [16] has
been implemented to carry out the implicit solution of the system of equations using a
density-based formulation. Now, it is possible to assemble an arbitrary number of blocks
and equations, thanks to the generalisation of the structure for block-coupled matrices.
As pointed out in Section 2.2, this is necessary for the solution of a fully implicit version
of the HBM. Approximate Riemann solvers are used to calculate the inviscid fluxes at cell
interfaces. Finally, the support for Multiple Reference Frame (MRF) solution in rotating
frames has been included into the solvers. Second order accuracy in space is obtained
with the MUSCL approach. The Van Leer limiter is applied to primitive variables for the
reconstruction of the solution from cell average values to the faces of control volumes.
A classic second-order accurate central difference formula is used for viscous fluxes.

For what concerns the discrete phase, we solve the dynamic equation of motion for
each particle in the domain:

39



Energies 2023, 16, 2810

dxp

dt
= up (4)

mp
dup

dt
= fI + fN I (5)

where fI and fN I are the inertial and non-inertial forces, respectively. Inertial forces can
include different actions such as drag, gravity, Saffman lift and virtual mass. For turbo-
machinery applications in which a steady-state approach is adopted (use of MRF), fN I
includes centrifugal and Coriolis forces, defined as

fcentr = −mpΩ×Ω× xp (6)

fCor = −2mpΩ× up (7)

where Ω is the shaft angular speed in rotating domains and zero elsewhere. Depending on
whether the continuous phase field is updated or not after each time-step of Equations (4)
and (5), an unsteady or a steady Eulerian-Lagrangian algorithm is obtained, respectively.
To track particles across the domain, we also need to know the current cell of the mesh
where they reside. In OF, each cell is decomposed into tetrahedrons and the tracking is
performed in barycentric coordinates. This significantly improves the accuracy and the
robustness of the algorithm. At each step, the current cell is updated using a tracking
routine; see, e.g., [19].

The treatment for particles crossing mixing plane interfaces in steady-state simulations
is carried out according to the technique described in [20]. Particles are redistributed in
a random manner in the tangential direction to simulate the reciprocal motion of stator
and rotor. The velocity vector is rotated according to the redistribution angle to maintain
the radial and tangential components. Since mixing planes usually divide one frame of
reference from another, particle velocity is finally updated correspondingly. In addition,
to ensure mass conservation in a full-annulus sense, the particle transfer function has been
modified by adding or deleting particles basing on the coverage in the tangential direction
of the two rows.

2.2. The Harmonic Balance Method

A detailed description of the implementation of a fully implicit HBM in OF can be
found in [21]. In general, spectral techniques are based on a frequency-domain formulation
of periodic unsteadiness. The main idea is that a nonlinear solution with N f harmonics is
equivalent to 2N f + 1 coupled steady flow problems. Therefore, the HBM leverages the
signal sparsity in the Fourier basis to substitute an unsteady solution with a coupled set of
steady-state calculations. In this work, we follow the mathematical formulation proposed
in the time-spectral approach of Hall et al. [15].

Let us suppose that the vector Q of conservative variables evolves with a known set
of K frequencies ωk in time. Now, we expand the vector Ql (representing Q in the control
volume l) and the residual term R(Ql) in Fourier series

Ql ≈ Q̂l,0 +
K

∑
k=−K

Q̂l,ke−imωkt, R(Ql) ≈ R̂l,0 +
K

∑
k=−K

R̂l,ke−imωkt (8)

where Q̂l,0, Q̂l,k are the NT = 2K + 1 Fourier coefficients of the time-average and the
positive and negative frequencies terms, respectively. These coefficients are not known a
priori. Substituting Equation (8) into Equation (1), we obtain, for the control volume l,

iVAQ̂l = R̂l (9)
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where

Q̂l =





Q̂l,0
Q̂l,1

...
Q̂l,K

Q̂l,−K
...

Q̂l,−1





, R̂l =





R̂l,0
R̂l,1

...
R̂l,K

R̂l,−K
...

R̂l,−1





, andA =




0 . . . . . . . . . . . . . . . 0
... ω1
...

. . .
... ωK
... −ωK
...

. . .
0 −ω1




(10)

Equation (9) is a set of equations coupled through the nonlinear term R̂l . As reported
by Hall et al. [15], the system of equations is more easily solved by modelling these terms
implicitly, transforming them back into the time domain. This allows for working with
time-domain solutions stored at 2N f + 1 time levels, and the flux term can be computed
as usual for each time level. The choice of the sampling points for the time levels is non
trivial and influences the entries of the Fourier matrix E that relates the Fourier coefficients
vectors Q̂ and R̂ with the time-domain counterparts:

Q̂l = EQl , and R̂l = ERl (11)

where Q contains the variables Q stored at NT subtime levels.
If the spectrum is composed of a single fundamental frequency ω and its harmonics

(periodic flow), the Fourier matrix is always well-conditioned. Indeed, in such a scenario,
a uniform sampling of the base period T = 2π/ω leads to a condition number equal to 1
because of the orthogonality of the Fourier basis. On the contrary, if the frequency set is
arbitrary, finding a proper set of time instants corresponding to a low condition number of
the matrix E is way more difficult.

Indeed, in many applications of industrial interest, almost-periodic signals are con-
sidered, where multiple discrete dominant frequencies exist. These frequencies need not
be integral multiples of each other, a typical example being multi-rows turbomachinery
where the number of blades and vanes are not multiples. When this is the case, we can
still project the flow variables onto a set of non-harmonically related frequencies. It must
be emphasised that now the frequency set does not form, in general, an orthogonal basis
anymore. Additionally, there is no analytical expression for the matrix E. Instead, we
define its inverse E−1 analytically by its components as E−1

n,k = eiωktn , and then compute
numerically E [22,23]. The correct selection of the time levels is of paramount importance
for the convergence of the simulation. Indeed, the higher is the condition number of the
matrix E, the more errors arising from the HB term will be amplified during the iterative
solution [22].

In the present paper, we follow the OptTP approach introduced by Nimmag-
adda et al. [24]. This method has negligible performance drop with respect to other meth-
ods, is robust, and is easier to implement. The basic idea is to compute the condition
number for many possible periods and then uniformly sample the time period T∗ that
minimizes the condition number of matrix E. Using Equation (11), and multiplying on the
left Equation (9) by the inverse matrix E−1, we have

VDQl = Rl (12)

where D = E−1iAE. We can observe that Equation (12) is a system of steady-state equations.
A comparison with Equation (3) shows that this procedure has allowed us to find an
approximation of the time derivative operator DtQl,j ≈ (DQl)j in terms of the flow field
snapshot j in each control volume l. The acceleration methods for steady-state simulations
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can be used (e.g., multigrid and local time-stepping), greatly reducing the computational
cost of the solution.

Now, we must solve a set of equations coupling all the subtime levels through the HB
term VDQ. We can directly discretise this term implicitly since the operator D is linear:
VDQn+1 = VDQn +VD∆Qn. Including this linearisation into Equation (12), one obtains:

M∆Qn = Rn −VDQn (13)

where Mii =

(
− ∂Rn

i
∂Qn

i
+ VDi,i

)
and Mi j = VDi,j I. In the present work, the GMRES

linear solver [17] with an LU-SGS preconditioner [18] are employed for the solution of the
linearised system. Hence, the flow variables are updated for all the snapshots at the same
time. The block-coupled solver structure described in [16] allows for a convenient assembly
of the matrix M for the linear system.

2.3. Turbomachinery Boundary Conditions

In multi-stage turbomachinery, flow unsteadiness can be expressed as a linear combi-
nation of the blade passing frequencies of the neighbouring rows [25]. The most common
method that can be found in the HBM literature to deal with multi-stage turbomachinery is
to resolve different time instants for each blade row. In this way, of course, the snapshots
solved in each row do not, in general, match each other. To solve this problem, the data
between adjacent zones are exchanged through spectral interpolation of the flow quantities
from the donor side to the time levels of the receiving side [26], or via matching of the
spatial Fourier coefficients [27]. The drawback of these techniques is that, if the interpola-
tion is not combined with non-reflecting conditions [27] or oversampling [23,26], they can
generate spurious wave reflections which may in turn corrupt the solution. In addition,
if Lagrangian tracking must be coupled with the HBM, it is much easier to deal with
synchronised time instants. Therefore, in this work, we follow the synchronised HBM
strategy proposed by Crespo and Contreras [28]. This method ensures the flow continuity
between stator and rotor interfaces by using the same time instants in all the blade rows.

Another important aspect concerns the exploitation of spatial periodicity in the az-
imuthal direction, as often carried out in turbomachinery simulations. It must be said,
however, that, in unsteady calculations, it is necessary to have the same pitch for all dif-
ferent rows. For this reason, often half or even the full annulus of the machine needs to
be simulated. The usage of phase-shifted boundary conditions [29] is a way to resolve the
problem by exploiting the known spatio-temporal periodicity of the flow [30]. The method
allows for reducing the computational domain to just one passage per row, independently
of the blade number ratio. Indeed, there is a correspondence between the flow field inside
a blade passage at a certain time t and the adjacent passage at a different time t + T

Q(r, θ + ∆θ, z, t) = Q(r, θ, z, t + T ) (14)

where T is called the time lag between the two passages, ∆θ is the row pitch and θ is
the tangential coordinate. Let us consider for simplicity a single stage, the results being
generalizable to multiple stage. The time lag can be calculated as the phase of a wave
traveling at a rotational speed ωk = 2πk fBP in the azimuthal direction: T = kσ/ωk,
where σ is the interblade phase angle (IBPA) and fBP is the blade passing frequency of
the opposite row. To enforce phase-lagged conditions, one needs to update the Fourier
coefficients on the boundaries at each time-step. Since HBM is intrinsically related to the
Fourier decomposition of the solution, phase-shifted boundary conditions are well-suited
and much simpler to implement in frequency-domain solvers. Equivalently, Equation (14)
can be expressed in the frequency domain as

K

∑
k=−K

Q̂k(r, θ + ∆θ, z)eiωkt =
K

∑
k=−K

Q̂k(r, θ, z)eiωkteiωkT (15)
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With this in mind, we can reformulate the relation between the time instants on the
two periodic boundaries as [23]

Q(r, θ + ∆θ, z) = E−1SEQ(r, θ, z) (16)

where S is diagonal with components Skk = eikσ. The implementation of phase-lagged
boundary conditions in the HBM solver is detailed in [21].

3. Coupling the HBM and Lagrangian Tracking

Previous studies showed that unsteady effects may have a more or less pronounced
impact on the predictions of erosion and deposition in turbomachinery [10,12,31]. It is
difficult to know a priori if the discrete phase will show an influence from rotor–stator
interactions and to what extent for a particular case. Therefore, in general, one must
know and take into account that steady simulations can experience a certain degree of error.
The alternative is, of course, to perform unsteady Lagrangian tracking calculations, with the
associated high computational cost. The term unsteady Lagrangian tracking denotes the
calculations in which the continuous phase fields are updated after each Lagrangian step
for the discrete phase. Therefore, after each particle pi in the domain is advanced of ∆xpi

in space, the continuous phase fields are advanced from time t to t + ∆t, where ∆t is the
physical time-step of the calculation. The entire process is then repeated for as long as
needed to track all the particles throughout the domain.

To gain orders of magnitude speed up the simple idea that once the flow field has been
embedded in the spectral basis, it can be reconstructed at any desired time is exploited.
In this way, not only can the computational time needed to reach convergence for the
flow field be dramatically reduced, which is the advantage of using HBM over transient
calculations, but there is also no need to keep simulating the flow field during particle
tracking. On the contrary, the continuous phase field can be retrieved at any desired time
through flow reconstruction. Therefore, the continuous phase quantities needed to calculate
the forces acting on solid particles can be directly retrieved, without actually computing the
flow field. This new approach will be called from now on the HBM-reconstruction method.
An implicit assumption of this method is that particles do not affect the fluid flow (one-way
coupling), but their trajectory is influenced by the continuous phase through fluid-dynamic
forces. This is a typical assumption in turbomachinery flows since usually the particle’s
volume fraction is very low (<<10%). This technique is rather straightforward but has
never been applied so far in particle-laden flow simulations and represents a novelty in
the field.

Some authors [10] have adopted a different approach by saving many timesteps of
the converged flow field across one fundamental period of the current blade row. Then,
after solid particles’ injection, the snapshot corresponding to the actual instant is loaded
from the memory, instead of computing it. In this way, particle tracking can proceed as
usual using the saved timesteps. However, this approach is not efficient and has several
drawbacks. Firstly, it requires a lot of memory because the entire flow field needs to be
stored for all the desired instants of tracking (which are typically tens or one hundred
for one passing period). For larger simulations, even modern computers can not keep so
many timesteps in the RAM due to memory limitations. Therefore, a continuous process
of loading and unloading of the saved timesteps from the disk storage is needed. This,
though much cheaper than recomputing the flow field at each timestep, results anyway
in a very cumbersome and time-consuming process. Indeed, even with modern SSD,
the memory bandwidth is limited compared to RAM, resulting in a pronounced access
latency during the process. Just to give an idea, the memory bandwidth of RAM is
typically around 10 GB s−1, depending on the computer, while SSD bandwidth is about
500 MB s−1. Things are even worse when a HDD storage is used, for which load/write
speed is about 100 MB s−1. On the contrary, embedding the flow field with a ROM
such as the HBM allows for keeping all the necessary data in the main memory and
therefore there is no need to load data from the storage drive. Therefore, memory and
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computational efficiency are achieved. Of course, if the Fourier basis is chosen as the
basis for the ROM, one could compress the data after performing a conventional transient
calculation and reconstruct the field at any desired time. During the Lagrangian tracking
step, this would be equivalent to the method presented above. Anyway, the HBM allows
for obtaining accurate results in a reduced turnaround time also during the continuous
phase calculation, and naturally embeds the results in the spectral basis without need for
further post-processing. Hence, this strategy is preferable and has been used in this work.

Another major disadvantage of saving and loading the snapshots for the tracking is
that the timestep of the calculation can not be modified. Indeed, since the snapshots of the
flow field used for the tracking are saved and loaded from the storage, once the timestep
has been selected, the only way to modify the snapshots is to recompute them. Instead,
with the HBM, the flow field can be reconstructed at any time and one can therefore choose
and modify the timestep used for Lagrangian tracking as preferred, with no restrictions.
This is particularly useful if a suitable timestep for particle tracking can not be established
a priori.

Of course, with the HBM being a reduced order model, accuracy losses can be expected
if the number of harmonics retained in the spectrum is not sufficient. Indeed, errors arising
from inaccurate reconstruction of the flow field can potentially accumulate along particle
trajectory, leading to an increased computational error. A sensitivity analysis on the number
of harmonics retained in the spectrum is carried out in Section 4 to further investigate
this aspect.

To fully exploit the potential of the HBM, it is also desirable for the new method
to allow particle tracking in reduced domains of a single passage per row. This can be
achieved if the concept of phase-shift between periodic boundaries is extended to the
discrete phase, and represents a further novelty in the methodology. The idea is based
on the observation that, when a particle crosses a periodic boundary with a phase-shift
boundary conditions imposed on it, another particle must reappear on the other side with
the same velocity after a time lag:

T = σk/ωk ∀k (17)

where σk is the IBPA associated with a travelling wave of rotational speed ωk. Remember
that, even if multiple fundamental frequencies are present in the same row, Equation (17)
must hold for each of them. In other words, the time-lag is a constant and can be calculated
a priori for each row.

Please notice that, physically, the particle reappearing on the other side of the cyclic can
not be the same particle that exits from the first side. Despite this fact, for computational
purposes, the same particle is used on both halves of the cyclic since this is perfectly
equivalent and easier to implement. Another way to see this is considering that, if a particle
exits from a cyclic at a time t and is injected from the other half at time t + T , then this
is equivalent to continuing to track the same particle in the adjacent passage of the row
at time t. Indeed, the flow fields of two adjacent passages are exactly the same after the
time lag T . This allows for taking advantage of single passage reduction also during the
Lagrangian tracking step, thus avoiding reconstructing the flow field in adjacent passages.
The underlying hypothesis in doing this is that particles’ injection inside the domain has
the same periodicity of the flow. As a matter of fact, there is hardly any reason why this is
not true in turbomachinery flows. In other words, this means that it is very unlikely that
particles are injected with a temporal frequency different from the one of the flow field. In
addition, particles are typically injected uniformly (in space and time) from the domain
inlet, in which case this assumption is certainly true.

The implementation is as follows. For phase-lag cyclics, it is sufficient to transfer the
particle from one side to the other and deactivate the particle for a time corresponding to
the time lag. After a time T has passed, the particle is reactivated and the tracking proceeds
as usual. It is also emphasised that, necessarily, the two halves of the phase-lag cyclic have
IBPAs of the opposite sign (if half A is in advance with respect to half B, then half B is
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in delay of the same amount with respect to A). Although negative phase angles do not
represent a problem, negative time lags are of no use for particle tracking. For this reason,
it is always necessary to convert negative IBPAs into the corresponding positive time lags.
For phase-lag AMI interfaces, things are slightly more complex. A strategy similar to the
one described in [20] is used to find the correct position and cell on the other side of the
interface. The particle is deactivated for a time NCpT , where NCp is the number of the
copy on the receiving side and T is the time lag of the receiving blade row. Once again,
T is always positive, depending on whether NCp corresponds to a copy transformed in
the forward or backward direction. The schematic procedure for particle transfer between
phase-shifted interfaces is depicted in Figure 1.

Figure 1. Schematic procedure for particle transfer between phase-shifted interfaces. Particle trajec-
tory is represented with a dashed blue line.

4. Validation of the Method

The validation of the method is carried out on the rotor blade of the first stage of an E3

axial turbine [32]. A fully transient simulation is compared with the results obtained with
the HBM-reconstruction technique. The geometry is two-dimensional, and an artificial
wake is generated and imposed at the domain inlet, according to:

p0(y) = p̄0[1− ∆p · e−0.693(2 y
L )

2
] (18)

T(y) = T̄[1 + ∆T · e−0.693(2 y
L )

2
] (19)

where p̄0 is the average total pressure and T̄ is the average temperature at domain inlet,
respectively equal to 240 kPa and 600 K. The outlet total pressure is set equal to 144 kPa.
∆p and ∆T are the total pressure and temperature variations equal to of 0.10969 and 0.015,
respectively. L is the azimuthal wake width and has been selected as 20% of the blade pitch.
The average values of total pressure and temperature, as well as the flow inlet angle, are
chosen according to a preliminary steady-state simulation of the entire stage with a mixing
plane interface.

The standard k-ε turbulence model with its original constants and parameters is
employed for the RANS closure of the turbulent viscosity νt [33]:
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k
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Cµk2

ε
(22)

where P is the turbulent kinetic energy production rate. The model constants employed are
set according to the standard values: Cµ = 0.09, C1 = 1.44, C2 = 1.92, σk = 1.00, σε = 1.30.
The automatic wall treatment switches between the viscous and inertial sublayers values
for the turbulent quantities by comparing the local y+ with the estimated intersection of
the viscous and inertial sublayers y+lam.

The mesh is composed of nearly 20, 000 elements. During the simulation, the wake
profile described by Equations (18) and (19) is slid in the azimuthal direction at the domain
inlet, to recreate an unsteady flow field similar to the one seen by the blade row in its
relative frame during a simulation of the entire stage. The wavelength of the wake is twice
the pitch of the rotor, to mimic an upstream vane row with a count ratio of 1:2 with respect
to the blade row.

The fully transient calculation is performed on a domain including two blade passages
(to take into account the wave length of the incoming wake) using periodic boundaries,
while HBM simulations are carried out on a single passage domain exploiting phase-lag
periodic boundary conditions. Figure 2a shows the instantaneous temperature field in the
blade passages for the transient simulation. HBM solutions were obtained considering
4, 5 and 6 harmonics of the wake passing frequency. The number of sample points is
obtained with the usual relation 2N f + 1 and is respectively equal to: 9, 11, 13. Figure 2b
shows instantaneous temperature profiles along the pitch in front of the rotor for the
HBM solutions compared with the reference transient simulation. As can be seen, with six
harmonics, the HBM results closely match the transient ones, while five harmonics are
already sufficient to capture the shape of the profile well. Finally, a steady state calculation
is also carried out using a mixed out state at the domain inlet with values of total pressure
and temperature of p̄0 and T̄.

(a) (b)

Figure 2. (a) Temperature field in the blade passages with unsteady wake imposed at the inlet;
(b) temperature profiles in front of two blades obtained with the fully transient and HBM calculations.
Reference pitch is twice the single blade pitch.
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For the unsteady calculations, particles are injected at the inlet following a probabilistic
distribution in which the probability is high inside the incoming wake and very low outside.
Particles are injected at the equilibrium velocity with the flow. In this way, a strongly non
uniform incoming condition is generated for the particles. Indeed, the aim here is not so
much to reproduce a realistic unsteady behaviour in the rotor as to create a test case in
which unsteady effects are willingly enhanced to highlight the difference with a steady-
state calculation. During the Lagrangian tracking steps of the fully transient and the HBM
solutions, a timestep of 1× 10−6 is employed for the flow field, corresponding to a physical
Courant number of 2. For the steady solution, instead, particles are injected uniformly from
the domain inlet as if a mixing plane was placed between the stator and the rotor. In order
to focus only on the correct implementation of the methodology, turbulent dispersion is not
accounted for in the simulations of this case study. Particles are considered spherical and
smooth, and the unique force acting on them is viscous drag. Three different diameters are
injected to analyse the sensitivity of the results to particle size: 2, 8 and 16 µm. Assuming a
density of 2700 kg m−3, the Stokes number of the particles based on the turbine axial chord
is: 0.125, 2.00 and 8.00, respectively. A perfectly elastic rebound is assumed when a particle
impacts on the blade surface.

Figure 3 shows trajectories of 16 µm particles for transient and HBM-reconstruction
methods at four equispaced instants in time. Transient results are shown on two blade
passages while, of course, HBM results are available only on a single passage. The lower
passage of the transient simulation is synchronised with the passage of the solution recon-
structed using HBM. The qualitative comparison of the trajectories clearly shows that the
new technique is able to reproduce the discrete phase movement across the domain. In par-
ticular, the non uniform injection and the variation in particles concentration due to wake
stretching and distortion inside the passage are captured properly. Particles distribution is
also very similar after they impact on the blade and exit the domain, meaning that impact
angle and velocity are correctly reproduced.

(a) t0 (b) t0 + ∆t

(c) t0 + 2∆t (d) t0 + 3∆t

Figure 3. Comparison of 16 µm particle trajectories for transient simulation and HBM-reconstruction
method at four equispaced instants.
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Beside the instantaneous behaviour of the discrete phase, one is typically interested
in obtaining reliable prediction of global parameters or time-averaged values quantifying
impacts on the blade. Figure 4 reports the impact efficiency along the blade chord, defined
as the ratio between the number of particles impacting on the blade and the total number
of particles injected. For particles with Stokes 0.125 and 2.00, only the pressure side of
the blade is shown, since almost no impacts were found on the suction side. Indeed,
as also reported by Jacobs et al. [34], shock–particle interaction may create particle velocity
components perpendicular to the main flow, producing transport perpendicular to the
flow streamlines. This effect, combined with the curvature of the fluid flow streamlines
is responsible for the very small number of impacts found on the suction side. Bigger
particles instead tend to be projected towards the blade suction side after they rebound
on the pressure side of the blade below (see Figure 3). A very good agreement is found
for all diameters between HBM-reconstruction with six harmonics and transient cases
(Figure 4a,c,e). Conversely, steady-state solutions are significantly different, showing that
an unsteady treatment is necessary in this test case. A sensitivity analysis with respect to
the number of harmonics is also carried out. A comparison of Figure 4b,d,f reveals that
smaller particles are the most sensitive to the number of harmonics used for the simulation,
being more influenced by the surrounding flow field due to the lower inertia. For these
particles, six harmonics need to be retained in the spectrum to provide a good resolution
of the impact efficiency. For St = 2.00 and St = 8.00, on the other hand, five harmonics
are sufficient to obtain a good accuracy. From these observations, it can be inferred that,
if the number of harmonics is adequate for the correct resolution of the flow field, a good
approximation of the impact of unsteady effects on the discrete phase will also be obtained.

(a) St = 0.125 (b) St = 0.125

(c) St = 2.00 (d) St = 2.00

Figure 4. Cont.
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(e) St = 8.00 (f) St = 8.00

Figure 4. (a,c,e) Impact efficiency on the blade surface for the steady, transient, and HBM-
reconstruction methods; (b,d,f) impact efficiency for different number of harmonics in the HBM-
reconstruction method. Results are shown for the various Stokes numbers: 0.125 (a,b), 2.00 (c,d) and
8.00 (e,f).

Inspection of computational times in Figure 5 reveals the potential of the new method
for a remarkable speedup compared to conventional transient simulations. The CPU times
are normalised with respect to the total simulation time for the steady case (notice the log
scale on the y-axis). Total times are represented by the sum of the flow time (time to reach
convergence of the flow field before injecting particles) and the Lagrangian time (time
necessary to track all the particles until they exit the domain). It can be noticed that the time
for the transient is two orders of magnitude greater than the steady simulation. Moreover,
focusing just on the Lagrangian time (yellow bars), this is increased by three orders of
magnitude with respect to steady-state. This observation clearly highlights the need for
a reduction in the time required by this step of the calculation. This is accomplished by
the HBM-reconstruction that reduces it by more than two orders of magnitude, making
the bars diagram look very similar to the steady calculation, where the Lagrangian step
represents only a minor contribution to the overall time. This is due to the combined
effect of HBM and the reduction to a single passage with phase-lag BCs. This second
contribution is expected to have a much bigger influence in real turbomachinery cases,
where several passages typically have to be simulated. Overall, in this case, the total time
for HBM-reconstruction is reduced by one order of magnitude compared to transient.

Figure 5. Normalised CPU times (reference is steady-state calculation) for the E3 rotor case.
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5. Results

In this chapter, the behaviour of a discrete phase inside two gas turbine components
is analysed: a transonic axial compressor stage and a 1.5 axial turbine stage. Despite the
geometries being taken from experimental rigs rather than actual engines’ components,
they can be considered as representative cases of turbomachinery applications of interest.
Steady and unsteady results are presented, where the latter are obtained thanks to the
HBM-reconstruction method. Mixing plane interfaces are used to connect different rows in
the steady-state simulations. The HBM-reconstruction method is used to include transient
effects and compared with steady results to assess their importance. The behaviour of the
discrete phase is analysed both in terms of particle trajectories and global/local parameters
referring to particle impacts on aerodynamic surfaces.

5.1. NASA Stage 37

The 3D geometry of the NASA stage 37 [35] is selected as the first case study. The stage
is composed of 36 blades and 46 vanes. The rotor angular velocity is 18,000 rpm. One
passage per row is modeled thanks to the single passage reduction technique described in
Section 2.3. The computational domain for the stage is composed of a structured hexahedral
mesh of 1.3 million elements generated using Ansys Turbogrid. The grid parameters were
chosen according to a preliminary grid sensitivity study; see [13]. In the spanwise direction,
about 100 grid points are used, and 45 grid points in the circumferential direction. The grid
is realised by employing an O-grid around the rotor blade and the stator vane, with local
refinements near the hub and shroud regions. In addition, 200 points are used around the
rotor blade. The layer of cells on blade walls is such that the y+ values range from 1 to 10.
The tip clearance between the blade and the shroud is resolved with a mesh composed
of six nodes across the gap span. At the inlet, an absolute total pressure of 101, 325 Pa
and an absolute total temperature of 288 K are imposed. A turbulence intensity of 3% and
a turbulent length scale of 2× 10−3 m were also prescribed at the inlet. Two operating
conditions are considered for the study, namely choked flow and the near stall. To achieve
these conditions, the choking mass flow rate was initially computed by imposing a static
pressure outlet boundary condition. The computed choking mass flow rate was 20.42 kg s−1,
which is 2.3% below the experimental value of 20.9 kg s−1. The static pressure was then
increased until the mass flow rate achieved the desired value, equal to p/pamb = 1.39
and p/pamb = 1.66 for the choked and near stall conditions, respectively. For a detailed
description and validation of this case in OF, see [16,21]. In each row, four harmonics of
the passing frequencies are considered in the spectrum. Figure 6 shows the instantaneous
pressure and entropy contours at midspan for the choked flow condition. The flow field
has been obtained by reconstruction at the desired time. Four adjacent passages are shown,
considering the phase-shift between them.

(a) Pressure contours (b) Entropy contours

Figure 6. Contours of pressure and entropy at midspan for the NASA stage 37.
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Spherical drag and Saffman–Mei [36] lift effect are considered to be the only forces
acting on the particles. Here, a constant density of 2700 kg m−3 for the discrete phase is
assumed due to the nature of the air contaminants, made up of a large part of sand and
very small particles of soil. Particles are injected at the same velocity as the air flow from
the stage inlet, with randomly positioned injection points. Particle diameter dp varies in the
range 0.5÷ 32 µm, while the Stokes number, calculated at the rotor and stator inlet sections,
are reported in Table 1.

Table 1. Injection data for the NASA stage 37. Ninj is the number of particles injected for each diameter.

Rotor
dp [µm] 0.5 1 2 8 32

St 2× 103 8× 10−3 3× 10−2 0.5 8
τ+ 25 98 394 6.3× 103 1.0× 105

Ninj 1× 106 1× 106 5× 105 1× 105 1× 105

Stator
dp [µm] 0.5 1 2 8 32

St 3× 103 1× 10−2 4× 10−2 0.7 11
τ+ 19 77 309 4.9× 103 7.9× 104

Ninj 1× 106 1× 106 5× 105 1× 105 1× 105

Small particles (<2 ÷ 10 µm) are more prone to stick to the blades, causing foul-
ing [37]. Larger ones tend to impact without adhesion, causing the erosion of aerodynamic
surfaces. In this work, the attention is focused on particles’ impacts and deposition on
aerodynamic surfaces. For each diameter, a sufficient amount of particles to obtain a
statistically significant number of impacts on the blades surface must be injected. Since
smaller particles tend to follow the fluid streamlines better, only a small number hits the
walls. For this reason, a smaller number of particles were injected with growing diameter,
as reported in the last row of Table 1.

Tian and Ahmadi [38] pointed out that different turbulence models have an impact
on the particles velocity deposition in horizontal and vertical ducts. Their sensitivity
analysis highlights the influence of turbulence models, wall mesh refinement and particle
dimensions. They show that the most important parameter is the non dimensional particle
relaxation time defined as

τ+ =
(ρp)/ρd2

pu2
τ

18ν2 (23)

The turbulence model can be important in the resolution of particle trajectories near
the wall. The turbulence model used for the NASA stage 37 calculation is the standard k− ε
model and near-wall effects are modeled by means of scalable wall functions. In a previous
work, Aldi et al. [13] demonstrated that the k − ε model is suitable to model particle
dispersion near the walls for the NASA Stage 37 geometry. Their analysis shows that
the k− ε turbulence model overpredicts deposition for particles in Brownian (τ+ < 10−2)
regions, but in the inertial (τ+ > 10) region, the predicted deposition velocity trend is
similar to experimental data. As reported in Table 1, the τ+ for the compressor stage
simulations is in the range corresponding to the inertial region in accordance with Tian and
Ahmadi [38].

Particle rebound velocity and direction are computed with a specific particle–wall
interaction model imposed on rotor blades, stator vanes and endwalls. The normal en and
tangential et restitution coefficients are defined according to Forder et al. [39], as functions
of the particle impact angle α. The correlations for the restitution coefficients are based
on impingement testing using AISI 4130 carbon steel and sand. The analysis of particle
adhesion is instead performed using the experimental results from Poppe et al. [40]. Based
on the trends of sticking probability, we can define representative functions to relate the
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normal impact velocity un and the sticking probability Sp. According to the analysis carried
out by Suman et al. [41], the trend can be represented by two equations. The first one refers
to lower normal impact velocities (<4 m/s)

Sp = −0.112un + 0.99 (24)

and the second one refers to normal impact velocities in the range (>4 m/s)

Sp = −6 · 10−5u2
n − 6 · 10−4un + 0.545 (25)

For the sticking decision, an auxiliary random number in the range [0, 1] is generated
and compared with Sp. If greater, the algorithm rejects the sticking, and the restitution
coefficients are used to calculate the new particle velocity. Otherwise, the particle sticks,
and its velocity is set to zero. Two parameters can be defined in order to quantify the impact
and adhesion characteristics. The impact efficiency (IE) has already been defined as the
ratio between the number of impacting particles and the number of particles injected for
a fixed diameter. The capture efficiency (CE) is defined as the ratio between the number
of stuck particles and the number of particles injected for a fixed diameter. A time step of
1× 10−6 s is used for the flow field reconstruction, corresponding to 100 instants per blade
passing period. The computational time necessary to obtain the solution was about one
order of magnitude higher than the steady-state case. This is considered as satisfactory,
since fully unsteady calculations would have required the simulation of half annulus of the
stage with an estimated computational time of two to three orders of magnitude higher
than the steady-state solution.

The trends of the impact and capture efficiencies as a function of the Stokes number
are shown in Figure 7 for the rotor and the stator. In the case of the rotor, only results for
the choked flow condition are shown (Figure 7a) since the results were very similar in the
near stall case. Results for both steady and unsteady calculations are shown. Steady results
are discussed first (dashed lines). In general, it is possible to observe that the percentage of
particles that hit the blade surface increases with the particle diameter for the rotor, while
the stator has a maximum for 8 µm particles, more pronounced for the near stall condition.
The number of particles that impact the blade and the vane is similar for small diameters.
For large diameters, the blade has a greater number of impacts, and this difference increases
with the particle diameter. As can be seen, smaller particles are more likely to stick when
they make impact on the walls, but they undergo a lower number of impacts because
they follow better the fluid streamlines thanks to the lower inertia. For larger particles,
the opposite is true. The combination of these factors results in 8 µm particles having
the highest capture efficiency (red line). The trends and the values are in line with those
presented by Suman et al. [41] for the rotor and by Aldi et al. [13] for the entire stage.
The most significant difference between the two operating conditions is represented by the
vane impact efficiency. It can be observed that the near stall condition provides a higher
number of impacts on the stator for the whole range of diameters, with 8 µm particles
reaching a value almost double with respect to the choked condition. The reason for this
behaviour can be explained in fluid dynamics terms, as described later in the text.

As expected, unsteady effects due to upstream running pressure disturbances caused
by the vane are negligible, and the lines are almost overlapped. The situation for the
near stall condition is equivalent and is not reported for the sake of brevity. Figure 7c
refers instead to the stator. It can be observed that also for the vane the rotor–stator
interaction effects are not extremely important. A slight increase in impact and capture
efficiencies is observed in the choked case, but only of a few percentage points, with the
maximum difference for St = 0.7 (8 µm particles). For the near stall condition, results
are almost unchanged, as can be noticed in Figure 7c. These findings are corroborated by
the fact that the local impact pattern is also almost unchanged moving to the unsteady
calculation, as testified by Figure 8, which compares the two calculations in terms of local
impact efficiency on the pressure and suction sides of the blade and vane surfaces. Only
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8 µm particles at a choked flow condition are shown since this size resulted in the largest
discrepancy in the global IE. Nevertheless, only a small increase of impacts towards the
trailing edge on the pressure side of the vane can be observed compared to the steady
simulation. Therefore, it can be concluded that, for this geometry, transient effects do not
produce important differences on particle behaviour and steady calculations are appropriate
to capture the relevant features. This is an important remark that could not be argued a
priori, and shows that, for a transonic axial compressor stage, the operating point is a more
important parameter influencing deposition. Therefore, we investigate this aspect further.

The near stall condition results in general in higher impact efficiencies, especially for
medium-sized particles. This behaviour can be explained by looking at Figure 9, which
shows the trajectories inside the rotor and stator passages for the two operating conditions.
A relative tangential velocity component is reported for the blade row, while absolute
tangential velocity is shown for the vane row. The smallest particles are highly influenced
by the flow field, and their velocity is very close to the local flow velocity (Figure 9a). Due
to the different shock wave intensity, these particles experience a higher deceleration for
the near stall condition and, in much the same way as the continuous phase, their incidence
angle at the stator entry is increased (Figure 9a). However, these particles undergo a very
small number of impacts on the blades, as reported in Figure 7 and, therefore, their impact
efficiency is not significantly altered by the operating condition. On the contrary, larger
particles are much less sensitive to the deceleration induced by the shock at the blade
leading edge. Indeed, as illustrated in Figure 9c, trajectories are only marginally altered
by the operating condition of the compressor. Nevertheless, the high impact efficiency
amplifies these effects and results in higher local impacts on the rear part of the vane
pressure side for the near stall condition. 8 µm particles are somewhat in between the
two situations, since they are large enough to have a high impact efficiency on the blade,
but their inertia still allows for experiencing the stronger deceleration caused by the stronger
shock in the near stall condition. Indeed, looking at Figure 9b, it can be seen that a stronger
deceleration is observed in the area enclosed inside the black ellipse, producing an increased
incidence at the entrance of the stator. This is also evidenced by the wider particle “wake”
observed in the rear part of the vane with respect to the choked condition. At this point,
contrary to 0.5 µm particles, they are not able to follow the flow streamlines and the impact
and capture efficiencies are significantly increased for the near stall condition. However, it
is important to notice that the higher incidence angle increases the impacts on the pressure
side, but in the leading edge area of the suction side, fewer impacts occur. For this reason,
it can not be immediately concluded that the increased deposition for near stall condition
will cause higher performance losses than the choked condition. Indeed, suction side and
leading edge shape modifications are the most impacting on the losses inside the passage
and could therefore be more detrimental to the global compressor performance [42,43].
Additional studies including blade surface roughness changes caused by deposition must
be performed to assess the importance of these effects.
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(a) Rotor (b) Stator—Choked (c) Stator—Near stall

Figure 7. Comparison of efficiencies for the NASA stage 37 obtained with steady and HBM-
reconstruction methods.

Figure 8. NASA stage 37 at choked flow condition: impact efficiency for 8 µm on the blade and vane
surfaces obtained with steady and HBM-reconstruction methods.

(a) 0.5 µm (b) 8 µm (c) 32 µm

Figure 9. NASA stage 37: particles trajectories for the steady calculations at choked and near
stall conditions.
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5.2. 1.5 Axial Turbine Stage

The second geometry analysed is the 1.5 axial turbine stage rig of the University of
Bath [44]. The rig is composed of 32 upstream vanes, 48 rotor blades and 32 downstream
vanes. A structured body-fitted grid of nearly 2.1 million elements was generated using
ANSYS ICEM CFD. The mesh size is chosen according to a precedent study [44] showing
that the cell number is appropriate for the simulation. The average y+ value on the blades
is about 14, allowing the usage of wall-functions.

The boundary conditions for the calculation are shown in Table 2. The flow coefficient
is defined as CF = ux

Ωdb , where ux is the axial velocity at the inlet section, Ωd is the rotor
angular speed, and b is the turbine hub radius.

The timestep of the HBM-reconstruction calculation was chosen so that 100 instants
per blade passing period were resolved. Figure 10a illustrates the time-averaged pressure
field on stator and rotor walls and endwalls. Figure 10b shows the validation of the solution,
in terms of the comparison between the pressure coefficient for numerical and experimental
data. Illustrated is the time-averaged value of Cp over two passages on a probe located on
the hub downstream of the first vane.

Table 2. Operating conditions for the 1.5 axial turbine stage.

Parameter Value

Flow coefficient, CF 0.41
Inlet total temperature 300 K
Outlet static pressure 99,300 Pa
Disc rotational speed 3000 rpm
Inlet turbulent intensity k 3%
Inlet turbulent length scale 3× 10−3 m

(a) (b)

Figure 10. (a) Time -averaged pressure contours on the wall of the 1.5 axial turbine stage; (b) pitchwise
distribution of time-averaged Cp: experimental and numerical results.

The same structure of the previous section is followed here, by presenting a steady
analysis to highlight the salient features of the discrete phase behaviour, followed by a
comparison with the HBM-reconstruction technique. Spherical drag and Saffman–Mei lift
force acting on the particles are considered during the calculation. A constant density of
2700 kg m−3 is assumed for the discrete phase. Particles are injected from the domain inlet
at the same velocity of the air flow. The variation of the particle diameter dp is in the range
0.5÷ 32 µm, while the Stokes number, calculated at the three rows inlet sections, is reported
in Table 3.
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Table 3. Stokes numbers for the 1.5 axial turbine stage. Ninj is the number of particles injected for
each diameter.

dp [µm] Ninj St Stator1 St Rotor St Stator2

0.5 1× 106 1.7× 10−3 7.2× 10−3 1.8× 10−3

1 1× 106 6.8× 10−3 2.9× 10−2 7.3× 10−3

2 5× 105 2.7× 10−2 0.12 2.9× 10−2

8 1× 105 0.44 1.85 0.47
32 1× 105 6.99 29.5 7.47

A mixing plane interface is placed between stators and the rotor for the steady analysis.
The global impact and capture efficiencies for the first stator, the rotor and the second stator
as a function of particle diameter are reported in Figure 11. It can be noticed that, for the
first stator, these properties grow with particle size. This trend resembles the one seen
for the rotor in the NASA stage 37 case (Figure 7a). Consequently, it can be deduced that,
for the first upstream row of other axial turbomachinery, the trend will be roughly the
same. In this case, however, the impact number is higher due to larger turning angle
imposed to the flow by the vane row. The monotonic trend is interrupted after dp > 8 µm
because, for this size, all particles have already impinged on the vane surface. Indeed, it can
be noticed that, for larger particles, the impact efficiency is higher than 100%, meaning that
some particles rebound multiple times on the vane. On the contrary, the diagrams for the
rotor and the second vane row present a maximum for middle-sized particles. For larger
particles, the first stage acts as a “filter” with respect to the second stator. Indeed, despite
the fact that the sticking probability is significantly lower, the larger inertia causes a high
impact and capture efficiencies in the first stage, with the result that only a small fraction
of large particles can reach the downstream vane row. This is testified by the fact that the
impact and capture efficiencies of 8 and 32 µm particles for the second stator are orders of
magnitude lower than for the other rows. This is not true for smaller particles since only a
fraction of them actually make impact on the walls. To a lower extent, the first vane row
acts as a filter for the rotor, explaining the decreasing number of impacts for large particles.

To better analyse these features, trajectories for a hundred particles are shown in a
meridional plane for three diameters in Figure 12, coloured by absolute velocity magnitude.
1 µm particles undergo a higher acceleration in the first vane row, but their inertia is not
sufficiently high and drag force is prevalent along their trajectory. When the Stokes number
grows, particles are accelerated less by the flow, and they approach the following row with
a lower incidence. Moreover, their inertia begins to be important and the average radial
impact locations on the blade is shifted towards the shroud of the turbine. This is in agree-
ment with the findings of Tabakoff et al. [8] who analysed the impact locations for particles
of similar size on an axial turbine. Some of them are also able to move through the tip gap
of the blade and exit on the suction side. It can be seen that 32 µm particles are centrifuged
out so fast that almost no impacts occur on the pressure side of the blade; instead, they
impact on the rotor case. As previously described, for larger particles, the almost totality of
particles are not able to reach the downstream stator. However, it is important to note that,
although Equations (24) and (25) predict a low sticking probability for large particles (due
to the higher normal impact velocity), this value could be overestimated compared to other
models typically used in the literature. This results in a higher number of particles being
able to reach the downstream vane row in the end. It can be also noticed that the particles
are not able to infiltrate inside the cavity, and their trajectory is not affected by the purge
flow exiting from the rim gap, even for 1 µm. The same simulation (not shown here) was
also conducted for the high-purge flow condition, showing almost identical results.

Figure 11 shows the impact and capture efficiencies for the three rows. The only
noteworthy differences between steady and transient simulations are due to smaller parti-
cles’ impacts. Up to 2 µm, the impacts on the blade pressure side are increased and more
uniformly distributed, while for 8 and 32 µm, they are almost unmodified. Unsteady effects
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are negligible on the first vane row. This can be demonstrated also by comparing the
global impact and capture efficiency for the upstream stator obtained with steady and
HBM simulations (Figure 11a). As expected, the lines are superimposed to each other.
For what concerns the rotor blade, Figure 11b shows that some differences are present for
the transient solution. The most important are the total impact and capture efficiencies for
2 µm particles that are increased from 30.5% to 40% and from 24.5% to 30.5%, respectively.
Once again, rotor–stator interactions are more important for small particles due to the
lower inertia, but it is the combination of this effect with the number of impacts that must
be accounted for.

(a) First stator (b) Rotor (c) Second stator

Figure 11. Comparison of efficiencies for the 1.5 axial turbine stage obtained with steady and
HBM-reconstruction methods.

Figure 12. 1.5 axial turbine stage: particle trajectories for three different diameters.

The impact efficiencies for 1 µm and 2 µm are shown in Figure 13. These are the
particle sizes that resulted in the larger differences in the impact and capture efficiencies
between the steady and transient calculations. Pressure and suction sides are reported for
the three rows. The pressure side is the most struck by the discrete phase. It can be also
noticed that a small percentage of 1 µm particles impact the suction side of the rotor near
the tip. This is due to the tip leakage flow that transports some particles across the tip gap
towards the suction side of the blade.

Unsteady effects could be potentially more important in the downstream stator, but the
number of impacts is so small that no considerable percentage differences are observed,
as illustrated in Figure 11c. As for the NASA stage 37, the very similar patterns found
that comparing steady-state and transient approaches allows for arguing that steady-state
solutions are a good approximation of the discrete phase physics, at least for the tested
geometries and particle sizes. Unfortunately, this is not of much interest from the scientific
standpoint, but allows for putting a higher trust in the results obtained with stationary
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simulations of discrete phases, which are still the most commonly employed in this research
field. Please notice that under no circumstances should this remark be directly extended
to the continuous phase, as already mentioned several times. Anyway, it is shown that
unsteady effects on the discrete phase are small but not negligible for the rotor blade.
Differences up to 10% are present for St ≈ 0.1 as shown in Figure 11b.

Figure 13. Impact efficiencies comparison between steady and HBM simulations for 1 µm and 2 µm
in the three rows of the 1.5 axial turbine stage.

Unsteady analysis is also very useful to visualize the dynamic of particles approaching
the rotating passage. To explore this feature, a small stream of particles exiting from the
upstream vane is selected. Figure 14 shows the locations of 1 and 8 µm particles at four
different time steps, coloured by absolute velocity magnitude. In the 1 µm case, particles are
accelerated as they leave the vane passage and travel faster than the rotor blade, avoiding
suction surface impacts. Larger particles instead experience a smaller acceleration and tend
to concentrate in the wake region after impacting the vane walls. Differently from smaller
particles, they travel slower and are chopped by the oncoming rotor blades. Having a
smaller sticking probability, they rebound on the rotor blade suction surface as the blade
keeps moving toward them.

Figure 14. 1.5 axial turbine stage: particle positions at four equispaced time steps for two particle
diameters. Particles are coloured by absolute velocity magnitude.
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6. Conclusions

This work consisted of analyzing the behaviour of a discrete phase inside gas turbine
components. A technique that combines HBM with Lagrangian tracking was presented,
allowing for significant speedup during the continuous and discrete phase solution for
unsteady calculations. The matter of particles crossing cyclic boundaries with a phase-shift
relation was properly addressed. Moving to the results, firstly, a simple test-case has been
used to assess the correct implementation of the methodology. Then, two representative ap-
plications of the Lagrangian tracking algorithm to gas turbine components were presented,
namely a transonic axial compressor stage and a 1.5 axial turbine stage. A deposition model
from the literature was used to determine which particles tend to stick on the blade surfaces.
Impact statistics and particle trajectories were used to explain the observed trends in global
impact and capture efficiencies. For the compressor stage, two operating conditions were
investigated. Steady-state calculations with mixing plane interfaces and unsteady simula-
tions with the HBM-reconstruction were performed and compared to each other for both
case studies. Generally speaking, significantly different behaviours can be expected for par-
ticles with different Stokes number. For a transonic compressor stage, it was demonstrated
that different shock intensities caused by different operating conditions have important
effects on the vane impact efficiency according to particle size. For the axial turbine, it was
demonstrated that impacts and deposition occur almost exclusively in the first stage that
acts as a filter for the successive rows. Additionally, due to the significantly higher swirl
component of the flow compared to the axial compressor, larger particles are centrifuged
towards the casing of the turbine much faster. Interestingly, unsteady effects seem to affect
the particle impacts only slightly. The most important differences are observed for the axial
turbine case, in which the impact efficiency for 2 µm particles is increased by about 10% on
the rotor blade. However, these differences do not dramatically modify the conclusions
drawn with the steady models. This is perhaps disappointing from a scientific standpoint
but confirms that steady-state solutions are a good approximation of the discrete-phase
physics at a reduced computational time, at least for the tested geometries and particle
sizes. In any case, the HBM-reconstruction technique allows for obtaining more accurate
results at an acceptable computational cost and therefore represents a valuable tool for the
prediction of the discrete-phase behaviour.
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Nomenclature
The following abbreviations are used in this manuscript:

Ω Domain angular velocity vector
F Vector of fluxes
M Matrix of the equations system
Q Vector of conservative variables
R(Q) Discretised fluxes residual term
u Velocity
Q̂m m-th Fourier coefficient of Q
Dt Time derivative operator
D Harmonic balance operator
E Discrete Fourier transform matrix
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ω Angular frequency corresponding to a known flow periodicity
σ Interblade phase angle
θ Azimuthal coordinate
NB Number of blades in a row
NT Number of snapshots for the HBM simulation
V Control volume
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Abstract: Biomass represents a programmable renewable energy source that is useful for reducing
issues related to the transfer from fossil fuels to the renewable energy era. The exploitation of
biomass is strongly related to the development of power technologies that are designed to improve
efficiency; however, at the same time, they have to be designed to improve the life cycle of the
entire installation—especially in relation to maintenance operations. In this paper, a numerical
analysis is proposed to assess the performance of a heat exchanger used for separating condensing
tar from syngas generated by the gasification of lignocellulosic wood chips and pellets. The analysis
included clean, fouled, and clogged conditions. Flow maldistribution characterized the inlet section
of shell-and-tube configurations and was responsible for clogging phenomena. Starting from field
detection, analyses of fouled and clogged conditions showed a reduction in the effectiveness of the
heat exchanger, causing dangerous conditions for the internal combustion engine used to exploit the
syngas flow.

Keywords: biomass gasification; tar deposition; shell-and-tube heat exchanger; CFD; conjugate heat
transfer; performance degradation

1. Introduction

Negative environmental impacts from fossil fuels have encouraged researchers to look
for greener energy sources. Among all renewable energy sources, biomass appears to be
one of the most attractive [1]. The gasification process is considered a key technology for
the conversion of biomass to biofuels [2] because of its high efficiency and flexibility [3].
The solid feedstock is converted into a gaseous fuel (syngas), whose main components are
carbon monoxide (CO), hydrogen (H2), methane (CH4), carbon dioxide (CO2), and nitrogen
(N2) [2]. Cogeneration systems based on biomass gasification can utilize syngas as a fuel
gas in internal combustion engines or gas turbines for electricity and heat production [4].

Despite the numerous advantages of biomass gasification, the technology is still in
the development stage due to issues related to the process itself. During gasification,
undesirable byproducts such as particulate matter, ammonia, sulfur compounds, and tar
are unavoidably produced and entrained in the fuel gas. The types of syngas contaminants
and the potential problems associated with their presence have been reported by Belgiorno
et al. [5]. Since these impurities can cause severe issues in downstream equipment, cleaning
syngas is essential before its being utilized [6]. In particular, reducing tar content is one of
the most significant challenges in biomass gasification [7]. Tar condensation can indeed
occur if the local temperature drops until the tar dew point is reached, leading to fouling
and clogging of fuel lines, heat exchangers, filters, and engines [8].

As pointed out by Morf [9], there is no clear and uniform definition for the term
“tar” in the literature because of the complexity of the mixture of organic compounds
that represent “tar”. A comprehensive overview of operational “tar” definitions used
by researchers is given in [10]. The tar composition in syngas is strongly dependent
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on its formation conditions. Evans and Milne [11,12] identified four major tar product
classes: primary products derived from cellulose, hemicellulose, and lignin; secondary
products, characterized by phenolics and olefins; alkyl tertiary products, which include
methyl derivatives of aromatics; and condensed tertiary products, which include the
polyaromatic hydrocarbon series without substituents. Primary products are destroyed
before the tertiary products appear [13]. Kiel et al. [14] derived a different tar classification
based on the behavior of tar components in downstream processes. In this respect, two
significant tar properties compounds were considered, i.e., condensation behavior and
water solubility. The proposed classification system groups tar components into five
classes [14]: GC-undetectable tars (class 1)—namely, the heaviest tars that condense at high
temperatures even at very low concentrations; heterocyclic compounds (class 2), which
generally exhibit high water solubility due to their polarity; aromatic compounds (class
3), i.e., light hydrocarbons that do not show condensation or water solubility issues; light
polyaromatic hydrocarbons (class 4), which condense at relatively high concentrations
and intermediate temperatures; and heavy polyaromatic hydrocarbons (class 5), which
condense at relatively high temperatures at low concentrations.

As stated above, an essential property for tar condensation is its dew point. The tar
dew point is the temperature at which the actual total partial pressure of tar equals its
saturation pressure [14]. The Energy Research Center of The Netherlands developed a
model for calculating tar dew point Tdp for different tar classes as a function of tar-class
concentration C [14] (Figure 1). The model includes vapor/liquid equilibrium data for tar
components in syngas based on the ideal gas behavior. Raoult’s law is applied to calculate
the mixture of hydrocarbons, using the vapor pressure data of individual compounds [14].
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Several approaches for tar reduction are reported in the literature. Tar removal tech-
nologies can be broadly divided into two groups, i.e., primary and secondary measures,
depending on the location where the tar is removed. According to Devi et al. [15], pri-
mary methods can be defined as all the measures taken in the gasification step to prevent
or convert tar formed in the gasifier. The authors provided a thorough overview of the
primary methods used for tar elimination during biomass gasification. In particular, they
pointed out the importance of the proper selection of operating parameters (temperature,
pressure, gasifying medium, residence time, etc.), the use of adequate bed additives or
catalysts during gasification, and a proper gasifier design. Secondary measures are con-
ventionally employed as syngas treatments outside the gasifier [15]. As outlined by Anis
and Zainal [16] in their review, secondary methods include both chemical (catalytic and
thermal cracking) and mechanical/physical treatments—the latter being further classified
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into dry (cyclones, rotating particle separators, various types of filters, adsorbers, etc.) and
wet (wet scrubbers, wet electrostatic precipitators, wet cyclones, etc.) gas cleanup systems.

Among all the wet cleaning techniques, wet scrubbers are necessary devices that use
water scrubbing to condense tar and simultaneously remove particulates from syngas [16].
However, crucial issues related to wet scrubbing systems involve expensive wastewater
treatment and decreases in both syngas heating values and process net energy efficiency [16].
To overcome the disadvantages of conventional wet cleaning technologies, Thapa et al. [17]
developed a cleanup system consisting of a single-tube heat exchanger for syngas cooling
followed by a dry biomass-based filter with wood shavings as filter media. The use of an
indirect heat exchanger (no contact between hot syngas and chilled water) eliminates the
need for wastewater treatment, while filter media can be reused as gasification feedstock.
The application of the system for cleaning the syngas produced in a 20 kW downdraft
gasifier resulted in a tar reduction efficiency of 61%. More recently, Thapa et al. [18]
designed a tar removal technology that uses a vegetable oil bubbler in series with a shell-
and-tube heat exchanger. The authors tested the ability of the system to remove tar from
the syngas generated in a pilot-scale downdraft gasification plant. About 60% of the tar
was condensed in the heat exchanger, which cooled the syngas below the tar dew point,
and 96% of the remaining tar was absorbed by the oil bubbler. However, even if syngas
cleanup techniques based on indirect heat exchangers for promoting tar condensation
appear promising, the accumulation of tar deposits on heat transfer surfaces can lead to
extremely short maintenance intervals.

This work presents a numerical investigation of performance degradation due to tar
deposits on a shell-and-tube heat exchanger installed in a small-scale biomass gasification
plant. The novelty of the present research is related to using a numerical simulation to
comprehend the cooling process of the syngas and the consequent tar separation. The use
of heat exchangers as a tar trap means that the common rules and methods used in the
design of a shell-and-tube heat exchanger must be balanced with the need to condense the
greatest amount of tar with the widest overhaul intervals. At first, the flow distribution
and heat transfer performance were analyzed for the heat exchanger with clean surfaces.
Then, to evaluate if favorable conditions are established for tar condensation and to predict
the potential deposition zones, Eulerian–Lagrangian simulations were carried out for the
clean heat exchanger. Finally, based on on-field fouling observations, different fouled heat
exchanger models were developed to examine the progressive deterioration of heat transfer
performance due to solid deposit build-up.

2. Conjugate Heat Transfer Methodology

The heat exchanger under study is part of a commercial-grade system for the gasifica-
tion of lignocellulosic wood chips and pellets coupled to a cogeneration unit located inside
the campus of the University of Parma within the context of project SYNBIOSE, which
is aimed at building a knowledge base and the best practices for promoting small-scale
gasification and CHP for the tertiary sector [19,20]. The project involved Siram S.p.A.,
the Center for Energy and Environment of the University of Parma (CIDEA), and the
Department of Engineering of the University of Ferrara.

The purpose of the heat exchanger was to cool the syngas stream that feeds a 125 kW
internal combustion engine and, at the same time, to clean the fuel gas by promoting tar
condensation. As can be seen from Figure 2, it is a vertical shell-and-tube heat exchanger
with one pass on both the shell and tube sides. The syngas enters the heat exchanger from
the upper header and flows inside 55 carbon steel tubes with an inner diameter of 30 mm,
a wall thickness of 2.3 mm, and a length of 1400 mm. The tubes are accommodated in
a carbon steel shell, characterized by an inside diameter of 450 mm and a thickness of
9.5 mm, according to a triangular layout with variable tube pitch (44–60 mm). The shell-side
fluid is water, which is fed from the bottom and forced to flow across the tube bundle
by 11 segmental baffles with a spacing of 110 mm and a baffle cut of 33%. Since tar
condensation occurs during the heat exchanger operation, the vertical configuration of the
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device allows the liquid to flow out of the tubes and collect in a condensate tank connected
to the bottom header.
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Figure 2. Shell-and-tube heat exchanger for syngas cooling: actual geometry and reconstructed
three-dimensional model.

The starting point of the numerical analysis was the creation of a three-dimensional
model for the heat exchanger. Since the three-dimensional model of the device was not
available, its virtual geometry was reconstructed from technical drawings and on-field mea-
surements (Figure 2). During this phase, the geometry of the heat exchanger was slightly
simplified to reduce the computational effort of the subsequent simulations. In particular,
the connections of the bottom header to the inspection door and the condensate tank were
removed from the three-dimensional model, as well as small discontinuities related to the
flanged and welded joints.

Operating Conditions and Model Setup

To characterize the performance of the shell-and-tube heat exchanger, steady conjugate
heat transfer simulations were performed with the commercial CFD code ANSYS CFX 20.2
under its nominal operating conditions, which are outlined in Table 1. The computational
domain for the analysis of the clean device consisted of two fluid domains (syngas and
water) and one solid domain. Since all heat exchanger components (shell, tube bundle,
tube plates, baffles, headers) were merged to form a single solid domain, thermal contact
resistances at the interfaces between adjacent elements were neglected. A grid sensitivity
analysis was performed, checking the variation of the power of the heat exchanger and
the pressure losses of the syngas compared to a progressive refinement of the mesh from
about 40 million to 70 million elements. The chosen grid was composed of about 61 million
elements. The mesh was generated by employing near-wall refinements, with 3 prism
layers added to the solid walls (Figure 3).
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Table 1. Nominal operating conditions of the heat exchanger.

Quantity Value

Syngas mass flow rate [kg/s] 0.10
Syngas inlet relative pressure [Pa] −15,000

Syngas inlet temperature [◦C] 350
Water volume flow rate [m3/h] 11

Water inlet temperature [◦C] 80

Energies 2022, 15, x FOR PEER REVIEW 5 of 16 
 

 

Quantity Value 
Syngas mass flow rate [kg/s] 0.10 

Syngas inlet relative pressure [Pa] −15,000 
Syngas inlet temperature [°C] 350 
Water volume flow rate [m3/h] 11 
Water inlet temperature [°C] 80 

 
Figure 3. Cross-sectional view of heat exchanger numerical grid (detail of the mesh around the tubes 
shown in a close-up). 

The fuel gas produced in the downdraft gasifier was sampled, and its overall com-
position is reported in Table 2. Since no reaction is expected within the heat exchanger 
except for tar condensation (which would involve only a slight change in the gas compo-
sition), the composition was considered to be uniform over the corresponding fluid do-
main. Therefore, the syngas was approximated as an ideal gas mixture, whose thermo-
physical properties were assumed to be constant and was evaluated by weighted averag-
ing of the properties of the components according to their molar fractions (Table 3). 

Table 2. Syngas composition. 

Component Molar Fraction 
H2 0.150 
O2 0.020 
N2 0.420 

CH4 0.015 
CO 0.230 
CO2 0.165 

Table 3. Thermophysical properties of syngas and water. 

Property Syngas Water 
Density [kg/m3] variable 971.8 

Specific heat [J/(kg∙K)] 1142 4197 
Dynamic viscosity [Pa∙s] 1.655 × e−5 3.55 × e−4 

Thermal conductivity [W/(m∙K)] 0.0244 0.670 

Figure 3. Cross-sectional view of heat exchanger numerical grid (detail of the mesh around the tubes
shown in a close-up).

The fuel gas produced in the downdraft gasifier was sampled, and its overall composi-
tion is reported in Table 2. Since no reaction is expected within the heat exchanger except
for tar condensation (which would involve only a slight change in the gas composition), the
composition was considered to be uniform over the corresponding fluid domain. Therefore,
the syngas was approximated as an ideal gas mixture, whose thermophysical properties
were assumed to be constant and was evaluated by weighted averaging of the properties
of the components according to their molar fractions (Table 3).

Table 2. Syngas composition.

Component Molar Fraction

H2 0.150
O2 0.020
N2 0.420

CH4 0.015
CO 0.230
CO2 0.165

Table 3. Thermophysical properties of syngas and water.

Property Syngas Water

Density [kg/m3] variable 971.8
Specific heat [J/(kg·K)] 1142 4197

Dynamic viscosity [Pa·s] 1.655 × e−5 3.55 × e−4

Thermal conductivity [W/(m·K)] 0.0244 0.670
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The boundary conditions for the conjugate heat transfer calculations reflected the
previously highlighted nominal operation point of the device. For the tube-side fluid
(syngas), the inlet relative pressure and temperature were specified at the inlet section of
the domain, while the mass flow rate was imposed at the outlet section. For the shell-side
fluid (water), the mass flow rate and inlet temperature were set at the domain inflow
boundary, whereas a zero relative pressure was applied at the outflow boundary. Solid
walls that were wet by the fluids were treated as hydraulically smooth, and thermal
conditions on the external surfaces were specified by imposing a heat transfer coefficient of
10 W/(m2·K), representative of natural convection over a vertical surface according to [21].
Finally, a reference temperature for the environment was set at 15 ◦C. The turbulence
model used in the simulations was the standard k-epsilon model, and near-wall effects
were modeled with scalable wall functions [22]. A second-order high-resolution advection
scheme was adopted for both the flow and turbulence equations.

3. Clean Heat Exchanger Performance
3.1. Flow Distribution Analysis

A uniform distribution of flow in the tube bundle of shell-and-tube heat exchang-
ers is assumed in conventional designs. Nevertheless, as stressed by Mohammadi and
Malayeri [23], in practice, flow maldistribution is an inevitable occurrence, which may
have severe implications on heat exchanger performance. Among the different causes of
flow maldistribution identified by the authors, gross flow maldistribution is caused by
the geometrical characteristics of the device. This type of maldistribution can significantly
increase the tube-side flow pressure drop and result in a reduced heat transfer rate [23].
In particular, Kim et al. [24] demonstrated that the configuration of the inlet nozzle and
intake header strongly influences the flow distribution in the tube bundle.

Figure 4, which shows a clean heat exchanger under examination, illustrates the
velocity field of syngas within the upper header on two section planes orthogonal to each
other, passing through the header axis (the left section contains the axis of the inlet nozzle).
It is possible to observe that the syngas flow coming from the inlet nozzle was not uniformly
distributed among the tubes. In such a configuration of the intake header, the tubes in
line with the nozzle are preferentially fed by the gas flow. Moreover, a significant flow
recirculation occurred when syngas entered the header, resulting in extended dead zones.
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In order to visualize the flow maldistribution in the tube bundle, Figure 5 depicts the
velocity field of the syngas on a cross-section at the mid-length of the bundle, together
with the numbering scheme adopted for the identification of the tubes (dashed lines clarify
the orientation of the inlet nozzle). A noticeable flow non-uniformity could be detected,
with syngas velocities up to 17 m/s in some of the preferentially fed tubes (tubes 2 and 7).
However, several tubes facing the dead zone that formed below the 90◦ bend characterizing
the inlet nozzle showed velocities in the order of 1 m/s. From a quantitative point of view,
it is possible to express the flow maldistribution in the tube bundle in terms of a velocity
deviation δ, defined as [23]:

δ =
v − V

V
(1)

where v is the local average fluid velocity in a tube and V is the average fluid velocity in
the whole tube bundle, equal to 4.6 m/s (design value). The histogram in Figure 6 shows
the distribution of the velocity deviation in the tubes; the quantity on the vertical axis is
the ratio between the number n of tubes characterized by a velocity deviation that falls
within a specific interval and the total number N of tubes in the bundle. As can be noticed,
only about 3.5% of the tubes presented with a local average velocity almost equal to the
design value. The local average fluid velocity was lower than 4.6 m/s in about 67% of the
tubes. On the contrary, the velocity deviation exceeded 100% in about 16% of the tubes
(preferentially fed tubes). These results confirm the highly questionable assumption of
bundle uniform flow for shell-and-tube heat exchangers [23,24].
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3.2. Temperature Distribution Analysis

The temperature field of the syngas within the intake header for the clean heat ex-
changer is illustrated in Figure 7 on the same section planes considered in Figure 4. The
syngas temperature distribution reflects the velocity field analyzed in the previous para-
graph. The tubes aligned with the inlet nozzle were fed by a gas stream with a temperature
slightly lower than 350 ◦C (syngas inlet temperature). At the same time, those facing the
recirculating flow regions of the header were characterized by a lower entrance temperature.
In fact, before entering these tubes, the gas flows over the upper tube plate (whose wall
temperature ranged from 85 ◦C to 100 ◦C), separating the syngas from water.
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In order to evaluate the gas cooling process within the tube bundle, the graph in
Figure 8 outlines the evolution of the syngas temperature T along the tube axis (l refers to
the tube length) for five characteristic tubes, whose location in the bundle is highlighted in
red in the schematic (tube 1 is the central pipe, while tubes 44, 47, 50 and 53 are adjacent to
the shell wall). The overall temperature drop ranged from 125 ◦C, for tube 1, to 140 ◦C, for
tube 44. The maximum gas cooling was thus obtained in tube 44, in which the average fluid
velocity was almost equal to the design value of 4.6 m/s (Figure 5). Therefore, the flow
maldistribution imposed different heat transfer conditions for the tubes, generating a set
of passages affected by flow conditions far different from those designed. This condition
reflects a non-homogeneous condensation, reported in detail below. In contrast, the syngas
temperature drop was lowest in tube 1, for which the velocity deviation exceeded 100%.
The flow maldistribution finally resulted in a non-uniform gas exit temperature among
the tubes.
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4. Tar Condensation Assessment

For a qualitative assessment of tar droplet formation and deposition within the clean
shell-and-tube heat exchanger, steady Eulerian–Lagrangian simulations were carried out.
This analysis investigated if favorable conditions were established for tar condensation and
predicted the potential deposition zones by tracking the droplet trajectories. Since the sam-
pling of the tar produced in the biomass gasification plant of Parma was not available at the
moment of writing, the composition and concentration of tar in the syngas were assumed
based on literature data. In accordance with Casari et al. [20], who studied the deposition
of tar in the piping system downstream of the heat exchanger under examination, the tar
compound concentrations found by Dufour et al. [25] were employed. As can be observed
from Table 4, tar components were grouped here according to the classification system
proposed by Kiel et al. [14], and the dew point for the different tar classes was calculated as
a function of tar-class concentration with the model developed in [14] (Figure 1).

Table 4. Tar compound classification, tar-class concentrations, and corresponding dew point.

Tar Class Major Compounds Concentration [mg/m3] Dew Point [◦C]

Class 1 Undetectable 0 -
Class 2 Phenol, toluene 1000 98.4
Class 3 m-Xylene 1745 −23.3

Class 4 Phenanthrene,
naphthalene 2250 108.4

Class 5 Pyrene 5 162.6

4.1. Simulation Strategy

As explained above, the condensation of tar occurs when the local temperature of the
syngas drops until the tar dew point is reached, leading to aerosol formation [8]. Such
droplets are likely to keep increasing in size as the condensation process continues. In
the simplified simulation strategy adopted, based on the Eulerian–Lagrangian approach,
a distribution of fixed-diameter particles (discrete phase) was injected onto the previously
solved gas flow field (continuous phase).

dup

dt
= FD +

ρp − ρ

ρp
g, (2)

Particles were released at the same local velocities as the gas flow from the inflow boundary
of the inlet nozzle, with equally spaced, randomly positioned injection points. In accordance
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with Casari et al. [20], the particle diameter distribution was specified starting from the
experimental results of Vasudevan et al. [26]. In particular, three characteristic diameters
representing the reported particle size distribution were considered for each tar class:
0.1 µm, 5.6 µm, and 12.3 µm. These fixed-diameter particles represented 54.2%, 21.4%,
and 24.4%, respectively, of the total volume of injected particles. Since the particle volume
fraction was very low (<<10%), it was assumed that particles did not affect the fluid flow
(one-way coupling approach). The trajectories of individual particles were computed by
integrating a force balance equation on the particle, where the left-hand side represents the
inertial force per unit mass acting on the particle and up is the particle velocity vector. The
first and the second term on the right-hand side are the drag force and the buoyancy force
per unit particle mass, respectively—where ρp is the particle density, ρ is the gas density,
and g is the gravity acceleration vector. In the present analysis, the drag coefficient for
spherical particles was expressed according to the empirical correlation of Schiller and
Naumann [27]. Furthermore, the turbulent dispersion of particles in the fluid phase was
predicted using the stochastic model of Gosman and Ioannides [28].

In order to assess if favorable conditions were established for tar condensation within
the heat exchanger, the convective heat transfer between particles and fluid was accounted
for with the model proposed by Ranz and Marshall [29,30]. If the particle temperature
reaches the tar dew point, a droplet with a diameter equal to that of the particle is assumed
to form instantly. Injected particles can thus be considered as probes, whose temperature
is monitored to detect the potential condensation of tar in the syngas flow. When the
particle impacts a surface, the computation of its trajectory is interrupted (null restitution
coefficients), and the impact temperature is evaluated; if this temperature is lower than the
tar dew point, tar droplet deposition is supposed to occur. The thermophysical properties
of tar relevant to particle trajectory and heat transfer calculations were taken from the work
of Euh et al. [31]. The density, specific heat, and thermal conductivity of tar were set equal
to 1153 kg/m3, 1470 J/(kg·K)] and 0.150 W/(m·K), respectively.

4.2. Potential Tar Deposition Zones

The analysis of particle impact temperature for the different tar classes showed that
tar condensation/deposition was possible only for class 5. For the tar-class concentrations
taken into consideration, the temperature of injected particles could only reach the dew
point with the class 5 tar within the heat exchanger. A completely different scenario was
found by Casari et al. [20] in the piping system downstream of the heat exchanger due to
the lower temperatures of the syngas. Except for class 3, whose dew point falls below 0 ◦C,
tar deposits inside the piping were predicted for each tar class.

Figure 9, which shows the class 5 tar, depicts the impact patterns for the considered
particle diameters by means of colored particle plots. Each dot, representing a single particle
hitting the surface, is colored red or blue depending on whether its impact temperature
was higher or lower than the tar dew point. In the second case, tar droplet deposition is
assumed to occur. For the sake of clarity, heat exchanger surfaces were grouped into three
zones, which were analyzed separately: (i) the upper zone, comprising the inlet nozzle,
and the upper header and plate, (ii) the tube bundle, and (iii) the bottom zone, which
comprises the bottom header and plate, and the outlet nozzle. As can be noticed, favorable
conditions were not established for tar condensation within the upper zone due to the
high-temperature values of the gas flow (Figure 7). The deposition of tar droplets was
first detected in the lower part of the tube bundle. In particular, tar deposition started
earlier for the tubes adjacent to the shell wall, in which the syngas reached the lowest
temperatures (Figure 8). However, fewer tar deposits formed in these tubes than in the
preferentially fed ones, due to the flow maldistribution in the bundle (Figure 5). Therefore,
tar droplet deposition also occurred on the bottom zone surfaces. Within the bottom header,
the presence of low-temperature recirculating flow regions—analogous to those illustrated
in Figure 7 for the intake header—promotes the condensation of tar, which also deposits on
the outlet nozzle surface.
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The preceding considerations are further clarified by Figure 10, which still refers to the
class 5 tar. The particle impacts along the heat exchanger height h are reported as a function
of the impact temperature T, for particles with a diameter of 0.1 µm and 12.3 µm. Each dot,
representing a single particle hitting the surface, is colored red, green, or blue depending
on whether the impact took place over the upper zone, the tube bundle, or the bottom
zone surfaces, respectively. For an immediate identification of impacts that, in accordance
with the adopted strategy, resulted in tar droplet deposition, a dashed line is drawn in
correspondence to the class 5 tar dew point (equal to 162.6 ◦C).
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5. Fouled Heat Exchanger Analysis
5.1. On-Field Fouling Observations

The visual inspection of shell-and-tube heat exchanger surfaces during maintenance
operations revealed the presence of solid deposits due to the condensation of tar. As can be
noted from Figure 11, which shows the aspect of the upper tube plate before (left) and after
(right) mechanical cleaning, the deposit build-up resulted in the clogging of several tubes.
The presence of solid tar on the upper plate affected a significant portion of the surface, and
no preferential regions can be detected. The condensation of tar during the heat exchanger
operation was due to a combination of tar concentration, syngas velocity, and temperature
conditions, together with flow recirculation and vortex phenomena responsible for carrying
the tar droplets through the heat exchanger. Therefore, the visual inspection of the actual
heat exchanger is fundamental to detect the fouling magnitude and the position of the
fouled and clogged tubes. As remarked in the description of the numerical simulation
strategy, the tar concentration was imposed according to literature data [20,26] and was
not directly related to the operating conditions of the considered plant. Therefore, only a
qualitative comparison was possible between the numerical condensation pattern and the
actual one.
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Starting from these on-field detections, a representative clogged configuration for the
heat exchanger was determined, in which 21 tubes (38%) were considered wholly blocked
by deposits. Moreover, to investigate the progressive performance degradation resulting
from the accumulation of tar deposits on tube bundle heat transfer surfaces, a further
fouled model for the heat exchanger was developed. In this model, which represents
an intermediate fouled condition between the clean configuration and the clogged one,
a uniform-thickness tar layer was assumed to reduce the cross-sectional area of each of
the aforementioned 21 tubes by 50%. The numerical model setup for both the fouled
and clogged configurations was analogous to that described for the heat exchanger with
clean surfaces. The only difference to the previous setup concerned the definition of the
computational domain, which involved an additional solid domain for tar deposits.

5.2. Performance Deterioration Assessment

Table 5 reports the performance of the shell-and-tube heat exchanger for each of the
configurations taken into consideration. For the sake of completeness, the conditions
reported in Table 5 refer to the clean (the heat exchanger is not affected by tar deposition),
fouled (the tube bundle of the heat exchanger presents a reduced passage area due to a
partial obstruction coming from tar deposition), and clogged (the worst operating condition

74



Energies 2022, 15, 1490

for the heat exchanger, with several tubes completely obstructed by tar deposits) conditions.
In particular, the heat transfer rate from syngas (Qsyngas) to water (Qwater) and ambient air
(Qair), the heat transfer effectiveness (ε), and the tube-side flow pressure drop (∆psyngas)
are outlined. The heat transfer effectiveness is defined as the ratio between the actual
heat transfer rate from the syngas and the maximum possible heat transfer rate in the
heat exchanger, equal to 30,828 W. The heat transfer rate from syngas to water (Qwater)
progressively decreased as tar deposits accumulate on the tube bundle. For the fouled
configuration, this was primarily due to the additional conductive resistance represented
by the tar layer, which resulted in a reduction in the overall heat transfer coefficient. For
the clogged configuration, the decrease in the rate of heat transfer was instead mainly
due to the reduced total heat transfer surface. As can be seen, the heat transfer rate from
syngas to ambient air (Qair) showed an opposite behavior, since it increased due to solid
deposit build-up. This phenomenon was due to a progressive reduction in the gas cooling
within the tube bundle, which led to an increase in the heat transfer between the syngas
and ambient air through the bottom header wall. Nevertheless, the increase in Qair did
not compensate for the decrease in Qwater and, due to this, the heat transfer effectiveness
decreases, passing from the clean to the clogged configuration. Therefore, the deposition of
tar caused an increase in the temperature of the gas leaving the heat exchanger, and the
pressure drop of the tube-side flow (Table 5). These factors resulted in a reduction in the
fuel gas density that fed the internal combustion engine of the combined heat and power
plant and, hence, a decrease in its power. At the same time, the reduction in the syngas
cooling within the heat exchanger decreased the capacity of the device in promoting the
condensation of tar, which was able to reach the engine, causing fouling problems for its
components.

Table 5. Heat exchanger performance for the considered configurations.

Configuration Qsyngas [W] Qwater [W] Qair [W] ε ∆psyngas [Pa]

Clean 21,404 18,193
(85.0%) 3211 (15.0%) 0.694 244

Fouled 21,053 17,806
(84.6%) 3247 (15.4%) 0.683 253

Clogged 20,796 17,526
(84.3%) 3270 (15.7%) 0.675 269

5.3. Flow Distribution Modification

The velocity and temperature distributions of syngas in the tube bundle for the
considered configurations of the heat exchanger are depicted in Figure 12 by means of three-
dimensional histograms. The velocity and temperature values refer to the cross-section at
the mid-length of the bundle and were taken at the center of each tube. The position of the
fouled/clogged tubes is also indicated according to the adopted numbering scheme. These
velocity and temperature representations help in the interpretation of the data reported in
Table 5. As stated above, fouling and clogging phenomena induced the modification of heat
exchanger performance by reducing the total heat transfer surface. In fact, due to the flow
maldistribution, even in the presence of clogged tubes, the distributions of the syngas flow
rate (velocity) and temperature through the tubes appeared almost unchanged. However,
the gas velocity values in the peripheral tubes slightly increased when passing from the
clean to the clogged condition. Similarly, the gas temperature values in the peripheral tubes
were not so different when comparing the clean and the clogged conditions. This means
that the configuration adopted for the heat exchanger design affected (i) the performance
of the clean device (design condition), and also (ii) its sensitivity to the presence of fouling
or, more generally, the off-design operating conditions.
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6. Conclusions

In the present paper, a numerical analysis of clean and degraded operating conditions
of a shell-and-tube heat exchanger used in a syngas-fed power plant is proposed. The syn-
gas was obtained through a gasification process based on lignocellulosic wood chips and
pellets. Depending on its temperature, a condensing tar could be generated within the
plant. The numerical model was developed based on the actual heat exchanger geometry,
and the clean operating condition was studied according to on-field measurements. The
analysis of the designed geometry showed a relevant flow maldistribution in relation to the
intake header, which was responsible for a non-uniform flow distribution over the tubes.
These flow and thermal fields were compared to those coming from the analyses of fouled
and clogged conditions. The latter analyses were carried out by generating a degraded flow
domain originating from on-field detections of the device after several operating hours. The
condensing tar imposed a progressive obstruction of the flow passages and resulted in a
modification of the heat exchanger performance during its operation. The present analysis
shows how fouled and clogged conditions cause a decrease in heat exchanger effectiveness,
imposing even more dangerous operating conditions for the internal combustion engine.
The capability of the heat exchanger to condense, and thus, separate the tar from the syngas
flow has to be kept at a sufficient level to preserve safe conditions for the combustion engine.
With any reduced effectiveness, the capability of the heat exchanger to condense tar and
separate it from the gas stream decreases, and the safety margin of the plant operation is
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reduced accordingly. Furthermore, maintenance intervals have to be scheduled according
to the tar concentration and the design features of the heat exchanger. Fluid dynamic
analysis is fundamental to discovering how the tubes and the intensity of the tar deposition
are involved in flow passage.
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Abstract: Commercial virtual power plants (CVPP) connect the form of renewable energy resource
portfolio to the power market and reduce the risk of the unstable operation of a single renewable
energy. Combining different kinds of large-scale renewable energy in CVPP to provide capacity
services like base load, peak shaving, and valley-filling, etc., for the system loads is an urgent problem
to be solved. Therefore, it is valuable to analyze the capacity allocation ratio of the CVPP to maximize
the utilization of all kinds of energy, especially for the large-scale multi-energy base. This paper
proposed a multi-energy coordinated operation framework by considering various load demands,
including base load and peak shaving for the capacity allocation of CVPP based on the world’s largest
renewable energy resource base on the upstream area of the Yellow River. The main procedures
of this framework are as follows: (1) A paratactic model satisfying base load and peak shaving
is proposed to determine the ability of the CVPP operation model’s capacity services to meet the
different demands of the power system load. (2) A hybrid dimension reduction algorithm with a
better convergence rate and optimization effect solves the proposed paratactic model based on the
ReliefF and the Adaptive Particle Swarm Optimization (APSO). The results show that the large-scale
CVPP with different compositions can achieve both of the goals of a stable base load output and
stable residual load under different weather conditions. Compared with the operation on sunny days,
the base load fluctuation and residual load fluctuation of CVPP on rainy days are reduced by 14.5%
and 21.9%, respectively, proving that CVPP can alleviate renewable energy’s dependence on weather
and improve energy utilization.

Keywords: commercial virtual power plants; capacity allocation; base load; peak shaving; hybrid
dimension reduction algorithm

1. Introduction

With the continuous increasing proportion of the renewable energy (RER) in the power
grid, scholars around the world have proposed virtual power plant (VPP) technology in
recent years to realize the integration and control of this RER [1]. Through advanced
communication technology and software management systems, VPPs can be considered as
the aggregation and optimization of RER, energy storage facilities, controllable loads, and
other types of power resources in the power grid [2,3]. VPPs can participate in the power
grid operators to coordinate the contradiction between the power grid and RER and realize
the optimal allocation and efficient utilization of resources. According to the different
functions of VPPs, the EU Fenix project divides VPPs into two categories [4]. One is
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technical virtual power plants (TVPP), which provides the system operation, management,
balance, and auxiliary services for distribution and transmission system operators on the
technical management level [5]. The other is commercial virtual power plants (CVPP),
which refers to the virtual power plant from commercial revenue and connects renewable
energy resources as a portfolio to the power market [6]. The investment portfolio between
renewable energy resources provides diversified energy for the power market and reduces
the risk of unbalanced operation of single renewable energy of the power market. Arranging
the capacity of various renewable energies in the most appropriate proportion to meet
the different needs of the market has become a new problem. Allocating the capacity of
renewable energy in CVPP to meet different load requirements and giving full play to
the benefits of renewable energy will be the main problem of VPP dispatching operation.
Therefore, it is valuable to analyze the capacity allocation ratio of the CVPP to maximize
the utilization of all kinds of energy, especially for the large-scale multi-energy base.

Countries worldwide have launched research on the capacity allocation of CVPP.
Reference [7] discussed the best capacity of the VPP with wind power and pumped-hydro
by considering both the maximum benefit and maximum renewable energy ratio. However,
the type of energy is too singular. Reference [8] investigated a unit optimal commitment
method by considering the electricity price for a VPP to participate in the electricity market.
Reference [9] took the maximum economic benefit of the dispatching model as the objective
function. A VPP including thermal power, wind power, CHPS, and pumped storage is
constructed. However, photovoltaic was not discussed. Reference [10] proposed a new
multi-objective genetic algorithm to evaluate the VPP’s capacity proportioning by aiming
at the lowest cost. However, the load side demand was not considered. Reference [11]
considered the spare capacity and carbon emission cost to propose an improved heuris-
tic method for the capacity planning of the VPP. Reference [12] proposed a VPP project
framework by considering the societal benefits and the market proceeds, aiming at cost,
revenue, and environmental emission. Reference [13] established a microgrid-type VPP
structure and proposed a capacity proportioning model with a game-theory algorithm.
However, the scale of the VPP was small. Reference [14] developed a new microgrid
two-layer game model by a collaborative subsequence game of different energies to obtain
the optimal capacity of a VPP. Reference [15] proposed random scene creation and robust
majorization to reduce uncertainty and optimize the VPP capacity proportioning program.
Reference [16] configured the capacities of wind/solar/gas microgrids, aiming at provid-
ing demand-side services, dealing with emergencies, and supporting system toughness.
However, hydropower was not discussed. Reference [17] proposed an island-type VPP
capacity proportioning optimization model in view of measuring the cost of renewable
power generation. However, this lacked application to large-scale energy scenes. Refer-
ence [18] established an optimal model of the electricity and gas combination VPP to obtain
optimal operation time and capacity of different energy sources. Reference [19] proposed a
new intelligent algorithm that combined the GA and the water drop algorithm to obtain
the position and capacity of distributed generation in the microgrid-type VPP. However,
the proposed algorithm is too complex. Reference [20] established a mathematical model
by using the AHP to analyze the multi-energy capacity ratio and economy. Reference [21]
emulated a typical combined cycle power generation unit to analyze the susceptibility of
carbon emission and electricity price. Reference [22] considered energy cooperation among
different regions to build a multi-energy VPP capacity ratio model, and minimizing the
system cost, by proposing a random scene creation. However, the impact of the load side
was not discussed. Reference [23] proposed a two-layer model for the full life cycle of the
muti-energy system to obtain the minimum economic cost and the optimal control strategy.

The past studies have many common deficiencies on the capacity allocation of CVPP:
(1) Capacity allocation research is usually from the perspective of power generation. The
built model aims to minimize power generation cost or maximize economic benefit [24],
which does not consider the load demand, and the operating mode is too singular. (2) The
capacity allocation studies of VPPs are mainly for the small capacity systems, microgrids,
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and Combined Cooling Heating and Power (CCHP) [25,26]. Only a few studies have been
conducted on sizeable virtual power plants with large-scale renewable energy. (3) The
previous research always chose typical GA, PSO, DE, and other algorithms to solve the
model [27,28], which could easily fall into a local convergence and gain inaccurate results.

In order to supplement and innovate the previous research, this paper provides a
new study framework for the capacity allocation of CVPP by considering different load
demands. The main contributions are as follows: (1) A paratactic model combining the base
load type (BLT), which is responsible for the stable part of the power system load, and the
peak shaving type (PST), which is responsible for the peak part of the power system load, is
proposed for determining the operation model of CVPP. (2) A hybrid dimension reduction
algorithm on ReliefF and APSO is a new avenue for resolving the proposed paratactic
model. The built framing is tested by the world’s largest renewable energy resource base
on the upstream area of the Yellow River.

The research structure of this paper is as follows: the CVPP’s capacity allocation
modeling and the hybrid dimension reduction algorithm based on ReliefF and APSO are
described in Section 2. Section 3 probes into a case study, and Section 4 examines its results.
Finally, the conclusions of the study are drawn in Section 5.

2. Method

By uniting the CVPP generation power curve and the load curve, this paper divides
the CVPP capacity allocation model into the base load type (BLT), which is responsible for
the stable part of power system load, and the peak shaving type (PST), which is responsible
for the peak part of the power system load. A hybrid dimension reduction algorithm on
ReliefF and APSO is a new avenue for resolving the paratactic model. The flowchart of the
proposed the CVPP capacity allocation framework is shown in Figure 1.

2.1. CVPP Capacity Allocation Modeling
2.1.1. Base Load Type

The base load type is responsible for the stable part of the power system load to
operate under high-efficiency conditions as far as possible. The model is used to discuss
the practicability of CVPP and compute the most steady capacity allocation.

The base load type CVPP analyzed in this section includes wind power, photovoltaic,
and hydropower. Aiming at the minimum fluctuation of CVPP output, the model calculates
various energy capacity allocations as follows

min F1 =

√√√√ 1
T − 1

T

∑
t=1

(Pt − P(av)) (1)

Pt = αPp(t) + (1− α)βPw(t) + (1− α)(1− β)Ph(t) (2)

where F1 denotes the standard deviation of Pt; Pt denotes the total out power of CVPP, the F1
value and the total output fluctuation are in the direct ratio; Pp(t), Pw(t), and Ph(t) denote the
photovoltaic power, wind power, and hydropower generation, respectively, the calculation
formulas will be introduced in Section 2.2; α and β denote the weight—α is the proportion
of photovoltaic power in total CVPP output, (1−α)β is the wind power proportion in total
CVPP output, (1−α)(1−β) is the hydropower proportion in total CVPP output. Then, when
α = 1, it is combined into 100% photovoltaic; when α = 0 and β = 1, means 100% wind
power generation; when α = 0 and β = 0, means 100% hydropower generation.
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2.1.2. Peak Shaving Type

The peak shaving type is responsible for the peak part of the power system load,
making the residual load allocated to power sources with poor regulation capacity such
as thermal power more stable. The peak shaving type will reduce the number of startups
and shutdowns of thermal power units, save startup consumption, improve the overall
operational efficiency of the power station.
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The peak shaving type aims at minimizing the mean square deviation of residual load
after deducting wind power, photovoltaic, and hydropower in CVPP from grid load [29].
The formula is as follows

min F2 =

√√√√ 1
T

T

∑
t=1

[Rt −
1
T

T

∑
t=1

Rt]

2

(3)

Rt = Lt − αPP(t)− (1− α)βPW(t)− (1− α)(1− β)PH(t) (4)

where F2 denotes the mean square deviation of Rt; Rt denotes the residual load after de-
ducting wind power, photovoltaic, and hydropower, the larger the F2 value, the greater the
residual load fluctuation, and the smaller the F2 value, the smaller the residual load fluctu-
ation; Pp(t), Pw(t), and Ph(t) denote the photovoltaic power, wind power, and hydropower
generation, respectively; the remaining variables are the same as shown in Section 2.1.1.

2.2. Power Modeling

The CVPP in this paper only includes photovoltaic, wind, and hydropower.

(1) Wind power model

The wind power output Pw is the power generation of wind turbines under different
wind speed conditions, and will be calculated as follows [30]

Pw =





0 v ≤ vi or v ≥ vo
Pr

v−vi
vr−vi

vi ≤ v ≤ vr

Pr vr ≤ v ≤ vo

(5)

where Pr denotes the rated wind output under the rated conditions; v denotes the real-time
wind speed; vi denotes the cut-in wind speed; vo denotes the cut-out wind speed; vr denotes
the rated wind speed.

(2) Photovoltaic model

The photovoltaic output Pp is linearly related to the solar light intensity, and is calcu-
lated as follows [31]

Pp = Pr
G
Gr

[1 + αT(T − Tr)] (6)

where Pr denotes the rated photovoltaic output under the rated conditions; G denotes
the actual solar irradiance (W/m2); Gr denotes the rated solar irradiance (1000 W/m2);
aT denotes the temperature coefficient; T denotes the actual surface temperature of the
photovoltaic cells (◦C); Tr denotes the rated surface temperature of the photovoltaic cells
(25 ◦C) [32].

(3) Hydropower model

This study only deals with reservoir power plants. The high water period, low water
period, environmental flows (such as meltwater, rainfall, evaporated water, etc.), and
tributary flows are all not considered for simplifying the calculation in this study. The
output power Ph will be calculated as follows [33]

Ph = ηhghρQ (7)

where g denotes the gravitational acceleration (9.81 m/s2); ηh denotes the efficiency of
the generator; ρ denotes the density of the water (1000 kg/m3); Q denotes the water flow
(m3/s); h denotes the height of the water drop (m).

The constraints of wind power, photovoltaic, and hydropower are as follows [34]

0 ≤ PW ≤ PW,max (8)
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PW,max denotes the wind power rated output (MW);

0 ≤ PP ≤ PP,max (9)

PP,max denotes the photovoltaic rated output (MW);

Vt+1 = Vt + (It −Qt)∆t (10)

Vt+1 and Vt denotes the reservoir storage (m3) at the end and the beginning, respec-
tively; It denotes the reservoir inflow (m3/s);

V l
t ≤ Vt ≤ Vu

t (11)

Vt
l and Vt

u denote the lower and upper limits for reservoir storage (m3), respectively;

Qtmin ≤ Qt ≤ Qtmax (12)

Qt
l and Qt

u denote the lower and upper limits for river discharge flow (m3/s), respec-
tively;

Nl
t ≤ Nt ≤ Nu

t (13)

Nt
l denotes the lower limits for hydropower output (MW) (The output of the reservoir

must be discharged for meeting the downstream irrigation, water supply, navigation, etc.);
Nt

u denotes the upper limits for hydropower output (MW);

Ns = Nt − Nl
t (14)

Ns denotes the schedulable output (MW), which refers to the output that the hy-
dropower can offer in CVPP on the satisfying water dispatching premise.

2.3. Hybrid Algorithm Based on ReliefF and APSO
2.3.1. APSO Algorithm

Virtual power plant optimal scheduling is a typical power system optimization prob-
lem with high dimension, nonlinearity, and multi-constrained. Compared with genetic
algorithms and other algorithms, the PSO algorithm is a better algorithm for optimizing
and solving the problem.

Each particle in the PSO algorithm is described by position and velocity vectors [35].
Assuming the total number of particles is M, the position and velocity of the nth particle in
dimension d are as follows

{
X′n = (x′n1, x′n2, ..., x′nd)

T , n = 1, 2, ..., M
V′n = (v′n1, v′n2, ..., v′nd)

T , n = 1, 2, ..., M
(15)

Each particle adjusts its speed and position by tracing the last best individual position
and best group position, which are expressed as follows

{
P′n = (P′n,1, P′n,2, ..., P′n,d)

P′g = (P′g,1, P′g,2, ..., P′g,d)
(16)

where Pn denotes the individual optimal position of the nth particle; Pg denotes the best
position of the group obtained from all particles in the previous iteration.

The speed and position update formula of the PSO algorithm is presented as follows
{

Xk+1
nd = Xk

nd + Vk+1
nd

Vk+1
nd = ω′Vk

nd + c′1r′1(Pk
nd − Xk

nd) + c′2r′2(Pk
gd − Xk

nd)
(17)
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where ω denotes the inertia weight factor. c′1 and c′2 denote the learning factor; r′1 and r′2
denote the uniformly distributed random numbers (0, 1).

The PSO algorithm often has premature convergence and other problems in dealing
with multi-extreme function problems. The Adaptive Particle Swarm Optimization (APSO)
algorithm is adopted by adding inertial frames during speed update to help particles quit
of local extreme values [36]. The formula is as follows

ω′ = (ω′max −ω′min)× exp(−(τ × k
Kmax

)
2
) + ω′min (18)

where ω′max and ω′min denote the maximum and minimum inertia coefficients; Kmax denotes
the maximum Iterations; τ denotes the empirical value, generally within (20, 55). Larger ω′

makes APSO have strong whole region searchability, while smaller ω′ tends to local search.
The APSO can achieve different search results by changing the inertia coefficient. With the
gradual reduction in inertia coefficient, the algorithm also has the initial global search to
the later local search.

2.3.2. ReliefF Algorithm

Although the APSO algorithm can solve the traditional PSO algorithm’s problems, it
is easy to fall into local optimization and premature convergence to a certain extent. Some-
times, a single algorithm cannot obtain the optimization results because of its defects. For
example, the APSO algorithm has strong global searchability and weak local searchability
in the initial stage, which will result in low computational efficiency in the initial step of
the CVPP optimal scheduling model. Therefore, selecting an appropriate algorithm to
supplement this shortcoming is the focus of this paper.

Feature selection is a prevalent dimensionality reduction method with solid local
searchability. It refers to selecting the feature subset that makes a certain evaluation
standard optimal from the original feature set. Its purpose is to select some of the most
valuable features to reduce the data feature dimension and make the chosen optimal feature
subset approximate or even better prediction results before feature selection. It improves
the generalization ability and the calculation efficiency of the model, the data’s actual utility,
and reduces the frequency of dimensional disasters.

The core content of the ReliefF algorithm is the correlation between features and
dataset class marks [37]. ReliefF algorithm randomly selects a sample R from the training
set. Find k samples that belong to the same class as R and are closest to it, which is called
NearHit, and then find k samples that belong to a different class from R and are closest to it,
which is called NearMiss. The weight is obtained according to the following algorithm:

(1) Calculate SA
Hit, the distance between R and NearHit on each feature A.

(2) Calculate SA
Miss, the distance between R and NearMiss on each feature A.

(3) Compare the two distances SA
Hit and SA

Miss. If SA
Hit is greater than SA

Miss, each
feature of the A is helpful to distinguish the same kind and different kinds. If SA

Hit

is less than SA
Miss, each feature of the A hurts, distinguishing the same class and

different classes and reduces the weight of the feature.
(4) Repeat the above process m times to gain the average weight of each feature, as is

shown in Formula (19)

W(A) = −
k

∑
j=1

di f f (A, R, Hj)/mk + ∑
C/∈class(R)

[
p(C)

1− p(class(R))

k

∑
j=1

di f f (A, R, Mj(C))]/mk (19)

where diff (A,R,Hj) denotes the difference between sample R and Hj in feature A, as is
shown in Formula (20); Mj(C) denotes the j-th nearest sample in category C; p(C) denotes
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the target probability of class C, given by Formula (21). When the number of samples is
approximately the same, there are p(C) = 1/C.

di f f (A, R1, R2) =
|R1[A]− R2[A]|

max(A)−min(A)
(20)

p(C) =
Nc

C
∑

c=1
Nc

(21)

After m repetitions, each feature gets an average weight. The larger the average weight,
the better the feature is at distinguishing different categories. The smaller the average
weight, the worse the feature is at distinguishing different categories.

2.3.3. ReliefF–APSO Hybrid Algorithm

This paper combines the ReliefF with the APSO to obtain a better hybrid algorithm
by using the advantages of the ReliefF algorithm’s strong local searchability and the
APSO algorithm’s strong global optimization ability. The ReliefF–APSO hybrid algorithm
can make the particle positions in a sub-population relatively concentrated and learning
relatively easy, and improve the search efficiency, spending limited time on the most
effective search. The structure diagram of the ReliefF–APSO hybrid algorithm is shown in
Figure 2.
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The steps of the hybrid algorithm are as follows:

(1) The given data set is normalized by Z-score before training;
(2) Using the Formula (19) to extract the features of the ReliefF algorithm and take the

first d features with relatively large weight as the training set and test set of APSO,
d = 100;

(3) Generate population, set the number of particles N, set each particle as a random
number vector within (−1, 1), and set the number of neurons and hidden layer nodes.
In the experiment, N takes 20;

(4) Initialize the speed and position variables of APSO, and set the individual optimal
position and group optimal position of the population;

(5) Calculate the fitness value of each particle;
(6) Update the position and velocity of the adaptive particle swarm according to

Formulas (17) and (18);
(7) Judge whether the maximum number of iterations is reached. If so, stop the iteration.

Otherwise, turn to step (5) and continue the iteration.

3. Case Study

The built framing is tested using the world’s largest renewable energy resource base
on the upstream area of the Yellow River in China. This area is in the southeast of Qinghai
Province, China, and is rich in photovoltaic, wind power, hydropower, and other renewable
energy resources [38]. The location of the upstream area of the Yellow River is shown in
Figure 3.
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Figure 3. Location of the upstream area of the Yellow River.

The data of wind speed, wind force, temperature, and solar radiation of Gonghe
observation point and Xinghai observation point in the upstream area of the Yellow River
are provided by the China Integrated Meteorological Information Sharing System (CIMISS).
The mean daily wind speed and daily maximum total irradiance in 2019 are shown in
Figure 4. The Yellow River’s historical hydrological data provides hydropower output.
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4. Results and Discussion

Due to the instability of renewable energy output, it can only participate in the medium-
or long-term power market, which cannot be a member of the spot market that needs
flexible adjustment [39]. The integration of renewable energy through CVPP can improve
the stability and flexibility of the system and enable renewable energy to participate more
in the day-ahead and real-time market. This paper selects the daily scale as the research
scope, and the typical daily load curve data and typical daily renewable energy output
data including sunny and rainy days, are selected to avoid the impact of renewable energy
and load uncertainty. The typical daily hourly output of renewable energies and the daily
hourly load curve of the target area in the study area are shown in Figure 5.
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Figure 5. The hourly output and daily load curve.

Using Python3.7 to simulate the proposed paratactic model. This section sets the total
installed capacity of CVPP to be 1000 MW. This chapter assumes that at the beginning of
the calculation, each kind of energy has the same capacity proportion and contribution to
the CVPP. The value range of weight α and β from Equations (2) and (4) is (0, 1), and the
change step is 0.01.

4.1. Comparative Analysis of ReliefF–APSO Hybrid Algorithm, APSO, and PSO

The ReliefF–APSO hybrid algorithm, APSO, and PSO are respectively used for solving
the base load type operation model on sunny days. In the PSO algorithm, w = 0.6, learning
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factor c1 = c2 = 2. In the ReliefF–APSO hybrid algorithm and APSO algorithm, wmax = 0.9,
wmin = 0.4, and learning factor c1a = c2a = 2. The number of particles is 20 and the maximum
number of iterations is 100. The results of the algorithm comparison are shown in Figure 6.
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The ReliefF–APSO hybrid algorithm gains the lowest objective function and finds the
optimal solution in the 23rd iteration. In contrast, the APSO algorithm finds the optimal
solution in the 30th iteration, and the PSO algorithm finds the optimal solution in the 38th
iteration. The convergence rate of the ReliefF–APSO hybrid algorithm is 23.33% quicker
than the APSO and 39.47% quicker than the PSO. Moreover, the smoothness of the curve
shows that the optimization effect of the ReliefF–APSO hybrid algorithm is better than that
of the APSO and PSO.

4.2. Base load Type Operation Model

The base load type is responsible for the relatively stable “basic” part of the load, which
takes the minimum fluctuation of the total output power of CVPP as the optimization goal.
Peak shaving is distributed to thermal power and other energy. The results of the energy
proportion of the base load type operation on sunny and rainy days are shown in Figure 7.

When the output of CVPP is all composed of photovoltaic output, the total output
fluctuates the most because compared with wind power and hydropower, photovoltaic
fluctuates the most in a day. When the output composition of CVPP is 25% photovoltaic,
27% wind power, and 48% hydropower, the fluctuation of total output on sunny days
is the smallest. The small proportion of photovoltaic is because photovoltaic can only
provide daytime output, but its fluctuation is too strong to maintain the stability of total
output. Wind power has output all day, so the proportion is slightly higher than that
of photovoltaic.

When the output composition of CVPP is 4% photovoltaic, 18% wind power, and
78% hydropower, the total output fluctuation on rainy days is the smallest. On rainy days,
the system’s total output needs to be mainly borne by hydropower with stronger regulation
capacity because the PV output is too small, and the wind power output fluctuates strongly.

The smallest F1 is 5.65 on sunny days and 4.83 on rainy days, which means the CVPP
output on rainy days is more stable. That is because on rainy days, the proportion of
photovoltaic is small, and the proportion of hydropower is high, which is more conducive
to maintaining the stability of the overall output. The largest F1 is 10.63 on sunny days and
13.09 on rainy days, which means compared to the single energy mode, the CVPP could
reduce the base load fluctuation by 46.8% on sunny days and 63.1% on rainy days. The
operation results of the base load type in different weather are shown in Figure 8.
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Although the output composition of the base load type CVPP is different on sunny and
rainy days, both operation results show that the stability of the base load is well maintained.
On sunny days, the output of photovoltaic is remarkable between 9:00 and 19:00, and
meets the crest value between 12:00 and 16:00. To ensure photovoltaic consumption and
maintain the stability of total output, the hydropower output needs to be reduced during
this period. On rainy days, the photovoltaic output is unstable and undulates, which leads
to the proportion of photovoltaic being very small. The stability of the base load is mainly
guaranteed by hydropower and wind power. As is shown in Figure 9, the results show that
the CVPP output fluctuation on rainy days is 14.5% more than on sunny days.
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4.3. Peak shaving Type Operation Model

The peak shaving type takes the minimum mean square deviation of the residual
load after deducting wind power, photovoltaic, and hydropower from the grid load as
the optimization goal. It makes the residual load distributed to the power supply with
poor regulation capacity more stable, such as thermal power. The results of the energy
proportion of the peak shaving type operation on sunny and rainy days are presented in
Figure 10.

When the output composition of CVPP is 29% photovoltaic, 13% wind power, and
58% hydropower, the residual load fluctuation is the smallest. The higher proportion of PV
is due to the high photovoltaic output on sunny days, which can participate more in peak
shaving in the early peak hours to reduce the demand for residual load at peak hours and
stabilize thermal power output.
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On rainy days, the hydropower station needs to consider flood control factors and
cannot fully participate in peak shaving. Therefore, the proportion of hydropower should
not be too high, and wind power and some photovoltaic power are needed to assist peak
shaving. When the output composition of the virtual power plant is 12% photovoltaic,
22% wind power, and 66% hydropower, the residual load fluctuation is the smallest, and the
system peak shaving is mainly completed by hydropower and wind power. The operation
results of the peak shaving type in different weather are shown in Figure 10.

The smallest F2 on sunny days is larger than on rainy days, which means the residual
load on rainy days is more stable than on sunny days. That is because, on sunny days, the
proportion of photovoltaic is large. However, it cannot provide the peak shaving power at
the evening peak, so more thermal power and other energy are needed to help hydropower
and wind power for peak shaving. The largest F2 is 13.09 on sunny days and 11.34 on
rainy days, which means compared to the single energy mode, the CVPP could reduce the
residual load fluctuation by 54.3% on sunny days and 58.8% on rainy days. The operation
results of the peak shaving type in different weather are shown in Figure 11.
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Both operation results of sunny days and rainy days show that the residual load of
the system has good stability through the CVPP peak shaving. Since the photovoltaic
has no output in the evening, the peak shaving assignment is completed by hydropower
and wind power during the evening peak period from 19:00 to 22:00. As is shown in
Figure 12, on sunny days, photovoltaic has almost no output from 20:00, thus hydropower
and wind power cannot satisfy the system peak shaving capacity. Then, the residual load
of the system increases, which means that more thermal power and other units partake in
the peak shaving. On rainy days, due to the small proportion of photovoltaic and large
proportion of hydropower, the peak shaving capacity can be met by the CVPP without
additional units. It can be seen that the residual load fluctuation on rainy days is 21.9%
more than on sunny days.
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The results of this section confirm that the integration of renewable energy through
CVPP can provide more stable and flexible power generation resources for system load.
Compared to the single energy mode, the CVPP could reduce the base load fluctuation
and the residual load fluctuation on both sunny and rainy days, while the base load
fluctuation is reduced by 46.8% on sunny days and 63.1% on rainy days, and the residual
load fluctuation is reduced by 54.3% on sunny days and 58.8% on rainy days. The base load
fluctuation and residual load fluctuation of CVPP on rainy days are reduced by 14.5% and
21.9% more than on sunny days, respectively, proving that CVPP can alleviate renewable
energy dependence on weather and improve energy utilization.

5. Conclusions

This paper’s research shows that the percentage of CVPP composition is related to the
region and available resources. At the same time, large-capacity CVPP can be responsible
for different functions of base load and peak shaving in the power market, which can
select different renewable energy ratios according to different weather. The convergence
rate of the proposed ReliefF–APSO hybrid algorithm is 23.33% quicker than the APSO
and 39.47% quicker than the PSO, and the optimization effect of the ReliefF–APSO hybrid
algorithm is also better than that of the APSO and PSO. The output compositions of the
CVPP on sunny days are 25% photovoltaic, 27% wind power, and 48% hydropower for the
base load type, and 39% photovoltaic, 23.2% wind power, and 37.8% hydropower for the
peak shaving type. The output compositions of the CVPP on rainy days are 4% photovoltaic,
18% wind power, and 78% hydropower for the base load type, and 12% photovoltaic,
22% wind power, and 66% hydropower for the peak shaving type. The research of this
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paper will provide the basis for the flexible capacity allocation construction of CVPP and
provide diversity for the selection of VPP services on the user side of the power market.

In practical projects, the services to be provided by CVPP are not limited to base load
and peak shaving, and there will be more and more complex working conditions. At the
same time, there are many changes in climate and seasons, and the operation of CVPP
needs more accurate research.
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Abstract: In the context of the great research pulse on clean energy transition, distributed energy
systems have a key role, especially in the case of integration of both renewable and traditional energy
sources. The stable interest in small-scale gas turbines can further increase owing to their flexibility
in both operation and fuel supply. Since their not-excellent electrical efficiency, research activities
on micro gas turbine (MGT) are focused on the performance improvements that are achievable in
several ways, like modifying the Brayton cycle, integrating two or more plants, using cleaner fuels.
Hence, during the last decades, the growing interest in MGT-based energy systems encouraged the
development of many numerical approaches aimed to provide a reliable and effective prediction
of the energy systems’ behavior. Indeed, numerical modeling can help to individuate potentialities
and issues of each enhanced layout or hybrid energy system, and this review aims to discuss the
various layout solutions proposed by researchers, with particular attention to recent publications,
highlighting the adopted modeling approaches and methods.

Keywords: micro gas turbine; distributed energy system; humid air turbine; numerical modeling;
hybrid energy systems; MGT-ORC; SOFC-MGT; EFMGT

1. Introduction

The reduction of greenhouse gas emissions and the energy transition are fundamental
topics within the actual EU recovery plan NextGenerationEU [1]. A transition between
the present and a scenario in which energy should be obtained mainly or exclusively by
renewable and/or no-carbon sources will spend some decades and one of the researchers’
goals is to reduce this time as minimum as possible. In the meantime, the research is also
focused on low-medium term solutions. In this context, distributed energy systems and
small-scale smart energy grids represent a viable solution to contribute to greenhouse and
pollutant emissions reduction, mainly owing to the benefits of combined heat and power
operation [2,3]. Micro gas turbines (MGTs) in the target of 10–100 kW are suitable for
distributed generation since their flexibility and versatility in terms of fuel type, variable
load, and combined heat and power (CHP) applications [4,5]. During the last two decades
of the twentieth century and the first years of the new millennium, industrial and academic
research efforts were focused on the development of small-scale energy systems based on
micro gas turbines. In more recent times, the research focus was addressed to alternative
fuels (i.e., biogas, syngas, methane-hydrogen blends, ammonia), strategies to increase per-
formance levels, and the integration in more complex hybrid energy systems including the
presence of renewable sources. The recent frontiers in MGTs research have been encouraged
by some attractive features like wide flexibility and versatility, which overcome the limited
electrical efficiency. Although the significance of experimental data is universally recog-
nized, numerical modeling is capable to provide a fundamental contribution to the research
even in the field of micro gas turbines [6,7]. The variety of modeling approaches is almost
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boundless, and the researchers set the constraints and the numerical features according
to the goal of the investigation and the related accuracy level. In some cases, MGTs are
simply modeled as a black box [8], while in other studies mono-dimensional models can be
adopted [9]; however, the mainly adopted approach allows to build a zero-dimensional
(0D) model of micro gas turbines, starting from the well-known gas turbine theory [10].
In general, a simple thermodynamic analysis appears to be useful in several cases, like
steady operation and thermo-economic evaluation, especially if the focus is on the design
operating point: these studies usually involve fixed characteristic parameters for each
component and the neglecting of some peculiar losses. The introduction of characteristic
maps of rotating components and also of the regenerative heat exchanger can lead to more
accurate predictions of MGT plant performance. In these cases, a zero-dimensional analysis
can be coupled with experimental information of single components, to increase the quality
of numerical results and to extend the analysis to off-design conditions with an adequate
capability of simulating the actual behavior of the energy system. Research studies are
mainly addressed the steady-state behavior since the focus is on single operating points
or the time intervals are taken into account allowing to consider part-load operation as a
quasi-steady-state one. Nevertheless, in some cases, the introduction of time-based analysis
like dynamic or mono-dimensional models is considered for specific purposes.

This review is focused on the recent progress in micro gas turbine numerical modeling,
including a detailed investigation on the plant layouts that stand out about optimal ener-
getic performance. The work is organized as follows: the simple and recuperated cycle have
been summarized in Section 2, while Section 3 deals with the enhanced layouts (humidified
layouts or externally fired MGTs); hybrid energy systems (coupling with Organic Rankine
Cycles, Solid Oxide Fuel Cells or solar plants and the integration in smart energy grids)
have been reviewed in Section 4. Section 5 provides an outline of the CFD investigation
applied to a micro gas turbine, and finally, the conclusions of this work are presented
in Section 6.

2. Simple and Recuperated Cycles

Excluding layout modifications and any system integration, which will be reviewed in
the next sections, micro gas turbines follow two schemes: a simple cycle and a regenerative
cycle. Figure 1 shows the base MGT scheme in the case of the simple Brayton cycle. The
main components are a compressor, a turbine, and a combustion chamber; also, auxiliaries
(e.g., fuel compressor and stack fan) and electrical generator should be considered. This
scheme ensures the simplest configuration, but the electrical efficiency is not satisfactory,
hence it is mainly adopted in the case of micro-turboshaft or aero-derivative MGTs. Hos-
seinimaab et al. [11] proposed an approach to off-design performance analysis without the
introduction of characteristic maps for a simple turboshaft or a double turbo-shaft engine.
Altharazi et al. [12] implemented a model of a micro turboshaft, a Kingtech K180, with the
commercial software Gasturb and focused their studies on the adoption of liquid biofuels
such as palm oil methyl ester (POME) or TPOME in blend with Jet-A.

Adding a recuperator to the base layout allows to realize a regenerative Brayton
cycle (Figure 2) and to increase the combustor inlet temperature and the system efficiency,
consequently. In this way, it is possible to recover part of the thermal energy available in
the exhaust gas that heats the compressed air and increase its temperature. Researchers’
attention is mainly addressed on this configuration, owing to the higher efficiency levels,
close to 30% in various commercial MGTs. The approaches are varied and can be better
described by thorough literature analysis.

Gopisetty and Treffinger [8] studied a trigeneration system based on a Capstone C65
MGT which is described as a black-box model with the adoption of empirical coefficients,
in order to consider part-load operations and the power correction related to the variations
of ambient air temperatures; transient operations were neglected since the time response
of MGT is higher with respect to other components (heat exchangers). Malinowski and
Lewandowska [13] discussed an analytical model for a part-load operation that involves
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exergy analysis. Model validation was done starting from Capstone C30 experimental data
available in the literature. Nipkey et al. [14] adopted a commercial software (IPSEpro),
with libraries obtained in their previous papers; the subject of the study was a Turbec T100
modeled by compressor and turbine characteristic maps. Other parameters such as loss
coefficients or recuperator effectiveness were obtained through the design case calculations.
The authors validated the model in off-design conditions, in the case of adoption of natural
gas as fuel, and analyzed the effects on MGT related to the adoption of biogas as fuel.
Cáceres et al. [15] defined a biogas-fueled microturbine system in Matlab/Simulink. They
proposed to simulate a recuperated MGT with its main controls (speed governor, fuel
injection control, and exhaust gases temperature), focusing the analysis mainly on the
thermodynamic model of the biogas production process. Caresana et al. [16] analyzed the
effect of ambient conditions on MGT performance: the study was performed on a Turbec
T100 and, also in this case, compressor and turbine maps were implemented in order to
simulate the behavior of the rotating components. The numerical model was validated
through a comparison against experimental data. Their analysis highlighted that T100
electrical power decreases with the temperature at a rate of about 1.22 %/◦C.

Figure 1. Simple Brayton cycle MGT layout.

Figure 2. Recuperated MGT.

Gimelli and Sannino [17] implemented a multi-variable multi-objective methodology
aimed to calibrate and validate a thermodynamic model of energy systems and applied
it to Capstone C30 and Turbec T100 plants; the two MGT models have been investigated
more in detail in [18] and [19], respectively. The same authors [9] also proposed a one-
dimensional model of the Capstone C30 in which rotating components are modeled through

99



Energies 2022, 15, 900

the adoption of characteristic operating maps in the GT-SUITE environment. Duan et al. [20]
proposed a nonlinear model of a regenerative cycle in which the dynamic response is
considered but several parameters were fixed (i.e., isentropic exponents, specific heat
capacity, pressure losses) while the volume effect of the pipeline is ignored. The model
was established in Matlab and the subject of study was a Capstone C30. Zornek et al. [21]
adopted a numerical simulation program developed and validated at DLR [22–24] to
simulate Turbec T100 behavior in case of low calorific fuels supply. Despite this work
being mainly experimental, the authors used a validated model of the MGT plant to
investigate the system behavior with and without the embedded control and to optimize
the operating range of the turbine. Visser et al. [25] proposed a 0D/1D approach to simulate
the performance of turboshaft micro turbines below 30 kW. They started with a 3 kW MTT
MGT, modeled with a Gas turbine Simulation Program (GSP), and focused their study
on a 1D model of the recuperator [26]. di Gaeta et al. [27] proposed a dynamic model of
a controlled commercial MGT (a Turbec T100). A first-order differential equation (ODE)
described the dominant dynamics of the MGT imposed by its control system, while the
differential equation is coupled to a set of nonlinear maps numerically derived from the
matching of a detailed 0D thermodynamic model of the MGT evaluated over a wide range
of operating conditions.

In Table 1, a summary of the reviewed literature has been listed.

Table 1. Recuperated micro gas turbine reviewed.

MGT Model Software Analysis Feature Ref.

Capstone C65 Modelica Black-box [8]
Capstone C30 Mathcad Part-load correlation [13]

Turbec T100 IPSEpro Steady-state thermodynamic with compressor
and turbine characteristic maps [14]

20 kW MGT Matlab/Simulink Dynamic [15]
Turbec T100 Matlab/Simulink quasi-stationary components and static maps [16]

Capstone C30 - Numerical methodology validation [17,18]
Turbec T100 - Numerical methodology validation [17,19]

Capstone C30 GT-SUITE 1D [9]
Capstone C30 Matlab/Simulink Dynamic non-linear [20]
Turbec T100 Matlab/Simulink Low LHV combustion [21]

Turbec T100 Matlab/Simulink Component maps, simulation of the T100
control algorithms [22–24]

3 kW Turbocharger GSP Cycle modeling for different component
efficiencies and losses [25]

3 kW Turbocharger GSP 1D recuperator [26]

Turbec T100 In-house code/Matlab
Steady-state—0D model with compressor and

turbine characteristic maps/
Dynamic first-order ODE

[27]

3. Enhanced Layouts
3.1. Humidified Gas Turbines

Steam or water injection in a micro gas turbine plant is standing out in recent years as
a solution to improve Brayton cycle efficiency and net power, also mitigating greenhouse
and pollutant gas emissions. Water/steam addition leads to a reduction of temperature
peaks into the combustion chamber and, consequently, a reduction of nitric oxide (NOx)
formation. Research activities are addressed on the determining of several layouts, which
can be summarized into three main categories, i.e., the evaporation of the water injected,
the injection of steam, and the presence of a humidification tower with a recirculation water
loop [28].

Parente et al. [29,30] found that the application of the evaporative cycle to recuperated
micro gas turbines could increase both power output and electrical efficiency. They ana-
lyzed the effects on two different MGTs (with an electrical power of 100 and 500 kW) and
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they showed through a thermo-economic analysis that evaporative MGT cycles had lower
specific investment costs with respect to traditional MGTs as regard CHP applications. De
Paepe et al. [31] studied the influence of steam injection on a Turbec T100 performance. The
proposed layout, shown in Figure 3, has been modeled with Aspen Plus and the simulations
predicted a rise in electrical efficiency of 2.2% for 5% of steam instead of air.

Figure 3. Steam Injection micro gas turbine (with injection before the recuperator) [31].

Montero et al. [32] examined the application of humidified cycle on a Turbec T100
by adding a saturator between the compressor and the recuperator and introducing an
economizer just after the recuperator. Results of their simulations highlighted that the
mHAT layout (Figure 4) leads to an improvement of the overall efficiency. Ali et al. [33]
presented a numerical comparison between three different layouts: an EGR cycle, a STIG,
and an mHAT. Results of simulations showed that electrical efficiency increases by 6% for
humid and steam cycles and decreases by 9% for the EGR layout, with respect to the base
case of a recuperated 100 kW MGT. HAT cycle had the best performance also as regard
NOx emissions reduction, despite the combustor should be modified.

Figure 4. Micro Humid Air gas Turbine (mHAT) [32].

Reale and Sannino [34] proposed an H-STIG layout in which both water and steam are
injected into the micro gas turbine. Water is injected just after the compressor, while a low
amount of steam is injected directly into the fuel feeding system. The comparison between
a validated model of Turbec T100 and results of simulations of the modified energy system
highlighted the benefit of a small quantity of water (almost 30 g/s with respect to an air
mass flow of 800 g/s), namely an improvement of net power and overall efficiency up to
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20% and 8.9%, respectively. H-STIG layout (Figure 5) allows also to increase the admissible
percentage of H2 blended with methane up to 30%vol, tripling the experimental limit of
10%vol for the dry cycle.

Figure 5. H-STIG layout [34].

De Paepe et al. [35] compared the impact of different humidified micro gas turbine
concepts on the plant performance: micro Humid Air Turbine Plus (mHAT+), Advanced
Humid Air Turbine (AHAT), and the REgenerative EVAPoration (REVAP) cycle concept.
Results of simulations carried out with Aspen Plus highlighted that the optimal heat
recovery can be accomplished using the REVAP cycle concept (Figure 6), with an increase
of 4.3% regarding electrical efficiency.

De Paepe et al. [36] also analyzed the potentialities of the M-power cycle concept.
This cycle is characterized by a specific saturator module that combines the actions of the
aftercooler, evaporator, and recuperator. Numerical simulations allowed us to analyze
the performance of the MGT by varying the main parameters of the saturator. Wan
et al. [37] proposed an mHAT cycle in which the exhaust is discharged with pressure below
ambient (BAHAT). Numerical models were implemented in gPROMS. Results of numerical
simulations highlighted that the specific work increases by about 20%, while the electrical
efficiency increases by about 2 percentage points with respect to the mHAT cycle.

Figure 6. REVAP layout [35].

In Table 2, a summary of the reviewed literature on humidified gas turbine plants has
been listed.
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Table 2. Summary of humidified gas turbine plants.

MGT Model Software Layout Feature Ref.

100 and 500 kW In-house (TEMP,
SAT, TRANSEO) Turbomachinery performance maps [29,30]

Turbec T100 Aspen Plus Compressor and turbine efficiency
assumed constant [31]

Turbec T100 Aspen Plus Performance map for Compressor,
chocked turbine [32]

Turbec T100 Aspen Hysys

Thermodynamic model with chemical
equilibrium in the combustor

estimated by minimization of the total
Gibbs free energy

[33]

Turbec T100 Thermoflex/Ansys
CFX

Turbomachinery performance maps,
RANS RSM [34]

Turbec T100 Aspen Plus Performance map for Compressor,
chocked turbine [35]

Turbec T100 Aspen Plus Performance map for Compressor,
chocked turbine [36]

Theoretical gPROMS/GateCycle
Multiflash database, Advanced
Redlich-Kwong-Soave equation

of state
[37]

3.2. Externally Fired Micro Gas Turbines

The research on externally fired micro gas turbines (EFMGTs) deals with the combus-
tion of both solid and liquid fuels, like coal and biomass, as well as the heat supplied by
renewable sources. As suggested by the layout label, the main feature of an EFMGT is
related to the working fluid that not directly participates in the combustion process, but
is heated by an external source through a heat exchanger. The adoption of this layout
allows the reduction of the requirements in terms of cleaning and composition of fuels and,
consequently, of exhaust gases. In other words, in an externally fired micro gas turbine
is possible to burn non-standard and critical liquid or gaseous fuels besides solid fuels.
While this solution is, of course, mandatory for solid fuels, it can be considered also in
the case of liquid or gaseous biofuels, since their use in traditional gas turbines involves
several problems, especially without any physical or chemical treatment. EFMGTs “move”
this problem to the heat exchanger, since the heat is provided by placing the combustor
in the hot exhaust-air stream at the turbine outlet. The externally fired micro gas turbines
are usually derived by commercial MGTs, with the main difference in the plant layout
represented by a heat exchanger that replaces the internal combustion chamber. The heat
exchanger type varies with the type of input thermal power: in the case of fuels derived by
coal or biomass, it should operate at high-temperature levels and the layout can present
also a combustion chamber; in the case of renewable source, it should operate also for
medium-low temperatures, and the burner, if any, is usually located just after the turbine.

As mentioned in [38], one of the early experimental layouts of EFGT dates back to 1992:
it was the BM/367/92-Be project, based on a metallic high-temperature heat exchanger
(HTHE) with a turbine inlet temperature of 1073 K and HAT with 500 kW. The adoption
of EFMGT layouts in case of combustion of solid biomass was analyzed by Traverso
et al. [39], proposing a layout in which a heat exchanger and an external combustion
chamber replace the internal combustor of a regenerative micro gas turbine (Figure 7);
this scheme also involves an air bypass on the recuperator cold side. The EFMGT was
modeled by TRANSEO software, once validated with experimental data, both for steady
and unsteady behavior [40–42].
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Figure 7. Externally fired micro gas turbine with two recuperators [39].

Pantaleo et al. [43] proposed a comparison between an IFMGT and an EFMGT. Ther-
modynamic analysis was carried out through the adoption of the software Gate-cycle,
investigating several blends of natural gas and biomass. The authors focused their atten-
tion mainly on a thermo-economic comparison. As expected, a trade-off between efficiency
and profitability has been noticed along with the significance of a dual fuel MGT for the
integration of renewable and fossil fuels. Riccio and Chiaramonti [44] proposed a dual
fuel layout, in which both internal combustor and external furnace coexist in the same
layout (Figure 8). Fresh air is first heated by the exhausts coming from a furnace, in which
biomass is burned, and then comes into a combustion chamber fueled by natural gas. This
solution can lead to the flexible use of solid and gaseous fuels. The study was based on a
steady-state thermodynamic matching analysis of a Turbec T100 carried out by AMOS, an
in-house software.

Datta et al. [45] performed a parametric thermodynamic analysis of 100 kW EFMGT,
in order to identify the ideal operating conditions for an EFGT decentralized plant by
analyzing the energetic and exergetic performance variations with thermodynamic oper-
ating parameters. Once the optimal pressure ratio of the turbine has been fixed, the most
desirable boundary conditions arise from a trade-off between higher thermal and exergetic
efficiency versus smaller heat exchanger size.

Figure 8. Dual Fuel micro Gas Turbine with both internal combustor and external furnace [44].

In Table 3, a summary of the reviewed papers dealing with externally fired MGT has
been listed.
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Table 3. Externally fired micro gas turbine reviewed.

Starting MGT
Model Software Layout Specifications Ref.

Elliott TA-80R In-house
(TEMP, TRANSEO)

Two recuperators and main valves for
cycle control [39–42]

Turbec T100 Gate-Cycle Dual fuel NG and biomass [43]
Turbec T100 In-house (AMOS) Dual fuel [44]

100 kW MGT In-house Single recuperator [45]

3.3. Further Layouts

Several researchers have proposed original and noteworthy plant schemes that are
hard to categorize in a single group, due to the uncommon conceptualization of the
components’ layout.

Cameretti et al. [46] proposed a recuperated MGT layout with both recuperator bypass
and partial exhaust gas recirculation (EGR) aimed to find out operating conditions that
satisfactorily meet NOx reduction and cycle efficiency. Numerical simulations have been
carried out by an in-house code, while CFD analysis was done using a Fluent solver.
Majoumerd et al. [47] extended the adoption of a Turbec T100 thermodynamic model
already validated in [14] to a more complex system with a CO2 capture unit; the authors
compared an EGR (Figure 9) and a HAT cycle with a focus on improved carbon capture
efficiency. The base MGT plant showed a higher cost for CO2 capture compared to EGR
and HAT layouts and the authors suppose that this feature will support the deployment of
carbon capture in distributed power generation; the detailed analysis of EGR and HAT cycle
modeling with IPSEpro software has been disclosed in [48]. Ali et al. [49] modeled in Aspen
HYSYS a micro gas turbine with CO2 injection and EGR, coupled with an amine-based
CO2 capture plant; base MGT, CO2 injection, and pilot-scale carbon capture plant models
were validated against experimental data. Hampel et al. [50] investigated a promising plant
layout made by pure hydrogen-fueled T100 MGT coupled with a dehydrogenation unit
that processes liquid organic hydrogen carriers (LOHC). The advantage of such an energy
system is that the hydrogen needed to feed the MGT is obtained by the dehydrogenation
endothermal process which is supplied by the gas turbine exhaust gas; the numerical
analysis showed the thermodynamic feasibility for three of the four investigated cases.

Figure 9. An EGR micro gas turbine with CO2 capture [47].

4. Hybrid Energy Systems Based on MGT

The assumption of a hybrid energy system is the multiplicity of energy conversion
that can be achieved by the integration of two or more devices or by the combination
of two or more fuels for the same device, as exhaustively described by Manwell [51].
The hybrid energy systems are usually made by a renewable energy plant coupled with
thermal prime movers like internal combustion engines or gas turbines; alternative hybrid
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layouts involve the waste heat recovery approach, in which two or more energy conversion
systems are coupled based on the temperature level of the heat source, like a gas turbine
and organic Rankine cycle (ORC) and solid oxide fuel cell (SOFC) with a gas turbine, that
will be discussed in the following subsections. According to this summary of hybrid energy
systems, it is clear the convenience of MGT, whose use is favorable due to the flexibility
in the operating domain and to the high-quality recoverable heat at the turbine exhaust.
The main advantage of numerical modeling applied to novel hybrid plant configuration
is the capability to individuate potentialities and issues of each layout, although the need
for experimental data in order to validate the models. The hybridization can be obtained
by substituting MGT components with more convenient elements or by introducing new
components, such as heat exchangers, which can turn into a thermal connection with other
energy systems. The hybrid energy systems based on micro gas turbines reviewed in this
work are four: a first one in which the Brayton cycle is the topping one, a second in which
the MGT is the bottoming one, a third in which MGTs are connected with solar power
plants and a fourth in which the MGT is a node of a small-scaled smart energy grid. In the
latter case, the hybridization is achieved by the integration of different energy conversion
plants in a single smart grid, whose control system manages the matching between supply
and demand.

4.1. MGT—ORC Systems

Organic Rankine Cycle (ORC) represents a technology of great interest as waste
heat recovery (WHR) system in the medium and low-grade energy recovery, also in the
typical range of MGT exhaust gases temperature [52,53]. The ORCs are closed-cycle plants
whose simple layout includes a pump, a heat exchanger for the organic fluid temperature
increase, an expander that generates electrical power, and a condenser; the hybridization
is performed by the MGT exhaust gas which flows into the ORC heat exchanger with the
aim of evaporating the compressed organic fluid. The thermal recovery performed by
ORC allows to increase the combined cycle efficiency up to 15% more than base MGT [54]:
by this way, MGTs can become advantageous for small-scale power plants, thanks to the
environmental and fuel diversification [55].

Chacartegui et al. [56] presented an integrated energy system based on an mHAT cycle
and two bottomed ORC plants. The topping cycle is combined with a medium-temperature
ORC and a low-temperature ORC. The proposed scheme is shown in Figure 10 and its
global efficiency is above 50%. The thermal heat which is available at the exhausts of the
recuperated mHAT is used both as thermal input of the ORCs and to preheat the liquid
water needed on the saturator.

Figure 10. Integrated layout with mHAT and two ORCs [56].

Moradi et al. [57] investigated a micro-CHP system consisting of a fluidized-bed
gasifier, a 100 kW steam injected micro gas turbine, and a bottomed ORC cycle, along
with a heat recovery steam generator (HRSG) that produces steam both for the gasification
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process and the STIG. Numerical simulations have been performed with Aspen Plus and
included syngas purification systems, an improved gasifier model, and the operating limits
of MGT. Despite the results of syngas fueled cycle with steam injection showing an increased
electrical power but a slight reduction of electrical efficiency, the integration of different
energy systems has been proved to be capable of providing energy and environmental
benefits. Nazari et al. [58] defined an integrated energy system composed of an EFMGT, a
transcritical ORC, and a Li-Br/H2O absorption refrigeration cycle (EFGT-ORC-ARC). In
this way, the two renewable sources (solar and biomass) allow the combined production
of electricity, hot water, and cooling load. A steady-state numerical study was carried out
with several constraints (i.e., ideal gas mixture, compressor, turbines, and pumps with
constant isentropic efficiencies) in order to obtain an exergo-economic assessment through
a thermodynamic code developed using Equation Engineering Solver (EES) software.
Compared to the base case, the optimized integrated plant can achieve up to 17% higher
electrical power, up to 23% higher cooling power, and about 200% higher heating power,
with a first law efficiency of 54%. Nazari and Porkhial [59] proposed a multi-generation
system composed of a solar field, a biomass-fueled externally fired gas turbine, a steam
Rankine Cycle, an ORC, an absorption chiller, and a desalination plant. The whole system
has been modeled by EES software and the results showed the good potential of potable
water production, a higher cooling capacity compared to the available literature, along with
an achievable exergy efficiency of 21.5%. Xiao et al. [60] presented a novel configuration
combining a solar (a heliostat field) micro gas turbine with steam injection and a bottomed
ORC. A numerical model was developed and validated by experimental or referenced data
and results of simulations in representative days (i.e., spring equinox, summer solstice,
autumn equinox, and winter solstice) highlighted that the proposed system increases the
system flexibility in dealing with complex loading conditions and the solar energy has
a significant impact on fuel saving. Cameretti et al. [61] proposed the integration of an
MGT with an ORC system and a solar field, whose aim is to increase the MGT recuperator
inlet temperature. The authors carried out both thermodynamic numerical simulations of
the entire system and CFD analysis of the MGT combustor in the case of natural gas and
biogas as fuel. Such plant layout maximizes the heat from solar source with a reasonable
collectors’ surface achieving satisfactory performance in CHP mode as well as at part-load
operation. Baccioli et al. [62] investigated the improvement of the anaerobic digestion plant
installed in Viareggio (Italy) by adding to the biogas fueled 600 kW MGT an ORC system.
Transient and steady-state simulations have been performed in the AmeSIM environment
and the authors considered three different ORC sizes (30–40-50 kW) and individuated
that the most valuable solution from a thermo-economic point of view is the 40 kW case.
Reale et al. [63] studied an integrated gasifier-MGT-ORC energy system; the convenience
of including a syngas fuel from gasification of organic municipal waste has been also
examined. Thermodynamic simulations have been carried out with Thermoflex, while
the issues related to the combustion process of biogas-syngas blends are analyzed by CFD
simulations in Ansys CFX.

Table 4 lists the summary of the reviewed literature about the MGT-ORC plant.

Table 4. Summary of MGT-ORC plants.

MGT Model Software MGT Model Feature Ref.

Theoretical EES Genetic algorithm optimization [56]
Turbec T100 Aspen Plus Performance maps [57]
Theoretical EES-based Mass and energy balance [58]
Theoretical EES-based Mass and energy balance [59]

Turbec T100 MATLAB Mass and energy balance,
performance maps [60]

Turbec T100,
Capstone C30

Thermoflex/Ansys
Fluent

Performance maps/3-step oxidation
mechanism within a finite rate—eddy

dissipation model
[61]

Capstone C600s AmeSIM Performance maps [62]
Turbec T100 Thermoflex/Ansys CFX Performance maps/RANS RSM [63]
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4.2. SOFC—MGT Systems

Solid Oxide Fuel Cells (SOFCs) convert the chemical energy of a fuel into electrical
energy through high-efficiency electrochemical processes; the typical operating temperature
of a SOFC makes convenient the coupling with MGTs. In particular, the heat rejected from
the fuel cell is transferred to the compressed air with the purpose of substituting the MGT
combustion chamber.

Costamagna et al. [64] analyzed the design and off-design behavior of a hybrid system
based on a recuperated MGT and a high-temperature SOFC reactor, considering also
the MGT variable speed control system. Results of simulations showed a potential of
achieving an efficiency of more than 60% at the design point and greater than 50% at part
load, considering a SOFC reactor of about 250 kW and a 50 kW MGT. Ferrari et al. [65]
implemented the model of a hybrid MGT-SOFC system using the in-house TRANSEO tool
developed in MATLAB/Simulink environment, which includes an ejector model based on
1D-CFD equations able to predict the dynamic behavior of the component. The off-design
analysis of the hybrid system showed that FC temperatures too high or too low should be
avoided because they could drive the compressor operation too close to the surge line or the
MGT overspeed. Kaneko et al. [66] proposed the dynamic model of a 35 kW hybrid system
based on a biomass-fueled SOFC coupled with an MGT; the main features of the model
are two controllers of power and SOFC temperature that provide an actual estimation of
the time response for each component under different boundary conditions. Bang-Møller
et al. [67,68] studied a hybrid CHP plant combining a two-stage gasifier, a SOFC stack,
and an MGT: numerical simulations allowed to compare three different combinations
(gasifier-SOFC, gasifier-MGT, and gasifier-SOFC-MGT) and to individuate that the gasifier-
SOFT-MGT layout presents the best energetic- and exergetic-based electrical efficiency.
Bakalis and Stamatis [69] studied the integration of a Siemens-Westinghouse SOFC with
four commercially available recuperated MGT plants (Capstone C30 and C60, Parallon
75 kW, and Turbec T100); the model has been carried out with Aspen Plus and considers
the off-design behavior of rotating components through user-defined Fortran subroutines.
The referring layout is shown in Figure 11: the SOFC model consists of a pre-reformer
(PR), an indirect internal reformer (IIR), an afterburner (AB), a preheater, and, obviously, a
cathode-anode stack. The results showed the increasing trend of system efficiency with the
decrease of MGT power for a fixed SOFC generator.

Figure 11. SOFC—MGT system [69].

Fryda et al. [70] investigated three different small-scale CHP configurations: gasifica-
tion at 4 bar pressure and MGT, gasification at 1.4 bar pressure and SOFC, gasification at
4 bar pressure, and SOFC-MGT. Numerical simulations were carried out using Aspen Plus,
and the results highlighted that SOFC-MGT was more efficient with respect to both simple
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MGT and SOFC. Zhao et al. [71] proposed a hybrid SOFC-HAT-CCHP (combined cooling,
heating, and power) system based on methanol-reforming. The model is based on Aspen
Plus and the main outcome shows that the introduction of humid air turbines increased
the power generation reducing at the same time the coal consumption rate. A SOFC-MGT-
ORC hybrid plant for power generation is proposed by Ebrahimi et al. [72]: the authors
highlighted through a parametric analysis that this combination can be useful to convert as
much as possible fuel to power, since MGT can use high-quality SOFC stack gases and ORC
uses medium quality MGT exhaust gases. Results of numerical simulations showed that
the electrical efficiency of the energy system can reach about 61%. Wongchanapai et al. [73]
performed a sensitivity analysis on a direct internal reforming biogas SOFC-MGT hybrid
CHP plant, focusing on energy and exergy balances. The four parameters considered were
air-steam mixtures as reforming agents, fuel utilization factor, turbine inlet temperature,
and compression ratio, and the several sets of information resulting from the analysis rep-
resent valuable knowledge for direct-biogas SOFC operational performance. Krummrein
et al. [74] investigated the performance related to the use of biogas fuel for their hybrid
power plant SOFC-MGT demonstrator. Results of steady state simulations showed that
the thermodynamic parameters are only slightly influenced by the substitution of methane
with biogas. Di Carlo et al. [75] presented a SOFC-MGT system integrated with a biomass
gasifier whose model has been validated against experimental data. Results highlighted
that wood-gas rich in H2 and CO can be used in SOFCs and that the total efficiency of the
entire system is between 36% and 44%, also considering the presence of the gasifier. Perna
et al. [76] investigated the performance of a SOFC-MGT with a biomass downdraft gasifier
(BG). The comprehensive system model has been validated against experimental data, and
the numerical simulations were carried out considering electrical, thermal, and combined
heat and power production: such integrated energy conversion system significantly im-
proves the electric efficiency and accordingly enhances the exploitation of biomass as a
primary energy source. Isfahani et al. [77] proposed a hybrid system based on SOFC and
MGT with capturing CO2 and a three-reactors chemical looping for hydrogen generation
from natural gas; their model allows the MGT combustor to burn the non-reacted hydrogen.
A sensitivity analysis has been performed by varying several SOFC parameters, and the
direct correlation between plant efficiency and operating pressures has been demonstrated.
Zhen et al. [78] proposed an integrated distributed energy system consisting of SOFC and
MGT with solar thermochemical hydrogen production. The system can be divided into
three parts: the power plant (SOFC-MGT), the solar thermal methanol decomposition
aimed at hydrogen-enriched fuel production, and a waste heat recovery system. Exhaust
gases from MGT heat first the compressed air and hydrogen-rich syngas and afterward pass
through the Li-Br absorption chiller. The DES numerical model is validated by comparing
the results with published literature. Karimi et al. [79] proposed a SOFC-MGT-ORC energy
system combined with a rice straw biomass gasifier. The authors carried out a parametric
analysis aimed to individuate through a multi-objective optimization the best compromise
between exergy efficiency and cost rate. Pantaleo et al. [80] analyzed a particular case
of study of a major Italian coffee roasting and processing plant, with an operating cycle
of 6 h per day. They proposed and numerically compared three different solutions: an
intermittent waste heat recovery via thermal energy storage (TES) and ORC, a recuperated
MGT coupled to the existing modulating gas burner, and a non-regenerative topping MGT
with the direct recovery of the turbine outlet air for the roasting process. The authors
concluded that the investigated solutions are not economically profitable for an operating
cycle of 6 h/day.

In Table 5, a summary of the literature reviewed in this subsection has been listed.
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Table 5. MGT-SOFC plants reviewed.

MGT Model Software Feature Y Ref.

50 kW MATLAB Performance maps [64]

50 kW In-house (TRANSEO,
MATLAB/Simulink based) Transient [65]

5 kW MATLAB/Simulink Dynamic [66]

Theoretical In-house (Dynamic
Network Analysis) Thermodynamic model [67,68]

Capstone C30 and
C60, Parallon 75 kW,

Turbec T100
Aspen Plus Subroutines for

turbomachinery [69]

Theoretical Aspen Plus Thermodynamic model with
fixed efficiencies [70]

Aspen Plus [71]
Theoretical Engineering Equation Solver Mass and energy balance [72]

N.A. 0D and 1D [73]

3 kW

In-house (MGTS3—Micro
Gas Turbine Steady

State Simulator,
MATLAB/Simulink based)

Performance maps [74]

Turbec T100 ChemCAD
TIT variability with SOFC

(Subroutines for SOFC
and gasifier?)

[75]

Turbec T100 Aspen Plus [76]

4.3. Solar—MGT

Kautz and Hansen [81] proposed an EFMGT based on a Turbec T100 in which the
recuperator became the heat exchanger linked to the external burner. In their work, a
further heat exchanger could be added in order to consider an additional rate of input
thermal power by solar panels (Figure 12); the numerical computation has been carried out
with Aspen Plus software. Despite an externally fired gas turbine allowing the burning
of “dirty” fuels along with the decrease of fuel consumption, using the solar source as the
main heat gain and the biomass as backup fuel can lead to a fully renewable energy system.

Figure 12. Solar—EFMGT layout [81].

Aichmayer et al. [82] compared two different configurations of a solar receiver inte-
grated into a small-scale dish-mounted hybrid solar micro gas-turbine system. In the first
layout, the solar receiver is pressurized and located just before the turbine. The second
configuration is an atmospheric one, in which the receiver is after the turbine. Steady-state
thermodynamic models were realized in Matlab, using also the REFPROP database, while
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the receiver design was carried out by a validated coupled CFD-FEM analysis. The pres-
surized receiver stood out as the only suitable component for a micro gas turbine-based
solar dish system, due to the assumed pressure drop constraint. Yang et al. [83] proposed
a thermodynamic model and a real-time control strategy of a solar MGT coupled with
a thermochemical energy storage (TCES); the mathematical model involved the actual
direct normal irradiance (DNI) and the disturbance for both short and long periods. The
simulations showed a low risk of surging or choking and highlighted the better perfor-
mance of constant turbine outlet temperature operation control compared to constant shaft
speed control. Cameretti et al. [84] studied a hybrid plant consisting of a micro gas turbine
with a solar field with a tower-placed receiver (Figure 13). Simulations on the proposed
layout with solar heating and internal combustion chamber were carried out on both the
integrated energy system (with Thermoflex software) and the combustor (CFD analysis).

Figure 13. Solar-MGT scheme [84].

Wang et al. [85] also proposed a solar receiver MGT scheme in which the receiver
is located between the recuperator and the combustor. Giostri et al. [86] described a
solarized micro-gas turbine model coded in Matlab. In particular, a raytracing model
allows to estimate the optical performance of the solar tower system, while the recuperated
MGT was modeled starting from previously validated models of the same authors [87]; the
thermo-economic indexes have been also analyzed. Solar-MGT, without any storage system,
appears currently not competitive if compared with PVs, as regards the levelized cost of
electricity (LCOE) and the authors proposed hybridization with gas turbine compatible
fuels as a solution to both increase performance levels and reduce LCOE. Aichmayer
et al. [88] proposed a thermo-economic analysis of a solar dish MGT combined cycle power
plant consisting of an array of hybrid solar dish micro gas turbines and a single large steam
cycle. Each MGT size is 80 kW while the combined power plant nominal power is 150 MW.
The performance of this power plant is analyzed through an in-house thermo-economic tool,
DYESOPT. Results of simulations highlighted that the proposed optimal design presents a
cost 46.1% higher than a contemporary molten-salt tower CSP plant and that at this moment
it is an unattractive investment. In the case of solar-MGT plants, numerical simulation is
also useful to investigate components that establish the link between MGT and the solar
plant. For example, Giovannelli et al. [89] studied the effect of cavity geometry on solar
receiver effectiveness. They designed a high-temperature cavity solar receiver for a 5 kW
Dish-MGT system and analyzed it through a CFD analysis. The adopted software is Ansys
Fluent, and the results of the configurations comparison highlighted their differences and
contributed to individuate the better one.

In Table 6, a summary of the reviewed literature has been listed.
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Table 6. Summary of Solar-MGT layouts.

Starting MGT
Model Software Layout Specifications Ref.

Turbec T100 Aspen Plus Single recuperator/
solar + biomass [81]

Compower MATLAB Solar (pressurized and
ambient configurations) [82]

10 kW MGT MATLAB/Simulink Solar-MGT-TCES [83]

Capstone C30 Thermoflex/Ansys Fluent Solar heating +
internal combustor [84]

25 kW MGT MATLAB + In-house (Axtur) Solar, recuperated MGT with
internal combustor [85]

100–200 kW MATLAB Solar- recuperated MGT +
auxiliary heater [86,87]

80 kW In-house (DYESOPT) Array of dish-MGT
combined with steam plant [88]

5 kW Ansys Fluent Dish-MGT [89]

4.4. MGTs in Distributed Energy Networks and Smart Energy Grids

MGTs represent a valuable solution as nodes of smart energy grids in which both
renewable and traditional sources are considered. With respect to the layouts discussed in
previous sections, the key feature of these hybrid energy plants is the energy management
system: most of the research activity on this topic is focused on modeling and simulation
of management and control algorithms, paying the attention to time response and dynamic
behavior of each component of the smart grid.

Xu et al. [90] proposed a simplified dynamic micro gas turbine model for long-term
analysis of distribution networks based on single and multiple MGTs. The model of a
Capstone C30 has been validated by experimental data and it is capable of accurately
predicting the dynamic behaviors of the turbine plants, although a lower order of mathe-
matical equations representing the system. Rist et al. [91] proposed an MGT model focused
on solving the economic dispatch problem, optimizing a CHP unit in a smart-grid environ-
ment. The authors compared results of simulations in case of four different scenarios in
which an MGT can be driven: electricity, heat, maintenance cost, revenue; actual demand
profiles (i.e., a full-service restaurant, a large and a small hotel, a residential building) and
electricity tariffs are also included. The authors concluded that the integration of an MGT
in a smart grid presents economic benefits in all the considered cases. Kanchev et al. [92]
presented a microgrid integration of a prosumer (PV, batteries, ultracapacitors, inverter,
and local energy management) and an MGT. Photovoltaic panels are associated with a
storage system (batteries and ultracapacitors as long-term storage and fast dynamic power
regulator, respectively). The authors consider local energy management and microgrid
energy management, the latter including long-term energy management and a short-term
power balancing. Moreover, the microgrid has been studied and modeled in order to
define the specifications of the control system: a determinist operational power planning
has been proposed along with strategies and experimental results of the individuated
solution. The same authors [93] studied an urban microgrid including residential load, two
30 kW MGT, one 60 kW MGT and 12 homes with 3.6 kW photovoltaic panels with energy
storage: a microgrid central energy management has been designed and implemented
into supervisory control and data acquisition. Rivarolo et al. [94] studied the impact of
not controllable renewable energy systems (wind turbines or photovoltaic panels) on the
performance of a poly-generation smart grid, focusing the attention also on the economic
aspect. The grid is composed of PV panels, a wind generator, a 100 kW MGT, a 20 kW
reciprocating internal combustion engine, a 100 kW adsorption chiller. Thermal storage
tanks are also present in the grid, since both MGT and ICE operate as CHP. Simulations
are carried out by in-house software (EPoMP) and highlighted that the result for 17 kW
of PV power is optimum compared to a 3 kW wind generator. Oh et al. [95] developed
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and tested hardware and software of a distributed intelligent management system. The
microgrid is composed of an MGT, battery energy storage system, and smart loads. Yan
et al. [96] developed an EMS of an urban microgrid in Matlab. The case study regarded two
30 kW and one 60 kW MGTs, 55 kW PV panels, and 110 kW of rated load, into two different
scenarios (a sunny and a cloudy day, respectively). For each scenario, the comparison of
the results highlighted that system cost and pollution are lower with optimization with
respect to the cases without any optimization.

Di Gaeta et al. [27] proposed a hybrid energy grid in which the energy storage is made
adopting hydrogen as an energy vector and both programmable and unprogrammable
sources are present. The smart grid is composed of solar photovoltaic panels, wind genera-
tors, a micro gas turbine, water electrolyzers, and a hydrogen tank. The authors modeled
the dynamic behavior of a controlled MGT (a Turbec T100) and embedded it in a hybrid
energy grid model in order to simulate advanced scenarios based on a mix of renewable
and non-renewable energy sources. Results of simulations highlighted that the combined
adoption of MGT and water electrolyzers with renewable sources allows to compensate
the power fluctuations related to renewable energy sources and to reduce fossil fuels con-
sumption (37.5% in case of partial hybridization, up to 41.5% in case of full hybridization),
carbon dioxide and pollutant emissions. Mohammadi et al. [97] proposed a stochastic
method and an adaptive modified firefly algorithm to simulate and predict the non-linear
and complex optimization problem related to the economic energy dispatch. The subject of
study is a microgrid based on wind turbines, PV, MGT, fuel cell, and a NiMH battery as
energy storage.

Table 7 lists the summary of the reviewed literature concerning MGT-based energy
systems involved in distributed energy networks and smart grids.

Table 7. Summary of MGT in DES and smart-grid.

Smart Grid Components MGT Size/Model Ref.

Multiple MGTs Capstone C30 [90]
MGT in CHP applications 100 kW [91]

PV, batteries, ultracapacitors, MGT - [92]
MGTs, PV, energy storage 30 kW (2), 60 kW (1) [93]

PV, wind gen., MGT, ICE, chiller, thermal storage 100 kW [94]
MGT, energy storage - [95]

PV, MGTs 30 kW (2), 60 kW (1) [96]
PV, water electrolyzer, hydrogen tank, MGT Turbec T100 [27]

PV, wind turbine, MGT, Fuel cell, NiMH-Battery 30 kW [97]

5. The Role of CFD Analysis of the Combustion Process in Case of Alternative Fuels

In several studies, 0D analysis of the entire system is coupled with a CFD analysis
of the combustion process. This choice allows us to overcome the great simplification of
the combustion models considered for thermodynamic analysis. The computational fluid
dynamic approach represents a valuable solution to provide more realistic information of
the combustion process, especially in the case of alternative or critical fuels. In fact, the
potential issues related to supplying the combustor chamber with unconventional fuels,
cannot be detected through a 0D analysis, and a deeper study is mandatory: hence, the
results of thermodynamic analysis become both boundary and initial conditions of CFD
analysis. As stated above, CFD is useful to highlight critical issues in case of adoption of
critical fuels and to contribute to overcoming these limits. In recent years, the focus was
mainly addressed on hydrogen and biomass-derived fuels. As regards the hydrogen, the
research activity follows two directions: new designs of combustion chambers, to allow
the burning of 100% hydrogen, and the individuation of commercial combustors operating
limits, including strategies to fix the limits, in case of hydrogen-enriched blends based on
natural gas or other fuels.
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Cappelletti et al. [98] proposed a redesign of the Turbec T100 combustor chamber for
100% hydrogen fueling. The study was carried out through the CFD approach using the
commercial software Ansys Fluent. Simulations highlighted that the flame ignites into the
premixing conduits, that are not designed to withstand high temperatures. The proposed
modifications to the fuel injection system and to the main flow allowed to move the flame
position far from the walls but it does not ensure an adequately premixed flame. Devriese
et al. [99] showed a CFD-based design of the combustion chamber, compressor, and turbine
of a 100 kW hydrogen-fueled MGT focusing, as regards the combustion chamber, on
the micromix design; steady Reynolds averaged Navier Stokes (RANS) simulations were
carried out by Ansys Fluent. Tuccillo et al. [100] compared the behavior of two different
commercial combustor geometries in the case of methane-hydrogen blends supply: a lean-
premixed combustor (Turbec T100) and an RQL combustion chamber (Capstone C30). The
response of the two combustors for increasing hydrogen/methane ratios was analyzed in
order to establish combustor limits in terms of both flashback occurrence and pollutant
formation. Results showed that the typical fuel addition of lean premixed combustors,
from both main and pilot lines, presents the risk of flashback phenomena for hydrogen
concentration higher than 10%, while the pseudo-RQL combustor can operate also with
20% hydrogen blends. Reale et al. [101] compared experimental data and results of CFD
simulations of a Turbec T100 MGT fueled by three different hydrogen/methane blends (H2
up to 10% in volume). The authors highlighted, as regard carbon monoxide, the significant
deviation due to the limited prediction capability of the adopted simple two-step kinetic
mechanism. Meziane et al. [102] presented a 3D CFD simulation of the combustion process
of an RQL type can combustor. They compared temperature and pollutants emission
levels with different hydrogen/methane blend compositions up to 90% of H2 in molar
fraction, finding out that CO and NO emissions decrease by 60% and 14% respectively
with only 10% of H2 in the fuel blend. Furthermore, the authors highlighted that the use of
a detailed scheme involves two opposite effects: a good one, namely a smoother profile
of temperature distribution in the combustor, and an unfavorable one, i.e., an increased
deviation in pollutants prediction. Shih et al. [103] studied the effects of hydrogen content
in methane/hydrogen blends on the combustion process occurring in a can-type combustor.
Results indicated good combustion performance at moderate hydrogen fractions up to
50%. Calabria et al. [104] studied the combustion process of a Turbec T100 at part load
for both methane and methane/hydrogen blends. Boundary and inlet conditions are
taken from experimental campaigns and results of 0D numerical analysis. As regards the
hydrogen-methane blends, the authors highlighted that early combustion occurs into the
main swirling vanes already with a percentage of hydrogen of 15% in volume, while for
lower hydrogen content the combustion is regular yet at part load; finally, a strategy to
slightly increase the hydrogen percentage limit based on the fuel distribution between main
and pilot has been proposed.

The discussion on biomass-derived fuels regards mainly gaseous fuels such as biogas
or syngas, and the CFD analysis allows us to investigate the effects of the adoption of
these low calorific fuels on the combustion process. Bazzoyar et al. [105] studied the
behavior of a new biogas MGT combustor, starting from a 12 kW Blandon MT, coupling
a RANS k-ω model with a steady diffusion flamelet approach. The numerical results
were compared with experiments for several testing points: the presence of CO2 requires
fuel-rich mixtures at startup, while can help to reduce the NOx formation in the primary
zone. A proper design of the combustor allows us to control CO emissions. Ilbas et al. [106]
investigated the effects of hydrogen addition also to biogas and turbulator angle variations
on combustion process behavior. They highlighted an average increment in the flame
temperature of the biogas of about 15% in case of hydrogen addition. Potentialities and
issues related to the adoption of alternative, critical, or low calorific fuels into a Turbec
T100 combustion chamber were studied in various papers through CFD analysis as regard
synthesis gas (Cadorin et al. [107], Calabria et al. [108]) or biogas (Calabria et al. [109]).
Results of simulations described that the presence of hydrogen in synthesis gas can lead to
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combustion anomalies within the main swirling ducts [107,108] and the issues related to
the biogas adoption can be overcome through a dual-fuel approach and modifications to
the fuel feeding system, in order to ensure stable combustion [109].

In Table 8, a summary of the reviewed literature has been listed.

Table 8. CFD analysis on MGT supplied by unconventional fuel.

MGT/Combustor Type Software Turbulence Model Fuel Ref.

Turbec T100 modified Ansys Fluent RANS k-ω SST H2 [98]
Turbec T100 modified Ansys Fluent RANS realizable k-ε H2 [99]

Turbec T100, Capstone C30 Ansys Fluent RANS realizable k-ε /DES H2/CH4 [100]
Turbec T100 Ansys CFX RANS k-ε H2/CH4 [101]

RQL can Ansys Fluent RANS k-ω H2/CH4 [102]
Can - RANS k-ε H2/CH4 [103]

Turbec T100 Ansys CFX RANS RSM H2/CH4 [104]
Derived by Bladon MT/ - RANS k-ω SST biogas [105]

tubular Ansys Fluent RANS k-ε H2/biogas [106]
Turbec T100 Ansys CFX RANS RSM NG, syngas [107]
Turbec T100 Ansys CFX RANS RSM NG, H2/CH4, biogas [108]
Turbec T100 Ansys CFX RANS RSM biogas [109]

6. Conclusions

Despite their commercial market having never really exploded, the research interest
in MGT-based energy systems in recent years grew up, thanks to their flexibility and
versatility along with the suitability of this energy system for hybrid small-scale plants.
Studies and research activities are mainly addressed to the individuation of enhanced
layouts able to overcome those performance limits typical of small-scale gas turbines and
to the integration of MGTs with other systems in hybrid and complex energy systems able
to guarantee both high-performance levels and the diversification of the energy sources.
In this context, numerical modeling can represent the best way to investigate innovative
solutions capable of extending the operating range of micro gas turbines.

In this review, the authors focused their work on the wide and various fields of a
modeling approach for several layouts of MGT-based energy systems, with the aim of
highlighting the main model features for all the analyzed cases. It is clear that the choice
of numerical approaches and mathematical tools depends on the focus and aim of each
study; moreover, a factor that should not be neglected is the preeminent expertise of
each author/group, along with the main purpose of a single work, which can be focused
on chemical, thermodynamic, thermo-economic or further aspects. Furthermore, the
choice between commercial or in-house tools depends also on the authors’ background.
Nonetheless, some remarks can be specified, and this review aims to provide a broad
overview of numerical tools, their application, and their possible combination. In particular,
a simple thermodynamic analysis is a good choice to simulate the MGT behavior in design
conditions, even if in some cases MGT can be described as a black box. These approaches
are useful, for example, in thermo-economic analysis or when only power and overall
performance levels are required. More complex models need to be implemented when
off-design behavior assumes a prominent role, especially in the case of hybrid systems
like MGT coupled with SOFC or ORC. The introduction of characteristic performance
maps of compressor and turbine can be a solution to have more reliable results since
the variations of rotating component behavior with load, rotational speed, and ambient
conditions are considered. Off design maps or corrective factors can be assumed also for
combustor and heat exchangers, although experimental data should be available to perform
an accurate validation of specific components models. Dynamic models as well as energy
management system modeling are needed in the case of variable loads and integration in
distributed smart energy grids. In some cases, CFD analysis of the combustion process can
permit to individuate issues related to the adoption of alternative feeding fuels such as
biomass-derived or high hydrogen content fuels.
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Abbreviations

B Burner
C.C. Combustion chamber
CFD Computational fluid dynamics
CHP Combined Heat and Power
CCHP Combined Cooling Heat and Power
EFMGT Externally Fired micro Gas Turbine
EGR Exhaust gas recirculation
EMS Energy management system
HAT Humid Air Turbine
HGT Humidified Gas Turbine
H-STIG Humidified—steam injected gas turbine
HX Heat exchanger
LHV Lower heating value [kJ/kgK]
MGT Micro Gas Turbine
mHAT Micro Humid Air Turbine
ORC Organic Rankine Cycle
PV Photovoltaic
RANS Reynolds averaged Navier Stokes
RQL Rich-quench-lean
STIG Steam Injection Gas Turbine
SOFC Solid Oxide Fuel Cell
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Abstract: Combustible aqueous foams and foamed emulsions represent prospective energy carriers.
This paper is devoted to the overview of model assumptions required for numerical simulations of
combustion and detonation processes in aqueous foams. The basic mathematical model is proposed
and used for the analysis of the combustion development in the wet aqueous foam containing bubbles
filled with reactive gas. The numerical results agree with the recent experimental data on combustion
and detonation in aqueous foams containing premixed hydrogen–oxygen. The obtained results
allowed for distinguishing the mechanisms of flame acceleration, transition to detonation, detonation
propagation, and decay.

Keywords: combustion; flame acceleration; detonation; microfoam; numerical analysis

1. Introduction

The development of new technologies for efficient and clean energy is one of today’s
topical challenges. Among the promising directions of development are: (1) the use of
hydrogen, which represents one of the most promising renewable fuels due to its high
energy density, low harmful emissions, and cost-efficiency [1,2]; (2) the improvement
of fossil fuel combustion stability and efficiency via hydrogen addition [3]; and (3) fuel
dilution with chemical inhibitors and inert heat carriers as a promising approach for
reducing harmful emissions [4]. In the latter case, for example, water addition in the form
of a spray [5] or within the emulsified fuel [6] defines the lower production of NOx. In all
the mentioned cases, one should deal with complex multiphase systems, and one needs
precise instruments of experimental diagnostics and numerical analysis to obtain a clear
understanding of the processes and methods of their control.

One of the most interesting combustible systems possessing all the above-mentioned
features is aqueous foam, which can contain both liquid hydrocarbon fuels and/or gaseous
fuels (such as hydrogen). Recently Kichatov et al. [7] introduced the foamed emulsion as a
brand new type of complex fuel. Furthermore, Kichatov et al. considered the aqueous foam
bubbled with a hydrogen–oxygen mixture [8] and the oil-in-water emulsion foamed with a
hydrogen–oxygen mixture [9]. In the case of the hydrogen addition, the intense dynamic
processes were registered and interpreted as detonation onset. Thus, in [8], the authors
proposed an integral mechanism of flame acceleration based on the experimental data and
traditional considerations about the positive feedback related to flame interaction with the
flow induced by flame propagation through the foam. As a rule, such integral effects are
determined by the local dynamics of the flame front. Thus, for example, in [10], the integral
self-similar solution for the acceleration of the freely propagating flame is obtained based
on the local dynamics of the flame subjected to the hydrodynamic instability. In a recent
paper [11], the collective effect of water droplets suspended in a hydrogen–air mixture
on the local flame dynamics and related flame intensification is studied. The local effects
driving the evolution of the flame in the foamed emulsions and microfoams are still
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unresolved. Thus, it is of interest to investigate how the flame locally evolves and what
physical mechanisms affect the flame dynamics in aqueous foams.

In the paper [8], the effect of energy focusing on the scales of a single bubble collapsing
under compression was proposed as a mechanism driving the detonation propagation.
These conclusions were also made based on an integral understanding of the process
dynamics. However, the understanding of the local dynamics is of paramount importance
here since the combustion arises and decays on the scales of individual gas bubbles.
Generally speaking, similar features of the detonation evolution are observed in bubbly
liquids and dry aqueous foams. In bubbly liquids [12], the bubbles are small, and the
gas inside each bubble explodes as a whole, pushing the shock wave into the liquid.
Subsequently, the shock wave compresses the neighboring bubbles causing explosions
inside them, etc. In dry foams [13–15], the detonation wave decays when passing from one
bubble to another due to the rupture of liquid films into fine water droplets inhibiting the
reaction. As a result, the flame front enters the next bubble behind the shock wave, and the
deflagration-to-detonation transition takes place on the scales of the single relatively large
bubble, leading to the formation of a new detonation front. The local dynamics and
particular mechanisms of flame acceleration, deflagration-to-detonation transition, and
detonation propagation in wet foams are of interest and considered in this paper.

The paper is organized as follows. In Section 2, we propose a mathematical model
describing the dynamic processes in combustible foams associated with flame propagation.
In Section 3, the numerical results obtained with the use of the model formulated in
Section 2 are discussed, and processes of flame acceleration and transition to detonation
are interpreted on the basis of numerical analysis. We conclude in Section 4.

2. Mathematical Model and Problem Setup

The combustible wet foam considered recently in [8] represents a two-phase medium
consisting of gas bubbles of ∼200 µm diameter separated by thin films of an aqueous
solution of a surfactant or oil-in-water emulsion [9]. The hydrogen–oxygen mixture is used
as a foaming gas.

Let us consider the following model for the dynamic processes in combustible wet
foam. The foam represents two interacting continuums whose dynamics is governed
by a two-velocity, two-temperature model written in a conventional form similar to that
proposed in [16]. The equation of state for the gas phase is in the same form as for the
mixture of ideal gases [17]. The liquid phase is treated as incompressible and interacting
with the gas phase via momentum and heat exchange. Heating of the liquid phase by hot
gas defines the evaporation from the interface between the liquid and the gas according
to the heat balance, as in [18]. Momentum exchange between phases is modeled via an
empiric coefficient C∗ ∼ 1.0–10.0 in the same way as it was proposed in [16].

In the process of combustion wave propagation, the liquid phase of the foam decays
into the droplets via two basic mechanisms. The first one is due to the expansion of
the gas inside the bubble either as a result of the foaming gas heating or liquid phase
evaporation. The second mechanism is the dynamic action leading to the rupture of the
liquid films. According to this, here, the following criteria for the foam decay are applied:
(1) at ρgas > ρcr, (2) We > Wecr. Critical gas density ρcr corresponds to the gas volume
fraction equal to 0.96, while the critical Weber number Wecr is chosen to be equal to 350,
which is usually considered as a criterion for liquid droplet fragmentation (see, e.g., [19,20]).

After the foam decay, the two-phase medium is formed that represents an aerosol
consisting of water droplets suspended in the hydrogen–oxygen gaseous mixture. The inter-
action between phases is now described via the same model but with different interaction
source terms corresponding to the droplet–gas interaction. Herewith, the evaporation of
droplets is modeled in the approximation of the thermal conductivity limit [21], while
droplet fragmentation is described via the mechanism of fine droplets breaking away
from the surface of the coarse droplets at We > 2700 [20]. According to [20], under such
conditions, the diameter of fine droplets is estimated as 2 µm.
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The hydrogen combustion kinetics is taken into account according to the detailed
kinetic mechanism from [22]. The mechanism by Keromnes et al. is widely tested and
provides very good performance in terms of reproduction of a wide range of experimental
data on hydrogen–air combustion [23]. In [24], it was also shown that in a pressurized
hydrogen-containing system, the considered mechanism from [22] provides results for the
pressure range below 20 atm similar to those of another comprehensive detailed mechanism
by Burke et al. [25].

2.1. Basic Two-Phase Model

The governing equations for gas phase in two-dimensions are written in the follow-
ing way:

∂ρg
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where ρg is the gas density, ug,i is the i-th component of the gas velocity, Gw is the evapo-
ration rate of the water, Yk is the mass fraction of the k-th specie, Vk,i is the i-th diffusion
velocity component of the k-th species, ω̇k is the source of the k-th component due to chem-
ical reaction, E is the specific total energy of the gaseous mixture, Tg is the temperature of
the gaseous mixture, p is the pressure of the gaseous mixture, κg is the thermal conductivity
of the gaseous mixture, σij is the viscous stress tensor of the gaseous mixture, µg is the
viscosity of the gaseous mixture, and ∆h0

s,k is the enthalpy of formation of the k-th species.

q̇ and ~fb are energy and momentum sources related to the interphase interactions:

q̇ = ρd

(
~ug~FSt + Gwλw − cp,w

(
Tg − Td

)

τQ

)

~fb = ~FStρd + Gm~udρd

where ρd is the mass density of the aqueous phase, Td is the temperature of the aqueous
phase, ~FSt is the drag force, λw is the specific latent heat of the vaporization of water, τQ
is the characteristic time of heat exchange between liquid and gas phases, and cp,w is the
isobaric specific heat capacity of water. For the droplets formed as a result of the foam
decay, drag force is obtained from the conventional relation for spherical droplets:

~FSt =

(
~ud − ~ug

)

τSt

where τSt is the characteristic time of momentum exchange between liquid and gas phases.
For the foam phase, drag force is given by the semi-empirical relation [16]
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~FSt =
C∗

dd

∣∣~ud − ~ug
∣∣(~ud − ~ug

)

with C∗ ∼ 1.0–10.0.
Characteristic time scales of the interphase momentum and heat exchange are

τSt =
md

3πddµg

τQ =
d2

dcp,wρ0
d

6κgNu

where md is the mass of the water droplet, and Nu ≈ 2 is the Nusselt number.
For the liquid phase, governing equations are the following:

∂ρd
∂t

+
∂ρdud,i

∂xi
= −Gwρd

∂~ud
∂t

+ (~ud · ∇)~ud = −FSt

∂Td
∂t

+ ud,i
∂Td
∂xi

=
Tg − Td

τSt

The presented form of the hydrodynamic model is close to that used previously in [26].
It is assumed that the behavior of the liquid phase is determined by the compression of
gas and its motion inside the bubbles or between the scattered droplets, while the liquid
itself is incompressible. The foam phase and aerosol produced as a result of foam decay
are assumed to differ in terms of different relations for the Stokes force (see relations
for FSt above). Moreover, it is supposed that inner stresses within the liquid do not
cause a significant effect on the flame propagation process. Here, it should be noted that
such a model reproduces the dynamic processes in the foam quite well (see discussion
in Section 2.2), in a way similar to the other models, which justifies the potential of its
application. At the same time, such processes as the compaction of the liquid phase within
the foam may play a significant role in the propagation of acoustic and shock waves in the
foam [27]. Thus, one possible way to improve the model is to introduce compaction in the
way it is implemented in, e.g., [28].

The main differences between the model presented here and one considered in [26]
concern the models of heat transfer and momentum losses in the dispersed medium. In the
gas-droplets region, the heating of the droplets is limited with the processes of phase
transformation (evaporation). Here, the evaporation of the droplets is calculated in an
approximation of evaporation limited by a heat transfer via the Spalding relation [21]:

Gm =
2πddκg

cV,wmd
ln (1 + BT)

BT =
cV,w∆T

λw

where cV,w is the specific isochoric heat capacity of water.
The calculations are carried out using a conventional numerical technique called the

“coarse particles method” and widely implemented for solving various problems in the
field of gaseous and two-phase combustion (see [26], references within, and other papers
by the authors). The numerical technique represents a finite-difference scheme with the
second-order accuracy in space and first-order in time.
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2.2. Dynamic Processes

It is of paramount importance to resolve the interactions between the gaseous and
liquid phases of the foam to reproduce the dynamic processes in the aqueous foam ac-
curately. According to the model formulation, there is a non-dimensional constant C∗,
which determines the foam resistance and can be chosen to fit the experimental data. Here
we used the data of the blast wave test carried out in [29] for the aqueous foam with the
same expansion ratio ( f = 10) and close bubbles size (50 µm). The results of the fitting
routine are presented in Figure 1, where the dependencies of blast wave arrival time (a) and
maximal pressure behind the shock (b) on the foam layer thickness are shown. One can see
that the formulated model with C∗ = 10 fits the experimental data with good agreement.
Due to this, this value of C∗ is used in further calculations.

C* = 20.0

C* = 10.0

C* = 1.0

Figure 1. Comparison between the numerical and experimental data [29] on the blast wave atten-
uation by the foam layers of different thicknesses. Time of blast wave arrival (top) and pressure
registered behind the wave (bottom) are plotted.

2.3. Peculiarities of the Problem Setup Related to the Foam Structure

As already mentioned in the Introduction, a crucial role in flame and detonation
development belongs to the local effects. This is why the structure of the foam needs to
be taken into account. Here, it is proposed to set a non-uniform initial distribution of the
liquid fraction as shown in Figure 2a. In gray regions, representing the films between the
bubbles and the plateau borders (regions of film intersections), the density of the liquid
phase (ρd = f (x, y)) is maximal. In the white regions, the density of the liquid phase is
minimal. It should be noted that here, the problem setup is two-dimensional, but there are
no regions with zero liquid or gas fractions. This can be treated as a model representation
of the two-dimensional projection of the real three-dimensional structure of the foam. The
average value of ρd corresponds to the expansion ratio f = 10 and ∼98.6 wt.% of water
content in the foam.
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The foam is ignited by a thin (1 mm) layer heated up to 3000 K at the top opened
end of the channel where the outflow condition into air is imposed (Figure 2b). Solid
wall conditions are imposed on the side walls and the bottom end of the channel. Walls
are assumed to be isothermal (Twall = 300 K) and non-slip. The initial temperature and
pressure in the foam are equal to 300 K and 1 atm, correspondingly. After ignition, the flame
is formed and propagates downward through the foam (Figure 2c). The characteristic
spatial distribution ρd in the vicinity of the propagating flame is shown in Figure 2d.

foam

ignition

outflow

( )a ( )b ( )c

wall

( )d

Figure 2. (a) The structure of the foam model: gray regions contain greater amount of liquid, white
regions contain greater amount of gas, and grid corresponds to the numerical grid. (b) The geometry
of computational domain: gray region—the foam at 300 K temperature, red region—the heated layer
(T = 3000 K). The height of the channel is 14 cm, the width of the channel varies from 0.25 cm to
3.7 cm. (c) Schematic pattern of the downward flame propagation process in the foam (the same as
was reported previously in [30]). (d) Calculated spatial distribution of liquid phase density ρd; black
line—the position of the flame front at the considered time instant, blue line—foam surface; channel
width is 1 cm.

Preliminary results of simulations for such a problem setup are presented in [30]. It is
shown that the proposed model reproduces the experimentally obtained integral charac-
teristics of the deflagration-to-detonation transition in stoichiometric hydrogen–oxygen
microfoam such as pre-detonation length (LDDT), maximal detonation speed achieved in
the process of DDT, and quasi-steady value of the wave speed at the final stage of the pro-
cess development. Here, let us provide the results of the convergence test for this solution.
Table 1 illustrates the convergence of the solution for the pre-detonation length. As one
can see, even rather coarse numerical grids reproduce the process with high accuracy.
This is due to the features of the problem setup where the distribution ρd = f (x, y) plays
an important role and largely determines the development of the flame and detonation.
The estimations of the exact solution and convergence order are calculated according to
the standard routine proposed by Richardson [31]. The convergence rate is estimated as
1.87. Since the numerical scheme is of the first order, the solution is characterized by a
super convergence that indicates a strong dependence of the solution on the features of the
problem setup, including the non-uniform spatial distribution of ρd.
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Table 1. Convergence test: numerical data on the cell size, LDDT , and error. Asymptotic value of
LDDT and convergence order based on the estimation of LDDT is also given in the bottom row of
the table.

δx, µm LDDT , cm Error, %

100 1.13 24
50 1.36 8
25 1.45 2

Exact value estimate: LDDT = 1.48 cm
Convergence rate: 1.87

In further numerical experiments, we used uniform meshes with the cell size δx =
50 µm, providing an 8% error in determination of pre-detonation distance. The time step is
chosen dynamically to satisfy the Courant–Friedrichs–Lewy condition δt < δx

max(|ug |+cg)
,

where cg is the speed of sound in the gaseous phase. In particular, the criterion δt =

0.5 δx
max(|ug |+cg)

is used.

3. Analysis of Flame Dynamics
3.1. Flame Acceleration

Let us consider the flame evolution in the process of propagation through the foam.
Figure 3 shows the time history of the flame speed defined as the velocity of the flame front
leading point. It can be seen that the flame, once ignited, propagates with acceleration.
Herewith, the acceleration proceeds via the exponential law (flame accelerates almost
exponentially before transition to detonation at ∼40–50 µs, which is shown with a green
dotted line). This indicates that there is a mechanism with positive feedback responsible for
the flame acceleration. It should also be noted that the numerical results agree well with the
experiment that substantiates the proposed mathematical model of the flame propagation
through the foam. A close but less accurate comparison was presented recently in [30].
Here the experimental points from [8] are reprocessed, and two different models are used
to visualize the effect of droplet fragmentation.

c
b

c
f

D
CJ

Figure 3. Time history of the flame speed in the microfoam bubbled with stoichiometric hydrogen–
oxygen mixture. Signs connected with dashed lines—experimental data from [8], solid lines—
numerical results with (red) and without (blue) account of droplet fragmentation. Green thick line
shows the exponential approximation U f = 80× exp(50× 10−3t), illustrating the self-sustained
flame acceleration within time interval from 3 µs to 40 µs before transition to detonation. Horizontal
dashed lines show the characteristic velocity scales for hydrogen–oxygen: c f —sonic speed in the fresh
gas mixture, cb—sonic speed in the combustion products, DCJ—Chapman–Jouguet detonation speed.
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The mechanism of flame acceleration is closely related to the flame–foam interaction.
According to the proposed model and obtained numerical results, the flame–foam inter-
action proceeds via the following scenario. Under the thermal and dynamic action of the
expanding combustion products on the foam, the foam decays into an aerosol consisting
of droplets suspended in the hydrogen–oxygen mixture (Figure 1c). Figure 4 shows the
multidimensional structure of the flame propagating into the foam. The red area represents
the high-temperature combustion products, while the blue regions indicate the cold zone
occupied by the foam and the suspension of gas and water droplets in the pre-flame area.
Flame front structures in channels of different widths (3.7 cm, 1.0 cm, and 0.25 cm) are pre-
sented for the same time instant. Due to the initial non-uniform structure of the foam, there
are zones in the pre-flame area with a larger and smaller volumetric content of droplets
ρd(x, y) (Figure 1d). This means that the flame propagates through an array of droplets
scattered in space with an average distance between them equal to the initial bubble size
(db). Herewith, the average diameter of droplets is equal to the size of the plateau borders,
which are about 0.7db.

Figure 4. Flame structure in the stoichiometric hydrogen–oxygen microfoam in the tubes of different
widths (from left to right, 3.7 cm, 1.0 cm, and 0.25 cm) at the same time instant.

Close conditions where the flame interacts with an array of equally spaced droplets
were considered recently in [11]. In that paper, it was shown that the droplets affect the
flame surface and cause excitation of the hydrodynamic instability development. As a
result, the flame accelerates. Herewith, the most pronounced effect was observed in the case
of rather coarse droplets (with diameter larger than 50 µm) scattered in space at the distance
of the order of critical wavelength (λC) corresponding to the highest rate of hydrodynamic
instability growth (γ ∝ 1/λC) [32]. The same scenario is observed in the case of foam
combustion. This exact mechanism plays the most important role in the process of flame
acceleration in the hydrogen–oxygen microfoam. As Figure 4 clearly shows, the flame
structure is almost independent of the channel width. Thus, it can be concluded that the
momentum and heat losses to the walls play much less of a role in the flame acceleration
compared with the effect of the flame–droplets interaction and instability development.
Similar flame evolution patterns can be observed in obstructed spaces [33] or in porous
media [34].

It is interesting to note that foam decay results in the formation of rather coarse
droplets. Such droplets effectively excite perturbations on the flame surface due to high
momentum losses, but the process of their evaporation is fairly slow, proceeds mainly in the
combustion products area, and does not lead to flame quenching. In such a way, a natural
separation between the combustion and evaporation zones is established. As a result,
the foam with relatively high water content (∼90 wt.% and greater) remains combustible.
Moreover, the combustion in such a foam develops in the form of an accelerating flame.
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With the account of the mechanism of flame propagation through the foam described
above, the basic description of the flame acceleration mechanism is as follows. Foam
decays under the action of the flame. Herewith, the intensity of foam decay increases
with the increase in the flame speed and the flame surface. Thus, the faster and more
developed flame causes more intense foam decay. On the other hand, foam decay defines
additional flame acceleration via the mechanism described above. The flame perturbation
by droplets and instability growth determines both flame acceleration and the increase
in its surface. In such a way, a positive feedback loop is established, and the flame
accelerates exponentially.

3.2. Detonation

The process of flame acceleration is always associated with the compression of the
combustible medium. The flame propagating inside the channel acts like a piston on
the unreacted medium ahead of the flame. When flame acceleration takes place in gases,
peculiarities of flame dynamics on different stages of its acceleration define distinct modes
of compression [35]. Thus, at the stage of exponential acceleration, the compression leads
to shock wave generation at a certain distance ahead of the flame front. At the stage of
subexponential acceleration (according to the power law with an exponent less than unity),
the formation of the shock wave takes place in the immediate vicinity of the flame front [36].
Due to this, there is a coupling between the reaction front and compression zone, so the
compression rate increases at this stage. In such a way, the accumulative effect results
in a strong shock formation on the scales of the reaction zone, which finally causes the
detonation onset. A detailed analysis of the flow patterns obtained in [36,37] shows that in
the case of gas combustion in channels, this effect is related to the momentum losses on
the channel side walls. Such an accumulative mechanism is realized at the later stages of
flame acceleration as well when the flame achieves the maximal speed of CJ deflagration,
which is of the order of sonic speed in the combustion products [38]. At this stage (of
so-called chocked flame), the compression on the scales of the reaction zone is related to
the peculiarities of the behavior of compression waves emitted from the reaction zone
propagating with a transonic speed [35]. Depending on the rate of chemical kinetics and
on the burning rate variation with compression, which is much more important, a further
increase in the compression rate can take place. This finally leads to the detonation onset.

Let us now consider the peculiarities of the compression effect inherent to the process
of the flame-accelerated propagation through the foam. The foam represents a two-phase
medium in which the compression waves attenuate due to the momentum and heat losses.
This feature of the foam, in particular, is widely used to suppress the dynamic loads on the
solid constructions with foam barriers [29,39]. Due to this effect, the compression wave
propagates through the foam with a lower speed that defines the same localization effect of
the compression zone at a short distance ahead of the flame front (Figure 6), as discussed
above. The coupling of the accelerating flame with a compression zone results in the
intensification of the process, and the deflagration-to-detonation transition occurs via the
mechanism proposed in [36]. Herewith, the foam decays in the pre-flame zone, and the
detonation onset arises in the gas pockets between the droplets (Figure 5). Note that the
temperature of the combustion product area behind the flame front is rather low. The
evaporation of droplets located inside the combustion product area causes its cooling,
but the temperature remains far beyond the temperature of water evaporation, so the
expanding combustion products still can cause foam decay in the pre-flame zone. The
boundary of the combustion products region propagates (solid black line in Figure 5)
downwards together with the reaction front, which is scattered in space due to the heat
and momentum losses in the process of detonation wave interaction with the foam.
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Figure 5. Temperature (black) and pressure (red) profiles in the fixed cross section at subsequent
time instants (20, 25, 30, 35, and 40 µs).
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Figure 6. Numerically obtained flow pattern in the process of flame acceleration and detonation
propagation in the foam bubbled with 2H2 + O2 mixture in 37 mm channel. Time instants are:
40, 50, and 60 µs. 1—flame front, 2—local explosion, 3—decaying stage of the local explosion,
4—quenched kernel, 5—jet of combustion products, 6—unreacted pocket behind the leading front.
Black line indicates the boundary of combustion products region. Calculation with account of
droplet fragmentation.
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The blue curve in Figure 3 shows the numerical solution with the formation of a
self-sustained detonation wave. The self-sustained detonation was also observed exper-
imentally. However, it was rather difficult to measure the exact value of the detonation
speed since strong illumination did not allow for accurate discerning of the flow pattern
(see Figure 4 in [8]). Here, the uncertainty in the determination of the detonation speed
is shown via the error bars. The obtained detonation speed (Figure 3) is lower than the
detonation speed in pure gas (DCJ ≈ 2800 m/s). Integrally, the shock wave driving the det-
onation loses its intensity when entering the foam, but locally, the process is more complex.
The gas phase occurs as compressed even to a higher rate than in gaseous detonation. In the
limit of the infinite thickness of the liquid films, the bubbles are collapsing, so extreme
values of temperature and pressure can be achieved inside the bubble due to the energy
focusing. In the case of the finite thickness of liquid films, they are also acting as soft shells
on the gas inside, and their contraction also results in the gas compression limited by the
time instant of the films’ rupture. Nevertheless, the gas inside the bubbles (or regions
between droplets after films rupture) occurs as compressed up to higher compression rates
compared to the shock-compression of the pure gas. As a result, the lower intensity of the
leading shock wave is sufficient for self-sustained detonation wave propagation through
the foam. Due to this, the steady-state detonation speed in the wet foam occurs as lower
than the detonation speed in gases.

As soon as the detonation wave is formed, it interacts with the foam. In particular,
the detonation wave propagates from one bubble to the neighboring one. In the process of
the detonation wave interaction with a liquid film between the bubbles, the film decays into
an aerosol. Moreover, the intense dynamic loads cause the fragmentation of droplets into
smaller ones. These small droplets take a significant part of the momentum and heat from
the flow that leads to the deceleration of the leading shock wave. Thus, in Figure 5, one can
observe the local decay of the detonation wave. Moreover, the detonation wave can decay
as a whole. The solution shown by the red curve in Figure 3 was obtained with an account
of droplet fragmentation, and contrary to the case without accounting for this factor (blue
line), here, one can observe detonation deceleration. Finally, the detonation decays with a
total quenching of the combustion. However, the combustion products continue to expand
intensively, causing dynamic action on the foam in the bottom part of the channel below
the area of detonation decay. The jet-like flow of the combustion products is formed, which
destroys the remaining foam. Herewith, the formed droplets evaporate in the combustion
products, and in the end, no foam remains in the channel.

It should be noted that there is good agreement in the dynamics of the process in the
final stage observed experimentally and that obtained numerically (Figure 3). The available
experimental diagnostics were limited, and the main difficulty is related to the fact that
the foam is not an optically transparent medium. It impedes acquiring a clear pattern of
the flow. Error bars on the experimental data in Figure 3 are based on the thickness of the
light zone and indicate the estimation from below. The numerically obtained maximal
speed is quite close to the experimental one. The largest visible divergence is about
300 m/s (∼10% compared with the value of 3000 m/s). Given this, the representation
of the process at this stage based on model assumptions and numerical results is quite
plausible. The experimental diagnostics need to be improved to obtain a more thorough
understanding of the process and, in particular, details of the detonation decay. In [8],
only visible light was registered, while there are different possible reasons for illumination,
including the luminosity of the collapsing bubbles.

4. Conclusions

In this paper, we propose a numerical model and present new results on flame ac-
celeration and detonation onset, propagation, and decay in hydrogen–oxygen microfoam.
It is demonstrated that the structure of the foam determines the features of deflagration
and detonation waves propagating through the foam. In particular, it is shown that the
leading role in flame propagation and acceleration belongs to the parameters of the aerosol
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formed as a result of foam decay. Rather coarse droplets of ∼140 µm diameter are scattered
in space with an average distance of ∼200 µm, which corresponds to the regime of flame
propagation under the permanent effect of excitation of the short-wavelength perturba-
tions by droplets and intensification of the instability growth. The same phenomenon was
recently described in detail in [11]. As a result, the flame acceleration proceeds in the same
way, independent of the geometry of the reactor.

The detonation arises due to the compression wave localization directly ahead of the
accelerated flame front. This localization takes place due to the high hydraulic resistance
of the foam. As a result, the coupling of the reaction zone with the compression zone
leads to an increased rate of flame acceleration as well as to a higher rate of compression
on the scales of the reaction zone. Finally, this leads to the detonation wave formation.
Herewith, it is initially formed in the aerosol and then propagates into the foam that leads
to its deceleration. The detonation speed, as well as the magnitude of the leading shock
wave, is lower in the foam compared with the pure gas. This can be explained by the
structure of the reaction zone, representing the series of explosion kernels scattered in
space behind the leading shock front. The positions of these kernels are associated with
the bubbles in the foam, while the explosions are triggered by the shock wave focusing
on the scales of each bubble due to the liquid shell collapse. Herewith, an important role
belongs to the process of droplet fragmentation due to dynamic impact. Fine droplets
formed in the zone of the detonation front cause both deceleration of the shock wave
and quenching of the exothermic reaction. As a result, the detonation wave decays. The
distinguished mechanisms of detonation onset, propagation, and decay widen the physical
understanding of the detonation processes observed recently in [8].

The proposed model provides good qualitative results and allows the physical inter-
pretation of the features of the flame-accelerated propagation and transition to detonation
in hydrogen–oxygen microfoam. However, there is still room for improvement. The main
strategy to enhance the performance of the elaborated model is to introduce an account of
compaction phenomena in a way as it was implemented, e.g., by M.R. Baer and J.W. Nun-
ziato in [28].

Author Contributions: Conceptualization, A.K.; methodology, A.K. and I.Y.; software, I.Y.; valida-
tion, A.K. and I.Y.; formal analysis, A.K. and I.Y.; investigation, A.K. and I.Y.; resources, A.K. and I.Y.;
data curation, A.K. and I.Y.; writing—original draft preparation, A.K.; writing—review and editing,
A.K. and I.Y.; visualization, A.K. and I.Y.; supervision, A.K.; project administration, A.K.; funding
acquisition, A.K. Both authors have read and agreed to the published version of the manuscript.

Funding: This research was supported by The Ministry of Science and Higher Education of the
Russian Federation (Agreement with Joint Institute for High Temperatures RAS No 075-15-2020-785
dated 23 September 2020).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The data are available upon request from the corresponding authors.

Acknowledgments: We are grateful to Boris Kichatov and Alexey Korshunov for fruitful discussions.
We acknowledge high-performance computing support from the Joint Supercomputer Center of the
Russian Academy of Sciences and Supercomputing Center of Lomonosov Moscow State University.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Abe, J.; Popoola, A.; Ajenifuja, E.; Popoola, O. Hydrogen energy, economy and storage: Review and recommendation. Int. J.

Hydrog. Energy 2019, 44, 15072–15086. [CrossRef]
2. Verhelst, S. Recent progress in the use of hydrogen as a fuel for internal combustion engines. Int. J. Hydrog. Energy 2014,

39, 1071–1085. [CrossRef]
3. Li, Y.; Bi, M.; Li, B.; Zhou, Y.; Gao, W. Effects of hydrogen and initial pressure on flame characteristics and explosion pressure of

methane/hydrogen fuels. Fuel 2018, 233, 269–282. [CrossRef]

132



Energies 2021, 14, 6233

4. Taghavifar, H.; Anvari, S.; Parvishi, A. Benchmarking of water injection in a hydrogen-fueled diesel engine to reduce emissions.
Int. J. Hydrog. Energy 2017, 42, 11962–11975. [CrossRef]

5. Anufriev, I.S.; Kopyev, E.P. Diesel fuel combustion by spraying in a superheated steam jet. Fuel Process. Technol. 2019, 192, 154–169.
[CrossRef]

6. Huo, M.; Lin, S.; Liu, H.; Lee, C.f.F. Study on the spray and combustion characteristics of water–emulsified diesel. Fuel 2014,
123, 218–229. [CrossRef]

7. Kichatov, B.; Korshunov, A.; Kiverin, A.; Son, E. Foamed emulsion—Fuel on the base of water-saturated oils. Fuel 2017,
203, 261–268. [CrossRef]

8. Kichatov, B.; Korshunov, A.; Kiverin, A.; Yakovenko, I.; Gubernov, V.; Khomik, S.V.; Medvedev, S.P. Detonation in the hydrogen-
oxygen microfoam on the aqueous base. Int. J. Hydrog. Energy 2019, 44, 31567–31578. [CrossRef]

9. Kichatov, B.; Korshunov, A.; Gubernov, V.; Kiverin, A.; Yakovenko, I. Combustion of heptane-in-water emulsion foamed with
hydrogen-oxygen mixture. Fuel Process. Technol. 2020, 198, 106230. [CrossRef]

10. Gostintsev, Y.A.; Istratov, A.G.; Shulenin, Y.V. Self-similar propagation of a free turbulent flame in mixed gas mixtures. Combust.
Explos. Shock Waves 1988, 24, 563–569. [CrossRef]

11. Yakovenko, I.; Kiverin, A. Intensification mechanisms of the lean hydrogen-air combustion via addition of suspended micro-
droplets of water. Int. J. Hydrog. Energy 2021, 46, 1259–1272. [CrossRef]

12. Sychev, A.; Pinaev, A. Self-sustaining detonation in liquids with bubbles of explosive gas. J. Appl. Mech. Tech. Phys. 1986,
27, 119–123. [CrossRef]

13. Saint-Cloud, J.; Guerraud, C.; Moreau, M.; Manson, M. Experiences sur la propagation des detonations dans un milieu biphasique.
Acta Astronaut. 1976, 3, 781–794. [CrossRef]

14. Segev, G.; Hasson, A.; Siman, M.; Burcat, A. Detonation waves through foam. In Proceedings of the 22nd Symposium
(International) on Combustion, Seattle, Washington, USA, 14–19 August 1989; pp. 1751–1756.

15. Subbotin, V.; Usol’tsev, S. Study of the mechanism of the transfer of gaseous detonation through films of liquid. Combust. Explos.
Shock Waves 1984, 20, 224–230. [CrossRef]

16. Faure, S.; Ghidaglia, J.M. Violent flows in aqueous foams I: Physical and numerical models. Eur. J. Mech. B/Fluids 2011,
30, 341–359. [CrossRef]

17. Kuo, K.K.; Acharya, R. Fundamentals of Turbulent and Multiphase Combustion, 1st ed.; John Wiley & Sons, Inc.: Hoboken, NJ, USA, 2012.
18. Shinjo, J.; Xia, J.; Ganippa, L.C.; Megaritis, A. Physics of puffing and microexplosion of emulsion fuel droplets. Phys. Fluids 2014,

26. [CrossRef]
19. Tonini, S.; Gavaises, M.; Theodorakakos, A. The role of droplet fragmentation in high-pressure evaporating diesel sprays. Int. J.

Therm. Sci. 2009, 48, 554–572. [CrossRef]
20. Boiko, V.M.; Poplavski, S.V. Experimental study of two types of stripping breakup of the drop in the flow behind the shock wave.

Combust. Explos. Shock Waves 2012, 48, 440–445. [CrossRef]
21. Spalding, D.B. Combustion and Mass Transfer, 1st ed.; Pergamon Press Inc.: Elmsford, New York, USA, 1979.
22. Kéromnès, A.; Metcalfe, W.K.; Heufer, K.A.; Donohoe, N.; Das, A.K.; Sung, C.J.; Herzler, J.; Naumann, C.; Griebel, P.; Mathieu, O.;

et al. An experimental and detailed chemical kinetic modeling study of hydrogen and syngas mixture oxidation at elevated
pressures. Combust. Flame 2013, 160, 995–1011. [CrossRef]

23. Olm, C.; Zsély, I.G.; Pálvölgyi, R.; Varga, T.; Nagy, T.; Curran, H.J.; Turányi, T. Comparison of the performance of several recent
hydrogen combustion mechanisms. Combust. Flame 2014, 161, 2219–2234. [CrossRef]

24. Ahmed, S.F.; Santner, J.; Dryer, F.L.; Padak, B.; Farouk, T.I. Computational Study of NOx Formation at Conditions Relevant
to Gas Turbine Operation, Part 2: NOx in High Hydrogen Content Fuel Combustion at Elevated Pressure. Energy Fuels 2016,
30, 7691–7703. [CrossRef]

25. Burke, M.P.; Chaos, M.; Ju, Y.; Dryer, F.L.; Klippenstein, S.J. Comprehensive H2/O2 kinetic model for high-pressure combustion.
Int. J. Chem. Kinet. 2012, 44, 444–474. [CrossRef]

26. Ivanov, M.F.; Kiverin, A.D.; Liberman, M.A. Ignition of deflagration and detonation ahead of the flame due to radiative preheating
of suspended micro particles. Combust. Flame 2015, 162, 3612–3621. [CrossRef]

27. Baer, M.R. A numerical study of shock wave reflections on low density foam. Shock Waves 1992, 2, 121–124. [CrossRef]
28. Baer, M.R.; Nunziato, J.W. A two-phase mixture theory for the deflagration-to-detonation transition (ddt) in reactive granular

materials. Int. J. Multiph. Flow 1986, 12, 861–889. [CrossRef]
29. Sembian, S.; Liverts, M.; Apazidis, N. Attenuation of strong external blast by foam barriers. Phys. Fluids 2016, 28. [CrossRef]
30. Kiverin, A.D.; Yakovenko, I.S.; Kichatov, B.V.; Korshunov, A.M. Cumulative effect in foams and mechanism of detonation

development. J. Phys. Conf. Ser. 2020, 1686, 012079. [CrossRef]
31. Roache, P.J. Perspective: A Method for Uniform Reporting of Grid Refinement Studies. J. Fluids Eng. 1994, 116, 405. [CrossRef]
32. Landau, L.D.; Lifshitz, E.M. Fluid Mechanics, 2nd ed.; Butterworth-Heinemann: Burlington, Massachusetts, USA, 1987; Volume 6.
33. Ogawa, T.; Gamezo, V.N.; Oran, E.S. Flame acceleration and transition to detonation in an array of square obstacles. J. Loss Prev.

Process Ind. 2013, 26, 355–362. [CrossRef]
34. Babkin, V.S. Filtrational combustion of gases. Present state of affairs and prospects. Pure Appl. Chem. 1993, 65, 335–344. [CrossRef]
35. Kiverin, A.; Yakovenko, I.; Ivanov, M. On the structure and stability of supersonic hydrogen flames in channels. Int. J. Hydrog.

Energy 2016, 41, 22465–22478. [CrossRef]

133



Energies 2021, 14, 6233

36. Ivanov, M.F.; Kiverin, A.D.; Liberman, M.A.; Fortov, V.E. The flame-acceleration mechanism and transition to detonation of a
hydrogen-oxygen mixture in a channel. Dokl. Phys. 2010, 55, 480–484. [CrossRef]

37. Ivanov, M.; Kiverin, A.; Liberman, M.A. Flame acceleration and DDT of hydrogen–oxygen gaseous mixtures in channels with
no-slip walls. Int. J. Hydrog. Energy 2011, 36, 7714–7727. [CrossRef]

38. Saif, M.; Wang, W.; Pekalski, A.; Levin, M.; Radulescu, M.I. Chapman–Jouguet deflagrations and their transition to detonation.
Proc. Combust. Inst. 2016, S1540748916303807. [CrossRef]

39. Britan, A.; Shapiro, H.; Liverts, M.; Ben-Dor, G. Macro-mechanical modeling of blast-wave mitigation in foams. Part III:
Verification of the models. Shock Waves 2014, 24, 241–256. [CrossRef]

134



energies

Article

Estimation of Functional Form of Time-Dependent Heat
Transfer Coefficient Using an Accurate and Robust Parameter
Estimation Approach: An Inverse Analysis

Farzad Mohebbi 1,* and Mathieu Sellier 2

Citation: Mohebbi, F.; Sellier, M.

Estimation of Functional Form of

Time-Dependent Heat Transfer

Coefficient Using an Accurate and

Robust Parameter Estimation

Approach: An Inverse Analysis.

Energies 2021, 14, 5073. https://

doi.org/10.3390/en14165073

Academic Editor: Christopher

Micallef

Received: 14 July 2021

Accepted: 12 August 2021

Published: 18 August 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Zienkiewicz Centre for Computational Engineering, Faculty of Science and Engineering, Swansea University,
Swansea SA1 8EN, UK

2 Department of Mechanical Engineering, University of Canterbury, Private Bag 4800,
Christchurch 8140, New Zealand; mathieu.sellier@canterbury.ac.nz

* Correspondence: farzadmohebbi@yahoo.com

Abstract: This paper presents a numerical method to address function estimation problems in inverse
heat transfer problems using parameter estimation approach without prior information on the
functional form of the variable to be estimated. Using an inverse analysis, the functional form of a
time-dependent heat transfer coefficient is estimated efficiently and accurately. The functional form
of the heat transfer coefficient is assumed unknown and the inverse heat transfer problem should be
treated using a function estimation approach by solving sensitivity and adjoint problems during the
minimization process. Based on proposing a new sensitivity matrix, however, the functional form can
be estimated in an accurate and very efficient manner using a parameter estimation approach without
the need for solving the sensitivity and adjoint problems and imposing extra computational cost,
mathematical complexity, and implementation efforts. In the proposed sensitivity analysis scheme,
all sensitivity coefficients can be computed in only one direct problem solution at each iteration. In
this inverse heat transfer problem, the body shape is irregular and meshed using a body-fitted grid
generation method. The direct heat conduction problem is solved using the finite-difference method.
The steepest-descent method is used as a minimization algorithm to minimize the defined objective
function and the termination of the minimization process is carried out based on the discrepancy
principle. A test case with three different functional forms and two different measurement errors is
considered to show the accuracy and efficiency of the used inverse analysis.

Keywords: inverse heat transfer; steepest-descent method; sensitivity analysis; function estimation;
parameter estimation; body-fitted grid generation; time-dependent heat transfer coefficient

1. Introduction

In a heat transfer problem, the accuracy of thermophysical properties and boundary
conditions is critical to obtain an accurate numerical simulation. As a boundary condition,
convective heat transfer depends on different parameters such as time, surface geometry,
and surface temperature, to name a few. The accurate determination of the convective
heat transfer coefficient is a difficult task as convection is a very complicated phenomenon
and expensive experiments with sophisticated instruments are required to appropriately
unravel its dynamics [1].

The advent of high-speed and high-capacity computers and the development of
different regularization methods over the past decades have played significant roles in
successful applications of numerical inverse methods, as inexpensive alternatives to costly
and time-consuming experiments with sophisticated instruments, to appropriately estimate
unknown heat transfer quantities such as the heat transfer coefficient [2–10]. Inverse heat
transfer problems are mathematically challenging problems because they are ill-posed and
the accuracy of the estimation of an unknown quantity is very sensitive to measurement
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errors [11–13]. If the unknown quantity to be estimated (in this study, the heat transfer
coefficient) can be expressed as a constant parameter [14,15] or represented by a few
parameters [16], a parameter estimation approach may be used to estimate the parameters
thereby estimating the unknown quantity. However, a function estimation approach
should be used to estimate the unknown functional form of the unknown quantity when
there is no information available on the functional form of the unknown quantity. In the
function estimation approach, the sensitivity and adjoint problems are required to obtain
the gradient of objective function with respect to unknown functional form which impose
additional mathematical developments and computational costs on the inverse analysis.
In this study, based on the numerical procedure employed in [17], a two-dimensional
transient inverse heat conduction problem is considered. The thermophysical properties
are assumed constant, the geometry of heat-conducting body is irregular, and the body
is subject to Neumann and Robin boundary conditions at its boundary surface parts.
Using the parameter estimation approach initially developed in [17] for the estimation
of unknown functional form of a time-dependent heat flux (a boundary condition of
second kind) imposed at a boundary surface, here the unknown functional form of a
time-dependent heat transfer coefficient(a third-kind boundary condition) is estimated
efficiently and accurately without involving the solution of the sensitivity and adjoint
problems. Thus, the mathematical development effort and the computational cost are
reduced significantly.

To do so, the heat-conducting body (the physical domain) is mapped onto a regular
computational domain in order to take advantage of the ease of implementation of the
finite-difference method to explicitly solve the transient heat conduction equation and the
associated boundary conditions. As the body shape is irregular, a body-fitted (elliptic)
grid generation method is used to mesh the irregular domain which makes the proposed
method general and applicable to any irregular domain as long as it can be mapped onto a
regular computational domain. Using the chain rule to relate the temperature at sensor
place and the time-dependent heat transfer coefficient applied on the part of the body
boundary, explicit expressions are derived to compute sensitivity coefficients during the
solution of the transient heat conduction equation without the need for solving the sensi-
tivity and adjoint equations. The steepest-descent method, as an iterative regularization
method, with a stopping criterion specified by discrepancy principle is used to minimize
the objective function and reach the solution accurately. A test case with three complicated
functional forms of timewise variation of the heat transfer coefficient is presented to reveal
the accuracy, efficiency, and robustness of the inverse analysis. Moreover, two different
measurement errors are considered. It is shown that the inverse analysis is not strongly
affected by the errors involved in the temperature measurements and the unknown func-
tional forms of the timewise variation of the heat transfer coefficient can be recovered with
excellent accuracy. As stated before, the objective of this study is to present a parameter
estimation approach to estimate the unknown functional form of a time-dependent heat
transfer coefficient efficiently and accurately.

2. Governing Equation

The body shown in Figure 1a is initially at the temperature T0. At time t > 0, it is
exposed to a time-dependent heat flux

.
q(t) at boundary surface Γ1 and convective heat

transfer on boundary surfaces Γi, i = 2, 3, 4 with corresponding heat transfer coefficients
h2(t), h3, and h4 and surrounding temperatures T∞i , i = 2, 3, 4. The thermal conductivity,
density, and specific heat of the body are kT , ρ, and c, respectively.
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Figure 1. Two-dimensional irregular (arbitrarily shaped) heat-conducting body (physical domain)
subjected to a time-dependent heat flux

.
q(t) on surface Γ1 and convective heat transfer on surfaces

Γi, i = 2, 3, 4 (a) and the corresponding computational domain (b).

The governing equation for a two-dimensional transient heat conduction problem
with no heat generation can be expressed as [17,18]

kT

(
∂2T(x, y, t)

∂x2 +
∂2T(x, y, t)

∂y2

)
= ρc

∂T(x, y, t)
∂t

in physical domain Ω(x, y) (1)

with the boundary and initial conditions

∂T(x, y, t)
∂n1

=

.
q(t)
kT

on boundary surface Γ1(x, y) (2)

∂T(x, y, t)
∂n2

= −h2(t)
kT

(
TΓ2(x, y, t)− T∞2

)
on boundary surface Γ2(x, y) (3)

∂T(x, y, t)
∂ni

= − hi
kT

(
TΓi (x, y, t)− T∞i

)
on boundary surface Γi(x, y), i = 3, 4 (4)

T(x, y, 0) = T0(x, y) in physical domain Ω(x, y) (5)

where t is the time. Since the heat-conducting body is irregular, it (the x and y physical
domain) can be mapped onto a regular one (the ξ and η computational domain). The
elliptic grid generation method is employed to generate a grid over the physical domain.
Then the heat conduction equation and its associated boundary and initial conditions
can be transformed from the (x, y, t) to the (ξ, η, t) variables [12,18]. The transformation
results in




α
∂2T(ξ,η,t)

∂ξ2 − 2β
∂2T(ξ,η,t)

∂ξ∂η + γ
∂2T(ξ,η,t)

∂η2

J2 + (∇2ξ)
∂T(ξ, η, t)

∂ξ
+ (∇2η)

∂T(ξ, η, t)
∂η


 =

ρc
kT

∂T(ξ, η, t)
∂t

(6)

where∇2ξ = P(ξ, η) and∇2η = Q(ξ, η) are grid control functions. If P(ξ, η) = Q(ξ, η) = 0,
then a smooth grid over the physical domain is obtained. Therefore, Equation (6) becomes




α
∂2T(ξ,η,t)

∂ξ2 − 2β
∂2T(ξ,η,t)

∂ξ∂η + γ
∂2T(ξ,η,t)

∂η2

J2


 =

ρc
kT

∂T(ξ, η, t)
∂t

in 1 < ξ < M, 1 < η < N, for t > 0 (7)
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where
α = x2

η + y2
η

β = xξ xη + yξ yη

γ = x2
ξ + y2

ξ

J = xξ yη − xηyξ (Jacobian of transformation) (8)

The transformed boundary and initial conditions can be expressed as
( −1

J
√

γ

(
γ

∂T(ξ, η, t)
∂η

− β
∂T(ξ, η, t)

∂ξ

))

Γ1

=

.
q(t)
kT

at 1 < ξ < M, η = 1, for t > 0 (9)

(
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J
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γ
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− β
∂T(ξ, η, t)
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(
1

J
√

α

(
α

∂T(ξ, η, t)
∂ξ

− β
∂T(ξ, η, t)

∂η

))

Γ4

= − h4

kT
(T(ξ, η, t)− T∞4) at 1 < η < N, ξ = M, for t > 0 (12)

T(ξ, η, 0) = T∗0 (ξ, η) in 1 < ξ < M, 1 < η < N, for t = 0 (13)

where the initial condition T0(x, y) is rewritten as T∗0 (ξ, η) in terms of the variables ξ
and η. Now the finite-difference method can be employed to discretize the derivatives
present in the above equations in the regular computational domain, as follows (assuming
∆ξ = ∆η = 1)

fξ =
1
2
( fi+1,j − fi−1,j)

fη =
1
2
( fi,j+1 − fi,j−1)

fξξ = fi+1,j − 2 fi,j + fi−1,j

fηη = fi,j+1 − 2 fi,j + fi,j−1

fξη =
1
4
( fi+1,j+1 − fi−1,j+1 − fi+1,j−1 + fi−1,j−1) (14)

where f ≡ x, y, T. One-sided forward and one-sided backward relations are used to
discretize the boundary condition equations. The explicit method can be used to solve the
resulting transient heat conduction equation, Equation (7). Using forward-time-central-
space (FTCS) discretization and the relations in Equation (14), we get

1
J2

(
α(Tn

i+1,j − 2Tn
i,j + Tn

i−1,j)− 2β
1
4
(Tn

i+1,j+1 − Tn
i−1,j+1 − Tn

i+1,j−1 + Tn
i−1,j−1) + γ(Tn

i,j+1 − 2Tn
i,j + Tn

i,j−1)

)

=
ρc
kT

Tn+1
i,j − Tn

i,j

∆t
, i = 2, . . . , M− 1, j = 2, . . . , N − 1 for t > 0

(15)

where ∆t is the time step. Taking into account the stability criterion, the time-marching pro-
cedure can be used to solve Equation (15) and obtain Tn+1

i,j . That is, the nodal temperatures

at the time level n + 1, Tn+1
i,j , can be determined from the knowledge of nodal temperatures

at the previous time level n, Tn
i,j, as follows

Tn+1
i,j = Tn

i,j+

kT∆t
ρcJ2

(
α(Tn

i+1,j − 2Tn
i,j + Tn

i−1,j)− 2β
1
4
(Tn

i+1,j+1 − Tn
i−1,j+1 − Tn

i+1,j−1 + Tn
i−1,j−1) + γ(Tn

i,j+1 − 2Tn
i,j + Tn

i,j−1)

) (16)
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3. The Inverse Analysis
3.1. Objective Function

The inverse heat transfer problem of interest deals with the estimation of the time-
dependent heat transfer coefficient h2(t) applied at the time ti and at the surface Γ2,
h2(ti), i = 1, . . . , r (r is the number of time steps) using the transient readings of a single
sensor S placed at the point (Si, Sj) inside the heat conducting body. In inverse analysis,
the aim is to minimize the mismatch between the estimated temperatures at the sensor
place, Te(Si, Sj, ti), computed from the solution of the direct transient heat conduction
problem using the estimated heat transfer coefficient h2(ti) and the measured temperatures
Tm(Si, Sj, ti) over the time domain 0 < t < tr. This can be mathematically expressed as a
least-squares minimization as follows

min

{
J

h2 at Γ2

:= ‖Te(Si, Sj, t)− Tm(Si, Sj, t)‖2 : Equation (1) in Ω, BCs and IC in Equations (2)–(5)

}
(17)

where h2 = [h2(t1), h2(t2), h2(t3), . . . , h2(tr)]
T. Therefore, the objective function can be

expressed as

J =
r

∑
i=1

[Te(Si, Sj, ti)− Tm(Si, Sj, ti)]
2 (18)

3.2. Sensitivity Analysis

The calculation of the gradient of the objective function J defined by Equation (18)
with respect to h2(ti), i = 1, . . . , r is required in gradient-based minimization methods.
Therefore, it can be written

∂J
∂h2(ti′)

= 2
r

∑
i=1

[Te(Si, Sj, ti)− Tm(Si, Sj, ti)]
∂Te(Si, Sj, ti)

∂h2(ti′)
(19)

The sensitivity coefficients ∂Te(Si,Sj,ti)
∂h2(ti′ )

(i = 1, . . . , r, i′ = 1, . . . , r) can be explicitly
expressed using the chain rule (using the constant thermal conductivity kT) as follows

∂Te(Si, Sj, ti)

∂h2(ti′)
=

∂Te(Si, Sj, ti)

∂kT
∂h2(ti′)

∂kT

(20)

The expression in the numerator of Equation (20), ∂Te(Si,Sj,ti)
∂kT

, can be obtained by taking

derivative of Tn+1
i,j in Equation (16) with respect to kT , as follows

∂Tn+1
e (Si, Sj, ti)

∂kT
=

∆t
ρcJ2

(
α(Tn

Si+1,Sj − 2Tn
Si,Sj + Tn

Si−1,Sj)

−2β
1
4
(Tn

Si+1,Sj+1 − Tn
Si−1,Sj+1 − Tn

Si+1,Sj−1 + Tn
Si−1,Sj−1) + γ(Tn

Si,Sj+1 − 2Tn
Si,Sj + Tn

Si,Sj−1)

) (21)

The expression in the denominator of Equation (20), ∂Te(Si,Sj,ti)
∂kT

, can be obtained from
the boundary condition involving the heat transfer coefficient h2(t), Equation (9), as follows

(
1

J
√

γ

(
γ

∂T(ξ, η, t)
∂η

− β
∂T(ξ, η, t)

∂ξ

))

Γ2

= −h2(t)
kT

(T(ξ, η, t)− T∞2) (22)

therefore, we get

∂h2(ti′)

∂kT
=

−1
T(ξ, η, t)− T∞2

(
1

J
√

γ

(
γ

∂T(ξ, η, t)
∂η

− β
∂T(ξ, η, t)

∂ξ

))

Γ2

(23)
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where the terms Tξ , Tη , J, γ and β are computed using the finite-difference expressions
associated with the surface Γ2. That is,

fξ =
1
2
( fi+1,N − fi−1,N)

fη =
1
2
(3 fi,N − 4 fi,N−1 + fi,N−2)

where f ≡ x, y, T. Therefore, the sensitivity coefficients in Equation (20) can be calculated
by dividing the term in Equation (21) by the one in Equation (23).

∂Te(Si, Sj, ti)

∂h2(ti′)
=

1(
−1

T(ξ,η,t)−T∞2

(
1

J
√

γ

(
γ

∂T(ξ,η,t)
∂η − β

∂T(ξ,η,t)
∂ξ

))
Γ2

)

ti′

∆t
ρcJ2

(
α(Tti

Si+1,Sj − 2Tti
Si,Sj + Tti

Si−1,Sj)

−2β
1
4
(Tti

Si+1,Sj+1 − Tti
Si−1,Sj+1 − Tti

Si+1,Sj−1 + Tti
Si−1,Sj−1) + γ(Tti

Si,Sj+1 − 2Tti
Si,Sj + Tti

Si,Sj−1)

) (24)

It can be seen that all sensitivity coefficients ∂Te(Si,Sj,ti)
∂h2(ti′ )

can be computed during the
transient solution of the direct heat conduction equation. The sensitivity matrix Ja can be
explicitly written as

Jah2(t) =




∂Te(Si,Sj,t1)
∂h2(t1)

∂Te(Si,Sj,t1)
∂h2(t2)

∂Te(Si,Sj,t1)
∂h2(t3)

. . . ∂Te(Si,Sj,t1)
∂h2(tr)

∂Te(Si,Sj,t2)
∂h2(t1)

∂Te(Si,Sj,t2)
∂h2(t2)

∂Te(Si,Sj,t2)
∂h2(t3)

. . . ∂Te(Si,Sj,t2)
∂h2(tr)

∂Te(Si,Sj,t3)
∂h2(t1)

∂Te(Si,Sj,t3)
∂h2(t2)

∂Te(Si,Sj,t3)
∂h2(t3)

. . . ∂Te(Si,Sj,t3)
∂h2(tr)

...
...

...
. . .

...
∂Te(Si,Sj,tr)

∂h2(t1)
∂Te(Si,Sj,tr)

∂h2(t2)
∂Te(Si,Sj,tr)

∂h2(t3)
. . . ∂Te(Si,Sj,tr)

∂h2(tr)




r×r

(25)

We know that the temperature estimated at any time is independent of a yet-to-occur
future heat transfer coefficient component [11,19] which gives rise to a lower-triangular
sensitivity matrix. That is, for i′ > i (the terms above the main diagonal of the sensitivity
matrix), ∂Te(Si,Sj,ti)

∂h2(ti′ )
= 0. Thus, we get

Jah2(t) =




∂Te(Si,Sj,t1)
∂h2(t1)

0 0 . . . 0

∂Te(Si,Sj,t2)
∂h2(t1)

∂Te(Si,Sj,t2)
∂h2(t2)

0 . . . 0

∂Te(Si,Sj,t3)
∂h2(t1)

∂Te(Si,Sj,t3)
∂h2(t2)

∂Te(Si,Sj,t3)
∂h2(t3)

. . . 0
...

∂Te(Si,Sj,tr)
∂h2(t1)

...
∂Te(Si,Sj,tr)

∂h2(t2)

...
∂Te(Si,Sj,tr)

∂h2(t3)

. . .
. . .

...
∂Te(Si,Sj,tr)

∂h2(tr)




r×r

(26)

3.3. The Steepest-Descent Method

The steepest-descent optimization method is used in this study to minimize the
objective function given by Equation (18) by searching along the direction of steepest
descent d(k) using a search step length β(k).

h2
(k+1) = h2

(k) + β(k)d(k) (27)

The negative of the gradient direction ∇J(k) denotes the direction of steepest descent
d(k). Thus,

d(k) = −∇J(k) (28)
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In the expression h2
(k+1) = h2

(k) + β(k)d(k) = h2
(k) − β(k)∇J(k), the search step-

length β(k) > 0 is given as follows [12]

β(k) = − [Ja(k)d(k)]
T
[Te − Tm]

[Ja(k)d(k)]
T
[Ja(k)d(k)]

(29)

Optimization Algorithm

The proposed numerical procedure to estimate the time-dependent heat transfer
coefficient at the boundary surface Γ2, h2(t), can be summarized as follows:

1. Measure the temperatures at the sensor place SSi,Sj and the time ti (i = 1, . . . , r),
Tm(Si, Sj, ti).

2. Solve the direct problem to obtain the temperature values at the sensor place and the
time ti (i = 1, . . . , r), Te(Si, Sj, ti), through solving Equations (7)–(13).

3. Compute the objective function value (J(k)) using Equation (18).
4. If value of the objective function obtained in step 3 is less than the specified stopping

criterion, the optimization is finished. Otherwise, go to step 5.
5. Compute the sensitivity matrix Jah2(t) from Equation (26), the gradient direction∇J(k)

from Equation (19), the direction of descent d(k) from Equation (28), and the search
step-length β(k) from Equation (29).

6. Update h2 from Equation (27) and set the next iteration (k = k + 1) and return to the
step 2.

3.4. Stopping Criterion

The minimization process can be terminated if

J(k) < ε (30)

where ε is chosen based on obtaining stable and appropriate results. In this study, when
there are no measurement errors, ε = 10−6. However, if the temperature measurements
contain errors, then the discrepancy principle is used to stop the iterative procedure and
obtain stable results. In this case,

ε = rσ2 (31)

where σ is the standard deviation of the measurement errors [17] and is assumed constant
in this study (σ = 0.001 and σ = 0.005). Here, the measured temperatures containing
random errors, Tmeas(Si, Sj, ti), (i = 1, . . . , r), are generated by adding an error term ωσ to
the exact temperatures Texact(Si, Sj, ti) to give

Tmeas(Si, Sj, ti) = Texact(Si, Sj, ti) + ωσ (32)

where ω is a random variable with normal (Gaussian) distribution, zero mean, and unitary
standard deviation. Assuming 99% confidence for the measured temperature, ω lies in the
range −2.576 ≤ ω ≤ 2.576 and it is randomly generated by using MATLAB.

4. Results

A test case with three different complicated functional forms of variation of the
heat transfer coefficient with time is presented to investigate the accuracy, efficiency, and
robustness of the proposed sensitivity analysis method to estimate the time-dependent
heat transfer coefficient on part of the boundary of a heat conducting body. Initially the
heat transfer coefficient is assumed to be known, the transient heat conduction problem is
then solved to calculate the temperature at the sensor place at times ti (i = 1, . . . , r). Then,
the calculated temperatures are used as simulated measured ones to recover the initially used
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heat transfer coefficient. The three different forms of timewise variation of the heat transfer
coefficient considered are as follows (Figures 2–4)

h(1)2 (t) =





12, 0 ≤ t < 100 s

8, 100 ≤ t < 200 s
16− 8

300− 200
(t− 200) + 8, 200 ≤ t ≤ 300 s

10− 16
400− 300

(t− 300) + 16, 300 < t ≤ 400 s

10, 400 < t ≤ 500 s

11, 500 < t ≤ 600 s

h(2)2 (t) = 10 + log(t0.5) sin(
t
6
) + t0.45

and h(3)2 (t) which is an arbitrary waveform generated in MATLAB used here to model the
variation of the heat transfer coefficient with time.
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Assuming the heat conducting body is made of stainless steel (type 304), the numerical
values of the coefficients involved in the test case are listed in Table 1.

Table 1. Data used for the heat conduction problem (the body is made of stainless steel (type 304) [20]).

.
q (

W
m2 ) kT (

W
m·◦C ) ρ (

kg
m3 ) c (

J
kg·◦C ) h2 (

W
m2·◦C ) hi (

W
m2·◦C ),

i = 3, 4

T∞i (
◦C),

i = 2, 3, 4

2000 + 1000 sin(
πt
180

) 14.9 7900 477 h(1)2 (t), h(2)2 (t), h(3)2 (t) 5 30

In all simulations in this study, the heat conducting body is meshed using a grid size of
M × N = 40 × 40, the temperature measurement sensor is placed at node

(Si, Sj) = (
M
2

, N − 3) = (20, 37) (close to the boundary subject to convective heat transfer
with the convective heat transfer coefficient h2 to obtain sensible sensitivity coefficients)
(Figure 5), the initial temperature is T(x, y, 0) = T0(x, y) = 20 ◦C, the final time is tr = 600 s,
and the time step is ∆t = 0.1 s. Thus, the number of transient readings of the single sensor

S is r =
tr

∆t
=

600 s
0.1 s

= 6000. This means that that the number of unknown parameters
is 6000. Thus, the estimation of such a large number of unknown parameters using the
parameter estimation approach commonly used in the literature is not feasible. However,
using the proposed sensitivity analysis, one can handle the estimation of the large number
of unknown parameters accurately and efficiently. In this study, two different measurement
errors of σ = 0.001 and σ = 0.005 are considered. The stopping criteria for the test case
with the following measurement errors are

σ = 0.001⇒ ε = σ2r = 0.0012(6000) = 0.006

σ = 0.005⇒ ε = σ2r = 0.0052(6000) = 0.15

As the size of Jacobian matrix is r× r, we will deal in this study with a Jacobian matrix
of size 6000× 6000. Once the temperature at the sensor place is obtained at the time ti,
the elements of the Jacobian matrix can be calculated during the transient solution using
the obtained expression for the sensitivity coefficients; that is, during the solution of the

direct problem, the terms TkT (i, 1) =
∂Te(Si, Sj, ti)

∂kT
, i = 1, . . . , r and h2kT

(j, 1) =
∂h2(tj)

∂kT
,

143



Energies 2021, 14, 5073

j = 1, . . . , r are computed from Equations (21) and (23), respectively, and then the sensitivity
coefficients can be obtained using the following pseudo-code

do i = 1, r

do j = 1, r

if(i .LT .j)then

Ja(i, j) = 0.0

else

Ja(i, j) =
TkT(i, 1)
h2kT

(j, 1)

endif

enddo

enddo

Initially, the implementation of the direct problem solver is validated with the results
obtained from the commercial finite element software COMSOL. To do so, using the data
given in Table 1, h(2)2 , and the body shown in Figure 5, the temperature distribution in the
body is calculated by the two methods (our finite-difference explicit code, Equation (16),
using two different time steps of 0.1 and 0.001 s and the finite element software COMSOL)
which is shown in Figure 6. Moreover, the temperature history of the place of the sensor,

S(
M
2

, N − 3), obtained by both methods is shown in Figure 7. The comparison between
the results reveals a very good agreement hereby verifying the correct implementation of
the explicit solver.
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, N − 3) = S(20, 37), used to measure the temperature at
time ti.
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Figure 7. Comparison of temperature history at the sensor location, S(
M
2

, N − 3), obtained from the explicit solver using
two different time steps and the finite-element software COMSOL. The temperature history using the time step of 0.1 s is
used as simulated measured temperatures in inverse analysis.

In this inverse heat conduction problem, three different and complicated functional
forms of timewise variations (including the variations which are difficult to be recovered
by an inverse analysis such as discontinuities and sharp corners [12]) for the heat transfer
coefficient are chosen to examine the accuracy, efficiency, and robustness of the inverse
analysis presented in this study. A comparison of the initial (guessed), final, and desired
heat transfer coefficients is shown in Figures 8a, 9a and 10a (for the case of no measure-
ment error, σ = 0), Figures 8c, 9c and 10c (for the measurement error of σ = 0.001), and
Figures 8e, 9e and 10e (for the measurement error of σ = 0.005). By comparing the desired
and final functional forms shown in the above figures, it can be seen that the desired
functional forms are recovered accurately which implies that the inverse analysis is not
strongly affected by the errors involved in the temperature measurements due to the accu-
racy of the proposed sensitivity analysis scheme. When measurement errors exist, some
oscillatory behaviors are observed around the exact values due to the ill-posed nature
of the inverse heat transfer problem. The convergence histories of the objective function
for the three functional forms of interest are shown in Figures 8b, 9b and 10b (for the case
of no measurement error, σ = 0), Figures 8d, 9d and 10d (for the measurement error of
σ = 0.001), and Figures 8f, 9f and 10f (for the measurement error of σ = 0.005). The details
of the results, including the initial and desired values for the unknown time-dependent heat
transfer coefficient, the initial and final values of the objective function, and the number
of iterations required to reach the solutions are given in Table 2. The computation time
for each iteration (the direct and inverse solutions) is about 4 s. In spite of large unknown
variables (6000 in the test case) and large final time, tr = 600 s, this short computation time
confirms that the employed inverse analysis based on the proposed sensitivity analysis is
very efficient. The results are obtained by a FORTRAN compiler and computations are run
on a PC with Intel Core i5 and 6G RAM.

146



Energies 2021, 14, 5073
Energies 2021, 14, x FOR PEER REVIEW 14 of 20 
 

 

  

(a) = 0σ  (b) -= 610ε  

  

(c) = 0.001σ  (d) = =26000(0.001 ) 0.006ε  

  

(e) = 0.005σ  (f) = =26000(0.005 ) 0.15ε  

t (s)

h 2 
(W

/m
2 .C

)

0 100 200 300 400 500 600

8

10

12

14

16

desired h2
initial h2
final h2

iteration number

ob
je

ct
iv

e
fu

nc
tio

n

0 1000 2000 3000 4000

10-6

10-5

10-4

10-3

10-2

10-1

100

101

t (s)

h 2

0 100 200 300 400 500 600

8

10

12

14

16

desired h2
initial h2
final h2

iteration number

ob
je

ct
iv

e
fu

nc
tio

n

0 100 200 300 400 500 600

10-2

10-1

100

101

iteration number

ob
je

ct
iv

e
fu

nc
tio

n

478 480 482 484 486 488 490

0.0059

0.00595

0.006

0.00605

0.0061

0.00615

t (s)

h 2

0 100 200 300 400 500 600

8

10

12

14

16

desired h2
initial h2
final h2

iteration number

ob
je

ct
iv

e
fu

nc
tio

n

0 50 100 150 200

0.5

1

1.5

2
2.5

3
3.5

4

iteration number

ob
je

ct
iv

e
fu

nc
tio

n

200 205 210 215 220 225

0.13

0.14

0.15

0.16

0.17

0.18
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Table 2. A summary of results for the estimation of the time-dependent heat transfer coefficient.

Functional
Form

Initial
Guess, h2initial

Temperature
Measurement

Error, σ

Initial Value
of Objective

Function

Final Value
of Objective

Function

Number of
Iterations

h(1)2
10 σ = 0.0 3.50 9.99× 10−7 3654

(~244 min)

h(1)2
10 σ = 0.001 3.51 0.006 490

(~33 min)

h(1)2
10 σ = 0.005 3.65 0.15 217

(~14 min)

h(2)2
25 σ = 0.0 43.14 7.90× 10−7 1037

(~69 min)

h(2)2
25 σ = 0.001 43.14 0.006 487

(~32 min)

h(2)2
25 σ = 0.005 43.26 0.15 371

(~25 min)

h(3)2
12 σ = 0.0 34.28 6.95× 10−7 948

(~63 min)

h(3)2
12 σ = 0.001 34.28 0.006 387

(~26 min)

h(3)2
12 σ = 0.005 34.42 0.15 197

(~13 min)

From the above figures, we can also see that the estimated heat transfer coefficient
deviates from the exact one in a neighborhood of tr and approaches the initially guessed
heat transfer coefficient. The mathematical reason is that by approaching the final time
tr, the number of the zero elements in the column vectors of the sensitivity matrix Ja also
increases so that there exists only one nonzero element in the last column vector because
the sensitivity matrix is a lower-triangular matrix (see Equation (26)). Thus, the last column
vector can be written as




0
0
0
...
0

∂Te(Si, Sj, tr)

∂h2(tr)




(33)

From Equation (19), (
∂J

∂h2
= 2JaT[Te − Tm]), we can write the gradient of the objective

function J with respect to h2 at the final time tr as

∂J
∂h2(tr)

= 2




0
0
0
...
0

∂Te(Si, Sj, tr)

∂h2(tr)




T


Te(Si, Sj, t1)− Tm(Si, Sj, t1)

Te(Si, Sj, t2)− Tm(Si, Sj, t2)

Te(Si, Sj, t3)− Tm(Si, Sj, t3)

...
Te(Si, Sj, tr−1)− Tm(Si, Sj, tr−1)

Te(Si, Sj, tr)− Tm(Si, Sj, tr)




= 2
∂Te(Si, Sj, tr)

∂h2(tr)
[Te(Si, Sj, tr)− Tm(Si, Sj, tr)] (34)

which is a very small number. Substituting a very small value for ∇J(k)h2(tr)
into Equation

(28), d(k)h2(tr)
= −∇J(k)h2(tr)

, results in a very small value for d(k)h2(tr)
. Likewise, substituting a

very small number for d(k)h2(tr)
into Equation (27), h2(tr)

(k+1) = h2(tr)
(k) + β(k)d(k)h2(tr)

, results

in h2(tr)
(k+1) ≈ h2(tr)

(k), as observed. In other words, by approaching the final time tr,
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there is no significant modification in the value of h2 during the minimization process
and the heat transfer coefficient retains its initially guessed value until the end of the
minimization process.

5. Conclusions

Based on explicit expressions, an accurate and efficient sensitivity analysis scheme
was proposed to estimate the unknown functional form of a time-dependent heat transfer
coefficient applied on part of the boundary of an irregular heat conducting body subjected
to specified initial and boundary conditions through transient readings of a single sensor
placed inside the irregular body. Since there was no prior information available on the
functional form of the variable to be estimated, the commonly used method to address
this inverse heat conduction problem was based on the function estimation approach.
However, here a parameter estimation approach was proposed to estimate the unknown
functional form accurately and efficiently. As the body geometry was general (irregular),
the physical domain was mapped onto a regular computational domain in order to take
advantage of the ease of implementation of the finite-difference method to explicitly solve
the transient heat conduction equation and associated boundary conditions. The chain
rule was used to relate the sensor temperature and the time-dependent heat transfer
coefficient applied on the part of the body boundary, the two ingredients of the sensitivity
coefficients. Formulating this way, all sensitivity coefficients could be computed during the
transient solution of the direct heat conduction problem without the need for solving the
sensitivity and adjoint equations. The steepest-descent method with a stopping criterion
specified by the discrepancy principle was used to minimize the objective function and
reach the solution accurately. The accuracy, efficiency, and robustness of the inverse analysis
were presented through considering three different complicated functional forms. As a
future study, more challenging problems of heat conduction in materials with temperature-
dependent or space-dependent thermal conductivity (in functionally graded materials,
for instance) may be considered. In this study, the transient heat transfer equation (direct
solution) was solved by the explicit method; the feasibility of derivation of the sensitivity
coefficients using an implicit method needs to be investigated.
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Nomenclature

c specific heat (
J

kg·◦C )

d(k) direction of steepest descent

h heat transfer coefficient (
W

m2·◦C )

kT thermal conductivity of the solid body (
W

m·◦C )

J objective function
J Jacobian of transformation
Ja Jacobian (sensitivity) matrix
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.
q heat flux (

W
m2 )

S sensor
T temperature (◦C)
Te estimated temperature (◦C)
Tm measured temperature (◦C)
T0 initial temperature (◦C)
T∞ ambient temperature (◦C)
t time (s)
x, y Cartesian coordinates in the physical domain
α, β, γ metric coefficients in two-dimensional elliptic grid generation
β(k) search step-length at iteration k
ξ, η Cartesian coordinates in the computational domain
Γ boundary
Ω domain (heat-conducting body)

ρ density (
kg
m3 )

σ standard deviation of the measurement error
ε stopping criterion
ω random variable
r number of time steps
k iteration number

References
1. Kreith, F.; Manglik, R.M.; Bohn, M.S. Principles of Heat Transfer, 7th ed.; Cengage Learning: Stamford, CT, USA, 2010.
2. Louahlia-Gualous, H.; Panday, P.; Artioukhine, E. Inverse determination of the local heat transfer coefficients for nucleate boiling

on a horizontal cylinder. J. Heat Transf. 2003, 125, 1087–1095. [CrossRef]
3. Beck, J.; Osman, A. Nonlinear inverse problem for the estimation of time-and-space-dependentheat-transfer coefficients.

J. Thermophys. Heat Transf. 1989, 3, 146–152. [CrossRef]
4. Taler, J. Determination of local heat transfer coefficient from the solution of the inverse heat conduction problem. Forsch. Ing.

2007, 71, 69–78. [CrossRef]
5. Martin, T.; Dulikravich, G. Inverse determination of steady heat convection coefficient distributions. Trans. Am. Soc. Mech. Eng. J.

Heat Transf. 1998, 120, 328–334. [CrossRef]
6. Rainieri, S.; Pagliarini, G. Data filtering applied to infrared thermographic measurements intended for the estimation of local heat

transfer coefficient. Exp. Therm. Fluid Sci. 2002, 26, 109–114. [CrossRef]
7. Maillet, D.; Degiovanni, A.; Pasquetti, R. Inverse heat conduction applied to the measurement of heat transfer coefficient on a

cylinder: Comparison between ananalytical and a boundary element technique. J. Heat Transf. 1991, 113, 549–557. [CrossRef]
8. Su, J.; Hewitt, G.F. Inverse heat conduction problem of estimating time-varying heat transfer coefficient. Numer. Heat Transf. Part

A Appl. 2004, 45, 777–789. [CrossRef]
9. Hào, D.N.; Thanh, P.X.; Lesnic, D. Determination of the heat transfer coefficients in transient heat conduction. Inverse Probl. 2013,

29, 095020. [CrossRef]
10. Skubisz, P.; Adrian, H. Estimation of heat transfer coefficient of forced-aircooling and its experimental validation in controlled

processing of forgings. Numer. Heat Transf. Part A Appl. 2018, 73, 163–176. [CrossRef]
11. Beck, J.V.; Blackwell, B.; Clair, C.R.S. Inverse Heat Conduction: Ill-Posed Problems; Wiley: Hoboken, NJ, USA, 1985.
12. Özisik, M.; Orlande, H. Inverse Heat Transfer: Fundamentals and Applications; Taylor & Francis: Abingdon, UK, 2000.
13. Alifanov, O.M. Inverse Heat Transfer Problems; Springer: Berlin/Heidelberg, Germany, 1994.
14. Mohebbi, F.; Sellier, M. Parameter estimation in heat conduction using a two-dimensional inverse analysis. Int. J. Comput. Methods

Eng. Sci. Mech. 2016, 17, 274–287. [CrossRef]
15. Mohebbi, F.; Sellier, M. Estimation of thermal conductivity, heat transfer coefficient, and heat flux using a three dimensional

inverse analysis. Int. J. Therm. Sci. 2016, 99, 258–270. [CrossRef]
16. Mohebbi, F.; Sellier, M. Identification of space-and temperature-dependent heat transfer coefficient. Int. J. Therm. Sci. 2018, 128,

28–37. [CrossRef]
17. Mohebbi, F. Function Estimation in Inverse Heat Transfer Problems Based on Parameter Estimation Approach. Energies 2020, 13,

4410. [CrossRef]
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Abstract: Like any other turbomachinery, it is essential that the hydraulic behavior and performance
of mixed-flow pumps are evaluated way in advance prior to manufacturing. Pump performance relies
heavily on the proper design of the intake structure. Intake structures should be accurately designed
in order to minimize and avoid unnecessary swirl and vortex formations. Ensuring the optimum
performance condition as well as predicting how a particular intake structure affects the efficiency
of the pump often requires either physical model studies or theoretical evaluations. Unfortunately,
physical models are costly, time-consuming, and site-specific. Conversely, design and performance
predictions using a theoretical approach merely gives performance values or parameters, which are
usually unable to determine the root cause of poor pump performance. This study evaluates the
viability of using Computational Fluid Dynamics (CFD) as an alternative tool for pump designers
and engineers in evaluating pump performance. A procedure for conducting CFD simulations to
verify pump characteristics such as head, efficiency, and flow as an aid for preliminary pump design
is presented. Afterwards, a multiphase simulation using the VOF approach is applied to compare the
fluid dynamics between four different pump intake structures. A full-sized CFD model of the pump
sump complete with the pump’s active components was used for the intake structure analysis in
order to avoid scaling issues encountered during the reduced-scale physical model test. The results
provided a clear illustration of the hydraulic phenomena and characteristic curves of the pump. A
performance drop in terms of reduction in TDH was predicted across the various intake structure
designs. The CFD simulation of intake structure provided a clear insight on the varying degree of
swirl, flow circulation, and effect on pump efficiency between all four cases.

Keywords: mixed-flow pumps; CFD; performance; Q-H; intake structure; sumps

1. Introduction

A few of the specific hydraulic conditions that greatly affect the performance of any
pump are swirl, vortices, and circulation. These are just some of the undesirable hydraulic
phenomena that often lead to performance degradation, vibration, noise, structural dam-
age, and even catastrophic failure. These phenomena are also highly influenced by flow
conditions in the intake structure. Poorly designed intake structures are those that fail
to control the possible harmful formation of swirls, free-surface vortices, and submerged
vortices. These swirls and vortices can induce cavitation growth if not fully suppressed. De-
spite this fact, the proper design of these intake structures is amongst the most overlooked
aspects when designing a pumping station.

Theoretical means of evaluating a pump’s performance is a highly intensive process.
Aside from the numerous geometric parameters involved, the hydraulic conditions present
in any pump are complex, and the physics of which are not fully understood. It is for this
reason that most pump engineers often rely on designs based on rule-of-thumb or standards

153



Energies 2021, 14, 5082

established from previously proven designs. This practice, along with some financial
constraints, often limits design iteration and restricts the development of new products.

Most major hydraulic projects are model tested to optimize the design. For intake
structure design, reduced-scale physical model tests had remained a primary mandatory
requirement in keeping with existing codes and standards. ANSI/HI 9.8 [1] states that
model tests shall be conducted when the sump geometry deviates from standardized
designs, when approach flow is non-uniform or non-symmetric, or when the discharge rate
is high (greater than 2.5 m3/s per pump or 6 m3/s per station). These tests provide design
engineers with a visual image of what the flow will be during actual running conditions.
They represent reality at a certain scale. Among the advantages in performing a physical
model tests are that most parameters and operating boundaries involved are controllable,
and the measurements, in general, are easy to perform. Unfortunately, aside from being
expensive, site-specific, and time-consuming, results from physical model tests are highly
influenced by scaling issues, incomplete modeling, and laboratory effects.

On the other hand, the implementation of Computational Fluid Dynamics (CFD) in
fluid flow applications had grown in parallel with the advances in computer technology.
CFD coupled with stress analysis had been actively used in the design of various pump
components such as shafts, seals, impellers, diffusers, and casings, among others. For
numerical studies, both the accuracy and robustness of the results vary heavily based on
various turbulence parameters and modeling methodologies. Particularly for pump intake
structure design, prediction of both free-surface and subsurface vortices using CFD had
been a continuous focus. Constantinescu and Patel [2] were among the first to simulate the
three-dimensional flow field on a simple water-intake bay. Their work solves the Reynolds-
averaged Navier-Stokes equation with a two-layer k-ε turbulence model. The numerical
solution was able to predict the expected vortex formation. However, it was emphasized
that the resulting symmetric vortices caused by idealized flow conditions in the numerical
solution are unlikely to exist in reality. These results were later verified by Rajendran and
Patel [3] by constructing a 0.003 m3/s rectangular pump sump model. Using particle-image
velocimetry (PIV) to measure velocity fields, they were able to confirm that the previous
CFD results for the position, number, and overall structure for both the free-surface and
subsurface vortices were in good agreement with the physical model.

While there are numerous numerical and experimental studies concerning vortex
prediction and flow phenomena in pump intake structures [4–6], most do not consider
any impeller-induced flow. This is because most physical model experiments also do
not include the impeller geometry in the scale model. Instead, a vertical pipe is used
to represent the pump structure. Most studies only focus mainly on the flow condition
upstream of the pump. One slight exception is the study made by Nagahara et al. [7]. In
their study, they included the shape profile of the pump impeller and guidevane. They
aimed to identify the relationship between the subsurface vortex strength and the size of
the vapor cavity in the blades. The impeller remained stationary during the test, and no
impeller-induced flow was considered. Instead, only the interaction between the vortex
strength and the radial and axial forces on the blades were evaluated.

In factory test facilities, physical model studies, and even on existing numerical
simulations, pump and intake structures are often evaluated separately. Constructing a test
facility to verify the performance of the pump and sump prototype is not ideal for even the
largest factory. Similarly, no specific code and test procedure are established in conducting
a reduced-scale hydraulic model test that incorporates the pump geometry to the model. In
this regard, this study presents a methodology to evaluate both pump and intake structure
performance using CFD. To establish this, pump performance characteristics in terms of
head, flow, and efficiency are first simulated. Then, flow dynamics, vortex prediction,
and pump performance are conducted using a full-scale numerical model of the entire
pump and intake structure. To analyze the effect of pump intake geometry, several intake
structure designs are presented in order to compare the performance of each type. The
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focus is on a method that would result in reduced computational efforts in order to merit
its use as an engineering design tool.

2. Pump Performance Prediction

This section focuses on the CFD simulation of a mixed flow pump predicting various
performance characteristics such as head, capacity, efficiency, and flow dynamics. The anal-
ysis aims to define through numerical simulation the performance curves of the mixed-flow
pump, whose specifications are outlined in Table 1. The KSP-CV pump model is among the
long-range of high-quality pumps manufactured by Tsuchiura Works, Machinery System
Division of Hitachi, Ltd. These pumps are designed for various applications such as steel-
works, industrial and chemical plants, irrigation, waterworks and sewage systems, power
stations, and nuclear power plants. The KSP-CV pump used in this study is a single-stage
vertical-shaft mixed flow submersible pump. These particular pump models have a typical
head range between 3 m to 90 m and are designed for large-capacity operations. The active
components for this pump are the rotating impeller and the stationary guidevane. The
impeller has 5 blades and is rotating at N = 600 RPM, while the stationary guidevane has
12 vanes. The pump is driven by a 2500 kW motor, which proves that it is a high-energy
pump. To protect proprietary information, only the basic data about the pump (i.e., Ex-
pected Performance Curves [8], Ratings) will be presented in this paper. The curves derived
from the simulation for this pump will serve as the basis for the full-scale model analysis
that will be presented in the succeeding sections of this study. In order to not exceed the
available computational resources, disk friction losses, mechanical losses, leakage losses,
and tip clearance effects are not included in this calculation. In addition, the walls were
assumed to be smooth, and any disturbances due to surface roughness were neglected.

Table 1. Pump Specifications.

Specification Value

Type Form KSP-CV
Specific Speed a 83
Suction Bore (m) 1.257

Discharge Bore (m) 1.25
Stages single

Capacity (m3/h) 16,900
Total Dynamic Head (m) 39

NPSHa (m) 13
Speed (rpm) 600
Driver Type motor-driven

Driver Rating (kW) 2500
Design Efficiency (%) 85

Service CWP
a Dimensions are not used. Values shown are based on rate of flow at optimum efficiency in m3/s, total head in
m, and rotative speed in rpm.

2.1. Computational Domain

The computational domain includes the inlet or suction pipe, impeller, guidevane,
column pipe, and 90◦ discharge elbow. The hexahedral meshing scheme is used for
the whole domain. The 3D shape of the impeller was generated using ANSYS CFX-
BladeGen, while the O-type grid was generated using ANSYS CFX-TurboGrid. The domain
is separated into 4 regions in order to achieve a reasonable number of grid elements. The
impeller and guidevane regions were modelled with a high-density mesh since these areas
were expected to have a high solution gradient. The inlet pipe, column pipe, and discharge
elbow regions, on the other hand, have lower density mesh count. The inlet pipe for this
particular pump model incorporates four (4) 90◦ cross plates regulating pre-whirl and
impeller backflow under partial flow conditions. This feature, together with the inlet
extension, ensures that the flow is fully developed as it enters the domain. Similarly, the
column pipe length is designed with enough length to prevent flow from recirculating back
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to the guidevane. The front and rear cavities of the impeller were partially included in the
control volume but with zero leakage flow rates. The 3D model and the mesh model of
the mixed flow impeller and guidevane are shown in Figure 1. Similarly, a schematic of
the whole computational domain, as well as the mesh for the whole assembly, is shown
in Figure 2.

Figure 1. (a) The active components for the KSP-CV: 5-blade rotating impeller and 12-blade stationary
guidevane/diffuser. (b) The generated hexahedral mesh used for the numerical analysis. (c) Impeller
and guidevane blade walls.

Figure 2. A schematic of the whole computational domain (right) and the mesh for the whole
assembly (left).

2.2. Boundary Conditions and Solution Schemes

To solve the rotor-stator interaction problem in the domain, the multiple reference
frame (MRF) approach is applied. The MRF approach is one of several models available
in ANSYS Fluent in dealing with flows in systems containing translating or rotating
components. For mixed flow pumps, all parts connected to the rotating shaft are moving
with a certain angular velocity, while the other parts, such as the casing, guidevane, suction
bell, etc., remain stationary. In general, the flows in such turbomachinery are unsteady
in nature. This unsteadiness becomes even more apparent when viewed by a stationary
observer. On the contrary, if viewed by an observer standing on the rotor, the flow would
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appear to be in a steady state. Using this perspective, the MRF model treats an unsteady
problem (with respect to the absolute reference frame) as a steady-state problem with
respect to the moving reference frame. When using the MRF model, additional source
terms such as centripetal and Coriolis acceleration are added to the equation of motion to
account for the transformation from the stationary to the moving reference frame. Note
that, during the analysis, the mesh is fixed or frozen on a specified position, and the
instantaneous flow field is observed with the rotor in that position. It is because of this
analogy that the MRF is often referred to as the “frozen rotor approach”. Although this
approach is clearly an approximation of steady-state conditions, the MRF model simplifies
the problem and consequently requires less time and computational effort. For preliminary
design and development, this makes the MRF approach an attractive model for industrial
applications such as stirred tanks, wind turbines, fans, and other turbomachinery. For
this study, the impeller region is assigned to a moving reference frame, while the rest
of the region is assigned to a stationary frame. Calculations were carried out under
single-phase, steady-state conditions with water at 25◦ C as the working medium. Flow is
incompressible and isothermal with constant fluid properties. Turbulence was modeled
using the Realizeable k-ε since it shows better agreement with pump test data as compared
to the other two k-ε models (i.e., RNG and standard) [9]. A pressure-based coupled solver
was applied. The second-order discretization scheme was used for pressure, momentum,
density, and turbulence equations. Static pressure is defined at the inlet, while a mass flow
rate was prescribed at the outlet. A 5% turbulent intensity was specified for the inlet, and
the hydraulic diameter for both inlet and outlet was set equivalent to the respective pipe
diameters. The flow was specified as subsonic, and all walls were treated as no-slip.

2.3. Grid Independence Study

To optimize the computational time and to study the effects of grid resolutions, a
preliminary grid independence study at 90% rated flow was conducted to compare the
results for three CFD models. The grid independence study ensures that the results are due
to the boundary conditions and physics used and not the mesh resolution. Three hexahedral
mapped meshed models were generated, with element counts of 0.9, 3.6, and 5.2 million
cells to represent models with coarse, medium, and fine mesh, respectively. For the model
used in this paper, the mesh refinement did not follow the usual half/double element size.
This is because refining the mesh by a factor of 2 will result in an 8-fold increase in problem
size and is unacceptable for engineering design purposes. Since the analysis is concerned
with flow dynamics in the impeller and guidevane, the mesh variation for all three CFD
models is focused on these two regions. There is no significant need to refine the mesh
for the inlet pipe and discharge elbow because the velocity gradients in these areas are
expected to be low. Likewise, knowledge of the flow patterns in these areas is not key in the
analysis. Non-overlapping mesh interfaces were adapted in ANSYS Fluent to combine the
four regions. The independence between areas with different mesh densities was improved
by refining 2 to 3 mesh layers near the interface. A focused view of the coarse, medium,
and fine meshed models are shown in Figure 3, while a tabulated data of the mesh count
and the respective solution time using an 8-core 4.6 GHz Intel Core i7 9700 K desktop with
32 Gb of memory is shown in Table 2.

Table 2. The cell count for each region and simulation time.

Coarse Mesh Medium Mesh Fine Mesh

Inlet Pipe 208,880 208,880 208,880
Impeller 374,300 2,994,400 2,994,400

Guidevane 317,160 317,160 2,537,280
Discharge Elbow 37,904 37,904 47,088

Total Cells 938,244 3,558,344 5,787,648
Solution Time 15 min 47 min 7 h. 8 min.
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Figure 3. The mesh used for the grid independence study.

For all three numerical models, a steady-state simulation for the problem was con-
ducted, where the mean velocity and the amplitude of the fluctuating field do not vary for
more than 1% for each iteration. The target residual errors are kept below 10−4. The pump
head, as monitored throughout the entire calculation period, can be seen in Figure 4. For
the three mesh densities, it can be hypothesized that the solution is very stable and that the
calculated pump heads are nearly identical.

Figure 4. The pump head at 90% rated capacity as monitored during numerical simulation.

To qualitatively evaluate the grid independence, the axial velocity (z) at several points
along a line just below the impeller eye and perpendicular to the flow direction is plotted,
as shown in Figure 5. Additionally, in Figure 6, the total pressure contour on the center of
the pump assembly is plotted for all three numerical models. Based on these figures, the
simulation results show, in general, a close agreement between the three results. Specifically,
for the velocity plots, a maximum variation of 1.4% was observed, particularly between the
results for the fine mesh and the coarse mesh models. Additionally, the evaluation shows
that even though the cell count for the medium mesh model is about 25% less than that
of the fine mesh model and with a 90% reduction in calculation time, the difference in the
results between these two models is almost negligible at 0.01%. The pressure distribution
within the impeller and the guidevane regions on all three models are identical. The
resemblance between the results from all three models shows that these simulations can be
considered relatively grid-independent based on the presented mesh densities. Generally,
for such cases, the coarse mesh is the best alternative for succeeding simulations in terms of
minimizing computational time. However, in this paper, considering how close the results
are between the fine mesh and the medium size mesh, and to more fully resolve the other
phenomena of interest (e.g., vortex formation and air entrainment), the medium-sized
mesh model was used.
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Figure 5. The axial velocity distribution near the impeller eye at 90% rated capacity.

Figure 6. The pressure gradient across the pump assembly at 90% rated capacity.

3. Results and Discussions
Performance Curve

For the performance prediction, numerical simulations were performed from 10% to
150% of the nominal rated capacity with 10% increments, while shut-off (zero flow) may be
interpolated. For all simulations, the rotor speed is kept constant at 600 RPM. The pump
head, shaft power, and efficiency were calculated as follows:

Head : H =
Pout

ρg
− Pin

ρg
+ ∆z, (1)

Shaft Power : P = T × ω, (2)

Efficiency : η =
ρgQH

P
, (3)

wherein Pin, Pout are the area weighted average of the total pressure taken at a cross-section
at the pipe inlet and at the end of the pipe column (just before entering the discharge
elbow), respectively. Q is the fluid flow rate, g the acceleration due to gravity, and ρ is the
fluid density. The tabulated results for all analysis points are shown in Table 3. Figure 7
shows the graph of the numerical results for the head, efficiency, and power as a function
of the flow rate superimposed on the expected pump performance curve as provided by
the manufacturer [8]. It can be seen from this figure that all three parameters follow a
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consistent trend as compared with the manufacturer’s data. This further shows that for
this particular pump, doing the grid independence study at only one flow condition, for
this case at 90% rated flow, is enough to consider the flow relatively grid-independent.

Table 3. Tabulated performance results for mixed-flow pump at 600 RPM.

Flow Rate
(m3/h)

Shaft Power
(kW)

Pump Head
(m)

Efficiency
(%)

1519 2288 78 14
3038 2260 75 27
4556 2118 70 41
6075 2007 65 54
7594 1963 62 66
9113 2080 62 74

10,632 2164 60 80
12,151 2230 57 85
13,669 2285 54 88
15,188 2328 50 89
16,707 2318 45 89
18,226 2262 39 87
19,745 2163 33 82
21,264 2017 25 71
22,782 1824 16 54

Figure 7. The pump performance curve based on numerical results as compared with the expected
performance curve acquired from the manufacturer [8].

Based on the relationship between the head, flow rate, power, and pump efficiency
(Figure 7), it can be seen that the power requirement is much flatter and does not vary
too much along the pump’s operating range. This type of characteristic curve is typical of
the mixed-flow pump and is, in turn, different from those of radial-type pumps, where a
larger flow requires higher power. This is because of the very large area of flow against
the comparatively small impeller diameter in axial and mixed flow pumps. Hydraulics
performance, however, differs appreciably, and the head capacity (Q-H) curve tends to
be steep, with the point of maximum efficiency shifted towards maximum capacity. This
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characteristic can be verified in the chart where the best efficiency point (BEP) is located at
high flow rates as expected.

Figure 8 shows the flow pattern and pressure distribution when operating the pump at
QBEP. It can be seen that at QBEP, flow is perfectly aligned with the blade profile. However,
it is evident that the leading edge of the blade acts as an obstruction for incoming flow,
creating an area having a low static pressure on both sides of the blades. This shows that
even at the best efficiency point where the flow direction is perfectly aligned with the
blade, cavitation can still take place once there is a significant drop in the inlet pressure.
Specifically, for the pump in this study, it can be assumed based on the same figure that
because of the lower pressure, cavitation will most likely start to form on the suction side
of the blade.

Figure 8. Velocity streamlines and pressure distribution at QBEP. Even when flow direction is perfectly aligned with the
blade, the blockage effect (a) still exists on the blade tip causing a decrease in pressure on both sides of the impeller blade.

All rotodynamic vertical pumps have limitations on the minimum flow at which they
should be operated continuously or for an extended period of time. For specialized high
energy pumps, flow limitations may be set as high as 70% of QBEP, while for low energy
pumps, the allowable flow may be set as low as 20% of QBEP [10]. These flow limitations
vary across various manufacturers and depend heavily on the type of application and
impeller design. The next two figures show the flow pattern inside the pump when it is
operated within the unstable region.

In Figure 9, it can be seen that at the rate of flow equivalent to 50% of QBEP, the
fluid tends to return from the guidevane back towards the impeller. This phenomenon is
called discharge recirculation, which primarily occurs during part-load or at low capacities.
Recirculation often results in strong noise, vibration, and rotor stall. Further reduction in
flow beyond the unstable region (30% of QBEP) will cause recirculation to shift towards the
suction side of the impeller, forming a vortex region between the impeller blades, as shown
in Figure 10. This low-pressure area can lead to cavitation accompanied by intense pressure
pulsations which ultimately damages the impeller because of the undue stress to the rotor
components. Additionally, Alpan and Peng [11] reported that fluid recirculation in the
suction nozzle (suction recirculation) is the main source of power loss at low flow rates.

Generally, the effect of recirculation is still questionable and sometimes trivial at
best. In some applications, recirculation is a constructive phenomenon and may even be
advantageous to the design (e.g., regenerative pumps). In these cases, a desirable effect of
recirculation is to have the same (recirculating) volume of fluid to be acted upon by the
impeller multiple times, thereby increasing fluid energy. Therefore, it is easy to conclude
that recirculation can contribute towards higher heads compared to conditions without
recirculation. However, there are also some instances where recirculation can lead to an
unfavorable dip in the Q-H curve (Figure 7). At least for the mixed flow pumps covered in
this study, recirculation is an unfavorable phenomenon, and the additional head caused
by recirculation is meaningless since mixed-flow pumps cannot operate in these regions.
Operating at such low flows will cause these types of pumps to experience full cavitation.
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Based on the results of the CFD analysis, for this pump, it can be concluded that continuous
operation below 60% of QBEP should be avoided.

Figure 9. Discharge recirculation at a flow equivalent to 50% of QBEP. The fluid tends to recirculate
from the guidevane back to the impeller. This circulatory flow can cause large forces on the impeller
shrouds resulting in unbalanced axial forces and high thrust.

Figure 10. Suction recirculation at 30% of QBEP. The pump operating at this reduced flow causes
the flow to separate from the blade and circulate back upstream, and in this case, even back to the
suction pipe. Undesirable phenomena such as eddies and pre-rotation are observed to form within
the inlet pipe (a) as well as strong, high-velocity vortices between the impeller blades (b).

The MRF mesh calculations led to some overprediction of the head as compared to the
expected pump performance data. The overprediction increases with decreasing flow rate.
This is primarily due to the leakage flow in the pump, which was not accounted for in the
present calculations since the gap between the impeller and the labyrinth seal is considered
non-existent. Applying the necessary correction for leakage losses would certainly bring
the calculated results close to the manufacturer’s data.

If the overprediction is to be disregarded or considered acceptable, these results would
mean that the published rated capacity of 16,900 m3/h and TDH of 39 m, as previously
shown in Table 1, is 10% above the BEP.
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4. Full-Size Pump Sump Numerical Analysis

Numerous design suggestions and guidelines regarding reliable optimal intake struc-
tures can be found in various pump standards, such as those published by the Hydraulic
Institute [1] and the British Hydromechanics Research Association. Ideally, pump sumps
should be simple and easy to construct. Although it is not always possible to build an in-
take structure that conforms to these guidelines. In certain cases, space and cost limitations
are a primary concern. Conversely, in others, such as during site rehabilitation, replacing
an aging pump with a new one poses a daunting challenge, especially because hydraulic
conditions on the existing sump are unknown.

4.1. Sump Geometry Variations

Figure 11a represents the geometry of the rectangular sump, which served as the
baseline for the analysis (Case 1). All dimensions are according to recommendations set
by the Hydraulic Institute [1]. No splitters, fillet, curtain wall, or any form of anti-vortex
device was installed in order to obtain a clear baseline result. ANSI/HI 9.8 [1] outlines
the recommended dimensions for a rectangular sump, but oftentimes, due to site-specific
flow conditions, additional modifications are necessary. This is to prevent any vortex
formation that could affect the performance of the pump. In such cases, various pump
publications outline design recommendations that aim to aid engineers in selecting the
proper design. Some designers prefer to further modify this design by providing the sump
with two semi-circular walls. With the notion that this would eliminate the vortices that
appear in the corners of the sump. In practice, the advantage of this modification is trivial.
In fact, some installations have experienced vortices along the center of the semicircles.
Nearer the suction pipe as compared to sumps with corner vortices. For this study, a
variation of this design is presented in Figure 11b (Case 2), wherein a floor cone and splitter
are added in order to try to alleviate the side effect mentioned above.

Figure 11. (a) A rectangular pump sump model with mixed-flow pump and guidevane (Case 1);
(b) a pump sump utilizing semicircular arches as a backwall (Case 2). In addition, a floor cone and a
splitter are installed to prevent floor sub-surface vortices.
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Another popular variation on the recommended sump design is one proposed by
Ingersoll-Rand [12]. Their proposed design uses tetrahedral floor splitters instead of the
conventional fillet. A slight variation on the design, as shown in Figure 12a (Case 3), was
used as the third model for this study. For this model, the central floor splitter was replaced
with a floor cone and plate combination in order to increase the area underneath the
bellmouth. The aim is to reduce the head loss observed in the unmodified sump (Case 1).
Lastly, Figure 12b shows a formed suction intake (FSI) structure used for stations with
adverse inflow conditions. It is said that these designs are relatively insensitive to the
direction of approach and skewed velocity distribution at the suction bell mouth. Such
configurations are usually used where it is difficult to design standard inlet structures due
to space limitations. An advantage that an FSI has is that it can normalize any erratic or
swirling flow by re-directing the flow vertically into the pump impeller. The increase in the
fluid’s velocity as it enters the FSI reduces the sump’s susceptibility for sub-surface vortex
formation. The FSI model presented in this study (Case 4) is a variation of the “TYPE 10”
FSI design developed from the results of the research conducted by the US Army Engineer
Waterways Experiment Station (WES). Specifications for FSI types 1 and 10 can be seen in
USACE engineering and design manual EM 1110-2-3105 [13], referencing ETL 1110-2-327.

Figure 12. (a) A variation of the pump sump based on Ingersoll-Rand (1991) recommendation using a floor cone instead
of a floor splitter (Case 3), (b) A variation of a forced suction intake (FSI) model pump sump based on the “TYPE 10” FSI
design developed by the US Army Corps of Engineers (ETL No. 1110-2-327) (Case 4).
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4.2. Computational Domain and Boundary Conditions

For all the cases, the geometry and mesh were created using an in-house pre-processing
software CADAS, and the numerical simulations were run using ANSYS Fluent. Simi-
lar approaches and methodologies with those discussed in Arocena et al. [14] are used
throughout this section. Grid size and element lengths for Cases 1, 2, and 3 were derived
from the grid independence study conducted on Case 1 of the same publication. The
pump sump is modelled using a high-resolution hexahedral mapped mesh near the pump
bellmouth (pump bay) and a coarser mesh upstream of the pump (forebay). The mesh of
the pump used in the analysis in the previous sections is then added to complete the model.
Figure 13 shows an overview of the mesh scheme for all four cases, with each hydraulic
zone represented by a different color. All boundary conditions were calculated based on
the rated capacity of 16,700 m3/h, which is about 110% of QBEP and with a low water
level (LWL) of 5.484 m. A velocity flow inlet with negative velocity magnitude (outflow)
was prescribed as outlet boundary condition at the end of the discharge pipe, while the
rectangular section serving as the entry point for the sump was prescribed as a pressure
inlet boundary condition. The boundary condition for the air surface 2 m over the water
surface was also specified as pressure outlet boundary with zero backflow volume fraction.
Indicating that only air can pass through this boundary.

Figure 13. A cross-sectional view of meshed geometries for the 4 sump models: (a) Case 1, (b) Case 2, (c) Case 3, and
(d) Case 4. Each model was separated into regions where high-density mesh count is created for regions with high
velocity gradients.

At this point, it is important to highlight that the forebay for Case 1 represents the
full-scale prototype for the reduced-scaled sump used in the physical model test presented
in [14]. As an overview, it should be noted that for open channel flow, gravity and inertial
forces play a more dominant role than viscous or turbulent shear forces. Keeping the
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Froude number in both the model and the prototype constant is a good approximation
of dynamic similitude [15]. As such, the 1:10 undistorted scale selected for the physical
model test in [14] is based on a constant Froude number (Fr = 0.38) as computed across
the suction bell for both the model and the prototype. Additionally, it was verified that the
Reynolds number (Re = 1.44 × 105) across the 260 mm diameter suction bell of the model
is way above the minimum criteria of 6 × 104 as set by ANSI/HI [1]. This ensures that any
scale effects will be minimized and that the flow in the model will be as turbulent as that of
the prototype.

From the results of the physical model test, it can be expected that the selected forebay
length for the numerical model is sufficient in providing a stable velocity gradient from the
inlet of the domain. For pump intake structures, this stable approach flow is important in
order to prevent any unnecessary turbulence, which could influence any free surface or
subsurface vortex formation downstream of the forebay.

To solve the rotor-stator interaction problem in the domain, the multiple reference
frame (MRF) scheme is applied to the domain. The impeller region is assigned to a moving
reference frame, while the rest of the region is assigned to a stationary frame. Calculations
were carried out under multiphase VOF transient conditions with water at 25 ◦C as the
secondary phase and air as the primary phase. Turbulence was modelled using the k-ω
shear stress transport (SST). SST k-ω had been found to be suitable for numerical modelling
of free-surface vortices [16,17]. This turbulence model exhibits better performance in
predicting flows at walls and adverse pressure gradients as compared to other eddy-
viscosity models [18]. The transient formulation is second-order implicit. The converged
solution from a steady-state simulation was used for the initial conditions.

5. Results and Discussions

Isosurface plots and surface streamline plots for the first three cases (Figure 14a–c)
show no free-surface vortex formation stronger than type 2 (ARL’s classification [19]) near
the pump compartment. Cases 1 and 2 show type 1 (surface swirl) to type 2 (surface
dimple) on the free surface of the water. As discussed earlier, the semicircular arcs added
to the backwall magnified the surface swirl and directed the swirl nearer the pump column.
If the semicircular arcs were constructed from two corner fillets instead of the current
design, these surface swirls would have developed into full type 3 or type 4 dye core
vortices. Instead, the sharp intersection of the two semicircular arcs served as a vertical
backwall splitter that prevented any surface swirl from organizing and developing to a
much stronger surface vortex.

For Case 1, strong type 2 (dye core) vortices attached to the sidewall and the sump
floor were observed as the fluid began to separate from the wall and flow towards the
bellmouth (Figure 14a). In contrast, for Case 2 and Case 3, there were no flow separation
and the fluid remain attached to the fillets and splitters. This indicates that aside from
using the recommended sump dimensions as published in various pump standards, it is
still more advisable to check and minimize any sharp corners where eddies or dead zones
would occur. The floor cone was effective in eliminating the floor vortex, but care should
be given to not restrict the area under the bell too much that it would result in the pump
experiencing additional head loss.

Although formed structure intakes (Case 4) are generally less sensitive to adverse
inlet flow conditions, poorly designed FSI structures may still suffer from surface vortices
in the forebay and subsurface vortices near the FSI channel. Particularly for Case 4, swirl
and recirculation in the forebay area can be observed from the streamlines in Figure 14d.
Large surface swirl/depression can be observed on the free surface area of the forebay.
These are weak vortices whose cores do not reach the pump. Such phenomena can be
avoided by the installation of curtain walls upstream. For FSI, however, such vortices,
if left unchecked, can cause catastrophic damage to the structure. Noise, cavitation, and
structural damage are among the most common results of such phenomena for these
types of structures. Additionally, air-entrained pockets were observed, causing dispersed
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air bubbles to constantly reach the intake bellmouth. This can be attributed to the same
swirling action on the surface of the forebay.

Figure 14. Plot of volume fraction isosurface with velocity contour overlay, approach flow streamlines,
and vortex streamline: (a) case 1, (b) case 2, (c) case 3, and (d) case 4.

The CFD results (Figure 15) showed that for Cases 1 to 3, the swirl angles at the
impeller eye are well within the 5◦ acceptance criteria for the short-term 30-s maximum set
by ANSI/HI [1]. For these two cases, the average swirl angle was around 3.5◦, while Case 2
showed a slightly higher average swirl of 3.8◦. This negligible difference may be attributed
to the slight turbulence present at the backwall for Case 2 caused by the semicircular
arcs. Case 4 showed a very high swirl angle with an average of 10.1, which exceeds the
maximum allowable value. This is in part due to the high fluid rotation as water enters the
bell. The protrusions made by the floor cone (Figure 12b) into the bellmouth caused the
fluid to rotate excessively as it enters the pump. This phenomenon caused additional issues
such as uneven velocity distribution (Figure 16d), which usually results in unbalanced
loading at the impeller shaft. Conversely, Figure 16a–c shows uniform velocity distribution
for the first three cases.

Figure 17 shows point velocities as measured from the intake bellmouth throat.
Cases 1–3 all show acceptable conditions based on ANSI/HI [1] criteria. The improvement
in the velocity variation can be clearly seen across the three cases, with Case 3 having the
most stable plot with a standard deviation of 0.1. On the other hand, Case 4 showed a
large variation in point velocity again, proving that the flow is highly turbulent as the fluid
enters the bellmouth.
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Figure 15. Swirl angle across the impeller.

Figure 16. Velocity distribution at the suction bellmouth for all test cases: (a) case 1, (b) case 2,
(c) case 3, (d) case 4. Notice the uneven velocity distribution for case 4.
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Figure 17. Point velocities at bellmouth throat.

An evaluation of the pump’s performance for all the three cases, as shown in Table 4,
further verifies that Case 3 presents the best hydraulic condition providing about 1%
efficiency gain from the baseline geometry. Additionally, the table shows that although
Case 2 was able to prevent the formation of subsurface vortices, the pump’s efficiency
suffered by 1% from baseline. This is due to the condition that swirl is higher in Case 2
as compared to the other two cases. This high swirl, as mentioned previously, may be
attributed to the circulation at the back of the pump.

Table 4. Pump performance as installed in different sump geometries.

Case No. Shaft Power
(kW)

Pump Head
(m)

Efficiency
(%)

1 2165 37.4 78.6
2 2219 37.7 77.5
3 2196 38.2 79.3
4 2164 64.2 -

For the FSI model, CFD results showed a very high head. This is caused by the
recirculation created by the excessive swirl at the intake of the pump, as shown in Figure 18.
This increase in the head is primarily caused by having the same (recirculating) volume
of fluid being acted upon by the impeller multiple times, thereby increasing fluid energy.
This is desirable for regenerative pumps but not in mixed-flow pumps since, for Case 4,
the pump would suffer severe cavitation.

Figure 18. Suction and discharge recirculation caused by excessive swirl at the pump inlet bellmouth.
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6. Conclusions

This paper presented numerical solutions to investigate the hydraulic performance
of mixed flow submersible pumps under varying pump intake geometry and conditions.
The focus of the paper is to develop a suitable method for setting up a numerical model
and simulation procedure that could be utilized as an engineering tool during product
development. To achieve this, the analysis should provide a balance between numerical
accuracy and the efficient use of computational resources. In this study, a numerical model
of the pump was used to establish the pump performance characteristics. Head, flow,
and efficiency were compared to data provided by the pump manufacturer. Afterwards,
CFD simulations of a full-scale pump and intake structure were conducted to predict the
formation of free-surface and submerged vortices during operation. Several cases were
presented in order to compare the effect of various geometries and vortex splitters on
pump performance. The models were created in full-scale so as to avoid the scaling effects
normally encountered during reduced-scale physical model tests. The results showed
suitable accuracy in predicting the flow dynamics, intake structure performance, and pump
characteristic curves.

From this study, it can be implied that significant room for improvements in terms
of increasing accuracy of the results can easily be achieved through the inclusion of disk
friction losses, mechanical losses, leakage losses, and the tip clearance effect, which were
previously neglected in this study. The grid independence study made in this paper as
conducted at only one flow condition, for this case at 90% of QBEP, is proven to be sufficient
since the CFD results for the pump’s characteristic curve were able to closely match the
supplied performance curve. Conversely, if calculations show significant deviation from ex-
pected data, then it is strongly advised that the user conduct additional grid independence
studies, particularly at flows where unsteadiness and circulation are apparent.

Additionally, note that although the MRF approach has found use in various industrial
applications, this approach, being the simplest, is a steady-state approximation in which
individual cell zones move at different rotational and/or translational speeds [20]. For
purposes of product development and preliminary design, the MRF approach can provide
reasonable insight into the flow. For turbomachinery applications with strong rotor-stator
interaction or where large transient effects are expected, a more robust solution such as the
sliding mesh model should be considered.

On the other hand, it was observed that CFD could provide results within a shorter pe-
riod of time with a lower financial impact. Operating parameters, such as suction pressure,
rotational speed, and fluid density, can easily be modified to verify pump performance
under such loads. Additionally, through CFD, the ease of conducting geometric and para-
metric revisions, such as the number of blades, impeller attack angle, and impeller diameter
on the numerical model, can provide pump designers with enough insight on the effect of
these parameters, aiding in developing more efficient and reliable pumps. Various factors
can still be developed to obtain more accurate results, such as consideration of cavitation
growth in unsteady flow to analyze noise, vibration, and flow instabilities. However, for
the purposes of this study, CFD may prove to be a viable option in developing optimum
pumps, thereby reducing the need for extensive physical model experiments.
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Abstract: Since solid particles suspended in the fluid can cause wear in centrifugal pumps, intensive
attention has been focused on the numerical prediction for the wear of flow parts in centrifugal
pumps. However, most numerical studies have focused on only one wear model and a sphere particle
model. The impact of particle shape on the wear of flow parts in centrifugal pumps is under-studied,
particularly considering abrasive and impact wear simultaneously. In this work, the Computational
Fluid Dynamics (CFD)-Discrete Element Method (DEM) coupling method with an abrasive and
impact wear prediction model was adopted to study the wear characteristics of a centrifugal pump.
Moreover, four regular polyhedron particles and a sphere particle with the same equivalent diameter
but different sphericity were mainly analyzed. The results demonstrate that more particles move
closer to the blade pressure side in the impeller passage, and particles tend to cluster in specific areas
within the volute as sphericity increases. The volute suffers the principal wear erosion no matter
what the shapes of particles and wear model are. Both the impact and abrasive wear within the
impeller occur primarily on the blade leading edge. The pump’s overall impact wear rate decreases
first and then increases with particle sphericity rising, while the pump’s overall abrasive wear rate
grows steadily.

Keywords: centrifugal pump; CFD-DEM coupling method; abrasive and impact wear; particle shape

1. Introduction

The centrifugal pump has been widely used as essential and effective equipment in the
hydraulic transportation of solids. In the pumping process, the solid particles carried by the
fluid stream would cause considerable erosion due to abrasive and impact wear on the flow
parts’ surface [1], which determines the operational life and the reliability of slurry pumps.
Theoretically, abrasive wear occurs when particles slide against equipment surfaces, while
impact wear occurs when particles’ impact equipment surfaces. For many years, the results
of the experiment and numerical simulation have been carried out to predict and reveal the
erosion due to wear in centrifugal pumps. The wear distribution and rates were assessed
in a centrifugal pump impeller through a wear test rig by Tao et al. [2]. They concluded
that the areas with severe wear in impeller passages are located at the blade leading edge,
hub surface, and pressure side. Ahmad et al. [3] developed a computer program with an
impact wear model to study the wear of a centrifugal pump impeller and validate the
results by the paint wear experiment. They pointed out that the maximum wear happened
on the blade leading edge and hub. Lei et al. [4] numerically analyzed the wear on blade
surfaces by a Eulerian-Lagrangian method with an impact wear model. Results showed
that the impact wear of the blade pressure side is more severe than that of the suction
side. Noon et al. [5] utilized a similar numerical method to compare the numerical wear
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with experimental data in a centrifugal pump and demonstrated that the volute would
be the most affected regions of impact wear damage. In addition, the effects of particle
size, slurry concentration, and particle velocity on the wear rate were investigated. Unlike
the numerical methods above, Huang et al. [6] applied a Computational Fluid Dynamics
(CFD)-Discrete Element Method (DEM) coupling method with an abrasive wear model
to study the wear in a centrifugal pump quantitatively. Results claimed that the number
of particle collisions with flow parts mainly proportionally followed the wear loss on
each part. Generally, these numerical methods treated the particles as a sphere and solely
adopted one wear model to obtain the wear. However, the particle shapes have an essential
influence on the wear characteristics [7]. Moreover, no previous study has investigated the
abrasive and impact wear simultaneously in the centrifugal pump, which cannot provide a
reliable prediction for the wear law. Therefore, this paper aims to compare the abrasive and
impact wear characteristics of flow parts in a centrifugal pump and explore the relationship
between wear and particle shape.

As an alternative, the DEM is a competent numerical approach to analyze particle
systems. Moreover, Tsuji et al. [8] and Kafui et al. [9] developed a CFD-DEM coupling
method in order to enhance the numerical precision in calculating multiphase flow. More
importantly, with increasing attention on particle shape relevance in collision behavior
and flow interactions [10–12], the multi-shaped particle modeling has been developed into
various forms in the DEM. On the other hand, the abrasive and impact wear, which are two
broad categories of wear erosion due to particle interactions, can be numerically achievable
in the DEM. Hence, the results of abrasive and impact wear can be obtained simultaneously
and analyzed separately for comparison.

According to these above, a comparative analysis of abrasive and impact wear on flow
parts of a centrifugal pump was examined for the first time via the CFD-DEM coupling
method, which takes full account of the particle shapes. A DEM code analyzed the particle
distribution and motion combined with two wear erosion models based on a commercial
platform STAR-CCM+. Furthermore, four regular polyhedral particles (tetrahedron, hexa-
hedron, octahedron, and dodecahedron) and one sphere particle were mainly modeled to
investigate the impact of particle shapes on the wear rate. These results would provide new
insights into the wear research in the centrifugal pump, which may benefit optimization
design for a centrifugal pump.

2. Methodology
2.1. Geometric Model and Mesh

In this paper, a centrifugal pump geometric model involving an inlet pipe, impeller,
and volute was built for calculating the wear, as shown in Figure 1a. For validating the
numerical method, the computational domain holds the same geometry as the original
pump provided by one of the pump companies in China. The design flow rate of the pump
is 68.4 m3/h with a head of 8.3 m, under a 1450 rpm rotation speed. The diameters of the
pump inlet, impeller, and pump outlet are 115 mm, 190 mm, and 100 mm, respectively.
The polyhedron meshes of the computational domain and five prism layers at the wall
boundaries (see Figure 1b) were created. To ensure the slight influence of mesh number
on the results, the pump head was employed to test the mesh independence, as shown in
Table 1. It is apparent from this table that there is a slight change in the pump head when
the mesh number is bigger than 1,255,663. Thus, the mesh number was set as 1,255,663 for
subsequent simulations.
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Table 1. Mesh independence analysis.

Mesh Number Pump Head (m) Deviation (%)

650,584 8.47
833,197 8.79 3.83

1,042,510 8.87 0.92
1,255,663 8.89 0.23
1,349,142 8.90 0.15

2.2. Governing Equations of Solid-Liquid

In the CFD-DEM modeling of this work, the liquid phase is assumed to be a macro-
scaled continuum, and the governing equations of the liquid phase according to the mass
and momentum conservation are shown by the following equation.

Mass conservation equation:
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where scalars t, ρf, x, u, p, and µeff are the time, fluid density, coordinates, fluid velocity,
fluid pressure, and fluid effective viscosity, respectively. The vectors g, Fdrag Fsl, and Fpg
denote the gravity and particles-liquid interaction forces, namely the drag force, Saffman’s
lift force, and pressure gradient force. Furthermore, αf is the fluid volume fraction in each
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cell, which is also called porosity or void fraction. All the particle centers are assumed to
be located in a selected computational cell, and αf can be estimated through the equation:

α f = 1 −
n

∑
i=1

Vp,i/Vcell , (3)

where n is the number of particles within the selected cell and Vp,i denotes the volume of
particle i within the computational cell. Vcell is the cell volume.

The translational motion of the solid particles is governed by Newton’s second law,
while the rotational motion of the particles is controlled by Euler’s second law in DEM.
The main governing equations for particles in the pump are shown by the following.

m
dv
dt

= mg + ∑ Fc + Fdrag + Fsl + Fpg, (4)

I
dω
dt

= ∑ Tc + T f , (5)

where the scalar m is the particle mass, while the vector I denotes the moment of inertia
of the particle. The dv/dt and dω/dt are translational and angular acceleration of the
particle. The vector Fc denotes the collisional forces of a particle with other particles
or wall boundaries. The vector Tc is the sum of contact torques produced by particle-
particle and particle-wall collision, and Tf denotes the particle torque produced by the
surrounding liquid.

2.3. Particle and Wear Model

One sphere and four regular polyhedrons (see Figure 2a–d, respectively), namely the
tetrahedron, hexahedron, octahedron, and dodecahedron, were mainly modeled to repre-
sent different-shaped particles in this study. The polyhedron particles were approximated
by fixing a number of spheres together, which can overlap with each other. In addition,
these spheres could hold various sizes and do not separate during contacts. The properties
of composited polyhedron particles are listed in Table 2, where ξ denotes the particle
sphericity, De denotes the equivalent spherical diameter, and ρp denotes the particle density.
Sphericity is the most commonly used measure accounting for the shape of a non-spherical
particle. It can be defined as:

ζ =
Ss
Sp

, (6)

where Ss and Sp, respectively, denote the superficial areas of a sphere and a non-spherical
particle. Furthermore, the volume concentration of these particles above is set as 2%,
and particles are produced in the vicinity of the pump inlet with arbitrary positions and
orientations. The Hertz-Mindlin contact model [13] and a soft-sphere model [14] are
applied to model the collisional forces of a particle with other particles or wall boundaries
in DEM. Table 3 summarizes the coefficients of interactions included in the applied models.
Moreover, the abrasive wear in this work is modeled using the Archard wear model [15],
while the erosive wear is modeled using the Oka wear model [16,17], which has been
widely adopted.

Table 2. Particle configurations.

Tetrahedron Hexahedron Octahedron Dodecahedron Sphere

ξ 0.709 0.802 0.829 0.923 1
De (mm) 1 1 1 1 1

ρp (kg/m3) 2600 2600 2600 2600 2600
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Table 3. Collison configurations.

Collision Coefficient Particle-Particle Particle-Wall

Restitution 0.5 0.7
Static friction 0.3 0.15

Rolling friction 0.01 0.01
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Figure 2. Particle DEM and geometrical models: (a) tetrahedron, (b) hexahedron, (c) octahedron, (d) dodecahedron.

2.4. Liquid Phase Setup

In this work, one major consideration in the CFD-DEM coupling method is the calcu-
lation time-cost to obtain an unsteady flow field within the entire pump. In addition, the
realizable k-εmodel has strengths in rotating and boundary-free shear flows with consider-
able computational efficiency and stability [18]. Therefore, the transient Reynolds averaged
Navier-Stokes (RANS) equation with the realized two-layer k-ε turbulence model was
solved, according to the SIMPLEC algorithm in STAR-CCM+ software. The liquid was de-
fined as incompressible water, and the dynamic viscosity and density are 8.887 × 10−3 Pa·s
and 998 kg/m3, respectively. Moreover, the pump walls were determined as a no-slip
boundary condition, and the two-Layer all y+ wall treatment was adopted as a wall func-
tion. The pump inlet was defined as a velocity inlet with a constant profile of 1.829 m/s,
and the pump outlet was defined as a pressure outlet. The residual value of each variable
for convergence was determined as 10−4. In addition, the pump head fluctuations as
a function of physical time were monitored in Figure 3. It is apparent that pump head
fluctuations achieve stability with a regular vibration at about t = 0.24 s, which indicates a
spatial convergence.

3. Results
3.1. Validation

As shown in Figure 4, in order to validate the CFD-DEM coupling, the numerical head
and efficiency of the centrifugal pump as a function of liquid flow rate were compared with
the experimental data from one of the pump companies in China [19]. The computational
pump model kept the same parameters as that tested in the experiment. Overall, the
numerical curves follow the tendency of experimental results with acceptable accuracy,
which indicates the feasibility of the CFD-DEM coupling method. Moreover, the CFD-
DEM coupling data are slightly greater than the experimental ones for all flow conditions.
This discrepancy could be due to the neglect of mechanical and volume losses caused by
bearings and seals in the simulation.

177



Energies 2021, 14, 2391Energies 2021, 14, x FOR PEER REVIEW 6 of 15 
 

 

 
Figure 3. Variations in pump head for the sphere particle condition. 

3. Results 
3.1. Validation 

As shown in Figure 4, in order to validate the CFD-DEM coupling, the numerical 
head and efficiency of the centrifugal pump as a function of liquid flow rate were com-
pared with the experimental data from one of the pump companies in China [19]. The 
computational pump model kept the same parameters as that tested in the experiment. 
Overall, the numerical curves follow the tendency of experimental results with acceptable 
accuracy, which indicates the feasibility of the CFD-DEM coupling method. Moreover, the 
CFD-DEM coupling data are slightly greater than the experimental ones for all flow con-
ditions. This discrepancy could be due to the neglect of mechanical and volume losses 
caused by bearings and seals in the simulation. 

 
Figure 4. Comparison of the pump head and efficiency between the simulation and experimental 
data. 

3.2. Particle Distribution 
Figure 5 shows the trajectory and distribution of four regular polyhedron and spher-

ical particles with the same equivalent diameter under the design flow rate. For a better 
view of particle distribution inside the impeller and volute, the inlet pipe is hidden in the 

Figure 3. Variations in pump head for the sphere particle condition.

Energies 2021, 14, x FOR PEER REVIEW 6 of 15 
 

 

 
Figure 3. Variations in pump head for the sphere particle condition. 

3. Results 
3.1. Validation 

As shown in Figure 4, in order to validate the CFD-DEM coupling, the numerical 
head and efficiency of the centrifugal pump as a function of liquid flow rate were com-
pared with the experimental data from one of the pump companies in China [19]. The 
computational pump model kept the same parameters as that tested in the experiment. 
Overall, the numerical curves follow the tendency of experimental results with acceptable 
accuracy, which indicates the feasibility of the CFD-DEM coupling method. Moreover, the 
CFD-DEM coupling data are slightly greater than the experimental ones for all flow con-
ditions. This discrepancy could be due to the neglect of mechanical and volume losses 
caused by bearings and seals in the simulation. 

 
Figure 4. Comparison of the pump head and efficiency between the simulation and experimental 
data. 

3.2. Particle Distribution 
Figure 5 shows the trajectory and distribution of four regular polyhedron and spher-

ical particles with the same equivalent diameter under the design flow rate. For a better 
view of particle distribution inside the impeller and volute, the inlet pipe is hidden in the 

Figure 4. Comparison of the pump head and efficiency between the simulation and experimen-
tal data.

3.2. Particle Distribution

Figure 5 shows the trajectory and distribution of four regular polyhedron and spherical
particles with the same equivalent diameter under the design flow rate. For a better view
of particle distribution inside the impeller and volute, the inlet pipe is hidden in the
current vision. Generally, most particles have a tendency to sustain a stable spiral trajectory
following the volute. Moreover, particle trajectories basically correspond to the profile
of the impeller blade. In the volute, most particles move along the wall surface and flow
downstream to the pump outlet. In addition, particle concentrations are non-uniform
within the impeller passage, with concentrations higher near the impeller inlet section and
the blade pressure side.

However, there are a number of interesting differences in the distribution among
different-shaped particles. Particles with low sphericity (see Figure 5a,b) are evenly dis-
tributed in the vicinity of each blade pressure side and volute wall. By contrast, with
higher sphericity, particles tend to cluster in specific areas (see Figure 5c–e). One promi-
nent feature is that the white spaces shown in the image within the volute are becoming
apparent. Another feature is that more particles move closer to the blade pressure side
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(compare Figure 5a,e). Since the major changing factor is the shape of particles, an implica-
tion of these results is the possibility that the various drag fore and collision behavior of
different-shaped particles may affect their trajectory and distribution in a centrifugal pump.
Moreover, these results are associated with some wear results in the following discussion.

3.3. Wear of Flow Parts

For investigating the influence of particle shape on the wear characteristics in the
centrifugal pump, the overall impact wear and abrasive wear rate of each flow part are
monitored through time, as shown in Figures 6 and 7, respectively. Only the wear data on
the hub, shroud, leading edge of the blade, pressure side of the blade, tongue, and volute
have been detected. This means no wear erosion or the wear rate less than computational
accuracy exists on the suction side of the blade and trailing edge of the blade. The most
likely cause of no wear data there could be a relatively small particle flow rate.

It can be seen from the data in Figure 6 that the uncertainty of scattered data points
from different flow parts varies significantly. In general, the overall impact wear rate of the
hub has experienced minimal fluctuations for all particle conditions. A possible explanation
for this might be that volute is a stationary part and has the largest surface area. However,
the time-averaged data curves of all flow parts have achieved acceptable stability within
computation time, indicating the convergence and subsequent wear analysis. Moreover, it
can be found that the order of impact wear rate on the volute wall, leading edge, and hub
remains the same for all particle conditions. On the other hand, the order of impact wear
rate on the shroud, pressure side, and tongue varies with the particle shape. Furthermore,
the same chronological order of curve starting points indicates the trajectory of particles
colliding with flow parts. These results of impact wear rate are similar to those of abrasive
wear rate shown in Figure 7.

Based on the above overall wear rate results, the relative impact, and abrasive wear
amounts, a ratio of each part’s wear rate to the overall pump impact wear rate, are presented
for different practice conditions in Figures 8 and 9. What stands out in Figure 8 is that the
impact wear amount of volute accounts for more than 65% of the overall pump impact
wear amount per unit of time, which is generally consistent with the numerical results by
Huang et al. [6]. Likewise, the abrasive wear amount of volute accounts for more than
71%. This finding suggests that no matter what the particles and wear model is, the volute
suffers the principal wear erosion.
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Both in Figures 8 and 9, it can be concluded that the wear in the impeller occurs mostly
on the blade’s leading edge and hub, which are consistent with the results of numerical
simulation and paint wear test conducted by Ahmad et al. [3]. Moreover, the wear amount
of the blade’s leading edge is significantly larger than that of the blade pressure side. This
result could be attributed to the narrow cross-sectional area of the impeller passage near
the blade leading edge, which would cause the relatively high-particle number density and
further lead to another collision here. Another possible explanation for this is that most
particles tend to bounce toward the impeller passage after colliding with the leading edge
and do not collide with the blade pressure side anymore. Similarly, the wear amount of the
hub is considerably greater than that of the shroud. This result may be due to the larger
inertia of particles, causing particle trajectory biased toward the hub instead of following
the flow streamline.

Figures 10 and 11 quantitatively compare the overall impact and abrasive wear rate
between different flow parts. In Figure 10, there is an evident climb in the impact wear
rate of the pressure side as the particle sphericity increases (from the tetrahedron particle
to the sphere particle). In the same way, the abrasive wear rate of the pressure side has
experienced a dramatic rise with particle sphericity increasing in Figure 11. These similar
trends are likely to be related to the results in Figure 5. An increasing number of particles
move closer to the blade pressure side as particle sphericity rises, which results in a growing
particle collision with the pressure side.

3.4. Effect of Particle Shape

The relative wear rate is defined as the pump’s overall wear rate for polyhedron
particles to the pump’s overall impact wear rate for the spherical particle. Based on the
numerical results of four regular polyhedron and another two polyhedron particles, the
regression equations of relative impact wear rate and abrasive wear rate for the particle
sphericity are modeled in Figure 12. The fitting parameters of the parabolic function are
listed in the graphs. As can be seen from the first curve (see Figure 12a), the impact wear
rate decreases first and then increases. There is a clear lowest impact wear rate when the
sphericity is approximately equal to 0.86. This result may be because the impact wear is
mainly affected by the impact velocity, impact angle, and other factors, not just particle
sphericity. By contrast, the abrasive wear is principally subject to the particle rolling motion
along the surface wall. Therefore, the relative abrasive wear rate grows steadily with
increasing sphericity, as shown in Figure 12b. These findings could benefit the pump
design by predicting the wear under multi-shaped particles.
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4. Conclusions

In this work, the CFD-DEM coupling method was employed to study the abrasive wear
and impact wear of centrifugal pump flow parts for different-shaped particle conditions.
The distribution and motion features of five different-shaped particles were compared.
Two different wear models were adopted to quantitatively and qualitatively analyze the
wear characteristics. The effect of particle shape on two types of wear rate was summarised
in the regression equations. From the results, the following conclusions could be made as
follows.

(1) All different-shaped particles have a tendency to sustain a stable spiral trajectory
following the volute. Those particle trajectories basically correspond with the profile of the
impeller blade. Most particles move along the wall surface and flow downstream to the
pump outlet within the volute.

(2) Particles with low sphericity are evenly distributed in the vicinity of each blade
pressure side and volute wall. However, particles tend to cluster in specific areas within
the volute as sphericity rises. On the other hand, more particles move closer to the blade
pressure side in the impeller passage with increasing sphericity.

(3) No matter what shapes the particles and wear model are, the volute suffers the
principal wear erosion. Both the impact and abrasive wear in the impeller mostly occur on
the blade’s leading edge. The wear amount of the hub is considerably greater than that of
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the shroud, likely due to the larger inertia of particles. Therefore, the flow parts mentioned
above could be manufactured with more wear-resistance material than other parts.

(4) As the particle sphericity rises, there is a significant increase in the impact and
abrasive wear on the pressure side due to particle trajectories biased toward the blade
pressure side.

(5) The pump’s overall impact wear rate decreases first and then increases with particle
sphericity rising. By contrast, the pump’s overall abrasive wear rate grows steadily with
increasing sphericity.

(6) This study was limited to the effect of multi-shaped particles on abrasive and
impact wear. Therefore, it would be desirable to study the influence of the particle con-
centration, particle size, inlet velocity, and properties of conveying fluid on the resulting
wear in further study. In addition, although this paper explored the relationship between
wear and particle shape, the geometries of particles were limited to correct unified shapes.
Given this, some mixed and asymmetrical shapes would be considered in further studies.
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