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Preface to ”Machine Health Monitoring and Fault

Diagnosis Techniques”

Machine health monitoring and fault diagnosis are crucial aspects of modern industrial systems.

The timely and accurate detection and diagnosis of faults in machines can greatly improve the

efficiency and reliability of industrial processes, reduce downtime, and prevent catastrophic failures.

In recent years, advances in sensing technologies, data analytics, and machine learning have driven

significant research activity in machine health monitoring and fault diagnosis.

This Special Issue, “Machine Health Monitoring and Fault Diagnosis Techniques”, presents the

latest research and developments in the field from leading experts, covering a wide range of topics:

signal processing, feature extraction, fault diagnosis algorithms, prognostics, and sensor data-level

approaches. The papers in this Special Issue address the challenges of machine health monitoring and

fault diagnosis in various application domains, including manufacturing, bearing, resistance welding

process, and diesel engines.

The editors hope that this Special Issue will stimulate further research and development in

the field. We express our gratitude to all authors who contributed to this Special Issue and to the

reviewers who provided their valuable feedback and insights. We also thank the editorial staff and

the publisher for their support in bringing this Special Issue to fruition.

We hope that readers will find this Special Issue informative and inspiring and that it will

contribute to the advancement of machine health monitoring and fault diagnosis techniques.

Shilong Sun, Changqing Shen, and Dong Wang

Editors
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Machine health monitoring and fault diagnosis have played crucial roles in auto-
matic and intelligent industrial plants. Machine-learning-, deep-learning-, and artificial-
intelligence-based intelligent fault diagnoses are essential in industrial settings, in order
to help reduce the downtime that is caused by machine failures. These techniques can
be integrated with advanced sensor technologies to enhance the accuracy of their results.
Additionally, some specific artificial intelligence algorithms can help to identify potential
problems and alert engineers on time. However, there are still several issues that require
further investigation, with intelligent fault diagnosis methodologies being among them,
e.g., early fault detection features, the few-shot sample machine learning algorithm, data
augmentation techniques for deep learning, the data fusion method for domain adaptation,
feature representation with self-supervision, and interpretable deep learning algorithms.
Ultimately, machine health monitoring and fault diagnosis techniques are essential tools
for ensuring a machine’s safety and efficiency.

This Special Issue aims to highlight the state-of-the-art techniques that are used for
machine health monitoring and fault diagnosis, especially for intelligent fault diagnosis
algorithm development, fault feature extraction, and intelligent machine monitoring.

This Special Issue has received 26 manuscripts, 18 of which have been accepted, and 8
of which were rejected by the peer-review processes. These accepted manuscripts can be
divided into four types: (1) status detection; (2) degradation process; (3) fault diagnosis;
and (4) failure detection with sensors. Their details have been illustrated as follows:

1. Status Detection

In [1], a novel automated algorithm for the modal parameter identification of rotating
machinery was described. The innovation of this study was that it targeted a rotor mode
and is applicable to different systems and environments. This algorithm extracted the
rotor and fundamental frequency damping ratios from a stability diagram that was given a
user-defined parameter.

In [2], a multimodal process monitoring method, which was based on variable-
length sliding window-mean augmented Dickey–Fuller (VLSW-MADF) test and a dynamic
locality-preserving principal component analysis (DLPPCA), was proposed.

The work that was developed in [3] presented a new algorithm for impeller blade
monitoring, based on a relative shaft vibration signal measurement and analysis, which
was designed to run from a long-term perspective as part of a remote monitoring system in
order to automatically track a natural blade frequency and its amplitude.

In [4], a method using multidimensional k-means for the condition monitoring of
electrode wear was established. With the aid of this method, the relationship between the

Sensors 2023, 23, 3493. https://doi.org/10.3390/s23073493 https://www.mdpi.com/journal/sensors1
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serial time data of the resistance and the mechanical properties variation of the electrodes
was described.

2. Degradation Process

A method for evaluating bearing performance degradation, by using an adaptive
sensitive feature selection and multi-strategy optimization support vector data description
(SVDD), was developed in [5]. In combining the technique for order preference by similarity
with an ideal solution (TOPSIS) and K-medoids, monotonicity, correlation, and robustness
indicators were used to determine an adaptive sensitive feature set for evaluation.

In [6], a new cluster migration distance (CMD) algorithm was proposed to address
the problem in which traditional performance degradation indicators cannot accurately
describe degradation trending on time. By calculating the offset trajectory of a fea-
ture cluster centroid in a continuous bearing running process, the CMD can appropri-
ately handle the complex and variable features in the fault evolution process of a water
pump bearing.

In [7], they used a ring oscillator (RO)-based test structure to extract data and build a
dataset that could be used to predict aging trends and determine the primary aging mech-
anisms of 28 nm FPGAs. Moreover, they proposed a method to correct the temperature-
induced measurement errors that are found in accelerated tests. Furthermore, they em-
ployed four machine learning (ML) technologies that were based on accurate measurement
datasets, in order to predict these FPGA aging trends.

In [8], a method based on an improved particle swarm optimization (PSO) was pro-
posed to analyze the bearing performance degradation. This proposed method can effec-
tively resolve the problems of online parameter selection and the low predictive accuracy
of long–short time memory (LSTM) methods. A kernel joint approximate diagonalization
of eigen-matrices (KJADE) method was used to fuse the bearing vibration signals and form
an effective feature vector, and an SS was calculated to acquire a performance degrada-
tion index. Subsequently, an improved PSO algorithm was used to optimize the LSTM
parameters, in order to obtain an optimal performance degradation prediction model.

3. Fault Diagnosis

In [9], a model for data augmentation was proposed. This study proposed a method
for the unbalanced fault diagnosis of rotating machinery that combined time–frequency
feature oversampling (TFFO) with a convolutional neural network (CNN). The proposed
model built a balanced dataset by simultaneously expanding time domain signals and
time–frequency domain features, and by performing a comprehensive data expansion from
different dimensions.

The work in [10] proposed a rolling bearing fault diagnosis method that was based
on the whale gray wolf optimization algorithm–variational mode decomposition–support
vector machine (WGWOA-VMD-SVM), which was designed to solve the unclear fault
characteristics of rolling bearing signals, owing to its nonlinear and nonstationary charac-
teristics. A rolling bearing signal was decomposed using variational mode decomposition
(VMD), and a support vector machine (SVM) was used as the fault diagnosis model.

In [11], a novel model was proposed for an intelligent bearing fault diagnosis in
rotating machinery. The main contribution of this model is the construction of an effective
image dataset using a combination of an improved fast kurtogram (IFK) that was based on
nonlinear mode decomposition (NMD) and a gramian angular field (GAF). The proposed
model used IFK to achieve a high computational efficiency and improve its SNR. Next,
GAF provided images that preserved the absolute temporal relationships of the signals, so
that the CNN could perform a fault classification.

In [12], a novel intelligent rolling bearing fault diagnosis method, based on a Markov
transition field (MTF) and a residual network, was proposed. Encoding one-dimensional
time series signals into two-dimensional images with a Markov transition field preserved
the time dependence of the raw signals and discarded the prior knowledge, in order to set
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the parameters during the conversion. On this basis, a residual network was applied to
identify the fault types through image classification.

In [13], a rolling bearing fault diagnosis method was proposed based on successive
variational mode decomposition (SVMD) and an energy concentration and position accu-
racy (EP) index. The EP index effectively indicated a target mode for the characteristic fault
information, and a line-searching method that was guided by the EP index optimized the
balancing parameter of the SVMD.

In [14], a method of compressing and reconstructing diesel engine vibration signals
was proposed by using sparse Bayesian optimization block learning, which combined
a compressive sensing technology with the fault diagnosis. Its specific steps were as
follows. The method achieved the optimal compression and reconstruction efficiency,
was verified by several assessment indicators, and had a good classification accuracy.
However, there was still room for improvement, particularly in the signal repair and
noise reduction preprocessing, as well as in the integration of the algorithm into the data
acquisition hardware.

In [15], an integrated vision transformer (ViT) model, which was based on wavelet
transform and a soft voting method for the bearing fault diagnosis, was proposed. A vibra-
tion signal was decomposed into sub-signals in different frequency bands using discrete
wavelet transform (DWT), and was transformed into time–frequency representation (TFR)
maps using continuous wavelet transform (CWT). Multiple individual ViT models were
used to preliminarily diagnose the faults, and a final diagnosis result was obtained by a
fusion method that was based on the soft voting method.

4. Failure Detection with Sensor

In [16], the authors analyzed the heat generation of normal bearings and faulty bear-
ings during the operation, and the influence of different working conditions on the heat
generation of these bearings. In this study, based on the structural characteristics of the bear-
ings, a new transient temperature analysis model for damaged bearings was established,
considering the influence of the thermal–solid coupling effect on the bearing structure.

In [17], the authors analyzed different types of sensor faults for the fault detection
of a healthy drive, using a variety of index-based methods. In total, seven main indices
were employed and analyzed for the sensor fault diagnosis, including the moving mean,
average, root mean square, energy, variance, the first-order derivative, the second-order
derivative, and an auto-correlation-based index.

In [18], a novel virtual sensor for predictive maintenance, which was called a mini-
term, was introduced. One of its main advantages was that its installation did not involve a
large financial outlay. The evolution of the TAV (technical availability), mean time to repair
(MTTR), EM (number of work orders (emergency orders/line stop)), and OM (labor hours
in EM) showed a very important improvement, as the number of mini-terms increased and
the Miniterm 4.0 system became more reliable.

5. Conclusions

The theme of this Special Issue focuses on machine health monitoring and fault di-
agnosis techniques, especially intelligent fault diagnosis. This Special Issue highlights
18 articles that can be divided into four categories: condition monitoring [1–4], degradation
process prediction [5–8], intelligent diagnostic algorithms [9–15], and sensor fault detec-
tion [16–18]. In addition to the traditional bearing vibration signals, the research objects
include the electrode signals, blade vibration signals, diesel engine vibration signals, and
bearing heat signals. Therefore, in the field of fault diagnosis, in addition to the traditional
bearing vibration signal analysis, other objects or signals can also be used as diagnostic
features, which is worth studying. Regarding the algorithm design, the development
of artificial intelligence algorithms also provides new solutions for other signal analyses
and processing. Artificial intelligence algorithms and multi-sensor signals, combined
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with intelligent fault diagnosis algorithms, will be a very important development trend
in the future.
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Automated Operational Modal Analysis for Rotating Machinery
Based on Clustering Techniques

Nathali Rolon Dreher, Gustavo Chaves Storti and Tiago Henrique Machado *

School of Mechanical Engineering, University of Campinas, Campinas 13083-970, Brazil
* Correspondence: tiagomh@fem.unicamp.br

Abstract: Many parameters can be used to express a machine’s condition and to track its evolution
through time, such as modal parameters extracted from vibration signals. Operational Modal Analysis
(OMA), commonly used to extract modal parameters from systems under operating conditions, was
successfully employed in many monitoring systems, but its application in rotating machinery is still
in development due to the distinct characteristics of this system. To implement efficient monitoring
systems based on OMA, it is essential to automatically extract the modal parameters, which several
studies have proposed in the literature. However, these algorithms are usually developed to deal with
structures that have different characteristics when compared to rotating machinery, and, therefore,
work poorly or do not work with this kind of system. Thus, this paper proposes, and has as its
main novelty in, a new automated algorithm to carry out modal parameter identification on rotating
machinery through OMA. The proposed technique was applied in two different datasets to enable
the evaluation of the robustness to different systems and test conditions. It is revealed that the
proposed algorithm is suitable for the accurate extraction of frequencies and damping ratios from the
stabilization diagram, for both the rotor and the foundation, and only one user defined parameter
is required.

Keywords: automated operational modal analysis; rotating machinery; hydrodynamic bearings;
rolling bearings; hierarchical clustering

1. Introduction

Structural Health Monitoring (SHM) is the process of implementing a damage identifi-
cation strategy for aerospace, civil, and mechanical engineering infrastructures [1]. SHM
strategies have been employed in recent decades in order to improve the infrastructure’s
lifetime and safety. According to Lynch, Farrar, and Michaels [2], SHM can be divided
into damage detection, prognostic, and risk assessment. The first step usually consists
of collecting the structure’s response over extended periods of time, followed by a data
normalization for signal processing purposes, extracting damage-sensitive features, and
finally, implementing a robust method for damage detection using the extracted features.

The structure’s modal parameters can be used as damage-sensitive features in damage
detection since they are based on parameters that are modified in the presence of dam-
age. The modal parameters can be extracted by modal testing, using either Experimental
Modal Analysis (EMA) or Operational Modal Analysis (OMA). EMA extracts the modal
parameters considering that both inputs and outputs are measured whereas OMA obtains
these parameters only from the measured outputs of the system. Whereas EMA requires
equipment to excite the system and needs to take the system out of operation, OMA’s
premise is that the environmental loads acting upon the system excite it with an approxi-
mate white noise signal and do not require the system to go out of operation. Since the idea
of SHM involves the constant monitoring of the structure, EMA is more adequate to an
initial study of the modal parameters and OMA becomes an alternative to the monitoring
while in operation.
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There are numerous techniques to apply OMA, and one of the most employed is
the Stochastic Subspace Identification (SSI). This technique has some advantages when
compared to the others, such as the presence of noise truncating mechanisms based on
Singular Value Decomposition (SVD), the solution of the identification problem by means
of linear algebra tools, which avoids non-linear optimization problems and results in a
lower computational cost, and the possibility of using weighting matrices to improve
the method’s performance in the presence of noise or weakly excited modes [3]. Yet, the
quality of the estimation relies on a correct choice of SSI parameters, e.g., the number of
block rows, the weighting matrices, the system order, etc. Theoretically, the system order
could be estimated inspecting the number of singular values that are different from zero,
and the number of block rows could be determined through a direct relation between
the system order and the number of outputs. However, this approach is not suitable
for real data because noise is usually present in the measurements and because of the
structures’ complexity. Hence, different approaches were proposed to handle real data. In
order to solve the number of block rows problem, Reynders and De Roeck [4] proposed a
relationship between the sampling frequency and the lowest frequency of interest, and the
so-called stabilization diagram was proposed to deal with the fact that the system order is
unknown and to better visualize and interpretate the technique’s results.

To build this diagram, the SSI method is performed with increasing system orders and
the obtained poles are plotted on a diagram of frequency vs. system order. In other words,
it is possible to identify modes that stabilize in frequency, damping ratio and mode shape
with increasing orders, which usually represent physical modes of the system. Because
of that, the stabilization diagram is inevitably composed of groups of the physical modes
that can be identified by the group of machine learning techniques called clustering. Given
that the system order can be overestimated, several spurious and mathematical poles
also appear on the diagram because of the model’s attempt to better fit the experimental
data, making it harder to identify the system’s modal parameters. Moreover, when the
system is excited by periodic signals, as rotating machinery in operation, several poles
appear on the diagram at the fundamental and harmonic frequencies of the signal, and the
alignment of these poles can be misinterpreted as modes of the system. Considering this, a
procedure that combines clustering techniques with other signal processing techniques to
automatically interpretates the stabilization diagram is essential and can promote a better
and more reliable parameter extraction and would allow the SHM to be carried out without
much user interaction in the selection of the system’s modes.

Magalhães, Cunha, and Caetano [5] proposed an algorithm for the automatic analysis
of stabilization diagrams and implemented it on a set of response measurements of a bridge.
First, the authors used the SSI-COV method to build the stabilization diagrams of each
signal, classifying as stable all poles whose modal parameters respect the limits of variation
from one order to another. Considering the block row problem preciously discussed, the
authors pointed out that a separate investigation was performed to deal with it. Then,
hierarchical clustering was employed to group stable poles from the stabilization diagram.
The clustering was performed with the single linkage algorithm and with a similarity
measure that includes both the frequency difference and the MAC (Modal Assurance
Criterion) value between a pair of modes. The threshold for this distance was manually
determined through the analysis of the results. Finally, an outlier analysis based on a
statistical technique was performed in order to remove the extreme values of damping
within each cluster.

Reynders, Houbrechts, and De Roeck [6], on the other hand, proposed three automated
steps to group the poles and applied them to response measurements collected from two
different bridges. SSI-COV was used to create the stabilization diagram, and parameters
such as the number of block rows and the maximum order of the stabilization diagram were
manually selected. In the first step, the poles of the diagram were divided into two groups
with the K-means clustering algorithm: certainly spurious modes and possibly physical
modes. The K-means algorithm input was a feature vector containing as many relevant
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single-mode validation criteria as possible, such as frequency, damping ratio, mode shape
distance measures, modal phase collinearity, mean phase deviation, etc. All poles from the
certainly spurious cluster were removed from the stabilization diagram and the remaining
poles were evaluated using Hard Validation Criteria (HVC), i.e., all poles whose damping
ratio is out of the permissible range and that do not have a complex conjugated pair are also
removed from the stabilization diagram. In the second step, the hierarchical clustering was
used to group the possible physical modes, using the average linkage algorithm. Similar to
Magalhães, Cunha, and Caetano [5], a similarity measure based on the frequency difference
and on the MAC value between a pair of poles was considered. The similarity measure
threshold was determined with an automated procedure that considers the results obtained
in the previous step. In the last step, the K-means algorithm was once again employed
to separate clusters of physical poles from clusters of spurious poles, being the algorithm
input the number of poles in each cluster, and the clusters with highest number of elements
were chosen as the physical ones. Since outliers could still be present in the clusters, the
authors choose to select the pole with median damping ratio value in the cluster to represent
that cluster.

Neu et al. [7] pointed out that the algorithm proposed by Reynders, Houbrechts, and
De Roeck [6] is limited to approximately real vibration modes and therefore limits the
damping ratio range, a premise that is not always suitable to more complex valuated mode
shape systems. To overcome this issue, the authors developed a new automatic algorithm
that works without any user-provided thresholds and does not place any limitations on the
damping ratio or the complexity of the system under analysis. As well as the other studies
mentioned, the first step of this approach was to perform the SSI-DATA for numerous
system orders. Then, mathematical poles were removed through a HVC based on the
real and imaginary parts of each pole. The next step was to separate the poles in two
groups: the probably physical poles and the certainly mathematical ones. In this attempt,
the authors used a K-means clustering technique and proposed a consistent feature vector,
applying transformation and normalization techniques to highly biased vectors. Then, the
hierarchical clustering technique was employed in the probably physical group with the
average linkage algorithm and using as similarity measure the relationship between the
frequency difference and the MAC value between a pair of poles. The similarity measure
threshold was determined from the probability distribution function of probable physical
modes. In addition, repeated poles of the same order inside each cluster were located and
all but one were removed based on their proximity to the cluster’s centroid. The obtained
clusters were separated into physical and mathematical clusters based on the number of
poles in each one. Finally, the authors applied the modified Thompson Tau technique to
remove outliers and the average natural frequency, damping ratio, and mode shape of
each cluster were selected to represent it. The authors applied the proposed technique in
measurements from a wind tunnel investigation with a composite cantilever, promoting
the assessment of the algorithm’s performance with a highly damped structure and low
signal-to-noise ratio conditions.

Cardoso, Cury, and Barbosa [8] proposed an algorithm inspired by the ones presented
by Magalhães, Cunha, and Caetano [5] and Reynders, Houbrechts, and De Roeck [6] and
applied it to data from a numerical experiment, from a laboratory experiment of a simply
supported beam and from dynamic tests of a bridge. According to the authors, the main
contributions of the proposed methodology rely on an innovative similarity measure that
leads to a symmetric dissimilarity matrix, additional modifications regarding filtering the
spurious modes with damping and Mode Phase Collinearity (MPC) criteria, and a novel
cluster regrouping technique.

More recently, automated identification of modal parameters that uses clustering
techniques was studied by Fan, Li, and Hao [9], Wu et al. [10], and Mugnaini, Fragonara,
and Civera [11], extending the application of the proposed algorithms on a steel frame
structure, bridges, and a helicopter blade. The subject was also approached in studies
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presented in the International Operational Modal Analysis Conference (IOMAC) of 2022 by
Amer et al. [12], Priou et al. [13], and Dreher, Storti, and Machado [14].

All abovementioned papers employed machine learning techniques to the automated
identification of modal parameters and demonstrated its relevance to current research.
However, most presented research focused on the development and validation of automatic
algorithms for civil structures, which exhibit different characteristics when compared
to rotating machinery. To the authors’ knowledge, no specific automatic algorithm for
interpreting rotating machinery stabilization diagram has yet been studied.

Regarding the application of OMA in rotating machinery, this has been and still is a
subject of great importance. Since rotating machines are exposed to periodic excitation,
present nonlinear behavior, closely spaced modes, among other conditions that make the
application of OMA a challenge, and several authors recently investigated the applicability
of OMA in rotating machines. Brandt [15] developed two methods for harmonic removal,
the Frequency Domain Editing (FDE) and the Order Domain Deletion (ODD) methods.
Gres et al. [16–18] proposed and applied a method for harmonic removal based on orthog-
onal projection, applying it to experimental data from a plate and a ship in operation.
Gioia et al. [19] and Peeters et al. [20], on the other hand, investigated a harmonic removal
technique based on cepstrum analysis, applying it to the drivetrain of a wind turbine.
More recently in IOMAC of 2022, Dreher, Storti, and Machado [21] proposed a method
to identify both forward and backward modes of a rotor that appeared as closely spaced
modes difficult to differentiate via traditional OMA by the use of directional coordinates.
In the same conference, Zivanovic et al. [22] presented a novel approach to harmonic distur-
bance removal in single-channel wind turbine acceleration data by means of time-variant
signal modeling.

These studies emphasize the importance given to the expansion of OMA’s techniques
to rotating machinery. Therefore, the objective of this work is to develop a new algorithm,
based on the algorithms previously described that considers the different characteristics
of rotating machinery, such as the presence of harmonics, outliers, the gyroscopic effect,
and the complexity of the mode shapes, but still retains user friendliness. The main novelty
of this work is the development of an algorithm that can identify the modal parameters
related to the rotor, not the structure, which was not presented so far in the literature. The
proposed algorithm is applied to two different datasets: response measurements of a test
rig with a rotor supported by hydrodynamic bearings, and response measurements of
a test rig with a rotor supported by rolling bearings, all under different operating and
excitation conditions. The bearings were under healthy conditions for the generation of
both datasets. Since rotating machines are also usually subjected to unideal excitation
conditions with regard to OMA’s premise of white noise excitation, this study evaluates
whether the automatic OMA algorithm is adequate for the identification of the rotor’s
modal parameters under different excitation conditions, such as colored noise, tapping,
lower sampling frequency, among others that will be further exposed, and which is another
novelty of this work.

Section 1 presented the motivation for the development of this work, together with
the literature review. An overview of the approach proposed for this work is presented in
Section 2, along with a brief explanation of the SSI-DATA algorithm, the explanation of the
algorithm proposed for automatic modal identification, and the description of both datasets
used in this work. Section 3 presents the results obtained with the proposed approach and
comparisons with methodologies previously proposed in the literature are pointed out.
Finally, Section 4 presents the conclusions.

2. Materials and Methods

2.1. Overwiew of the Proposed Approach

The present work was organized according to the diagram presented in Figure 1, in
which the dotted areas indicate a sequence of steps that was performed repeated times in
order to generate the indicated results. First, the datasets are generated. Since the same
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test rig is used to generate both datasets, the test setup is carried out in order to place the
corresponding bearing (rolling or hydrodynamic) in the test rig. The operating condition
is also defined, the rotor starts its operation, and the vibration signals corresponding to
that setup and operating condition are collected. With the vibration signals of all setups
and operating conditions, the acquisition of both datasets is completed. More information
about the datasets is provided in Section 2.4.

Figure 1. Diagram of the proposed approach.

With vibration signals of both datasets, EMA and OMA analyses are performed to
identify the modal parameters of the system, that is the natural frequencies, damping ratios,
and mode shapes. Both the EMA and OMA methods were applied to the vibration signals
of the system in order to perform the identification. The EMA analysis is performed with
the Stepped Sine method to determine reference values for the rotor’s modal parameters.
This is done for both the rotor supported by rolling and hydrodynamic bearings. An EMA
analysis is also performed to determine the modal parameters of the rotor’s foundation.
More information about the EMA analysis is also provided in Section 2.4. The OMA
analysis is performed as described in Section 2.3, using the automatic OMA algorithm
proposed by this work. A brief summary of this section is the application of the SSI method
in a set of vibration signals to generate a stabilization diagram. From each diagram, a series
of stages (including machine learning techniques) extract the modal parameters from the
system that originated the set of signals. The OMA analysis is performed for all setups and
operating conditions. Finally, the modal parameters extracted from the automatic OMA are
compared with the reference values, and the discussions are presented in Section 3.

2.2. Data Driven Stochastic Subspace Identification (SSI-DATA)

Although most of the papers presented in the previous section used the Covariance
Driven SSI (SSI-COV) algorithm, there are indications that the Data Driven SSI (SSI-DATA)
algorithm is more precise and robust [23,24]; thus, it was chosen in this research.

The Stochastic Subspace Identification is based on the stochastic model, defined by
Equation (1): {

xk+1 = Axk +𝓌k
yk = Cxk + 𝓋k

, (1)

in which yk ∈ R
l denotes the outputs in the instant k, xk ∈ R

n denotes the states in the
instant k, and 𝓌k and 𝓋k denote the white gaussian noises, with zero mean, related to the
process and the measurement noises, respectively. The white gaussian noises have the
following covariance matrix:

E
[(

𝓌p
𝓋p

)(
𝓌T

q 𝓋
T
q

)]
=

(
Q S
ST R

)
δpq. (2)

The system’s order is n. Hence, the matrices dimensions are A ∈ R
n×n, C ∈ R

l×n,
Q ∈ R

n×n, S ∈ R
n×l , and R ∈ R

l×l .
It is assumed that the pair {A, C} is observable, which implies that all modes of the

system can be observed in the outputs yk and, therefore, can be identified. It is also assumed
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that the pair
{

A, Q1/2
}

is controllable, which implies that all dynamic modes of the system
are excited by the process noise.

The purpose of SSI is to use the outputs of the system to determine the systems
matrices A and C, and, with them, extract the modal parameters of the system.

In order to do that, the first step is to build the output block Hankel matrix (Y0|2i−1),
that can be divided into the block Hankel matrices of the past outputs (Yp) and the future
outputs (Yf ) and is given by:

Y0|2i−1 �

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

y0 y1 · · · yj−1
· · · · · · · · · · · ·

yi−2 yi−1 · · · yi+j−3
yi−1 yi · · · yi+j−2

yi yi+1 · · · yi+j−1
yi+1 yi+2 · · · yi+j
· · · · · · · · · · · ·

y2i−1 y2i · · · y2i+j−2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

(
Y0|i−1

Yi|2i−1

)
=

(
Yp

Yf

)
, (3)

in which i is the number of block rows and j is the number of block columns. Then, the
projection matrix (𝒪i) can be determined by the projection of the future outputs onto the
past outputs and can be obtained through the QR decomposition of the output block
Hankel matrix:

𝒪i = Yf /Yp (4)

The SVD decomposition is then applied to a product of the projection matrix and
weighting matrices that are selected based on the desired algorithm (Principal Compo-
nent Analysis—PCA, Unweighted Principal Components—UPC, or Canonical Variate
Algorithm—CVA):

W1𝒪iW2 = USVT = (U1U2)

(
S1 0
0 0

)(
VT

1
VT

2

)
= U1S1VT

1 . (5)

The projection matrix can also be expressed as the product of the extended observabil-
ity matrix (Γi) and the forward Kalman filter state sequence (X̂i):

𝒪i = Γi X̂i. (6)

Therefore, the extended observability matrix and the state sequence are determined by:

Γi = W−1
1 U1S1, (7)

X̂i = Γ†
i 𝒪i. (8)

Similar operations can be used to determine the shifted state sequence (X̂i+1). Then,
the system’s matrices A and C can be determined applying the least square method to the
following equation, derived from the stochastic model (Equation (1)):[

X̂i+1
Yi|i

]
=

[
A
C

]
X̂i +

(
ρ𝓌
ρ𝓋

)
, (9)

in which ρ𝓌 and ρ𝓋 are the Kalman filter residues. The modal parameters extraction, along
with more details about the hole procedure, can be found in [23].

2.3. Algorithm

The proposed automatic algorithm was divided in the following steps:

1. Create the stabilization diagram using the SSI algorithm and classify each pole based
on stabilization criteria;
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2. Clear the stabilization diagram using the Hard Validation Criteria (HVC);
3. Group poles that represent the same mode using agglomerative hierarchical clustering;
4. Remove from each cluster poles of repeated orders, so that only one pole of this

order remains;
5. Eliminate small clusters that probably represent clusters of spurious or mathemati-

cal poles;
6. Perform an outlier detection based on the boxplot method;
7. Describe the global modes by the clusters mean frequency, mean damping, and mean

mode shape;
8. Group poles with mode shapes of high correlation using agglomerative hierarchi-

cal clustering.

In the following, the choice of all above-mentioned steps is justified and clarified.

2.3.1. Stabilization Diagram and Stabilization Criteria

For the first step, it is possible to employ either SSI-COV or SSI-DATA algorithms,
although the authors decided for the last. The identification is performed with increasing
model orders and all extracted poles are inspected and classified according to the following
evaluation. A k-order pole is stable if there is at least one (k−1)-order pole that satisfies the
following stabilization criteria:

Δ fm,n =
| fn − fm|

fn
< lim f , (10)

Δζm,n =
|ζn − ζm|

ζn
< limζ , (11)

MACm,n =

∣∣ϕH
m ϕn

∣∣2
(ϕH

m ϕm)(ϕH
n ϕn)

> limMAC, (12)

where m corresponds to the pole of order k under evaluation and n corresponds to any
pole of order (k − 1). All limits are manually selected, but suitable values can be easily de-
termined through initial analyses of the system. All poles that do not fulfill the stabilization
criteria are classified as not stable.

2.3.2. Hard Validation Criteria (HVC)

The idea behind the HVC is to remove all certainly spurious poles from the analysis of
the following steps. In order to detect these poles, two criteria are employed: the damping
ratio, and information about complex conjugated pairs.

As physical modes are characterized by positive damping ratios, it is expected that all
poles with negative damping are spurious. Moreover, performing initial tests allow the
analyst to know the normal behavior of the system, including the normal range of damping
ratios. Thus, modes from the rotor or from its foundation are usually known within a
determined range of damping. Furthermore, as already mentioned, rotating machines
are constantly excited by periodic signals coming from their own operation or from the
operation of other rotating parts in their surroundings. These harmonic frequencies appear
in the stabilization diagram as stable poles of low or negative damping ratio due to their
statistical aspects. Therefore, a first filter based on the poles damping ratio can be stablished
as an HVC, all poles with values that are negative or out of the expected range being
spurious, as employed by [6,8].

As mentioned by [6,7], every physical mode of a system appears in complex conjugated
pairs, which makes it possible to classify as spurious all poles from the diagram that does
not have a complex conjugated pair and remove them for the subsequent analysis.
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2.3.3. Agglomerative Hierarchical Clustering

Before applying the hierarchical clustering, some of the papers mentioned in the
introduction added a step that would separate certainly spurious poles from probably
physical ones using some criteria based on the pole’s mode shape complexity, such as Mode
Phase Collinearity (MPC) and Mode Phase Deviation (MPD). As will be presented in the
results, during the development of the algorithm proposed in this paper, it was observed
that these criteria are not suitable to distinguish the rotor’s modes in the stabilization
diagram. In order to avoid criteria that are not suitable for rotating machinery, it was
decided to not apply a step before the hierarchical clustering.

As with all papers presented in the previous section, the machine learning technique
called agglomerative hierarchical clustering was selected to group poles that represent the
same mode. According to [7], the average linkage showed better results to create compact
clusters of individual physical modes, thus it is used as the algorithm for hierarchical
clustering. Moreover, in this paper, it was decided to employ the same algorithm with a
similarity measure based solely on the frequency difference between all pair of poles, and
the analysis of the MAC value within each cluster is postponed at the end of the algorithm.

Δ fm,n =

∣∣∣∣ fn − fm

max( fn, fm)

∣∣∣∣. (13)

Since only the frequency difference is used as similarity difference, the threshold can
be easily selected. This can be done from an analysis of the modes of interest variation in
the stabilization diagram.

2.3.4. Removal of Poles from Repeated Orders

In the case of closely spaced modes or spurious and mathematical poles near physical
poles, it can be that more than one pole from the same order are grouped in the same cluster,
which is not appropriate since each cluster is supposed to represent a single physical
mode. Aiming to remove the repeated poles, a comparison of the damping ratio of each
repeated pole with the cluster’s damping ratio median is done, given that no outlier
removal was yet performed, and only the repeated pole with damping ratio closest from
the median is maintained.

2.3.5. Small Clusters Removal

Since physical modes tend to have a better stabilization when compared to spurious
and mathematical poles (i.e., appear at several model orders in the stabilization diagram),
the number of poles in each cluster can be used to separate clusters of spurious or mathe-
matical poles from clusters of physical poles. A study by [7] presents a methodology that
eliminates all clusters with sizes lower than 50% of the biggest cluster size. However, stabi-
lization diagrams of rotating machinery data comprise both structural and rotor modes, the
last being usually harder to stabilize in comparison with the first. Therefore, a 50% limit
proved to exclude some rotors’ modes of interest from the analysis and the mean size of all
clusters was adopted as a threshold.

2.3.6. Outlier Detection

As a result of adopting just the frequency as a measure of similarity, a possible effect is
that poles with different damping factors are grouped together in one cluster. As will be
presented in the results, the SSI method is usually able to identify one of the closely spaced
modes of the rotor (backward or forward) with an acceptable range of damping, whereas
the other mode is identified with a lower or higher (or simply different) damping ratio.
Given that these modes are closely spaced, it is possible that they end up grouped in the
same cluster. In order to eliminate the modes with lower or higher (or simply different)
damping, the outlier detection proposed by [5] is adopted. This approach was chosen
because of the lack of information about the probability distribution of the clusters, and
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the outlier detection based on the quartile’s information results in a more conservative and
effective method to remove outliers.

Furthermore, it is possible that a mode is identified in the stabilization diagram with
high dispersion or with poles that, due to the order, end up far from the average of the
mode. Aiming to maintain clusters with low frequency dispersion, the same approach
adopted to detect damping ratio outliers is considered to detect frequency outliers. Thus,
the outlier analysis is performed for both damping and frequency values.

2.3.7. Global Modes

Finally, each cluster mean frequency, mean damping ratio, and mean mode shape are
extracted to describe the global modes. The mean was adopted because an outlier analysis
was performed, but it is also possible to use the pole with median damping ratio, as done
by [6].

2.3.8. Agglomerative Hierarchical Clustering of Each Cluster

Since the MAC value was not employed in the similarity measure of the third step
and the mode shapes of each cluster were not evaluated in any other step of the algorithm,
it is possible that poles with inaccurate mode shapes were included in the results, which
would render the mean mode shape estimate also inaccurate. In order to remove these
poles from the clusters, the hierarchical clustering algorithm can be once again employed
as an additional step of the algorithm to improve the estimates, as described above.

In order to implement this step, the MAC value is computed between all poles within
each cluster, resulting in one MAC matrix for each global mode extracted by the algorithm.
The minimum value of each matrix is then identified and compared with the MAC limit
of the stabilization diagram, informed by the user in the first step of this algorithm. If
the minimum value of a cluster’s MAC matrix is above the limit (MACmin > limMAC), it
means that all mode shapes within this cluster have high correlation and, therefore, that
the mean mode shape computed in the last step is adequate to represent the mode shape
of that global mode. However, if the minimum value of a cluster’s MAC matrix is below
the limit (MACmin < limMAC), it means that not all mode shapes of this cluster have high
correlation and that the mean mode shape is not adequate to represent the cluster. In this
last case, another processing step is required to remove the poles with low correlation and
obtain another set of poles with mode shapes that have high correlation between them and
that can represent the mode shape of that global mode. In order to do that, hierarchical
clustering is employed with a similarity measure equal to the inverse of the MAC between
two poles of the global mode under analysis:

ΔMACm,n =
1

MACm,n
. (14)

This way, the two poles that have low correlation (low MAC value) will be distant
from each other, whereas the two poles that have high correlation (high MAC value) will be
close to each other. For the threshold value, the inverse of the MAC limit of the stabilization
diagram is employed, so that the resulting clusters will comprise only the poles with MAC
values above the limit. Then, the biggest cluster is identified and only the poles from this
cluster are selected to represent the global mode.

Once this procedure is performed for all clusters from the previous step, the means of
the frequencies, damping ratios, and mode shapes are once more computed to represent
each global mode.

The resulting algorithm is summarized in Algorithm 1.

Algorithm 1: Proposed Algorithm.

Inputs: Stabilization diagram (frequency, damping ratio, and mode shape), damping ratio limits
(ζmin and ζmax), stabilization criteria (lim f , limζ and limMAC), and similarity measure
threshold (limD).
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Algorithm 1: Proposed Algorithm. Cont.

Output: Global modes

1. Classify as stable all poles that satisfy the stabilization criteria and as not stable all
remaining poles

2. Classify as spurious all poles with damping ratio lower than ζmin or higher than ζmax (Hard
Validation Criteria—HVC) or that do not appear with a complex conjugated pair

3. Extract the number of stable poles (nme)
4. Create a matrix of zeros D ∈ R

nme×nme

5. For m in [1, nme]:

5.1. For n in [1, nme]: Compute the distance between the poles m and n (dm,n) using the
relative distance between the natural frequencies of both poles and assign the result
to the matrix D in the position (m, n)

6. Apply agglomerative hierarchical clustering taking the distance matrix D as the method’s
similarity measure and consider the informed threshold (limD)

7. Extract the number of clusters obtained (nc)
8. For c in [1, nc]:

8.1. If cluster c has more than one pole of each order, remove all poles of each order but
one, and keep the one with the damping ratio closest to the cluster’s damping
ratio median

8.2. Store the number of poles and each modal parameter (natural frequency, damping
ratio, mode shapes and order) of the cluster c

9. Create a histogram of the number of poles in each cluster
10. Extract the mean size of the clusters
11. Select the clusters whose size is bigger than the mean size
12. Create a boxplot of the frequency and of the damping ratio
13. Remove the outliers:

- If ωn < Q1 f req − 1.5 IQR f req or ωn > Q3 f req + 1.5 IQR f req, remove the pole n because
it is a frequency outlier

- If ζn < Q1ζ − 1.5 IQRζ or ωζ > Q3ζ + 1.5 IQRζ , remove the pole n because it is a
damping ratio outlier

Being Q1 is the first quartile, Q3 the third quartile, and IQR the difference between the
upper and lower quartiles

14. Extract the parameters that represent the clusters: mean frequency, mean damping ratio,
and mean mode shape

15. Extract the number of global modes (ngm)
16. For i in

[
1, ngm

]
:

16.1. Extract the number of poles (np)
16.2. Create a matrix of zeros DMAC−i ∈ R

np×np

16.3. For m in
[
1, np

]
:

16.3.1. For n in
[
1, np

]
:

Compute the MAC value between the poles m and n and assign the result to the
matrix DMAC−i in the position (m, n)

16.4. Extract the minimum value of the matrix DMAC−i (mini)
16.5. If mini < limMAC:
16.6. Create a matrix of zeros Di ∈ R

np×np

16.7. For m in
[
1, np

]
:

16.8. For n in
[
1, np

]
:

16.9. Compute the distance between the poles m and n according to Equation (14) and
assign the result to the matrix Di in the position (m, n)

16.10. Apply agglomerative hierarchical clustering taking the distance matrix Di as the
method’s similarity measure and considering the informed MAC limit (1/limMAC)

16.11. Select the poles from the biggest cluster to represent the global mode i
16.12. Extract the parameters that represent the modal globe: mean frequency, mean

damping ratio, and mean mode shape
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2.4. Description of Datasets
2.4.1. Test Rig with Hydrodynamic Bearings

The first data set used in this work was taken from a test rig with a rotor sup-
ported by hydrodynamic bearings, displayed on Figure 2. The system is basically com-
posed of a rotating steel shaft (15 mm in diameter and 719 mm in length) supported by
two hydrodynamic bearings (31 mm diameter, 18 mm length, 90 μm of radial clearance,
and ISO VG32 oil at ambient temperature as working fluid) connected to an electric motor
through a flexible coupling. In addition, the system has a hard disk and an electromagnetic
actuator (used to insert different types of noise into the rotor). The experiments were carried
out with the rotor operating with an angular shaft velocity of 75 Hz and four accelerometers
installed in both bearings (two accelerometers for each bearing) were used to collect the
vibration on the Y and Z directions.

Figure 2. Test rig with hydrodynamic bearings.

During operation, rotating machines can be subjected to different types of excitation
conditions that can facilitate or hinder OMA’s application. In order to investigate it,
Ref. [25] performed the identification of a rotating system through OMA techniques and
revealed that different test conditions influence the extracted parameters, ranging from non-
identification to precise identification of modal parameters, which characterizes challenges
to the automatic algorithm proposed here. Hence, it was decided to use more than one test
condition. For that, the data was collected with different inputs and sampling frequencies,
and during different periods of time, resulting in the tests displayed in Table 1.

Table 1. Test conditions for the test rig with hydrodynamic bearings.

Test fs [Hz] Time [s] Excitation Direction Excitation

1 2048 240 Y White noise—medium intensity
2 2048 240 Y White noise—low intensity
3 2048 240 Z White noise and tapping
4 2048 240 Y Blue noise
5 1024 240 Y White noise—medium intensity
6 2048 120 Y White noise—medium intensity

An EMA analysis was also carried out though the Stepped Sine method to determine
the modal parameters of the rotor supported by hydrodynamic bearings, so that their
correct values were known for further validation of the proposed OMA algorithm. For this
test, the rotor’s speed was 75 Hz. Two sets of tests were carried out with a step of 0.25 Hz,
the first one with frequency range between 48 Hz and 58 Hz, in order to identify the first
rotor’s mode, and the second one with frequency range between 200 Hz and 220 Hz, in
order to identify the second rotor’s mode. To each test, 5 measurements were collected to
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compute mean values and diminish random errors. The results are displayed in Table 2. It
is important to emphasize that the Stepped Sine method was able to identify two pairs of
natural frequencies, each one containing the forward and the backward frequencies of the
rotor, whose occurrence is traced back to the gyroscopic effect.

Table 2. Modal parameters of the rotor supported by hydrodynamic bearings.

Mode
Backward Forward

Freq. [Hz] Damp. [%] Freq. [Hz] Damp. [%]

First 52.8 4.26 53.1 4.25
Second 212.6 2.45 212.2 2.48

During the experiments, it was found that modal information of the foundation was
transferred to the rotor’s dynamic response. A further modal analysis of the foundation was
required so that the modal parameters extracted through OMA could be properly assigned
to the system component that originated them. For the extraction of the foundation’s modal
parameters, EMA was applied to the foundation after the shaft removal and with the use of
FRF estimators and an impact hammer. The structure’s excitation was performed by means
of impulses applied to the bearing housings in the Y and Z directions and the responses
were measured using accelerometers mounted in the three directions (X, Y and Z) of the
bearing housings. Frequency Response Functions (FRFs) were estimated, gathered, and
evaluated only in the frequency range of interest (80 Hz to 320 Hz). The Least Square
Complex Exponential (LSCE) algorithm was employed to estimate the modal parameters
and the results are depicted in Table 3.

Table 3. Foundation’s modal parameters.

Mode Freq. [Hz] Damp. [%]

1 101.8 4.9
2 110.4 6.4
3 114.5 3.4
4 124.8 2.7
5 133.7 3.9
6 138.6 4.3
7 157.4 6.1
8 179.7 1.7
9 196.0 3.3
10 204.0 1.7
11 241.9 2.7
12 277.2 1.6
13 299.8 0.9

It is important to mention that although several foundation modes were identified,
not all of them are excited during the rotor’s operation, which causes only a few to appear
when applying modal analysis through the rotor’s vibration signals.

2.4.2. Test Rig with Rolling Bearings

The second data set employed in this work was taken from the same test rig presented
in Figure 2, replacing the hydrodynamic bearings by rolling bearings (15 mm inner diameter
NJ 202 by NSK®) and using different excitation conditions. There are only minor variations
in the positioning of each component due to the inherent inaccuracy of the assembly,
disassembly, and alignment process of the system. The goal of these tests was also to
evaluate the proposed algorithm in a system with lower damping, as expected for rolling
bearings when compared to hydrodynamic bearings. Four accelerometers installed in both
bearings (two accelerometers for each bearing) were again employed to collect the vibration
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on the Y and Z directions. The experiments were carried out with the rotor rotating in
30 Hz and under different operating conditions, resulting in the tests displayed in Table 4.

Table 4. Test conditions for the test rig with rolling bearings.

Test fs [Hz] Time [s] Excitation Direction Excitation

1 1024 60 Y White noise—medium intensity
2 1024 60 Y White noise—low intensity
3 1024 60 Y White noise and tapping
4 1024 60 Y Blue noise

In order to evaluate OMA’s results, an EMA analysis was also carried out through the
Stepped Sine method. For this test, the rotor’s speed was 30 Hz, and the test was carried
out with frequency range between 20 Hz and 75 Hz and a step of 0.25 Hz, with the aim
of evaluating only the first vibrating mode of the system. Two tests were carried out, one
where the excitation was applied in the Y direction and other where the excitation was
applied in the Z direction. The results are displayed in Table 5, where the values correspond
to the obtained averages.

Table 5. Modal parameters of the rotor supported by rolling bearings.

Mode
Backward Forward

Freq. [Hz] Damp. [%] Freq. [Hz] Damp. [%]

First 51.35 1.168 52.65 0.864

As before, the Stepped Sine method was able to identify a pair of natural frequencies,
containing the forward and the backward frequencies of the rotor. The significant reduction
in damping values is noted when compared to the system supported by hydrodynamic
bearings (compare Tables 2 and 5). Regarding the small variations in the natural frequen-
cies, these are more related to the inherent difficulty of positioning the components, as
previously mentioned.

3. Results

The proposed algorithm is applied to two different datasets: response measurements
of a test rig with a rotor supported by hydrodynamic bearings, and response measurements
of a test rig with a rotor supported by rolling bearings.

The results obtained through the test rig with the rotor supported by hydrodynamic
bearings are the first ones to be presented. To illustrate all steps of the algorithm, clarifying
the analyzes performed by them, test 1 of Table 1 is taken as the standard example and a
comprehensive explanation of its results is presented. Then, the algorithm is applied to all
other tests in Table 1 and the main results are presented and discussed in order to show the
algorithm’s robustness when different operating conditions are present.

Later, the test rig supported by rolling bearings, which has a higher stiffness and a
lower damping when compared to the first test rig, is analyzed to verify the algorithm’s
robustness to distinct systems. The results of all tests of Table 4 are briefly presented
and discussed.

The algorithm, as well as the SSI-DATA method, were implemented in the program-
ming language Python™.

3.1. Test Rig with Hydrodynamic Bearings

The stabilization limits considered in the following analysis were 0.2% for the fre-
quency variation, 2% for the damping ratio variation, and 95% for the minimum MAC
value, all of them conservatively chosen. The range [0.3%, 10%] was used as the damping
ratio limit. All stabilization diagrams were built with a maximum order of 100, with fixed
100 block rows.
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Figure 3 displays the stabilization diagram of the first test of Table 1, excitation with
white noise (medium intensity) and a sampling frequency of 2048 Hz. The diagram is
presented in the frequency range of 0 Hz to 256 Hz, the range of interest in this analysis.
From the diagram, one can observe that there are three alignments of spurious poles, the
first at 75 Hz (the rotor’s rotating speed), two at 150 Hz (first harmonic), and the last at
225 Hz (second harmonic). The identification of the rotating speed and its harmonics as
spurious was possible due to the HVC related to the damping ratio. In addition, several
mathematical poles were also classified as spurious and, therefore, will not enter the
following analysis. One can also observe that, close to the first rotor’s mode, two poles
are predominantly identified in each order, which could lead to the idea that both forward
and backward frequencies are identified. However, the second poles of each order are
mostly identified with a high damping ratio (>7%), being inadequate to represent any
rotor’s frequency.

Figure 3. Test 1 (white noise—medium intensity) stabilization diagram.

The MPC (computed as described in [26]) and the MPD (computed as described in [6])
values of each pole were computed to perform additional analysis. The MPC value ranged
from 63% to 99% for the first rotor’s mode, the highest ones (>86%) being outliers because
of the high damping ratio (>5%), as will be seen in a further outlier analysis. For the second
one, the range was 98% to 100%. For the foundation mode of 241.9 Hz, the values were
much more stable, ranging from 94% to 98%. The MPD value, in contrast, ranged from
8% to 35% for the first rotor’s mode, the lowest ones (<19%) being outliers because of the
high damping ratio (>5%). For the second one, the range was 3% to 6%. For the foundation
mode of 241.9 Hz, the range was 11% to 16%. Therefore, if any clustering algorithm or
HVC based on the MPC or MPD values were employed, the first rotor’s mode could be
identified due to its great dispersion as spurious, and the identification algorithm would
fail to provide reliable information.

After building the stabilization diagram and applying the HVC, the hierarchical
clustering was performed. For the selected threshold definition, the distance between the
known difference of closely spaced modes was employed. The difference between the
first and second frequencies of the first mode, according to Equation (13), is 0.006. For the
second mode, the difference is 0.002. Tests considering thresholds near these values were
evaluated, resulting in a selected threshold of 0.01. It is important to emphasize that this
threshold proved itself adequate for all other tests of Table 1, demonstrating how simple it
is to select a value that works in different operating conditions of the same system. Figure 4
displays the obtained dendrogram, in which each cluster is represented by a different color
in the bottom of the dendrogram and whose x-axis is organized with the frequency range
of 53 Hz to 250 Hz, distributed in an ascending order.
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Figure 4. Test 1 (white noise—medium intensity) hierarchical clustering dendrogram.

Figure 5 displays the diagram of each cluster’s size, along with the limits proposed
by this paper and by [7] to remove small clusters. From Figure 5, one can see that if the
limit proposed by [7] was considered, the 6th and the 8th foundation modes would not be
identified by the algorithm. There are also cases in which the first rotor’s mode is below
the limit proposed by the authors, as the signals obtained from test 3 show. Therefore, the
limit defined by the mean size is justified.

Figure 5. Test 1 (white noise—medium intensity) small clusters removal.

The outlier analysis was performed within the 10 clusters that remained from the
previous analysis. Figure 6 displays the boxplot of both frequency and damping ratio
values. Points out of the box range are considered outliers. Taking the first cluster as an
example, which represents the first rotor mode, there are outliers in both frequency and
damping ratio, although the first ones (53.16 Hz, 53.24 Hz, and 53.94) are less pronounced
than the last ones (all damping ratios above 4%). From Figure 6, it is possible to see that the
outlier analysis was adequate to remove outliers from all modes.
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(a) (b) 

Figure 6. Test 1 (white noise—medium intensity) outlier analysis for frequency (a) and damping (b).

Concluding all essential steps proposed by the algorithm, the averages of the frequen-
cies and of the damping ratios of the poles inside each cluster are extracted. The results are
displayed in Table 6, along with the standard deviation of these parameters, the difference
between the maximum and minimum values within the cluster that originated them, the
errors in relation to the EMA references, the size of the cluster, and the lowest value in the
MAC matrix, which will be further employed in the optional step to obtain sets of poles
with high correlation mode shapes. From Table 6, one can see that most of the identified
modes presented low standard deviations and low differences between maximum and
minimum, for both frequency and damping ratio, and bigger cluster sizes.

Table 6. Test 1 (white noise—medium intensity) test rig with hydrodynamic bearings global modes.

f [Hz] ζ [%]
Size MAC (Minimum)

Mean Std. Δmax,min Error Mean Std. Δmax,min Error

53.4 0.05 0.2 0.56% 3.81% 0.06% 0.28 11.55% 43 98%
114.5 0.26 0.9 0.00% 4.19% 0.18% 0.63 18.85% 30 99%
139.9 0.21 0.7 0.93% 2.84% 0.11% 0.37 51.41% 16 99%
158.1 0.18 0.7 0.44% 2.60% 0.23% 0.75 134.62% 28 73%
180.8 0.62 1.8 0.61% 2.65% 0.25% 0.71 35.85% 19 83%
191.5 0.53 1.5 2.35% 3.78% 0.30% 0.97 12.70% 15 91%
202.6 0.07 0.2 0.69% 0.87% 0.05% 0.20 95.40% 35 98%
212.2 0.10 0.4 0.00% 2.44% 0.04% 0.15 1.64% 37 99%
219.5 0.40 1.5 - 3.11% 0.26% 0.92 - 32 90%
243.1 0.16 0.7 0.49% 1.58% 0.18% 0.60 70.89% 53 97%

It is important to mention that, although the first two modes of the rotor are composed
by two frequencies, the backward and the forward ones (Table 2), the algorithm was not
able to identify both of them. Since the similarity measure encompasses only the frequency
difference between the poles, as presented in Equation (13), and considering the fact that the
frequency and the damping ratio of the backward and forward frequencies are significantly
close, it would be possible that both frequencies were grouped in the same cluster. However,
the minimum MAC value for this mode was 98%, indicating a high correlation between all
mode shapes within the cluster. Since some difference is expected from the mode shapes
of the forward and backward frequencies, it is more likely that only poles of one of these
frequencies are present in the cluster, indicating that the proximity of these two frequencies
lead the SSI method to identify only one of them.
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It is also important to mention that not only the rotor’s modes were identified, but
also several modes from the foundation. Comparing Table 6 with Table 3, one can see that
the modes identified with the OMA algorithm do not have the exact same parameters as
the modes identified by EMA (but are relatively close). However, one must also recall that
the EMA test was performed without the shaft and this variation of the modal parameters
was already expected. Comparing the foundation’s results with the rotor’s results, one can
observe that the errors were similar, highlighting the algorithms’ ability to extract accurate
modal parameters for both the rotor and the foundation.

Moreover, Table 7 displays the errors between the EMA values and estimated values of
the rotor’s modal parameters using the proposed algorithm, in which all but one parameter
presented a low error. The highest error was on the damping factor of the first mode,
whose occurrence can be traced back to the SSI method’s ability to estimate this parameter.
Tables 6 and 7 demonstrate the proposed algorithm’s capability of extracting the modal
parameters of a rotating machine.

Table 7. Test 1 (white noise—medium intensity) rotor mode’s error.

Parameter
First Mode Second Mode

EMA OMA Error EMA OMA Error

f [Hz] 52.8
53.4

1.14% 212.6
212.2

0.19%
53.1 0.56% 212.2 0.00%

ζ [%] 4.26
3.81

10.56% 2.45
2.44

0.41%
4.25 10.35% 2.48 1.61%

With the clusters of each global mode and the lowest value in their MAC matrices,
the additional step of the algorithm can be performed. The modes of 53.4 Hz, 114.5 Hz,
139.9 Hz, 202.06, 212.2 Hz, and 243.1 Hz presented good results, since the minimum values
on their MAC matrix were greater than the MAC limit of the stabilization diagram (95%), an
expected value from poles from the same mode. Therefore, no alteration will be performed
in the clusters of these modes. However, the other modes (158.1 Hz, 180.8 Hz, 191.5 Hz
and 219.5) presented values lower than the MAC limit of the stabilization diagram. Hence,
hierarchical clustering based on the MAC values was performed, obtaining, for each mode,
a new set of poles from which the mean, the standard deviation, and the difference between
the maximum and minimum values of the modal parameters were computed. The results
are displayed in Table 8, from which one can verify that the minimum MAC value of all
modes is now at least 95%, indicating that the obtained clusters present mode shapes with
high correlation and, therefore, the mean of the mode shapes of each cluster is adequate to
represent these modes. It is also possible to verify that no significant alteration occurred
on the mean values of the modal parameters. In addition, the standard deviation and the
difference between the maximum and minimum of most of the clusters achieved lower
values (values highlighted in green), whereas only two modes exhibited an increase in
standard deviation (values highlighted in red).

Table 8. Test 1 (white noise—medium intensity) test rig with hydrodynamic bearings global modes
after hierarchical clustering based on the MAC value.

f [Hz] ζ [%] MAC
(Minimum)Mean Std. Δmax,min Mean Std. Δmax,min

157.9 0.17 0.5 2.61% 0.13% 0.38 96%
180.6 0.81 1.8 2.62% 0.12% 0.41 95%
190.9 0.34 0.8 3.73% 0.18% 0.38 97%
219.6 0.52 1.5 3.28% 0.23% 0.64 95%

After these analyzes, the proposed algorithm, ignoring the additional step, was applied
to all tests of Table 1 and the results obtained for the rotor’s modes are displayed in Table 9.
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As Table 9 shows, the proposed algorithm was able to extract the rotor’s modes from all
tests, these having a small standard deviation and with mean values close to the values
selected via EMA. It is important to mention that the main reason for the high errors in the
damping ratio estimations is the low magnitude of this parameter. Moreover, the estimation
of damping ratios is a challenge even when well consolidated EMA techniques are used
for the modal identification, and high errors are also obtained when the results of different
EMA techniques are compared. In this context, the estimations displayed in Table 9 are
very good.

Table 9. Rotor’s global modes for the test rig with hydrodynamic bearings.

Mode
First Mode Second Mode

f [Hz] ζ [%] f [Hz] ζ [%]

Test Mean Std. Error Mean Std. Error Mean Std. Error Mean Std. Error

EMA (backward) 52.8 - - 4.26 - - 212.6 - - 2.45 - -
EMA (forward) 53.1 - - 4.25 - - 212.2 - - 2.48 - -

1 53.4 0.05 0.56% 3.81 0.06 10.35% 212.2 0.10 0.00% 2.44 0.04 1.61%
2 53.7 0.09 1.13% 3.94 0.10 7.29% 211.9 0.05 0.14% 2.34 0.03 5.65%
3 52.5 0.09 1.13% 3.63 0.12 14.59% 211.6 0.15 0.28% 2.64 0.05 6.45%
4 53.1 0.05 0.00% 3.52 0.08 17.18% 211.8 0.19 0.19% 2.37 0.07 4.44%
5 52.9 0.12 0.38% 3.77 0.08 11.29% 211.8 0.11 0.19% 2.44 0.04 1.61%
6 53.1 0.02 0.00% 3.48 0.04 18.12% 211.9 0.15 0.14% 2.48 0.06 0.00%

As occurred in Test 1, the application of the proposed algorithm to the remaining
tests of Table 1 also enabled the identification of several foundation modes. In order
to summarize the results, Figure 7 displays all modes estimated through the proposed
algorithm as black dots, all rotor modes as continuous lines, and all foundation modes
estimated by EMA as dashed lines. The frequency is presented in the x-axis and the data
used to estimate the modes is presented in the y-axis. As indicated by Figure 7, most
foundation modes were identified. Recalling the stabilization diagram of Figure 3, obtained
with the data with medium intensity white noise, one can see that there are some frequency
ranges in which the stabilization is irregular. Therefore, the absence of some foundation
modes can be, once more, associated with the challenges in the SSI method.

Figure 7. Foundation’s modes identified through the proposed algorithm.

With these analyses, an investigation was performed to evaluate the differences be-
tween dividing the hierarchical clustering in two steps, one based only on the frequency
difference between the poles, and other based only on the MAC value, as proposed in this
paper, and applying the hierarchical clustering in one single step, considering both the
frequency difference and the MAC value, as proposed by other papers in the literature.

22



Sensors 2023, 23, 1665

In this case, the third step of the algorithm was modified so that the similarity measure
comprised the frequency difference and the MAC value. Then, it was applied to all tests
of Table 1, without the additional step, and considering four different threshold values
(0.04, 0.06, 0.08 and 0.1). The results are displayed on Figure 8, along with the results
from the proposed algorithm with the additional step to facilitate the comparison. In some
cases, the modified algorithm identified global modes with very close frequencies. Due
to the frequency range of Figure 8, these cases would not be visible. Therefore, the icons
representing them have been modified, and are represented with solid icons rather than
hollow ones.

Figure 8. Foundation’s modes identified through the proposed and modified algorithms.

From Figure 8, one can see that most of the frequencies identified by the proposed
algorithm were also identified by the modified one. However, there are several cases in
which two very close frequencies are identified, especially when the threshold of 0.04
is used. Analyzing the frequency range of the first rotor;s mode, one can see that the
threshold of 0.04 identified two frequencies of approximately 53 Hz for Tests 1, 4, 5, and
6, and the thresholds of 0.06, 0.08, and 0.1 performed the same for Test 6. When the
stabilization diagram of Figure 3 was analyzed, it was verified that this frequency range
indeed presented the stabilization of two different modes. However, the damping factor of
one of them made it inadequate to represent any rotor’s frequency. That is also the case for
all other tests. Therefore, the identification of two frequencies near the rotor modes by the
modified algorithm represents a disadvantage of using one single hierarchical clustering
with similarity distance that comprises both the frequency difference and the MAC value.

Evaluating other frequency ranges, it is possible to identify the same phenomenon
in some foundation modes (124.8 Hz, 138.6 Hz, 157.4 Hz, 196.0 Hz and 204.0 Hz), mostly
in the results from the modified algorithm (only the foundation modes of 124.8 Hz and
138.6 Hz of test 5 for the proposed algorithm). Analyzing each stabilization diagram, it
was observed that most pairs of close frequencies were identified because poles from a
single physical mode happened to be divided into more than one cluster by the algorithms
due to irregularities in the stabilization diagram. The exceptions were the frequencies near
124.8 Hz of Tests 4 and 5, since the stabilization diagrams of these tests really present the
alignment of two modes. However, it is possible that one of the alignments is actually
an alignment of spurious modes rather than a closely spaced mode of the foundation, as
occurred for the first rotor’s frequency.

23



Sensors 2023, 23, 1665

Furthermore, there are some cases in which a foundation mode was identified by one of
the algorithms and not by the other. These cases occurred 16 times, for both algorithms and
all thresholds, and occurred for the foundation modes of 124.8 Hz (Tests 1 and 6), 157.4 Hz
(Tests 1 and 3), and 196.0 Hz (Tests 4, 5 and 6). In five of these cases, the employed algorithm
was the modified one with a threshold of 0.08. The modified algorithm with thresholds
of 0.06 and 0.10 were responsible for three cases each, and the modified algorithm with
a threshold of 0.04 was responsible for two cases. The proposed algorithm, in turn, was
responsible for three cases.

Moreover, when the modified algorithm is employed, there is no guarantee that the
minimum MAC value between the poles of a global mode is above the limit established
for the stabilization diagram. Considering the global modes identified in all tests, when
the threshold of 0.04 is used, 7 of the 74 identified global modes presented MAC values
below 95%, with the minimum being 91%. When the threshold of 0.06 is used, 21 of the
66 identified global modes present values below 95%, with a minimum of 88%. When the
threshold of 0.08 is used, 30 of the 62 identified global modes present values below 95%,
with a minimum of 80%. Finally, when the threshold of 0.10 is used, 32 of the 64 identified
global modes present values below 95%, with a minimum of 80%.

Considering the results presented here and that only one threshold value was selected
for all tests of the proposed algorithm, some findings must be summarized. When the
modified algorithm with low thresholds is used, there is a tendency to increase the division
of poles belonging to the same physical mode into more than one cluster, which represents a
disadvantage to the modal identification. If the threshold increased, the tendency decreases,
but even when the threshold of 0.10 was used, the number of times that the division
happened was higher than when the proposed algorithm was used. In addition, the
increase of the threshold value proved to increase the number of global modes with a
minimum MAC value below the limit of the stabilization diagram, and decrease these
minimum values, which could lead to inaccuracies in the mode shapes’ mean. As to the
non-identification of some foundation modes, both algorithms performed in the same
manner. However, considering that the objective of this paper is the correct identification
of the rotor’s modes, the identification of a spurious global mode near the first rotor’s

Frequency, along with the other findings, demonstrated the superiority of the proposed
algorithm’s performance.

3.2. Test Rig with Rolling Bearings

To verify the robustness of the proposed algorithm, a distinct system will be analyzed.
All data presented in Table 4 will be verified and the results will be briefly presented here,
with focus on the identification of the rotor’s modes.

For the construction of the stabilization diagrams, the same stabilization and damping
ratio limits and stabilization diagram parameters were considered throughout the results
showed in this section. Figure 9 displays the stabilization diagram of Test 1 as an example.
When compared to the one of Figure 3, this stabilization diagram shows fewer well-
defined alignments of stable poles and more poles classified as not stable. However, it is
also possible to identify in Figure 9 two well-defined alignments of stable poles near the
rotor’s modes (Table 5), which, unlike the stabilization diagram of Figure 3, have modal
parameters that make them adequate to represent both backward and forward frequencies.
These particularities characterize this data set as a source of information about the modal
parameters of closely spaced modes and as a real challenge to the identification of the
foundation’s modes.

After building all stabilization diagrams, the algorithm follows by considering the
threshold of 0.01 for the hierarchical clustering of all data sets, and the same one is used in
the analyses from the previous section, demonstrating again how easy it is to select this
threshold. The additional step was also considered to generate the results of the test rig
supported by rolling bearings. The results for the rotor’s modes are displayed in Table 10,
from which one can see that, even with unfavorable excitation conditions, the algorithm
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can extract representative global modes for the rotor, with low standard deviations and
modal parameters close to the ones estimated by EMA.

Figure 9. Test 1 (white noise—medium intensity) of the test rig with rolling bearings stabilization diagram.

Table 10. Rotor’s global modes for the test rig with rolling bearings.

Mode
Backward Forward

f [Hz] ζ [%] f [Hz] ζ [%]

Test Mean Std. Error Mean Std. Error Mean Std. Error Mean Std. Error

EMA 51.35 - - 1.168 - - 52.65 - - 0.864 - -
1 51.12 0.03 0.45% 1.628 0.017 39.38% 52.43 0.00 0.42% 0.682 0.006 21.06%
2 52.07 0.12 1.40% 1.362 0.201 16.61% 53.55 0.02 1.71% 1.027 0.048 18.87%
3 51.04 0.04 0.60% 1.346 0.087 15.24% 52.62 0.01 0.06% 0.607 0.014 29.75%
4 51.06 0.03 0.56% 1.573 0.065 34.67% 52.51 0.04 0.27% 0.733 0.036 15.16%

Comparing Tables 9 and 10, one can observe that the estimation’s errors are really
close to each other, demonstrating the algorithms’ robustness to different datasets.

As mentioned in the previous section, it is expected that the forward and backward
frequencies present different mode shapes. Since the test rig supported by rolling bearings
provided good results for both frequencies, their mode shapes were compared. Test 1 of
Table 4 was once more taken as an example and the MAC value was computed between
the mode shapes of all poles from the backward frequency and the mode shapes of all
poles from the forward frequencies, producing a MAC matrix of 75 × 68 (the number of
poles from the clusters of the backward and forward frequencies, respectively). The mean,
maximum, and minimum MAC values of the matrix were 75%, 82%, and 67%, confirming
the expected difference.

Moreover, in order to evaluate the ability of the proposed algorithm to extract the
foundation’s modes when a different system is considered, Figure 10 displays the extracted
modes as black dots, the rotor’s modes as continuous lines, and the foundation’s modes as
dashed lines. From Figure 10, one can see that the algorithm was able to extract several
of the foundation’s modes from the data of Test 1. When data from different tests are
employed, only a few foundation’s modes are identified, which could be associated to
unfavorable test conditions, and some modes out of the investigated frequency range
(80 Hz to 320 Hz) appear. Moreover, the algorithm identifies some extra modes near the
foundation mode of 157.4 Hz when data from Tests 1 and 2 are employed. Investigations
performed with the same test rig by [25] detected a mode associated to the bearings housing
near the frequency of 155 Hz, which would explain these extra identified modes. Therefore,
the proposed algorithm demonstrated a good ability to identify the foundation’s modes.
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Figure 10. Foundation’s modes identified through the proposed algorithm for the test rig with
rolling bearings.

As already mentioned, the results of this section were generated considering the
additional step; however, the algorithm considering only the essential steps would also be
capable of identifying accurate frequencies and damping ratios of all rotors’ modes, which
was also observed in the results from the test rig supported by hydrodynamic bearings.
Hence, the additional step is recommended when a higher precision in the mode shapes
estimation is required or when a MAC criterion inside each cluster needs to be respected.

4. Conclusions

In this paper, a new automated algorithm to carry out modal parameter identification
on rotating machinery through OMA is proposed. The novelty of the work is precisely
the fact that it was developed for the identification of the rotor’s modes, and tested for
unideal operating conditions that are usually present in the operation of rotating machines.
The algorithm was applied through two datasets: vibration signals from a test rig with a
rotor supported by hydrodynamic bearings and vibration signals from a test rig with a
rotor supported by rolling bearings. Each step of the algorithm was presented, explained,
and illustrated, highlighting the differences to other algorithms proposed in the litera-
ture, which were mainly developed to deal with signals from structures rather than from
rotating machines.

The test in which the operating rotor supported by hydrodynamic bearings is excited
by the white gaussian noise of medium intensity was used to illustrate each step of the
algorithm. From the results, it was possible to verify that some of the measures proposed
by other papers to differentiate physical poles from mathematical and spurious poles are
inadequate when the system under analysis is a rotating machine. The results of this
data set and of the data sets with other excitation conditions also demonstrated that the
proposed algorithm can extract from the stabilization diagram representative and accurate
frequencies and damping ratios for both the rotor’s and the foundation’s modes, even
when unfavorable test conditions are present.

Moreover, investigations were carried out to evaluate the performance of the algorithm
when the additional step is implemented to the group, with hierarchical clustering and
poles with high MAC values within each global mode. From the test with white gaussian
noise of medium intensity excitation, the results showed that the additional step can
find sets of poles with mode shapes of high correlation. The additional step was also
compared with an algorithm that considers a single hierarchical clustering with similarity
measure comprising both the frequency difference and the MAC value, as proposed by some
previous authors. The results showed that the algorithm proposed in this paper, considering
the additional step, presented better results than previous algorithms, especially when the
correct identification of the rotor’s modes is considered.

When applied to a different system (a rotor supported by rolling bearing), the algo-
rithm was also able to extract from the stabilization diagram representative and accurate
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frequencies and damping ratios for both the rotor’s and the foundation’s modes. These
results demonstrated that the proposed algorithm maintained its robustness even when a
different system was employed. In addition, the backward and forward frequencies of the
first rotor’s mode were identified and the mode shapes extracted for each one confirmed
that some difference between them is expected.

Therefore, the proposed algorithm proved to be an adequate and promising tool to
extract modal parameters of rotating machines in operation. Further investigations are
required to improve the extraction of representative mode shapes and the differentiation of
the rotor’s backward and forward frequencies.

The results were obtained by applying the proposed algorithm to data from test rigs.
However, it is expected that it also works on more complex systems. The aim of the ongoing
works is to test it in more complex systems, such as engines and compressors, to identify
modes from both the rotor and the foundation. Once the algorithm’s robustness to more
complex equipment is verified, the goal is to use it to monitor the modal parameters of the
system and identify failures, given that variations in the modal parameters may be caused
by them. With that, one can enable the SHM via OMA.

Author Contributions: Conceptualization, N.R.D. and T.H.M.; methodology, N.R.D., G.C.S. and
T.H.M.; software, N.R.D.; validation, N.R.D., G.C.S. and T.H.M.; formal analysis, N.R.D., G.C.S.
and T.H.M.; investigation, N.R.D., G.C.S. and T.H.M.; resources, T.H.M.; data curation, N.R.D.;
writing—original draft preparation, N.R.D.; writing—review and editing, G.C.S. and T.H.M.; visual-
ization, N.R.D.; supervision, T.H.M.; project administration, T.H.M.; funding acquisition, T.H.M. All
authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Acknowledgments: The authors would like to thank Laboratory of Rotating Machinery at Unicamp
for the infrastructure support to this research.

Conflicts of Interest: The authors declare no conflict of interest.

List of Abbreviations

Abbreviation Description

CVA Canonical Variate Algorithm
EMA Experimental Modal Analysis
FDE Frequency Domain Editing
FRF Frequency Response Function
HVC Hard Validation Criteria
IOMAC International Operational Modal Analysis Conference
LSCE Least Square Complex Exponential
MAC Modal Assurance Criterion
MPC Mode Phase Collinearity
MPD Mode Phase Deviation
ODD Order Domain Deletion
OMA Operational Modal Analysis
PCA Principal Component Analysis
SHM Structural Health Monitoring
SSI Stochastic Subspace Identification
SSI-COV Covariance Driven SSI
SSI-DATA Data Driven SSI
SVD Singular Value Decomposition
UPC Unweighted Principal Components
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List of Variables

Variable Description Unit

fs Sampling Frequency Hz
f Natural Frequency Hz
ζ Damping Ratio -
ϕ Mode Shape -
Q1 First Quartile Engineering Unit
Q3 Third Quartile Engineering Unit
IQR Difference between the upper and lower quartiles Engineering Unit
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Abstract: In light of the problems of a single vibration feature containing limited information on
the degradation of rolling bearings, the redundant information in high-dimensional feature sets
inaccurately reflecting the reliability of rolling bearings in service, and assessments of the degradation
performance being disturbed by outliers and false fluctuations in the signal, this study proposes a
method of assessing rolling bearings’ performance in terms of degradation using adaptive sensitive
feature selection and multi-strategy optimized support vector data description (SVDD). First, a
high-dimensional feature set of vibration signals from rolling bearings was extracted. Second, a
method combining the Technique for Order Preference by Similarity to an Ideal Solution (TOPSIS) and
K-medoids was used to comprehensively evaluate the features with multiple evaluation indicators
and to adaptively select better degradation features to construct the sensitive feature set. Next,
multi-strategy optimization of the SVDD model was carried out by introducing the autocorrelation
kernel regression (AAKR) and a multi-kernel function to improve the ability of the evaluation model
to overcome outliers and false fluctuations. Through validation, it could be seen that the method
in this study uses samples of rolling bearings in the healthy early stage to establish the evaluation
model, which can adaptively determine the starting point of the bearing’s degradation. The stability
and accuracy of the model were effectively improved.

Keywords: performance degradation assessment; rolling bearing; SVDD; feature selection; multi-
strategy optimization

1. Introduction

The failure of rolling bearings, as one of the key components of rotating machinery,
leads to the breakdown of the whole mechanical system [1,2]. During the in-service period,
the performance of rolling bearings degrades irreversibly due to fatigue, wear, and other
reasons. Effective assessment in the performance degradation assessment (PDA) of rolling
bearings in the service phase can help organize maintenance in a targeted manner to prevent
failure from occurring and improve the operational reliability of the whole machine.

Assessment of the degradation in the performance of rolling bearings mainly includes
three steps: acquisition of the rolling bearings’ monitoring data, feature extraction, and
establishment of the model for assessing the degradation. The degradation mechanism of
rolling bearings is complex, and the vibration signals of rolling bearings are nonlinear and
nonstationary. A single feature contains less information about bearings degradation and
has poor anti-interference ability, so it cannot accurately characterize the whole process
of degradation during performance. Constructing a high-dimensional feature set can
comprehensively reflect the information on the bearings’ degradation and benefit from
the complementarity of the differences among features, but some features are unrelated to
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degradation. Irrelevant features can be eliminated using feature selection methods, which
can be classified into two categories based on whether the methods are independent of
subsequent learning algorithms, namely filters and wrappers [3]. The wrapper method
is computationally complex and less versatile because it requires several iterations in
combination with subsequent learning algorithms to find the best combination of features.
Feature evaluation [4,5] is one of the commonly used filtering methods and is independent
of the subsequent learning algorithm. It can quickly remove irrelevant features with high
generality and interpretability, so it is often used in engineering applications [6]. Although
feature ranking can be achieved using feature evaluation, the selection of the feature set
relies heavily on experts’ prior knowledge, which reduces the efficiency of the algorithm
and may introduce subjective errors.

In general, data-driven fault diagnosis techniques use machine learning algorithms to
identify fault status to train predictive models based on the condition data collected under
normal and different faulty states [7]. The training of the model is based on the condition
data collected in the health stage and the degradation stage. Most of these data-driven
approaches rely entirely on data at different stages [8,9]. For assessing the degradation in
the performance of rolling bearings, the process of bearing degradation usually consists of
the healthy phase and the degradation phase. In actual production, fewer data are available
on the degradation stage, and sometimes, only data from the healthy state are available.
Knowledge-based methods often need to capture a large number of samples in advance to
identify faults [10]. Rai et al. [11] performed K-medoids clustering to train a model using
the full-life feature set of bearings obtained with empirical modal decomposition (EMD)
and calculated the dissimilarity between the bearing samples to be tested and the clustering
centers used as health indicators. Pan et al. [12] used lifting wavelet packet decomposition
and fuzzy c-means combined with the affiliation function to characterize the severity of
bearings failure. Adaptive determination of the start time of the degradation phase (first
predicting time, FPT) can effectively trigger an early warning to carry out condition-based
maintenance. Heng et al. [13] used principal component analysis (PCA) to fuse the time
domain features to extract the life cycle health index of rolling bearings and then divided
the performance stages according to the amplitude of the change trends of vibration signals.
These methods are suitable for obtaining health indicators but ignore the difficulties of
obtaining data from the degradation stage and carrying out secondary determination
of FPT. Finally, the data monitoring process inevitably suffers from the interference of
noise and environmental changes, which lead to outliers and false fluctuations in the
data. Liu et al. [14] used the features extracted from the time domain combined with the
SVDD model to monitor the faults in rolling bearings and to overcome the interference of
random fluctuations by using a decision strategy. The authors of [15] used the method of
repairing the evaluation results, which created problems such as subjectivity and reduced
interpretability. The recognition ability and robustness of models in mechanical learning
are always required [16,17]. Therefore, there are still shortcomings in using sensitive feature
sets for a PDA of bearings, such as the models’ reliance on data for the full life cycle of
the bearings, FPT needing to be determined twice, and the evaluation model being easily
affected by outliers and false fluctuations. How to achieve efficient fault diagnosis using
only health data has attracted our attention.

In summary, extracting effective feature sets is a prerequisite for accurately assessing
the performance of bearings, and improving the ability of the model to overcome outliers
and false fluctuations is one of the critical tasks in assessing degradation. Accordingly,
a rolling bearing performance degradation assessment method with the combination of
adaptive sensitive feature selection and multi-strategy optimized SVDD was proposed in
this paper. The specific contributions of this study are described below. TOPSIS-Kmedoids,
an adaptive sensitive feature selection method, was proposed, which could determine the
adaptive sensitive feature set without prior knowledge. In addition, SVDD was optimized
using a multi-strategy, in which AAKR was introduced to correct the errors in monitoring
data, and a multi-kernel function was constructed to improve the learning ability and
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generalization ability of the model. Lastly, the effectiveness of the proposed method
was verified using the XJTU-SY dataset for the full life cycle of rolling bearings from
Xi’an Jiaotong University, the PHM2012 Data Challenge dataset for the full life cycle of
rolling bearings, and a set of data from a self-made bench test of accelerated fatigue in
rolling bearing.

2. Determination of the Adaptive Sensitive Feature Set

2.1. Feature Extraction

In the field of prognostics and health management (PHM) of rolling bearings, the
vibration signal is one of the most commonly used means because it contains much infor-
mation on degradation. Feature extraction can reveal information on the performance of
sensor data. Twenty-four commonly used statistical features of vibration were extracted
from the time domain and the frequency domain of vibration signals, as shown in Table 1,
where F1–F7 are the frequency domain features, si is the amplitude of the vibration data,
ski is the spectral amplitude of the vibration data, and fi is the frequency of the vibration
data. For the data from two accelerometers, the features listed in Table 1 were extracted
separately to form the high-dimensional set, where n is the feature length and m is the
number of features.

Table 1. Time domain and frequency domain features.

Name Equation Name Equation

Mean value μs =
1
n (∑

n
i=1 si) Standard deviation σs =

√
1

n−1 ∑n
i=1 (si − μS)

2

Average amplitude μa = 1
n ∑n

i=1|si

∣∣∣ Variance σ2
s = 1

n−1 ∑n
i=1 (si − μS)

2

Maximum value Fmax = max(si) Kurtosis Fkurt =
1
n ∑n

i=1 (si − μS)
4

Minimum value Fmin = min(si) Skewness FSK = 1
n ∑n

i=1 (si − μS)
3

Peak value F|max| = max(
∣∣∣si

∣∣∣) Waveform index FWI = FRMS/μa

Peak to peak value FP2P = Fmax − Fmin Peak index FPI = F|max|/FRMS

Root mean square FRMS =
√

1
n ∑n

i=1 si
2 Impulse index FIF = F|max|/μa

Root amplitude FRA = ( 1
n ∑n

i=1
√|si|)2 Tolerance index FMF = F|max|/FRA

Kurtosis index FKI =
∑n

i=1 (si−μS)
4

(n−1)σs4
F1 μsk = 1

n ∑n
i=1 ski

F2 σsk =
√

1
n−1 ∑n

i=1 (ski − μSk)
2 F3 F3 =

√
∑n

i=1 (ski−μSk)
3

n
√

σsk
3

F4 F4 =

√
∑n

i=1 (ski−μSk)
4

nσsk
2

F5 F5 = 1
n ∑n

i=1 fi

F6 F6 =
√

1
n ∑n

i=1 ( fi − F22)
2ski F7 F7 =

√
∑n

i=1 fi
2ski

∑n
i=1 ski i

2.2. Feature Evaluation with Multiple Criteria

The quality of features significantly affects the results when assessing the degrada-
tion. Good features should correlate strongly with the bearings’ degradation process with
monotonic increasing or decreasing characteristics and robustness to outliers [3]. Most of
the existing methods for evaluating the quality of features use a single-indicator evalua-
tion scheme. To select excellent features, this study simultaneously considered the three
indicators of monotonicity, correlation, and robustness [18], which are described as follows:

(1) Monotonicity: The degradation of rolling bearings’ performance is an irreversible
process, so the features should be able to monotonically characterize the process of
rolling bearings from operation to failure. Because the time vector ti is strictly mono-
tonic, the correlation coefficient Mon(Ai) between the feature vector Ai and the time
vector ti is used to measure the monotonicity of the feature [19]. In practice, rolling
bearings often show a nonlinear degradation trend. The Spearman’s rank correlation
coefficient is widely applicable and is more sensitive to nonlinear correlation [1], so
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this study calculated the Spearman’s rank correlation coefficient as the monotonicity
index of the feature. The monotonicity score’s equation is shown in Equation (1) [3] as:

Mon(Ai) = 1 − 6 × ∑n
i=1 [rank(Ai)− rank(ti)]

2

n(n2 − 1)
(1)

where rank(Ai) and rank(ti) indicate Ai and ti in ascending order, respectively, and n is the
feature length.

(2) Robustness: During the use of rolling bearings, the signal acquisition process is
inevitably disturbed by the environment, changes in the working condition, and
noise. The robustness index Rob(Ai) is used to measure the tolerance of the features
to random noise and abnormal values [19]. Equation (2) is used for calculating the
robustness score of features, which is a widely used and interpretable equation for
calculating the robustness index of features [1], as follows:

Rob(Ai) =
∑n

i=1 exp(−|fr
i /Ai|)

n
(2)

where ft
i and fr

i are the trend and residual values of the ith feature Ai, respectively. These two
items can be obtained using smoothing methods and satisfying the equation Ai = ft

i + fr
i [3].

(3) Correlation: The correlation index Cor(Ai) is used to measure whether the feature
can capture the trend of the degradation in performance across the life cycle of
rolling bearings [20]. The equation for calculating the correlation score is shown in
Equation (3), which can measure the change trend of the features across the whole life
cycle [3], as:

Cor(Ai) =

∣∣∣∣n n
∑

i=1
(ift

i)−
n
∑

i=1
ft

i
n
∑

i=1
i
∣∣∣∣√

[n
n
∑

i=1
(ft

i)
2 − (

n
∑

i=1
ft

i)
2]− [n

n
∑

i=1
i2 − (

n
∑

i=1
i)

2
]

(3)

where ft
i is the trend values of the ith feature Ai.

All the indexes above are positive indicators; that is, the higher the evaluation score,
the better the feature’s quality.

2.3. Adaptive Sensitive Feature Selection

A single metric can barely make a comprehensive and accurate evaluation of the
degradation features. Sensitive features should be selected using integration of the evalua-
tion indicators mentioned in Section 2.2. Linear weighting is commonly used to construct
the comprehensive metrics when relying on multiple metrics to evaluate features, and
the allocation of weights will directly impact the results of evaluation. The Technique for
Order Preference by Similarity to Ideal Solution (TOPSIS) method is a commonly used
comprehensive evaluation method that constructs comprehensive metrics without relying
on prior knowledge to subjectively determine weights [3]. Meanwhile, the selection of
sensitive feature sets has the disadvantage of relying on the prior knowledge of experts.
The K-medoids algorithm is a robust clustering algorithm, which can divide features into
clusters according to rules to realize adaptive classification of the features. Therefore, the
TOPSIS–K-medoids method was applied for a comprehensive evaluation of the features
with the evaluation indexes constructed using Equations (1)–(3) and for constructing the
adaptive sensitive feature set. The key steps are shown in Figure 1 and described below.
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X)

F)

 

Mon Cor) Rob

Figure 1. Process for selecting the adaptive sensitive features.

Step 1: Construction and normalization of the evaluation matrix. The feature evalua-
tion matrix Q = [Mon(Ai); Cor(Ai); Rob(Ai)] is constructed using Equations (1)–(3), where
M × N is a matrix of Q dimensions, M is the number of features (M = 48 in this study),
and N is the number of evaluation metrics (N = 3 in this study). The evaluation matrix is
normalized using Equation (4):

yij = qij/
√

∑M
i=1 qij

2 (4)

where qij(1 ≤ i ≤ M, 1 ≤ j ≤ N) represents the elements in the evaluation matrix Q and
denotes the standardized value of the jth evaluation metric for the ith feature.

Step 2: Calculation of the TOPSIS score. The maximum and minimum values of
each evaluation index are obtained and defined as the superior solutions Y+

j and infe-

rior solutions Y−
j , then the TOPSIS scores Si of the features are calculated according to

Equation (5) [4]:

Si =

√
∑M

i=1 (Y
−
j − yij)

2/[
√

∑M
i=1 (Y

+
j − yij)

2
+

√
∑M

i=1 (Y
−
j − yij)

2
] (5)

where the TOPSIS score is positively correlated with the signal, such that the higher the
score Si, the richer the degradation information contained in the feature.

Step 3: Feature clustering. The K-medoids algorithm was improved from the K-
means method. K-medoids is a clustering algorithm with good robustness. To achieve
adaptive classification of the features, K-medoids is used to divide the data into class
clusters according to certain rules, so that samples of the class cluster are similar. In order to
adaptively determine the sensitive features set, the feature selection process is transformed
into the K-medoids clustering problem with the TOPSIS score. The core idea of the K-
medoids algorithm is to divide the feature scores, as obtained in Step 2, into clusters under
the condition that the sum of dissimilarities between the cluster’s elements and the cluster’s
center is minimized [6]. The highest cluster is then extracted and determined to be the
sensitive feature set. The sum of algorithmic dissimilarities J is calculated as follows:

minJ =
k

∑
j=1

∑
xi=cj

D(Si, oj) (6)
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where cj is the jth cluster, oj is the jth medoid, and D(Si, oj) is the distance between Si and
oj. To overcome the problem that the K-medoids clustering algorithm can easily fall into
the local optimal state because of improper initial point selection, selecting samples with
the relative distance as the initial clustering center can effectively improve this situation.
A trade-off between similarity and the weighted Euclidean distance can improve the
classification’s accuracy [20]. Therefore, the improved K-medoids clustering algorithm
selects the initial clustering center with a more considerable distance and divides the
features into clusters according to the similarity of the weighted Euclidean distances. The
weight is the proportion of the feature’s score to the sum of all features’ scores, and the
weighted distance calculation equation is:

D(Si, oj) =‖ Si − oj ‖2
(

Si/∑n
i=1 Si

)
(7)

Step 4: Adaptive sensitive feature set. The medoid is adjusted using iteration according
to Equation (6) until the center point no longer changes. The cluster with a large TOPSIS
value of M in the center of the cluster is determined as the adaptive sensitive feature set
XL×m, where L is the length of the sensitive features, m is the number of selected features,
and xi is the ith sensitive feature.

3. Multi-Strategy Optimized Support Vector Data Description

3.1. Support Vector Data Description

SVDD is an effective one-class classification algorithm proposed by Tax et al. [21]
in 1999. The core idea of the SVDD algorithm is as follows: The target samples are first
mapped to the high-dimensional feature space using nonlinear transformation, then a
minimum hypersphere containing most, if not all, the training samples is established in the
feature space. In contrast, the nontarget values are distributed outside the hypersphere as
much as possible [13]. SVDD uses the hypersphere as its decision surface, and a schematic
diagram of this is shown in Figure 2. The center O and the radius R of the sphere are the
decision variables of the hypersphere, the samples on the boundary of the hypersphere are
the support vectors, and the samples outside the hypersphere are outliers.

 
Figure 2. Schematic diagram of SVDD.

SVDD is a semi-supervised model in which only one type of target sample is required
for the model’s training, that is, the model can be trained with samples from normal stages.
The labeled samples are the training set of SVDD, which needs to construct the minimum
radius hypersphere. The objective function can be described using Equation (8):

F(R, O) = minR2 + C∑n
i=1 ξi (8)
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The objective function must also satisfy the constraints ‖ xi − o ‖≤ R2 + ξi, ξi ≥ 0,
where xi represents the labeled samples; ξi is the relaxation variable, which allows a small
number of labeled samples to be distributed outside the hypersphere to reduce the effect of
outliers on the radius of the hypersphere; and C is the penalty coefficient, which acts to
maintain the balance between the size of the radius R and the number of samples falling
outside the sphere.

Equation (8) is a quadratic convex optimization problem with univariate variables. By
introducing Lagrangian multipliers, constraints are fused into the objective functions to
form dual forms, and the following results can be obtained:

maxL = ∑n
i=1 αi(xi · xi)− ∑n

i,j=1 αiαj
(
xi · xj

)
(9)

where xj represents the labeled samples, and
(
xi · xj

)
is the inner product of xi and xj.

To cope with the nonlinearity problem, the kernel function is introduced to replace
the inner product. The kernel function maps the data to the high-dimensional feature
space, which makes the nonlinear data easier to linearly separate in the high-dimensional
feature space. According to the Karush–Kuhn–Tucher condition [22], it is known that the
training samples satisfying αi = 0 will be wrapped inside the hypersphere; those satisfying
0 < αi < C will be the support vector; and those with αi = C are judged to be outliers. The
radius of hypersphere is obtained as follows:

R = [K(xi · xi)− 2
n

∑
i=1

αiK
(
xi · xj

)
+

n

∑
i,j=1

αiαjK
(
xi · xj

)
]
1/2

(10)

where K(xi · xi) is the kernel function.
The equation for calculating the distance between the new sample xn and the center R

of the hypersphere is:

D = [K(xn · xn)− 2
n

∑
i=1

αiK(xi · xn) +
n

∑
i,j=1

αiαjK
(
xi · xj

)
]

1
2

(11)

3.2. Construction of the Multi-Kernel Function

Single-kernel functions have limitations in dealing with outliers and false fluctuations.
Different kernel functions have different levels of efficacy, and multiple kernel functions
combine different types of kernel functions, which can combine good learning ability
and generalization. Using multi-kernel functions can make the results of SVDD more
robust [23,24]. The methods of constructing multi-kernel functions include multi-scale
kernels and synthetic kernel functions. The synthetic kernel approach has high learning
ability and generalization ability and low operational complexity. Therefore, this method
was used to construct multi-kernel functions as follows:

Km(xi, xj) = ωK1(xi, xj) + (1 − ω)K2(xi, xj) (12)

where Km(xi, xj) represents the multi-kernel functions; ω represents the weights, 0 < ω < 1;
and K1(xi, xj) and K2(xi, xj) are single-kernel functions.

The single-kernel functions include Gaussian, Sigmoid, and Laplace kernel functions,
and the kernel functions are calculated using:⎧⎨⎩

kGauss(xi, xj) = exp(− ‖ xi − xj ‖2 /σ2
1 )

kTanh(xi, xj) = tanh(σ2xi
Txj + σ3)

kLapl(xi, xj) = exp(− ‖ xi − xj ‖2 /σ4)
(13)

where σ1, σ2, σ3, and σ4 are the kernel parameters.
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3.3. Auto-Associative Kernel Regression

The monitoring data of rolling bearings cannot avoid outliers and false fluctuations
due to the interference of noise, working conditions, and environmental changes. These
may greatly impact the performance of the model [25]. Using auto-associative kernel
regression to reconstruct the signals can reduce the influence of outliers, so as to improve
the robustness and recognition accuracy of the model [26,27]. AAKR was computationally
efficient without relying on expert experience to adjust the parameters [3]. Therefore,
AAKR was introduced to correct errors in the monitoring data by reconstructing the current
feature matrix using the values of health history features to improve the evaluation ability
of the models of degradation.

The core idea of AAKR is to map the characteristic matrix at the current moment to
estimate the characteristic matrix of rolling bearings in the healthy state. AAKR maps the
characteristic matrix at the current moment Xt in the source space of degradation conditions

to the data of the expected state
∧
Xt in the target space of normal conditions using:

∧
Xt = ∑m

i=1(ωi · Xo)/∑m
i=1 ωi (14)

where m is the number of optimal degradation features selected, ωi represents the weights,
and ωi is determined by the similarity between Xo and Xt. AAKR uses a Gaussian radial
basis function as the kernel for mapping, and the values of ωi are calculated as follows:

ωi = e−di2/2h2
/
√

2πh2 (15)

where h is the kernel’s bandwidth and di2 is the distance between Xo and Xt. Both distance
similarity and spatial similarity were considered, and the equation is as follows:

di2 = 1 + (Xt − Xo)TS−1(Xt − Xo)− (Xt · Xo)/(
∣∣∣Xt

∣∣∣·∣∣∣Xo
∣∣∣) (16)

where S is the diagonal matrix. The value of the diagonal line is the variance of the historical
observation matrix.

3.4. Parameters of SVDD and Indicators of Degradation

The parameters C, σ, and ω of SVDD were determined using particle swarm opti-
mization. The fitness function of the minimum number of support vectors was used for
SVDD parameter optimization [14,28], and the calculation equation Fit of fitness function
is as follows:

Fit = NSV/Na (17)

where NSV is the number of support vectors; and Na is the total number of training samples.
In order to ensure the robustness of SVDD, the minimum number of support vectors is
set to 5% of the total number of training samples, and the optimization range of C is set
to [1/Na, 1/0.05Na]. The optimization range of another parameter σ is [0.01, 10] [28]. The
optimization range of another parameter ω is [0.01, 1].

To carry out a PDA of rolling bearings, the radius of the hypersphere was determined
by carrying out multi-strategy optimized SVDD training with some of the previous normal
samples. In the testing stage, the distance D between the test samples and the center of
the hypersphere was calculated as the health indicator (HI) according to Equation (11).
When D ≤ R, this indicated that the bearing was in the healthy stage; when D > R, this
indicated that the bearing had degraded, and a larger value indicated that the degradation
of the bearing was more serious. Moreover, when the HI exceeded the threshold value five
times in a row, the point where the threshold value was exceeded for the first time was
determined as the FPT.
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4. Steps of the Algorithm for Assessing Degradation

The process used for a PDA of rolling bearings with an adaptive sensitive feature set
and multi-strategy optimized SVDD is shown in Figure 3.

 

Figure 3. The technical process of the proposed method.

The main steps are as follows:
Step 1: Data acquisition. Obtain vibration signals of the rolling bearing degradation

test platform.
Step 2: Construction of the adaptive sensitive feature set. The multi-domain high-

dimensional feature set A is constructed according to Table 1, and the adaptive sensitive
feature set X is determined with the TOPSIS–K-medoids method described in Section 2.3.
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Step 3: Optimize SVDD with multiple strategies. AAKR is introduced to correct the
errors in the monitoring data, and a multi-kernel function is constructed to improve the
learning ability and generalization ability of the model.

Step 4: Complete the training of the model. The samples in the early normal state of
the sensitive feature set are taken as the training data and are determined to be the historical
observation matrix. Training of the SVDD hypersphere using multi-strategy optimization
is completed to obtain the hypersphere’s radius R and center O.

Step 5: Assessment of the degradation in performance. The test samples are inputted
into the completed model, and the performance is evaluated according to the distance
value D outputted by the model. Meanwhile, R is set as the adaptive alarm threshold.
When D > R occurs several times in a row, the first occurrence point is determined as the
FPT, and an early warning is given regarding the degraded state of the rolling bearings.

5. Experimental Verification

5.1. Case 1: XJTU-SY Bearing Datasets
5.1.1. Experimental Description of Case 1

The XJTU-SY rolling bearing dataset was used for verification. Figure 4 shows the plat-
form used for the accelerated bearing degradation test in the experiment, which consisted
of the test bearings, an AC motor, a controller of the motor’s speed, a hydraulic loading
system, and other components [29]. Two accelerometers (model PCB352C33) were used
to collect the horizontal and vertical vibration signals of the bearing across the entire life
cycle, with a sampling frequency of 25.6 kHz. The signals were sampled for 1.28 s every
1 min during the experiment. The Illustration of sampling parameters is shown in Figure 5.

Figure 4. Platform used for the accelerated degradation test of the XJTU-SY bearing datasets.

Figure 5. Illustration of the sampling parameters for the vibration signals.
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The subset Bearing 1–3 was used for the experiment and analysis, which collected
158 samples. Figure 6 shows the time domain waveform of the data for the bearings’
complete life cycle.

Figure 6. Bidirectional acceleration waveforms of rolling bearings in the time domain of Case 1.
(a) Horizontal vibration signals; (b) Vertical vibration signals.

The PDA of rolling bearings was carried out according to the technical scheme in
Figure 3. First, the time domain and frequency domain features of the vibration signal
were extracted to construct a high-dimensional feature matrix and normalize it. Next, in
order to remove the invalid features, the evaluation index of each feature was calculated,
and the adaptive sensitive feature set was constructed according to Equations (4)–(7). The
adaptive sensitive features thus determined are shown in Figure 7 (the notation VX-FX
represents the corresponding features in Table 1 extracted from the vibration signal in the
horizontal direction, and VY-FX represents the corresponding features from the vibration
signal in the vertical direction). As the performance of the rolling bearing deteriorates,
the sensitive features change according to different patterns. Each characteristic contains
different information about the degradation of the rolling bearing. Finally, the samples
from the early part of the healthy stage (i.e., the first 25% of all the samples) were selected
as the training samples to complete the training of the SVDD model after multi-strategy
optimization. Next, the test samples were fed into the model obtained using training,
and the variation trend of the distance D from each sample to the center of the sphere
was recorded.
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Figure 7. Sensitive features.

5.1.2. Experimental Result of Case 1

To verify the effectiveness of the proposed method, commonly used degradation
assessment methods were selected for comparison, including (a) constructing performance
metrics by fusing the sensitive features with a PCA, (b) using root mean square (RMS)
feature metrics, (c) combining a continuous hidden Markov model (CHMM) with the
sensitivity to build assessment metrics, and (d) using the original SVDD combined with
sensitive features to build assessment metrics. Method (d) and the proposed method could
determine the warning threshold of degradation adaptively, and the rest of the methods
determined the threshold using the three principles of the international engineering stan-
dard ISO-10816 [30]. When the degradation index exceeded the threshold five consecutive
times, the first point where the threshold was exceeded was determined to be the FPT [31].

Figure 8a–e shows the health indicators of each method. In Figure 8e, in the first
58 samples, the HI values were lower than the warning threshold, indicating that the
bearing was in a healthy state. From the 59th sample onwards, the HI values exceeded
the threshold and gradually increased, indicating that the rolling bearing’s performance
had started to deteriorate. Envelope spectrum analysis was carried out on Samples 58 and
59, and the analytical results are shown in Figure 9. Compared to Figure 9a, the envelope
spectrum in Figure 9b shows the rotation frequency of 32.0 Hz and the outer ring fault
has the characteristic frequency of 109.4 Hz and its multiplier, indicating that the rolling
bearing was in the healthy state before Sample 58. This shows that the proposed method
accurately determined the FPT, while Method (c) determined a wrong FPT, and Method (a)
determined the FPT obviously later.
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Figure 8. Comparison of the health indicators of different methods. (a) PDA results of PCA; (b) PDA
results of RMS; (c) PDA results of CHMM; (d) PDA results of SVDD; (e) PDA results of the proposed
methodology.

Figure 9. Results of envelope spectrum analysis. (a) Envelope spectrum of sample No. 58; (b) Enve-
lope spectrum of sample No. 59.

In order to quantitatively evaluate the pros and cons of HIs constructed using different
methods, multiple evaluation indicators are used to evaluate the results in this study. In
addition to the monotonicity index (Mon), the robustness index (Rob), and the correlation
index (Cor) constructed according to Equations (1)–(3), this paper also introduces the
separability index (Sep) to quantitatively evaluate the HIs. The Sep was used to measure
the ability of the assessment results to discriminate the degradation stage and the ability
to warn of the early failure of rolling bearings [1,30]. TOPSIS was used to combine the
evaluation indicators to comprehensively measure the results of the evaluation.

The evaluation index and FPT determined using each method are displayed in Table 2.
From Table 2, it can be seen that for the HI constructed using the proposed method on this
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dataset, only the Cor was slightly lower than the score of the CHMM method. However,
the Sep, Mon, and Rob indexes had the highest score, and our proposed model had the best
comprehensive score.

Table 2. Evaluation results of the different health indicators.

Index
Method

FPT Sep Mon Cor Rob TOPSIS Score

PCA 64 0.703 0.981 0.828 0.989 0.621
RMS 59 0.370 0.974 0.801 0.773 0.325

CHMM 56 0.563 0.912 0.953 0.898 0.532
SVDD 59 0.523 0.967 0.824 0.881 0.477

Proposed method 59 0.900 0.986 0.927 0.922 0.914

The local magnification of each evaluation method showed that the HI of the proposed
method was the smoothest in the healthy phase, while the HI of other methods fluctuates
greatly. In addition, the HI of the proposed method had the highest robustness and compre-
hensive score. Moreover, the envelope spectrum analysis shows that the proposed method
accurately determines the FPT, which provides an adequate warning for equipment main-
tenance. Therefore, it can be seen that the proposed method is sensitive to the performance
degradation of rolling bearings in the whole life cycle and can better tolerate outliers and
false fluctuations.

5.2. Case 2: IEEE PHM2012 Data Challenge Dataset
5.2.1. Experimental Description of Case 2

The IEEE PHM2012 Data Challenge dataset provides the full-life vibration signals of
rolling bearings in both the horizontal and vertical directions [32]. Figure 10 shows the
experimental system. The sampling frequency of the vibration signal was 25.6 kHz, the
sampling interval was 10 s, and the sampling time was 0.1 s.

Figure 10. PRONOSTIA platform was used for the PHM2012 datasets.

Verification was carried out using the “Bearing 1.1” subset of the data, which contained
2803 samples. Figure 11 shows the waveform diagram across the time domain for the
life cycle of the bearing’s data in this test. Then, feature selection and the degradation
assessment were carried out using the proposed methods.
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Figure 11. Bidirectional acceleration waveforms of rolling bearings in the time domainof Case 2.
(a) Horizontal vibration signals; (b) Vertical vibration signals.

5.2.2. Experimental Result of Case 2

The results obtained with the methods used for comparison and the proposed methods
are shown in Figure 12. In Figure 12a–e, the FPT determined using the proposed method is
190 min, which is earlier than that of the other methods. In Figure 12e, in the first 190 min
of operation, the HI value of most samples was below the warning threshold, indicating
that the bearing was in a healthy state. After 190 min, the HI value exceeded the threshold
value and increased steadily, indicating that the performance of the rolling bearings had
begun to deteriorate. Since this dataset does not provide a description of the form of failure,
envelope spectrum analysis was not conducted on the samples at the FPT nodes. Local
magnification of each evaluation method showed that the HI of the proposed method was
the most stable in the healthy phase, and the overall degradation trend was more obvious
in the unhealthy state.

Figure 12. Health indicators of different methods. (a) PDA results of PCA; (b) PDA results of RMS;
(c) PDA results of CHMM; (d) PDA results of SVDD; (e) PDA results of the proposed methodology.
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The indexes used for evaluating the health indicators of the previous methods for
this subset of data are shown in Table 3. The comparison shows that the health indicators
constructed using the proposed method in this study were optimal for all indicators and
had the best overall score.

Table 3. Evaluation of the different health indicators.

Index
Method

FPT Sep Mon Cor Rob TOPSIS Score

PCA 194 0.406 0.965 0.608 0.830 0.097
RMS 194 0.318 0.962 0.608 0.890 0.201

CHMM 228 0.671 0.981 0.955 0.951 0.821
SVDD 215 0.518 0.969 0.866 0.958 0.567

Proposed method 190 0.812 0.987 0.959 0.962 0.998

Furthermore, the local magnification of each evaluation method shows that the HIs of
this study’s method were the smoothest in the healthy phase, and the HIs of this study’s
method had the highest robustness score, which shows that this method could better
overcome the outliers. In addition, the HIs constructed using the proposed method had
the highest comprehensive score, and it determines the FPT earlier, which shows that the
proposed method could appropriately reflect the degradation of rolling bearings across
their entire life cycle.

5.3. Case 3: Bearing Data from a Home-Made Test Bench
5.3.1. Experimental Description of Case 3

In order to further verify the effectiveness of the method, experimental verification
was carried out with a home-made experimental rig for testing accelerated fatigue in
rolling bearings. The test bench is displayed in Figure 13. It consisted of an AC motor, a
frequency converter, the coupling, the test bearing, the support bearing, a hydraulic loading
system, and other components [33]. An SKF-7406 angular contact bearing was used in
the experiment. During the experiment, two IMI 603C01 accelerometers were utilized to
collect the vertical and horizontal vibration signals of the bearing throughout its life cycle.
The sampling frequency of the vibration signal was 25.6 kHz, and the vibration signal was
recorded for 1 s every 10 min. The collection was stopped when the maximum amplitude
of the collected vibration signal samples exceeded 10 times the maximum amplitude of the
initial sample [29].

Figure 13. The home-made setup used for the accelerated degradation test.

To maintain the consistency of the experimental conditions, the test bearings were
run to failure under a constant load and constant speed. The vibration acceleration data
collected for the bearings’ entire life cycle from the healthy state to severe degradation are
shown in Figure 14. In addition, the proposed method was also used for feature selection
and assessing the degradation with the data obtained from the experiments.

46



Sensors 2023, 23, 1110

Figure 14. Bidirectional acceleration waveforms of rolling bearings in the time domainof Case 3.
(a) Horizontal vibration signals; (b) Vertical vibration signals.

5.3.2. Experimental Result of Case 3

The results obtained using the proposed method and the methods used for comparison
are presented in Figure 15, and the index values and FPT determined using each method are
shown in Table 4. As can be observed in Figure 15e, during the first 145 sample periods of
operation, the HI values were all below the warning threshold, indicating that the bearing
was in a healthy state. After the 145th sample, the HI value continuously exceeded the
threshold and gradually increased, indicating that the performance of rolling bearings had
begun to deteriorate. Local magnification of each evaluation method showed that the HI of
the other methods had false alarm values in the healthy phase. In contrast, the HI of this
method had no false alarm values and had minimal fluctuations.

Figure 15. Comparison of HIs of different methods. (a) PDA results of PCA; (b) PDA results of RMS;
(c) PDA results of CHMM; (d) PDA results of SVDD; (e) PDA results of the proposed methodology.
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Table 4. Evaluation of the different health indicators.

Index
Method

FPT Sep Mon Cor Rob TOPSIS Score

PCA 150 0.660 0.964 0.898 0.892 0.626
RMS 208 0.535 0.962 0.859 0.812 0.407

CHMM 208 0.582 0.917 0.933 0.864 0.500
SVDD 149 0.602 0.927 0.863 0.884 0.519

Proposed method 144 0.671 0.965 0.884 0.892 0.835

For these data, the evaluation indicators of the results of the methods mentioned
above are listed in Table 4. Table 4 shows that the Cor index of the HI constructed using the
proposed method was slightly lower than that of the CHMM method, but the Sep, Mon,
and Rob index scores were the best, and our method had the best comprehensive score.

The proposed method had the best comprehensive score, and the FPT was determined
earlier than other methods. Meanwhile, local magnification showed that the HI of this
method had no false alarm values and had minimal fluctuations, and the HI had the highest
robustness score, indicating that the model could better overcome the influence of outliers.
Therefore, this showed a good agreement between the results of the degradation assessment
and the degree of failure, accurately reflecting the health status of the bearing.

6. Conclusions

Determining the sensitive features set relies heavily on the prior knowledge of experts
and degradation models having low-tolerance outliers and false fluctuations, and a method
for evaluating the degradation of rolling bearings using adaptive sensitive feature selection
and multi-strategy optimized SVDD was proposed. The effectiveness of the method was
proved using experiments, leading to the following conclusions:

(1) The TOPSIS–K-medoids method was proposed for adaptive determination of the
sensitive feature set. This method determines the adaptive sensitive feature set
by using the monotonicity, correlation, and robustness indexes for evaluation, and
the process does not need to rely on a priori knowledge to subjectively determine
parameters such as the weights and thresholds, which improves the quality of the
input data used for the PDA model.

(2) The multi-strategy optimized SVDD strategy trained the model using only the early
samples of the healthy phase, adaptively determined the FPT, overcame the interfer-
ence of outliers and false fluctuations, and better characterized the bearings’ degree
of failure. The HI showed better consistency with the development trend of faults.

(3) After verification with the XJTU-SY bearing data, the IEEE PHM2012 Data Challenge
dataset for bearings, and data obtained with a self-made test bench of accelerated
fatigue in rolling bearings, the multi-strategy optimized SVDD model proposed in this
paper demonstrated better performance compared to multiple mainstream methods
according to a comparison of multiple evaluation indexes, such as monotonicity,
correlation, robustness, and separability.

In summary, a rolling bearing performance degradation assessment method with the
combination of adaptive sensitive feature selection and multi-strategy optimized SVDD
was proposed in this paper. The proposed feature selection method determines the adaptive
sensitive feature set with multiple feature evaluation indexes instead of prior knowledge;
the multi-strategy optimized SVDD only uses the early samples in the healthy stage to train
the model and adaptively determines the FPT while better overcoming the interference of
outliers and false fluctuations. The proposed model could accurately reflect the degradation
status of rolling bearings verified using experiments, which has a positive effect on the
early detection of potential failure of rolling bearings and their maintenance.
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Abstract: Actual industrial processes often exhibit multimodal characteristics, and their data exhibit
complex features, such as being dynamic, nonlinear, multimodal, and strongly coupled. Although
many modeling approaches for process fault monitoring have been proposed in academia, due to
the complexity of industrial data, challenges remain. Based on the concept of multimodal modeling,
this paper proposes a multimodal process monitoring method based on the variable-length sliding
window-mean augmented Dickey–Fuller (VLSW-MADF) test and dynamic locality-preserving princi-
pal component analysis (DLPPCA). In the offline stage, considering the fluctuation characteristics of
data, the trend variables of data are extracted and input into VLSW-MADF for modal identification,
and different modalities are modeled separately using DLPPCA. In the online monitoring phase,
the previous moment’s historical modal information is fully utilized, and modal identification is
performed only when necessary to reduce computational cost. Finally, the proposed method is
validated to be accurate and effective for modal identification, modeling, and online monitoring of
multimodal processes in TE simulation and actual plant data. The proposed method improves the
fault detection rate of multimodal process fault monitoring by about 14% compared to the classical
DPCA method.

Keywords: multimode process; mode identification; process monitoring; statistical modeling

1. Introduction

The requirements for safety in industrial production have increased in rigor with the
rapid expansion of modern industry. Accurate fault monitoring, diagnosis, and treatment
of industrial processes contribute to the normal operation of industrial production and
the prevention of further accident spreading. However, the modern industrial structure is
complex, with numerous subsystems and variables that are frequently dynamic, non-linear,
and highly correlated. Furthermore, due to changes in actual production requirements,
industrial processes frequently contain multiple stable and transitional modes. These
characteristics of complex industrial processes make monitoring and diagnosing faults
more difficult.

In recent decades, data-driven methods [1] have been widely used in the field of
industrial technology. This is because a data-driven method does not need to establish an
accurate mathematical model or possess too much prior knowledge. Such methods mainly
depend on a large amount of process data to analyze and monitor [2–4] the operation of
the system or equipment under study. Currently, the mainstream research methods of fault
monitoring and diagnosis technology primarily include data-driven multivariate statistics
and novel machine learning or artificial intelligence methods. Aldrich and Auret provided
a comprehensive review of unsupervised machine learning-based process monitoring
methods [5]. Fan trained the autoencoder using offline normal data by building the
structure of a neural network and then used it for online fault detection [6].

Classical data-driven approaches include PCA [7], ICA [8], PLS [9], and other methods.
Each of these methods has its own strengths and drawbacks. Traditional PCA is more
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suitable for production process data that are linear and satisfy Gaussian distribution, while
it performs poorly for data that are strongly nonlinear, dynamic, and coupled. Therefore,
many scholars have made improvements based on PCA and proposed many methods.
For example, Lee proposed KPCA to handle nonlinear data for industrial process data
presenting strong nonlinearity [10]. Ku considered the serial correlation of process data and
proposed DPCA, which performs better for highly dynamic data [11]. Bakshi proposed
MSPCA to solve the multiscale problem [12]. Harrou combined the multivariate exponen-
tially weighted moving average (MEWMA) monitoring scheme with PCA modeling to
improve anomaly detection performance [13], and so on.

Considering the importance of local data features represented by data neighborhood
information, manifold learning is proposed to provide a novel perspective to preserve the
local features of data [14]. According to this method, data are formed by mapping a low-
dimensional manifold onto a high-dimensional space. As a result, the low-dimensional data
can uniquely represent the original data. Extraction of low-dimensional manifolds from
high-dimensional data is accomplished by first establishing a local reduced-dimensional
mapping relationship and then attempting to generalize the local mapping relationship to
the global. Isomap [15], Laplacian eigenmaps (LE) [16], and locality-preserving projections
(LPP) [17] are popular manifold learning techniques. Currently, manifold learning has
been applied to process monitoring in industrial processes. By using LPP in combination
with PCA, Yu proposed a principal component analysis method (LGPCA) for local and
global applications [18]. Luo further revealed the relationship between LPP and PCA and
proposed a novel dimensionality reduction algorithm, GLPP, which aims to preserve the
global and local structure of the dataset by solving a biobjective optimization function [19].
Wu used PCA, LPP, and isometric feature mapping (ISOMAP) to fuse features extracted
from vibration signals for fault diagnosis [20]. These methods have proven to outperform
PCA-based and LPP-based monitoring methods.

However, actual industrial process variables are highly dynamic and have charac-
teristics such as autocorrelation and intercorrelation. Traditional methods are difficult to
effectively model highly dynamic data, which may result in false alarms in online monitor-
ing. Moreover, due to the changing input point of the working condition and changes in the
underlying raw material, the operating state of the industrial process will change to varying
degrees, thus showing several different modes. Most data-driven methods operate in a
single stable mode but perform poorly on multimodal process data. To accurately model
and monitor multimodal processes, some methods have been proposed and practiced in
the past. There are two main ideas: 1—Overall modeling [21–23] entails using the same
model to describe different modes. 2—Multimodal modeling [24–26] involves describing
the process characteristics of each mode by building local models for different stable modes.
The goal of overall modeling is to build models that describe the different structures of all
modes, such as global PCA models. However, this kind of method can lead to the deterio-
ration of monitoring accuracy for some modes. False alarms may even occur. Multimodal
modeling-based approaches model different modes separately. Modeling individual modes
is more accurate than overall modeling [27,28].

The main contributions of this paper are as follows: first, an offline mode identification
method based on the variable-length sliding window-mean augmented Dickey–Fuller
(VLSW-MADF) test is proposed. The commonly used offline mode identification work
is based on the trend of variation of each variable for mode classification. The method
innovatively uses the smoothness of the data as the basis for stable and transitional mode
identification. Compared with other multimodal classification methods, the proposed
method in this paper is more intuitive, and the starting position of transition modes can
be determined more accurately. Secondly, this paper improves the traditional data-driven
fault monitoring method and proposes a novel fault monitoring method DLPPCA. Many
scholars have studied the modeling of transition modes [29]; however, these methods often
do not focus on the transition modes themselves. DLPPCA performs well on dynamic
transition mode data, can accurately model and monitor both transition and stable modes,
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and is more suitable for modeling and monitoring multimodal processes. Finally, this
paper proposes a novel and less computationally intensive online modal identification
method. The traditional online modal identification method requires traversing all offline
models [30]. When the number of modalities in the process is large, the computational
effort is too large. The modal identification method proposed in this paper is based on
matching value calculation and uses an offline matching matrix with the same sample
length as the online data for modal identification, which reduces the computational effort
and improves the accuracy at the same time.

The paper is organized as follows: Section 2 describes process monitoring based
on DLPPCA. Section 3 describes the offline mode recognition and modeling steps based
on the VLSW-MADF test and DLPPCA. Section 4 describes the online mode recognition
and monitoring strategies proposed in this paper. Section 5 uses the TE process and
actual power plant data to simulate and verify the validity and correctness of the methods
presented in this paper. Finally, the conclusion of this article is presented in Section 6. To
avoid confusion among the many symbols, we have listed a nomenclature.

2. Process Monitoring Based on DLPPCA

PCA is a widely used data-driven method that performs well on data feature extraction
tasks and is often applied for process monitoring in industrial practice [31–35]. However,
this method often ignores the local structure underlying data, resulting in the loss of
potential information from such structures. Locality-preserving projection (LPP) is a
manifold learning method that maintains the local structure of data and can restore a low-
dimensional manifold structure from high-dimensional sample data [36–38]. At present,
scholars use LPP in combination with PCA [39,40], but the statistical model established
by this combination method is static; that is, it assumes that the current process is time-
invariant. In real industrial processes, process variables have dynamic characteristics
of autocorrelation and cross-correlation. Since static PCA is unable to extract dynamic
relationships from the data, autocorrelation and cross-correlation are mixed together, which
makes it difficult for traditional PCA to reveal what type of relations among the measured
variables. Direct application of traditional fault monitoring methods to dynamic data may
lead to misleading results (real-time statistics exceeding real-time thresholds, resulting
in false fault alarms). Therefore, we must consider the process data serial correlations to
implement an efficient monitoring method.

Therefore, a process monitoring method based on dynamic locality-preserving prin-
cipal component analysis (DLPPCA) is presented to solve the above problems. DLPPCA
first constructs an extended matrix to associate adjacent sample points, and this solves the
problem of strong correlation among the sample points in a dynamic process. LPP and PCA
are combined to extract the maximum variance information of the manifold structure. This
algorithm not only solves the problem of traditional data-driven methods having difficulty
modeling due to the strong dynamic natures of industrial processes, but also makes up for
the disadvantage of PCA or LPP being used alone by combining LPP with PCA. The steps
for DLPPCA are as follows:

First, we assume that the sample set is X ∈ R
n×m (m is the number of variables, and n

is the number of samples) and that the sample set X has been standardized.

X = [xm(1), xm(2), . . . , xm(n)]
T ∈ R

n×m (1)

The original sample set X is dynamically expanded into a new matrix X∗ by adding
the time lag values of the variables using the “time lag shift” method proposed by Ku [11].
The sample set: X ∈ R

n×m is expanded to:

X∗ = [X(t), X(t − 1), · · · X(t − l)] ∈ R
(n−l)×m(l+1) (2)
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where l is the number of lags. It is selected by experience and should not be too large;
generally, l = 1, 2. Where X(t) is the first column of the dynamic expansion matrix and
xT(t) is the m-dimensional observation vector in the sample set at moment t.

X(t) = [xT(t), xT(t − 1), · · · , xT(t − n + l)]
T

(3)

Next, the low-dimensional manifold structure of the data is extracted. The goal of
manifold feature extraction is to find a projection matrix A = [α1, α2, . . . , αk] k < m(l + 1)
such that the extracted low-dimensional manifold F = [ f1, f2, . . . , fn] ∈ R

k×(n−l) retains a
local structure similar to that of X∗. Then, we have the following objective function:

X 1
2 min

n
∑
i,j
( fi − f j)

2Wij

= 1
2 min

n
∑
i,j
(ATX(i)− ATX(j))2Wij

= min
n
∑
i

ATX(i)DiiX(i)T A − min
n
∑
i,j

ATX(i)WijX(j)T A

= minATX∗(D − W)X∗T A

(4)

where W is a Wij relational matrix

Wij =

{
e−

‖X(i)−X(j)‖2
t X(i) ∈ Nk(X(j)) or X(j) ∈ Nk(X(i))

0 otherwise
(5)

and D is an n × n diagonal matrix. The diagonal elements are Dii = ∑n
j=1 Wij and can be

used to indicate the importance of each sample. To ensure that the objective function is
solvable, a restriction FDFT = I or ATX∗DX∗T A = I needs to be added. We define a
Laplacian matrix LP: LP = D − W. Equation (4) is converted to an optimization problem,
as shown below:

minATX∗LPX∗T As.t.ATX∗DX∗T A = I (6)

Equation (6) is equivalent to solving the generalized eigenvalue problem shown below:

X∗LPX∗Tα = λX∗DX∗Tαs.t.ATX∗DX∗T A = I (7)

The projection matrix A is composed of the eigenvectors corresponding to the k
minimum generalized eigenvalues obtained. Thus, the extracted low-dimensional manifold
F = ATX∗ is obtained.

Finally, the principal components of manifold F are extracted by PCA. The covariance
matrix ∑ of the low-dimensional manifold F is as follows:

∑ = cov(F) =
F(F)T

n − l − 1
(8)

Eigenvalue decomposition is performed on the resulting covariance matrix as follows:

∑ pi = λ∗pi (9)

The projection matrix P is obtained by taking the eigenvectors corresponding to the d
largest eigenvalues. Finally, the feature data extracted by DLPPCA are obtained:

T = PT F = PT ATX∗ (10)

The feature data T ∈ R
d×(n−l) from Equation (10) are called the matching matrix. This

matching matrix will be used later for online modal recognition.
The above derivation explains the basic principles of DLPPCA. Statistics and con-

fidence limits also need to be built to monitor an industrial process. This paper is im-
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plemented with the T2 and SPE statistics. Among them, the T2 statistic represents the
fluctuations of model variables, and the SPE statistic measures the goodness of fit of the
constructed model. Once the statistics of the online data exceed the corresponding confi-
dence limits calculated from the normal offline data, the current process is considered to
have a fault situation.

The T2 statistic is as follows:

T2 = f T PΛ−1PT f (11)

where f (k×1) ∈ F and Λ is a diagonal matrix composed of the largest d in λ∗.
The T2 statistic obeys the F distribution, so the confidence limit for T2 is:

Tα
2 =

k((n − l)2 − 1)
(n − l)(n − k)

Fα(k, n − l − k) (12)

The SPE statistic is as follows:

SPE = ( f )T
(

I − PPT
)

f (13)

The confidence limit for the SPE is:

SPEα = θ1[
cαh0

√
2θ2

θ1
+ 1 +

θ2h0(h0 − 1)
θ1

2 ]

1
h0

(14)

where
θr = ∑m

j=k+1 λ∗r
j (r = 1, 2, 3) (15)

h0 = 1 − 2θ1θ3

3θ22 (16)

1 − α represents the confidence level, which is 0.99 for this article.

3. Offline Mode Identification Based on the VLSW-MADF Test and Modeling

Multimodal processes contain different stationary and transition modes [41]. The
stable mode mentioned in this paper refers to the industrial production process in a smooth
working condition for a period of time. A stable mode means most of the time that the
process data for that time series fluctuates around a stable central level. The nonstationary
mode is the state of the production process when it transitions from one operating condition
to another. The process data in this time series tend to have a clear upward or downward
trend. Moreover, time series with nonstationary states can often be differentiated to form
stationary series.

Notably, the sampling data of a multimodal process are also essentially a time series.
Therefore, from the perspective of data stationarity, the stable mode can be considered as
the current process data is in a stationary state, while the transition mode can be considered
as the current process data is in a nonstationary state. From this point of view, this paper
presents a method of pattern recognition based on the VLSW-MADF test. The method
uses the stationarity of the process data as the basis for the identification of stable and
transitional modes. Compared with other multimodal identification methods, the method
presented in this paper starts with the intrinsic characteristics of the given data, which is
more intuitive and less difficult to implement.

3.1. ADF Test

The augmented Dickey–Fuller (ADF) test is a stability test method that is widely used
in the field of economics [42–44]. However, to the authors’ knowledge, the ADF test has
not yet been applied in the field of process monitoring or fault diagnosis. This method
makes a stationarity judgment by determining whether there is a unit root in the current
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data; if there is no unit root, the data are in a stationary state. If there is a unit root, the data
are in a nonstationary state. The specific process of the ADF test is as follows:

Assume that we have a time series denoted by X̃ = [x1, x2, . . . , xn]
T ∈ R

n×1, (n is the
number of samples). The ADF test can be completed by validating the following three
models after making a first-order difference equation for X̃:

Model 1:

Δxt = δxt−1 +
n

∑
i=1

γiΔxt−1 + εt (17)

Model 2:

Δxt = η + δxt−1 +
n

∑
i=1

γiΔxt−1 + εt (18)

Model 3:

Δxt = η + βt + δxt−1 +
n

∑
i=1

γiΔxt−1 + εt (19)

where t is the time index, η is an intercept constant called a drift, β is the coefficient on a
time trend, γi is a trend term, δ is the coefficient presenting process root, and εt is a white
noise sequence.

The assumptions presented are as follows:

Hypothesis 0 (H0). δ = 0(There is a unit root, and the data are nonstationary).

Hypothesis 1 (H1). δ < 0(No unit root and the data are stable).

This test is performed by calculating the t-statistic for each model:

ts =
δ̂ − 1

σ̂δ
(20)

where δ̂ is the estimated value of δ and σ̂δ is the standard error.
By querying the ADF threshold table, if the obtained t-statistic is less than three

confidence levels (10%, 5%, and 1%), it can be judged that the null hypothesis H0 is rejected
with 90%, 95%, and 99% confidence, respectively. If ts is greater than or equal to the critical
value, the current data are not stationary. If t is less than or equal to the critical value, the
current data are stationary.

Since it is not known in the actual test which model the data being tested conform to
at this time, the ADF test first checks model 3 (Equation (19)), and then it checks model 2
(Equation (18)) and model 1 (Equation (17)) in turn. If the null hypothesis is rejected, the
test stops; otherwise, the test continues. That is, when none of the three models can reject
the null hypothesis, the time series tested is considered nonstationary, and if one model
rejects the null hypothesis, the time series is considered stationary.

3.2. Mode Identification Based on the VLSW-MADF Test

The traditional ADF test introduced in Section 3.1 can only test the stationarity of a
single variable. The production data from actual industrial processes are multivariable. As
a result, the ADF test cannot be directly applied to industrial process data. However, in
pattern recognition, the work that must be carried out is to recognize a pattern according to
the changing trend of each variable. If we can extract a single variable that can represent the
fluctuation trend of the multivariable industrial data, we can carry out pattern recognition
through a stationarity analysis of the single variable. The single variable that can achieve
this effect is called the trend variable of the process. This paper proposes a method of
using mean value processing to extract the trend variables of a given process. We find
that when the process is in a stable mode, the mean value of each sampling point also
remains relatively stable; when the process is in a transitional mode, the mean value of
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each sampling point likewise fluctuates. The trend variables of the process extracted by
the mean processing method can reflect the change trend of the process data accurately.
The method for extracting the trend variable is described in detail in the second half of
this section.

However, the MADF test alone cannot realize mode identification for process data.
If we use the MADF test directly on a whole dataset with multiple modes without distin-
guishing between them, we will obtain incorrect test results, which cannot be reflected
when the process enters a new mode. Only after the process data are divided can mode
identification be realized by the MADF test. The result of mode identification is closely
related to the length of the selected partition. Therefore, this paper combines the MADF
test with a variable-length sliding window and finally proposes the VLSW-MADF test for
modal identification. The approximate framework of the method is as follows: First, a
window of length H is used to divide the trend variables of the given data, and then the
ADF test is used for rough mode identification. Rough mode identification can be used to
roughly distinguish stable modes from transition modes. Then, a window of length L is
used to divide the trend variables, and the ADF test is used for detailed mode identification.
Detailed mode identification can be used to determine the beginning and end of a transition
mode. Finally, mode identification is realized for the multimodal process.

We provide the user with a criterion to select the hyperparameters of the proposed
offline method. The parameter L should be chosen to satisfy the length of the minimum
transition mode of the current process. According to the experience of modeling multivari-
ate statistical regression methods, the window data should be sampled at least 2–3 times
more than the number of variables in order to achieve an effective statistical feature extrac-
tion. The parameter H should be chosen to satisfy the length of the minimum stable mode
of the current process. Moreover, the window length H should be chosen to be at least two
times the window length of L (H ≥ 2L).

The above procedure is the VLSW-MADF test proposed in this paper. It is worth
noting that there is no difference between the final modal recognition results obtained
using mean processing before and after sliding window partitioning. However, when the
mean value is used to divide the sliding window, the method needs to solve the mean
value many times. In the VLSW-MADF test proposed in this paper, mean value processing
is used before sliding window partitioning to reduce the number of required calculation
steps. That is, a sliding window partition and an ADF test are directly carried out on the
trend variables.

More detailed steps are as follows. It is assumed that we have multimodal process data
X = [xm(1), xm(2), . . . , xm(n)]

T ∈ R
n×m(n is the number of samples, and m is the number

of variables). The mean value of the sample point data xm(n) = [αn1, αn2,··· ,αnm]
T ∈ R

m×1

is calculated to obtain:

xm(n) =
∑m

i=1 αni

m
(21)

By summarizing the results of Equation (21), the trend variable of the process is finally
obtained as follows:

X = [xm(1), xm(2), . . . , xm(n)] ∈ R
1×n (22)

Next, rough mode identification is performed: X is segmented along the sampling
direction using a sliding window H. In this paper, we choose the window length based
on the aforementioned criterion and the characteristics of the actual process. In the two
numerical simulation cases of this paper, the window length of L is determined to be 50
and the window length of H is determined to be 100. After cutting, we obtain a series
of windows: X1 = [x1, x2, . . . , xH ] ∈ R

1×H , X2 = [xH+1, xH+2, . . . , x2H ] ∈ R
1×H . . . . The

ADF test in Section 3.1 is used to test the stationarity of the data in each window. Finally, a
stationarity matrix is obtained as follows:

H∗ = [h1, h2, . . . hH ] (23)
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where h =

{
0 Data are in a nonstationary state

1 Data are in a stable state
.

The nonstationarity window data correspond to processes in a transition mode, while
the stationarity window data correspond to processes in a steady mode. The resulting
stationarity matrix H∗ shows the result of rough mode identification for a multimodal
process. However, at this point, we can only obtain a rough idea of whether the process
corresponding to each segment of data is in a stable mode or a transitional mode. To achieve
pattern recognition, it is necessary to further determine the positions of the beginning and
end of each mode. Therefore, detailed mode identification is also needed.

Detailed mode identification: Based on the results of rough mode identification,
for the previous window entering the nonstationary state to the next window ending the
nonstationary state mode, the shorter window L is used for pattern recognition and stability
testing. For example, assuming that the continuous (p − q + 1) values from hp to hq in
the stationary matrix H∗ are all zero, the sample dataset that needs to be reidentified and
retested is Xnew =

[
Xp−1, Xp, . . . , Xq, Xq+1

] ∈ R
1×(p−q+3).

In this step, we need to choose a shorter window length L than H based on the
aforementioned criterion and the characteristics of the actual process. We choose the
window length L = 50. Similar to the matrix obtained via the previous steps of rough
mode identification, the final stationarity matrix is as follows:

L∗ = [hl1, hl2, . . . hlL] (24)

The starting point of the transition mode can be judged more accurately by matrix
L∗ than by H∗. By analogy, the other transition modes in the rough pattern recognition
results are determined in the same way, and finally, pattern recognition is realized for the
multimodal process. The detailed steps of the VLSW-MADF test are shown in Figure 1.

3.3. Offline Modeling

The main idea of this method is to first identify a mode and then model it separately.
In the offline modeling stage, the transition modes and stable modes obtained after pattern
recognition should be modeled individually. In the second section, we declared that the
process monitoring method used in this paper is DLPPCA. This method performs well on
dynamic data and can accurately model transition modes with large variation ranges and
strong dynamics. Although the stable mode means most of the time that the process data
of that time series fluctuate around a stable central level, we still have to consider the serial
correlation of the stable mode process data. Therefore, DLPPCA is equally applicable to
offline modeling for both stable and transition modes. Therefore, this paper uses DLPPCA
to model transition modes and stable modes separately based on mode identification.
Algorithm 1 shows the offline modeling phase algorithm.

Algorithm 1. Offline modeling phase

Step 1: Input multimodal process data X = [xm(1), xm(2), . . . , xm(n)]
T ;

Step 2: Calculate trend variables X by (21) and (22);
Step 3: Divide X through a window of length H, obtaining H∗ through ADF test;
Step 4: Further divide the shorter window L into Xnew, obtaining L∗ through ADF test;
Step 5: Obtain Xt1, Xt2, · · · by step 3 and step 4, and model them separately using DLPPCA,
saving Tαt

2 and SPEαt;
Step 6: Similar to Step 5, obtain Xs1, Xs2, · · · by step 3 and step 4, and model them separately
using DLPPCA, saving Tαs

2 and SPEαs.
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Figure 1. Illustration of the detailed steps of the VLSW-MADF test.

The specific steps are as follows:
Step 1: We acquire multimodal process data X = [xm(1), xm(2), . . . , xm(n)]

T ∈ R
n×m.

Step 2: The mean value of the training dataset X is calculated to obtain the trend
variables of the process X = [xm(1), xm(2), . . . , xm(n)] ∈ R

1×n.
Step 3: The VLSW-MADF test is used to test the stability of X, determine the starting

position of each mode, and complete the pattern recognition task.
Step 4: According to the results of mode division obtained in the previous step, the

training data X are divided into several subsegments. The stable mode subsegments are
Xs1, Xs2, · · · , and the transition mode subsegments are Xt1, Xt2, · · · .

59



Sensors 2023, 23, 987

Step 5: DLPPCA is used to model each transition mode subblock. Taking subsegment
Xt1 as an example, according to the content in the first section, the confidence limit Tαt1

2

and SPEαt1 can be obtained by using DLPPCA to model Xt1, and the final feature extraction
result Tt1 can be obtained. This feature extraction result is also called the matching matrix.
This matching matrix and the confidence limit are both saved.

Step 6: Similar to Step 5, DLPPCA is also used to model the stable mode subblocks.
Taking subsegment Xs1 as an example, DLPPCA is used to model and obtain the confidence
limit Tαs1

2 and SPEαs1 . In the subsequent online mode identification step, it is not
necessary to use the matching matrices of the stable modes, so only the confidence limit
needs to be saved here. A flowchart of the offline modeling is shown in Figure 2.

 

Figure 2. Flowchart of the offline modeling.

It is worth noting that this paper only takes a portion of a process dataset as an
example to illustrate the steps of offline mode identification and modeling. However, in
practical applications, to model all the modes offline, it is often necessary to identify and
model multiple segments of process data. In particular, a transition mode is assumed to
contain a stable mode A and stable mode B. The transition process from stable mode A to
stable mode B (transition mode AB) and the transition process from stable mode B to stable
mode A (transition mode BA) are two different transition modes, and the change trends of
their related characteristics are also different, so it is necessary to establish transition models
for these two transition modes separately. In other words, if we have stable modes A and B,
then A and B satisfy B ≤ A(A − 1).

4. Online Mode Identification and Monitoring Algorithm

In the last section, offline mode identification and modeling were completed. When
conducting online monitoring for multimodal processes, it is also necessary to identify the
current online process data. Only by determining which mode the current process belongs
to can the appropriate offline model for subsequent online monitoring be selected. If the
judgment is wrong, it may result in false alarms. Therefore, when online monitoring is per-
formed, it is necessary to carry out mode identification first and then statistical monitoring.

For online mode identification, researchers have proposed several methods, such
as the minimum SPE principle, which involves traversing all models and selecting the
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corresponding model with the lowest SPE. Another approach is the probability monitoring
method, in which the online samples come from each process with a certain probability,
and all offline models are used for joint detection with a certain probability.

However, all offline models need to be considered in the above methods. When there
are too many modes in the examined process, the number of calculations is too large. When
the process corresponding to the online data first enters the transition mode, the amount of
data is small, and the data characteristics are different from those of the whole transition
dataset. If the offline model derived from the whole transition dataset is used to match the
online data, mode identification errors easily occur.

Therefore, considering the above problems, a new online mode identification method
is proposed. The method proposed in this paper does not need to identify all online data but
instead discusses them in different situations, and mode identification is performed only in
certain situations. The proposed mode identification method is based on the calculation of
matching values. An offline matching matrix with the same sample length as that of the
online dataset is used for mode identification instead of using the whole transition dataset
for matching, thereby improving the accuracy of the method.

It should be noted that since the current sampling time selected for online operation
is k, reliable and accurate conclusions cannot be obtained if the online modal recognition
process depends only on the results of one sample point at time k. Therefore, online mode
identification is performed by combining the recognition results of ω consecutive online
sampling data, that is, from the (k − ω + 1) sample to the kth sample. Algorithm 2 shows
the online monitoring phase algorithm. Based on the above premises, the detailed steps of
the online monitoring method proposed in this paper are as follows (the proposed online
mode identification method is used in Step 4).

Algorithm 2. Online monitoring phase.

Step 1: Input online process data Xonline;
Step 2: Determine the mode of the starting phase by minimum SPE;
Step 3: Monitor the current continuous ω data from (k − ω + 1) to k using an offline model
corresponding to (k − ω) time data;

Situation 1: Below the control limit.
The current process mode is the same as the previous one.

Situation 2: Exceeding the control limit.
Situation 2.1: The current process has a fault situation.
Situation 2.2: The current process enters a new mode.

Situation 2.2.1: The process is in transition mode at the previous moment.
Situation 2.2.2: The process is in stable mode at the previous moment.

Step 4: For situation 2.2.2, calculate matching value mi for online modal recognition.
Step 5: Use the model determined in step 4 to remonitor. If it is below the control limits, the
currently selected model matches the actual mode. If it exceeds the control limits, a fault
has occurred.

Step 1: Determining the model for the starting stage.
For the initial phase of a process, since there are no data from the sample points at

the previous moment to use as references, the corresponding model for the starting phase
needs to be determined. Here, the minimum SPE principle is used to determine that for
a data segment with a starting length of ω; the online data are monitored in turn using
known historically stable modes. The model with the lowest SPE for online samples is
selected for monitoring.

Step 2: Trial monitoring of online process data:
When there are (k − ω + 1) consecutive ω data points to k, the offline model from

the previous moment is fully utilized for detection. The current continuous ω (ω > 10)
data from (k − ω + 1) to k are monitored using an offline model corresponding to (k − ω)
time data.

Step 3: Analyzing the monitoring test results.
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There are several possibilities for monitoring the test results obtained in Step 2. If the
current process data statistic is below the control limit, it means that the process data ω and
(k − ω) correspond to the same mode of the process. If the current process data statistic
exceeds the control limit, the mode changes at the time when the control limit is exceeded.
There are two possibilities for change.

1. The current process has a fault situation;
2. The current process enters a new mode. There are also two possibilities for entering

a new modal process, from transition mode to stable mode or from stable mode to
transition mode.

It should be noted that to avoid false alarms, this paper considers that a process is
abnormal only when a continuous number of samples (≥ ω

2 ) are beyond the control limit
and do not depend only on the identification result of a sampling point at time t.

Step 4: Online modal identification.
If the current process data statistics are beyond the confidence limit, it is necessary to

judge whether the current process is having a fault or enters a new mode.
First, we assume that the current data enter a new mode.

3. If the process was in the transition mode at the previous moment (k − ω), the current
process enters the stable mode corresponding to the transition mode. This stable
mode is selected as the monitoring mode and no mode identification is required;

4. If the previous moment (k − ω) process is in a stable mode, the current process enters
into a transition mode that bridges with this stable mode. Modal identification is
required. However, only the transition modes that articulate that stable mode need to
be selected for modal identification, not all transition modes need to be selected.

In online mode identification, a method based on matching value calculation is pre-
sented in this paper.

Assume that all possible historical transition modes are Xt1, Xt2, · · · . According to
Section 3.3, we can obtain the matching matrix corresponding to the historical transition
mode: Tt1, Tt2, · · · . The online data are modeled by DLPPCA, and the online matching
matrix is Tonline. The historical matching matrix at this time comes from performing
feature extraction on the whole transition dataset, and Tonline is derived only from the
current ω data points. The characteristics of transition data are high volatility and a large
change range. This means that Tonline’s data features are different from those of Tt1, Tt2, · · · .
Additionally, direct matching is prone to errors. Therefore, to conduct matching accurately,
short processing is performed for Tt1, Tt2, · · · ; that is, the original Tti ∈ R

d×(n−l) is truncated
along the direction of the sampling point, and only the first ω column vectors are taken.
Because the data needed for online mode identification are considered to have just entered
the transition mode, it is reasonable to select the first ω column vectors of Tti.

Next, the matching value mi between the matrices Tonline and T̃ti is calculated in
turn. In this paper, the matching value mi is solved based on Euclidean distance, and the
similarity of the two matrices is measured by calculating the sum of the distances between
the corresponding column vectors in Tonline and T̃ti. The smaller the distance, the smaller
mi is. The specific procedure is as follows:

First, the Euclidean distance vector between Tonline and T̃ti is calculated as follows:

Dd =
[
d1, d2 · · · , dj

]
(25)

where

dj =

√
(Tonlinej − T̃tij)

T(
Tonlinej − T̃tij

)
(26)

Here, Tonlinej represents line j of Tonline and T̃tij represents line j of T̃ti.
The elements of the Euclidean distance matrix D are summed to obtain the matching

value mi, as follows:
mi = d1 + d2 + · · ·+ dj (27)
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The transition mode corresponding to the minimum mi is selected as the monitor-
ing model.

Step 5: Remonitoring.
The ω consecutive process data points from (k − ω + 1) to k are monitored again

using the monitoring model determined in Step 4. The monitoring results are analyzed
again. If the current process statistics are below the confidence limit, indicating that the
current selection model matches the actual mode, the obtained model can continue to
perform process monitoring. If the current data still exceed the confidence limit, a fault has
occurred. A flowchart of the online mode identification and monitoring algorithm is shown
in Figure 3. To avoid confusion among the many symbols, we have created a nomenclature,
as shown in Nomenclature Section.

 

Figure 3. Flowchart of the online modeling.
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5. Application and Results

In the previous section, we showed the proposed method in detail. In this section,
we will use two numerical simulation cases to verify the effectiveness of our proposed
method. First, the first numerical simulation case was carried out based on the TE process.
We generated multimodal data based on normal operating conditions by adjusting the
operating points of the TE process. Second, the case of the second numerical simulation
was carried out based on data from a power plant generating unit. We also simulated a
multimodal process data. The validity and feasibility of the methods presented in this
paper are verified from the following four perspectives:

1. The presented offline mode identification method based on the VLSW-MADF test is
accurate and feasible;

2. The online mode identification method proposed in this paper is accurate and feasible;
3. Transition modes are more accurately modeled and monitored using DLPPCA than

with other approaches;
4. Modeling stable modes and transition modes separately can improve the accuracy of

online monitoring.

For the proposed method, the fault detection rate (FDR), false alarm rate (FAR), missed
alarm rate (MAR), and detection delay (DD) are mainly considered to evaluate the method’s
performance. These metrics are applied to quantify the method performance in the two
subsequent numerical simulation cases. False alarm rate (FAR) measures the probability of
false alarms, and a false alarm is an indication of a fault when a fault has not occurred. Fault
detection rate (FDR) measures the probability of successful fault detection, and successful
fault detection is an indication of a fault when a fault has occurred. Missing alarm rate
(MAR) measures the probability of a missed alarm, which is when a fault occurs but is not
detected. Detection delay (DD) is the time period between the start of a fault and the time
of the detection. It is expected that a larger value for the FDR indicator is better. Smaller
values for the remaining three indicators are better. The formulae for calculating the FDR,
FAR, and MAR indicators are as follows.

FDR =
number of samples (I > ICL | fault)

total samples (fault )
× 100% (28)

FAR =
number of samples (I > ICL | fault − free)

total samples (fault − free)
× 100% (29)

MAR =
number of samples (I ≤ ICL | fault)

total samples (fault )
× 100% (30)

where I represents the current data statistic value and ICL represents the control limit.
I =

{
T2, SPE

}
.

5.1. TE Process

A TE process is a simulation based on a real industrial process [45–47]. The operating
points of a TE process can be adjusted to meet production requirements when generating
multimodal data. This paper describes a 160 h multimodal process; the values of the
Production Setpoint, Sep Level Setpoint, and Steam Valve Position are changed at the 50th
hour so that the TE process transitions from stable mode A to stable mode B. At 90 h, the
values of the production setpoint, sep level setpoint, steam valve position, mole%g setpoint,
and yA setpoint are changed again so that the TE process transitions from stable mode B to
stable mode C.

Finally, multimodal process data were obtained, with a total of 1600 sample points.
This process includes the stable mode A, stable mode B, stable mode C, transition mode AB,
and transition mode BC. There are 53 variables in the TE process. Eight process continuous
variables are selected to validate the proposed method. These eight variables are shown
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in the following Table 1. The change curves of the eight variables of the simulation data
under normal working conditions are shown in Figure 4.

 
(a) D Feed (b) E Feed 

 
(c) Product Sep Temp (d) Product Sep Underflow 

 
(e) Stripper Underflow (f) Reactor Coolant Temp 

 
(g) Component D in Reactor (h) Component H in Purge 

Figure 4. The change curves of the 8 variables of the simulation data.
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Table 1. Eight process continuous variables in TE process.

Serial Number Variable Name

1 D Feed
2 E Feed
3 Product Sep Temp
4 Product Sep Underflow
5 Stripper Underflow
6 Reactor Coolant Temp
7 Component D in Reactor
8 Component H in Purge

The multimodal process dataset consisting of these eight variables is named Xtrain.
First, the segment data are identified based on the VLSW-MADF test. The trend variable
X is derived from Formulas (21) and (22). The change curve for this trend variable is
shown in Figure 5. Notably, the trend of X coincides with the pattern change trend of the
original process; the pattern changes in the 50th and 90th hours and transitions to a new
mode each time. This indicates that the variable X can represent the trend of multivariable
process data.

Figure 5. The change curve for this trend variable.

After X is obtained, rough mode identification is performed using a window with a
length of H = 100, resulting in the following stationarity matrix:

H = [1, 1, 1, 1, 1, 0, 0, 1, 1, 0, 0, 1, 1, 1, 1, 1]

It can be seen from the matrix that the window X1 − X5 is in a stable mode. Window
X6 − X7 is nonstationary and enters a transition mode. Window X8 − X9 enters a stable
mode. Window X10 − X11 enters a transition mode again. The final window X12 − X16
remains in a stable mode. In order to highlight the details in the mode transitions, the next
step requires more detailed mode identification to determine the exact starting position of
the transition modes. Two small stationarity matrices are obtained by dividing the data
of windows X5 − X8 and X9 − X12 using a shorter window L = 50. The small stationary
matrices are shown below:

L1 = [1, 1, 0, 0, 0, 1, 1, 1]L2 = [1, 1, 1, 0, 0, 0, 1, 1]

Finally, results are obtained based on the VLSW-MADF test. The process of data points
1–500 is in stable mode A. The process of data points 500–650 is in transition mode AB. the
process of data points 650–950 is in stable mode B. the process of data points 950–1100 is
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in transition mode BC. Finally, the process of data points 1100–1600 is in stable mode C.
These results are consistent with the actual situation and can be explained with the trend
variable X. Figure 6 is the local magnifications of the trend variable X for demonstrating
the correctness of the results of mode identification based on the VLSW-MADF test.

 
(a) Stable mode A enters transition mode AB (b) Transition mode AB enters stable mode B 

 
(c) Stable mode B enters transition mode BC (d) Transition mode BC enters stable mode C 

Figure 6. The local magnifications of the trend variable.

Next, based on the modal identification results, stable modes A, B, and C and transition
modes AB and BC are modeled using DLPPCA, and the confidence limits and matching
matrices of each mode are saved. It is important to note that only a portion of the full
dataset is presented here. However, other forms of multimodal data need to be identified
and modeled. Finally, the confidence limits and matching matrices of stable modes A,
B, and C and transition modes AB, BC, AC, BA, CB, and CA are obtained. In the online
monitoring phase, this paper first monitors a section of normal operating process data
from stable mode B to stable mode C online. The test data contain a total of 1000 sample
points, and the process enters transition mode BC at around the 500th sample point, exits
transition mode at around the 700th sample point, and finally enters stable mode C.

This test dataset Xtest is used to verify the correctness of the online modal identification
method proposed in this paper. As seen in Section 4, there are no previous sample data
points available for reference at the beginning of the process. Therefore, the online data are
monitored using known stable modes A, B, and C as offline models; that is, 30 consecutive
data points from the first sample are monitored online. The obtained results in terms of the
SPE statistics are shown in Figure 7.

67



Sensors 2023, 23, 987

 
(a) When stable mode A is used as the offline model (b) When stable mode B is used as the offline model 

(c) When stable mode C is used as the offline model 

Figure 7. The obtained results in terms of the SPE statistics.

The red dashed line in the figure represents the confidence limit. Notably, the SPE
statistic is the smallest when using stable mode B to detect online process data. From this
observation, it is determined that the production process is in stable mode B. This conclusion
is consistent with the actual situation. The online process data are then continuously
monitored using stable mode B. In subsequent monitoring steps, most of the online data
statistics are below the confidence limit, and these online data statistics only occasionally
exceed the confidence limit. However, it has been declared previously that a failure or a new
mode is only considered if several consecutive sampling points exceed the confidence limit.

When the 521st sampling point to the 550th sampling point is monitored, these 30 con-
secutive sampling points are beyond the confidence limit, as shown in Figure 8.

At this point, we consider the current process to have transitioned to a new operating
mode or to have a fault. The steps in Section 4 are now followed. First, assume that the
current process transitions to a new operation mode. Since the process at the previous
time is in stable mode B, the current process of this section must be in one of the transition
modes connected to B. Therefore, transition mode BA, transition mode BC, and the current
process must be selected to match the current mode. According to Step 4 in Section 4, the
matching value between the online data and transition mode BA is mBA = 21.98, and the
matching value for transition mode BC is mBC = 17.41. According to these matching values,
it is determined that the current process enter transition mode BC. Transition mode BC is
used as the offline model to remonitor the current process data online, and the results are
shown in Figure 9.
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Figure 8. Monitoring 521st to 550th sample points using stable mode B as an offline model.

Figure 9. Monitoring 521st to 550th sample points using transition mode BC as an offline model.

At this time, the online monitoring sample statistics are below the confidence limit. It
is proven that the current process is in transition mode BC, which is consistent with the
actual situation. The above simulation verifies the feasibility and correctness of the online
mode identification method proposed in this paper that performs online monitoring and
online modal identification on process data obtained under normal working conditions.

The next step is to use a data segment in stable mode A where a fault has occurred
online test data. The fault occurs in the variable D Feed; introducing a fault signal at the 51st
sample point linearly increases the variable D Feed to simulate a progressively increasing
fault. The increased value is maintained between the 80th and 130th sample points; starting
at the 131st sample point, the value falls back to its normal level, and at the 150th sample
point, the fault disappears. The change curve of D Feed is shown in Figure 10.
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Figure 10. The change curve of D Feed.

The simulation here omits steps such as determining the initial mode and begins
directly at the 55th sample point. Since the historical mode of the data at the previous
moment is known to be stable mode A, stable mode A continues to be used for the online
monitoring of 30 consecutive data points starting at the 55th sample point, as shown
in Figure 11.

Figure 11. Monitoring 55th to 84th sample points using stable mode A as an offline model.

As seen in the figure above, the T2 and SPE statistics for the current data almost
all exceed the confidence limit. As a result, the current process has faulted or entered
a transitional mode. Assuming that the current process enters a transition mode, since
the previous moment was stable mode A, the current process can only be in a transition
mode joined to A: transition mode AB or transition mode AC. The procedure of Step 4 in
Section 4 is continued to obtain the match between the online data and transition mode
AB; mAB = 41.05, and the matching value for transition mode AC is mAC = 28.99. From
the matched values, transition mode AC is more likely to be the transition mode in which
the online process is located. The online data are remonitored using transition mode AC,
as shown in Figure 12.
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Figure 12. Monitoring 55th to 84th sample points using transition mode AC as an offline model.

Obviously, all data statistics exceed the confidence limit. This indicates that the current
process does not enter transition mode AC, but is faulted. Therefore, the current process
data will continue to be monitored using stable mode A. To better illustrate the effectiveness
of using stable mode A for the failure monitoring of online data, Figure 13 shows the results
of online monitoring at sample points 51 to 200.

Figure 13. Monitoring 51st to 200th sample points using stable mode A as an offline model.

Figure 13 in the article shows the results of online monitoring based on the modal
identification monitoring model. The fault can be clearly detected when T2 and SPE exceed
the control limits at 56 and 60 sampling times, respectively. The fault is introduced from
the 51st sampling time. The monitoring statistics T2 and SPE have a detection delay of
5 sampling times and 9 sampling times, respectively. In addition, the estimated fault end
time differs from the real situation by only 4 sampling times, which indicates that the
monitoring model DLPPCA based on modal identification can accurately locate the fault
interval and has accurate monitoring results. In addition, we calculated FDR, FAR, MAR,
and detection delay for the T2 statistic and SPE statistic, as shown in Table 2.
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Table 2. TE simulation case online monitoring results.

Statistics FDR FAR MAR Detection Delay

T2 91% 0% 9% 5
SPE 87% 0% 13% 9

The above simulation of the TE process data proves the following:

1. The correctness and feasibility of offline mode identification based on the VLSW-
MADF test. The VLSW-MADF method proposed in this paper can accurately and
quickly identify the mode of multimodal process.

2. The correctness and feasibility of the online mode identification method proposed in
this paper. The online mode identification method proposed in this paper does not
require all the online data to be modally identified and makes full use of the data from
the previous moment for a case-by-case discussion. When a fault occurs or enters a
transition mode, this method can accurately identify.

In Section 5.2, the validation simulation of the actual data from a power plant motor set
will be continued to demonstrate the superiority of the DLPPCA method and the necessity
of modeling stable modes and transition modes separately.

5.2. Power Plant Data Simulation

In the simulation experiments in this section, relevant data from a 2 × 660 MW power
plant are used. A steam feedwater pump system is selected as an example for simulation
purposes. The schematic diagram of the thermal power unit is shown in Figure 14. The
steam feedwater pump system contains seven variables, as shown in Table 3. The change
curves of these seven variables are shown in Figure 15.

Figure 14. Schematic diagram of thermal power unit.
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(a) Small engine speed (b) Flow of steam feed pump 

 
(c) Pressure of feedwater header (d) Intake pressure of steam feed pump 

 
(e) Feedwater flow (f) Temperature of feedwater header 

 
(g) High inlet feedwater pressure 

Figure 15. The change curves of the 7 variables of the simulation data.
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Table 3. Seven variables included in the steam feed pump system.

Serial Number Variable Name

1 Small engine speed
2 The flow of the steam feed pump
3 The pressure of the feedwater header
4 Intake pressure of steam feed pump
5 Feedwater flow
6 The temperature of the feedwater header
7 High-pressure inlet feedwater pressure

First, the VLSW-MADF method is used for offline modal identification of the mul-
timodal process. It is determined that the process begins at the 200th sampling point,
enters transition mode AB from stable mode A, and then enters a new stable mode (B)
after 50 sampling points. At the 450th sample point, the process starts from stable mode B,
enters transition mode BA, and then enters stable mode A after 50 sample points. After
mode identification, the DLPPCA method is used to model stable mode A, stable mode B,
transition mode AB, and transition mode BA. The confidence limits of each mode and the
matching matrices of the transition modes are saved. Since this part of the procedure is the
same as the simulation of the TE process in Section 5.1, it will not be repeated here.

To prove that DLPPCA performs well with dynamic transition data, fault data in each
transition mode are used for online detection; there are 400 sample points in the test dataset,
and the transition from stable mode A to stable mode B begins gradually at 150th sample
point. A fault signal is introduced to transition mode AB of the variable “small engine
speed” to simulate a noise fault during the transition. The variable change curve is shown
in Figure 16.

Figure 16. The change curve of the small engine speed.

Ignoring the initial mode matching process, the online monitoring effect is demon-
strated for 30 consecutive sample points, starting at sample point 151. Since at the previous
moment the process was in stable mode A, the online process data are monitored using
stable mode A first, and the results are in Figure 17.
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Figure 17. Monitoring 151st to 180th sample points using stable mode A as an offline model.

Obviously, all sample points exceed the confidence limit. Assuming that the current
process enters a new mode since it was in stable mode A at the previous moment, the
current mode may only be in transition mode AB. The online data are then remonitored
using transition mode AB, as shown in Figure 18.

Figure 18. Monitoring 151st to 180th sample points using transition mode AB as an offline model.

If the current process mode is in transition mode AB, the statistics of the online data
should be below the confidence limit when using transition mode AB for online monitoring.
However, at this time, the confidence limit of the online data almost completely exceeds
the confidence limit. This indicates that the online data are not in transition mode AB, but
have a fault. Sample points 150 to 200 are monitored using transition mode AB, as shown
in Figure 19.

From the monitoring results shown in the figure above, it can be seen that most of the
sample points exceed the confidence limit when using transition mode AB to monitor the
online process data. Although the sample points did not exceed the confidence limit by
much, the occurrence of a fault was also identified.
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Figure 19. Monitoring 151st to 200th sample points using transition mode AB as an offline model.

These monitoring results are due to the nature of a fault itself. Transition mode data
are dynamic, and the fault that occurs is that noise signals are added based on the original
change trend, thereby increasing the fluctuation amplitude of the transition data. Therefore,
it is difficult to monitor such faults. However, the DLPPCA method can still accurately
model and monitor such transition data online. To illustrate the excellence of the DLPPCA
method, a comparison is made between it, the DPCA method, and the LPPCA method
without dynamic expansion. Only the modeling and monitoring methods are replaced in
the comparison; all other steps remain the same.

After modeling with DPCA and monitoring the 151st to 180th sample points of the
online dataset, the obtained results are shown in Figure 20.

Figure 20. Monitoring 151st to 180th sample points using transition mode AB as an offline model
Base on DPCA.

After modeling using LPPCA and monitoring the 151st to 180th sample points of the
online dataset, the obtained results are shown in Figure 21.
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Figure 21. Monitoring 151st to 180th sample points using transition mode AB as an offline model
Base on LPPCA.

Using DLPPCA, DPCA, and LPPCA, the fault detection rate (FDR) and missed alarm
rate (MAR) obtained when monitoring this transitional mode failure are shown in the
following Table 4.

Table 4. FDR and MAR for transitional mode failure monitoring using DLPPCA, DPCA, and LPPCA.

Methods
FDR MAR

T2 SPE T2 SPE

DLPPCA 76% 54% 24% 46%
DPCA 62% 26% 38% 74%
LPPCA 40% 0% 60% 100%

When the transition mode fails, the missed alarm rate (MAR) for modeling and moni-
toring with DPCA or LPPCA are much higher than that with DLPPCA. By comparison, the
superiority of the DLPPCA method is proven. Generally, the DLPPCA method presented
in this paper performs better on dynamic transition mode data and is more suitable for
modeling and monitoring multimodal processes. Compared with DPCA, the accuracy
of DLPPCA for fault monitoring is higher. This is because the combined use of the LPP
method enables the extraction of a manifold structure that is more representative of the
essential characteristics of the data while maintaining the nonlinear structure. DLPPCA
fully considers both the global Euclidean structure and the local neighborhood structure of
the dataset, instead of considering only one of these aspects. The false alarm rate of LPPCA
for fault monitoring is much higher than that of DPCA and DLPPCA. This is due to the
dynamic characteristics of autocorrelation and cross-correlation of process variables in real
industrial processes. The traditional PCA-based approach is unable to extract dynamic
relationships from the data, which makes it difficult to reveal the types of relationships
between measured variables.

Next, another comparative simulation is used to illustrate the necessity of modeling
stable modes and transition modes separately. This comparative simulation uses the
DLPPCA method to perform overall offline modeling on the process containing stable
mode A, stable mode B, transition mode AB, and transition mode BA without distinguishing
between them.

On this basis, online data with the same trend as that of the corresponding offline
data are selected for monitoring; there are 700 sample points in the online dataset. At the
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200th sample point, stable mode A changes to transition mode AB, and after 50 additional
sample points, stable mode B is entered. At the 450th sample point, stable mode B switches
to transition mode BA and then becomes stable mode A after 50 more sample points. All
online data are monitored, and the results are shown in Figure 22.

Figure 22. Overall monitoring using DLPPCA.

It was clearly seen that the normal transition mode process was incorrectly identified
as a fault during the overall monitoring process. This is not the case when the stable modes
and transition modes are modeled and monitored separately. The necessity of modeling
stable modes and transition modes separately can be demonstrated.

Through the above simulation using an actual dataset from a power plant motor, the
following can be proven:

1. The DLPPCA method is more accurate than existing methods when modeling and
monitoring transition modes. Compared with DPCA and LPPCA, the DLPPCA pro-
posed in this paper has higher modeling accuracy. For transitional mode faults that
are difficult to accurately monitor with other methods, accurate results can also be
obtained by using DLPPCA.

2. Modeling stable modes and transition modes separately can improve the accuracy of
online monitoring. If the multimodal process is indiscriminately modeled as a whole,
the normal transitional modal process can easily be mismonitored as a fault by an
online monitoring approach. Modeling stable modes and transition modes separately
enables us to avoid such errors and make online monitoring more accurate.

6. Conclusions

In this paper, a new multimodal process detection method is presented. In the offline
phase, the VLSW-MADF test is used to identify the inherent modes, separating the stable
modes from the transition modes. Then, based on the results of mode identification, the
stable modes and the transition modes are modeled separately using the proposed DLPPCA
method, and the confidence limit and matching matrix of each mode are saved for online
mode recognition and monitoring. The VLSW-MADF test is fast and accurate in mode
identification, and DLPPCA performs better on transitional mode data than traditional
methods. In the online monitoring phase, this paper takes full advantage of the previous
moment’s historical mode and presents a new online mode identification method; this
method is discussed separately and online mode identification is performed only when
necessary, which reduces the computational load and improves the efficiency of mode
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identification. The feasibility and efficiency of the proposed method have been evaluated
through case studies involving the TE process and power plant data. Several comparisons
and simulations have been made. The results show that the proposed multimodal pro-
cess fault monitoring method based on the VLSW-MADF test and DLPPCA improve the
efficiency and accuracy of multimodal data monitoring.

In previous research work, multiple PCA and multiple PLS are considered as the most
classical methods for multimode process monitoring. Zhao [25,26] used historical data to
build a single PCA or PLS model for each mode. However, this approach splits the useful
information hidden between data sequences and is highly dependent on similarity measure
algorithms. The proposed DLPPCA model in this paper considers the serial correlation of
process data and makes full use of the global Euclidean structure and local neighborhood
structure of the dataset by introducing manifold learning. The simulation results show
that DLPPCA performs better than the conventional method on transition mode data.
Meanwhile, the DLPPCA monitoring model can detect faults in time not only in steady
mode but also in transition mode. For the problem of an unknown modeling data mode,
Tan [29] uses variable-length sliding windows to extract the correlation changes of offline
normal operation data and achieves the division of stable modal data and transitional
modal data according to the similarity of correlation between windows. However, in the
process of mode identification, the influence of the selection of the boundary parameter
α on the mode identification accuracy and monitoring effect is enormous. The boundary
parameter α needs to be selected by a large number of repeated experiments and expert
experience. The VLSW-MADF test method proposed in this study innovatively uses the
smoothness of the data as the basis for the identification of stable and transitional modes,
and can accurately determine the onset of transitional modes.

Although the method in this paper achieves better results on two numerical simulation
cases, there is still much room for improvement and some limitations. For example, we
still perform dynamic feature extraction and analysis by constructing an augmented matrix
with time lag properties. However, this method will increase the dimensionality of the data
matrix and increase the computational effort. In addition, continuous learning or lifelong
learning has become a key research focus in machine learning, and many researchers have
introduced continuous learning into the field of process monitoring and fault diagnosis.
For example, Zhang [48] investigated a single model with continuous learning capability to
monitor continuous modes and achieved good results. In future research, the authors will
consider improvements to existing algorithms and prefer to extend PCA to a framework of
continuous learning or adaptive updating of the overall model to propose a more effective
approach for industrial process monitoring.
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Nomenclature

A Projection matrix for manifold feature extraction Tti Matching matrix for historical transition modes
D A n × n diagonal matrix T̃ti The first ω column vectors of Tti
Dd Distance vector between Tonline and T̃ti Tα

2 The confidence limit for T2

Dii Importance of each sample ts The t-statistic of the ADF test
F Low dimensional manifold = [ f1, f2, . . . , fn] W Weight matrix
H Window length for the first stage Wij Relationship between two samples
H∗ Smoothness matrix of the first stage X Sample set = [xm(1), xm(2), . . . , xm(n)]

T

I Unit matrix X∗ Sample set after dynamic expansion
k Minimum number of generalized eigenvalues X Trend variable
L Window length for the second stage X̃ Time series = [x1, x2, . . . , xn]

T

LP A Laplacian matrix defined = D − W Xnew Sample dataset to be reidentified and tested
l Number of time lags xT(t) The observation vector at moment t
m Number of variables ∑ The covariance matrix of F
mi The matching value between Tonline and T̃ti β Coefficient of time trend
n Number of samples γi A trending term
P The projection matrix when using PCA δ Coefficient of presenting process roots
R Set of real numbers δ̂ The estimated value of δ

SPEα The confidence limit for the SPE σ̂δ Standard errors
T The feature data extracted by DLPPCA εt White noise sequence
Tonline The online matching matrix η An intercept constant called drift
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Abstract: Deep learning-based fault diagnosis usually requires a rich supply of data, but fault
samples are scarce in practice, posing a considerable challenge for existing diagnosis approaches
to achieve highly accurate fault detection in real applications. This paper proposes an imbalanced
fault diagnosis of rotatory machinery that combines time-frequency feature oversampling (TFFO)
with a convolutional neural network (CNN). First, the sliding segmentation sampling method is
employed to primarily increase the number of fault samples in the form of one-dimensional signals.
Immediately after, the signals are converted into two-dimensional time-frequency feature maps by
continuous wavelet transform (CWT). Subsequently, the minority samples are expanded again using
the synthetic minority oversampling technique (SMOTE) to realize TFFO. After such two-fold data
expansion, a balanced data set is obtained and imported to an improved 2dCNN based on the LeNet-5
to implement fault diagnosis. In order to verify the proposed method, two experiments involving
single and compound faults are conducted on locomotive wheel-set bearings and a gearbox, resulting
in several datasets with different imbalanced degrees and various signal-to-noise ratios. The results
demonstrate the advantages of the proposed method in terms of classification accuracy and stability
as well as noise robustness in imbalanced fault diagnosis, and the fault classification accuracy is
over 97%.

Keywords: imbalanced data; data expansion; continuous wavelet transform; synthetic minority
oversampling technique; convolution neural network

1. Introduction

Rotating machinery has been widely used as an indispensable part of industrial
production [1]. The most noticeable factor in industrial production is safety [2], so the
monitoring of the condition and diagnosis of malfunctions of rotating machinery have been
a concern for more and more scholars [3,4]. The most common and easily damaged parts
of rotating machinery are bearings and gears, which will lead to the paralysis of the entire
mechanical system, property losses, and even casualties. Therefore, more advanced and
universal fault diagnosis technology is urgently needed to identify faults in bearings and
gears in rotating machinery so as to reduce losses [5,6].

To date, the most commonly applied methods for rotating machinery failure detection
can be classified into three main groups: model-based [7], signal processing-based [8],
and data-driven [9]. However, the model-based approach is challenging in establishing
physical or mathematical models for relatively complex mechanical equipment [10]. Signal
processing-based methods require a great deal of human knowledge to design some suitable
features and understand the properties of the signals [11]. As such, these two techniques
are difficult to promote in practical applications and have poor uniformity. On the contrary,
the data-driven fault approach can effectively avoid the above disadvantages. It achieves
bearing or gear failure classification and diagnosis by mining rules and connections within
big data [12,13].

Deep learning, represented by convolutional neural networks (CNN), is a typical
data-driven fault diagnosis method that enables end-to-end fault diagnosis without prior
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knowledge [14]. At present, researchers have applied CNNs in fault diagnosis of rotating
machinery. For instance, Janssens et al. proposed a feature learning model for condition
monitoring based on CNN [15]. Yao et al. used an acoustic approach and CNN based on a
multiscale dialog learning structure and attention mechanisms for gear fault diagnosis [16].
Zhang et al. implemented bearing fault diagnosis under different operating loads using
DCNN with original signals [17].

Although the work mentioned has obtained great diagnostic results, an issue remains
to be addressed: CNN-based intelligent bearing fault diagnosis algorithms often require
large samples for training. Nevertheless, obtaining enough fault samples in practical ap-
plications is difficult and even impossible, so the amount of data is usually imbalanced.
This small and imbalanced data will considerably affect the accuracy of the fault diagno-
sis model.

In practical cases, rotating machinery has been in routine operation for a long time, and
faults seldom happen during the machinery work. Consequently, faulty samples are more
difficult to collect than normal samples, which results in the number of faulty samples will
be much smaller than the number of normal samples [18]. Small and imbalanced data (S&I
data) is a common situation faced by intelligent diagnosis models [19,20]. This situation
is prone to cause model overfitting resulting in poor classification results, especially for
deep learning fault diagnosis [21]. Thus, the diagnosis technique is more effective in
classification when the amount of data is adequate, and the various types are balanced.
For example, a mass of jobs conducted by other authors obtained promising results in the
case of the Case Western Reserve University bearing dataset, which is typically a database
of a sufficient and balanced number of samples [22–24]. Unfortunately, the scarcity of
failure samples has permeated every aspect of our lives, such as in aerospace applications
where rotating devices are replaced regularly, making it almost impossible to obtain failure
samples, resulting in an extreme imbalance between the different categories. Therefore,
sample augments and enhancement are the research focus.

The current mainstream sample expansion techniques, such as generative adversarial
networks (GAN) [25], recurrent neural networks (RNN) [26], and variational auto-encoder
(VAE) [27], have been widely applied. The above three mainstream methods have the
potential to augment samples for specific problems. However, deep networks often require
much time to train the model and are weak in generality. In addition, as a typical data
expansion method, the synthetic minority oversampling technique (SMOTE) is able to
solve the problem of data imbalance, which generates new samples between two adjacent
samples by linear interpolation [28]. It compensates for the drawback that random over-
sampling inclines to cause overfitting. Han et al. adopted the Borderline-SMOTE method
to oversample with a few class boundaries in the primary data [29]. Safe-Level-SMOTE
multiplies the original few class instances by different weighting factors to construct safe
regions [30]. The ADASYN algorithm adaptively adjusts the weights of different minority
classes in the raw dataset [31]. The application of the above SMOTE algorithm directly per-
forms sample generation on the original data. Nevertheless, the quality of the synthesized
new samples largely rests with the original samples and their neighboring representa-
tives. It is impossible to avoid suffering from the interference of noisy components and
causing a shift in the data distribution, which will significantly affect the accuracy of the
subsequent diagnosis.

Short-term Fourier transform (STFT) and continuous wavelet transform (CWT), as
time-frequency analysis methods, can demonstrate the characteristic changes of the signal
in the two-dimensional time-frequency spectrums and have better noise suppression [32,33].
As a result, the CWT and STFT are widely used for rotating machinery fault diagnosis.
For example, Chikkerur et al. presented feature enhancement on fingerprint signals based
on STFT [34]. Alexakos et al. achieved STFT denoising on motor-bearing image data [35].
Kankar et al. present a bearing fault diagnosis methodology using CWT, which consists of
six different base wavelets [8]. However, the CWT is superior in extracting time-frequency
features compared with STFT. The STFT adopts a fixed window function. When the win-

84



Sensors 2022, 22, 8749

dow function is determined, its shape will not change, and the resolution of the STFT will
be determined, resulting in its sampling interval cannot decrease with increasing frequency.
In contrast, the wavelet transform has an adjustable time-frequency window [36], which
can visually show the change in frequency components over time and accurately analyze
the scale and resolution of periodic or transient signals. In addition, the CWT is the capa-
bility to detect weak defect signals from non-stationary data, even in strong noises [37,38].
Numerous researchers have adopted generative adversarial networks (GAN) to signifi-
cantly expand the CWT-denoised image data to achieve better diagnostic results [39–41].
Nevertheless, GAN requires more cost to adjust the network structure to generate bet-
ter samples and suffers from the problem that the model is not generalized. Compared
with the SMOTE, the GAN algorithm requires more time to expand data and suffers from
poor generalization.

Based on the above analysis, this paper chooses CWT as a tool for denoising and
analyzing time-frequency features. In addition, the SMOTE was employed for sample
expansion, thus proposing a new imbalance data augment the model with a time-frequency
feature oversampling method (TFFO). Finally, CNN is established to realize the imbalance
fault diagnosis of rotating machinery. The contributions of the research are listed as follows:

1. The proposed method performs a comprehensive data expansion from different
dimensions. On the one hand, the sliding segmentation method partially expands
some numbers of time-domain fault samples. On the other hand, SMOTE is applied
to build a balanced dataset by expanding the minority fault samples in the time-
frequency images.

2. CWT is employed as a pre-processing tool to construct 2-dimensional time-frequency
images and denoise the data to enhance the stability of the features. In addition, an im-
proved CNN based on LeNet-5 is established to extract the features and automatically
recognize the fault location.

3. Compared with existing mainstream data augmentation techniques such as GAN
and LSTM, the TFFO-CNN-based model has better performance in the diagnosis of
bearing and gear failures under two imbalanced datasets, even under the interference
of noisy environments.

The remainder of this paper is organized as follows: the introduction of SMOTE, CWT,
and CNN in Section 2. Section 3 presents the general idea of the imbalance fault diagnosis
model. In Section 4, two experimental studies are developed to evaluate the proposed
approach for determining rotating machinery faults compared to other existing approaches.
Finally, conclusions and future work are provided in Section 5.

2. Methodology

2.1. Data Expansion Based on Sliding Segmentation and SMOTE
2.1.1. Sliding Segmentation

In actual practice, the machine is usually not allowed to run for long periods when a
bearing or gear fails, resulting in a minimal number of vibrational fault signals that can be
collected. Hence, finding a way to expand the limited signal is significant.

A sliding segmentation is employed for repeated sampling during the first data
augmentation in this paper, which exploits the periodic nature of the fault signal to expand
the sample. The process of selecting and moving the sliding window is as follows:

1. Window size. Theoretically, the size of the essential sliding window should be greater
than or equal to one rotation period. Therefore, according to the rotation speed and the
sampling frequency, the number of sample points produced by a rotation period of the
bearing or gear can be calculated, that is, the minimum length of the sliding window.

2. Sliding step. The most basic principle for choosing the moving step size is that it
should be less than one rotation period and that the step size should be smaller than
the sliding window size. On the one hand, when the sliding step is small, the overlap
rate of adjacent samples is higher, and the difference of expanded samples is slight,
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which is easy to cause overfitting of training. On the contrary, when the sliding step
size is more extensive, due to the limitation of sample length, the expanded sample
size is smaller, which is easy to cause training underfitting.

3. Starting point and sliding direction. In general, the first point of the raw data is set as
the starting point of the sliding window on the premise that the data are correct. Until
the last point of the data, the sliding direction should move in the direction of time.

As depicted in Figure 1, Assuming that the sample length is N, the slip window size is
W, the moving step size is B, and the number of samples after sliding segmentation is M, it
can be expressed as:

M =
N − W + B

B
(1)

Sample 2Sample 1 Sample M

DirectionB W

 
Figure 1. Illustration of the sliding segmentation. It mainly contains four key factors, including
window size, sliding step and starting point, and sliding direction.

2.1.2. Introduction to SMOTE

The SMOTE is an improved scheme based on the random oversampling algorithm [28],
as shown in Figure 2. The essential concept is to analyze the minority samples and add
new samples to the data set. The approximate flow of the algorithm is based on the K
nearest neighbor sample points of each sample point. It randomly selects N adjacent points
to multiply the difference by a threshold in the range of (0,1) to achieve the purpose of
synthesis of data. The process of the SMOTE algorithm is as follows:

Figure 2. Illustration of SMOTE algorithm. The blue balls, red asterisks, and black triangles, respec-
tively represent the majority classes, the minority classes, and the generation points.

1. For each minority category X0, its distance from all surrounding samples is calculated
on the basis of the Euclidean distance, and K nearest neighbor is obtained.
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2. According to the sample imbalance ratio, the sampling ratio is set. For each minority
sample, several samples are randomly selected from their K nearest neighbors.

3. For each randomly selected nearest-neighbor sample, create a new random point on
the line segment connecting the pattern and the selected neighbor, as follows:

Xnew = X0 + w(X − X0) (2)

where w is a uniform random variable in the range (0,1), Xnew is the generated point,
X0 is the minority category, X is the surrounding sample.

2.2. Introduction of CWT
2.2.1. Wavelet Transform

Compared to the 1-dimensional time-domain signal, the 2-dimensional time-frequency
domain matrix has more information as an image and can represent a more complex
structure [42]. The one-dimensional time domain signal is converted into a two-dimensional
characteristic spectrum by CWT in this paper. The CWT has excellent local description
ability in the time and frequency domains [43]. Its temporal resolution and frequency
resolution change with scale, which are in accordance with the characteristics of slow
variations of the low-frequency signal and rapid variations of the high-frequency signal.
CWT overcomes the shortcomings of the short-time Fourier transformation and continues
its idea of time-frequency analysis of signals [44]. It is an excellent time-frequency analysis
technique for transient analysis [45]. In fact, the bearing and gear fault signals contain
many transient shock components [46]. Therefore, CWT has a unique advantage in dealing
with rotating machinery failure datasets.

When the vibration signal:
x(t) ∈ L2(R) (3)

Then the wavelet transform wwt(a, b) can be expressed as:

wwt(a, b) =
1√
a

∫ +∞

−∞
x(t) ψa,b(

t − b
a

)dt (4)

where ψa,b is a family of wavelet functions. It can be obtained from ψ(t).

ψa,b(t) =
1√
a

ψ(
t − b

a
) (5)

where a is the translation factor, and b is the scale parameter. a, b ∈ R, a > 0. In this paper,
the size of b is set as the length of each sample.

2.2.2. Selection of the Wavelet Basis Function

The selection of a wavelet basis function depends on the nature of the signal being
analyzed and the purpose of the application. Among the existing wavelet functions, the
Morlet wavelet has the form of an exponential attenuation vibration, which is very similar
to the shock vibration response caused by bearing faults [47], so the Morlet wavelet has
been widely studied in rolling bearing resonance demodulation technology.

The Morlet wavelet basis function is composed of a complex trigonometric function
multiplied by an exponential attenuation function, and the expression is as follows:

ψ(t) = e−
t2
2 ejω0t (6)

After stretching and translating, it can be expressed as:

ψa,b(t) =
1√
a

e−
(t−b)2

2a2 ejω0
(t−b)

a (7)
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The acquisition of time-frequency images will be described in Section 4.
Following repeated sampling and expansion of some samples by sliding segmentation,

the CWT is adopted to decompose the vibration signal of each sample into a wavelet
coefficient matrix. The time-frequency distribution can characterize the joint information
between the time and frequency domains and highlight the relationship between the signal
and the operating state of the equipment. After the above processing, the signal benefits
the model training and recognition.

2.3. Improved CNN Model Construction

CNN has been developed rapidly in recent years and has become an efficient method
for feature recognition [48]. CNN is composed of multiple convolutional, pooling, and
fully connected layers, whose architecture is displayed in Figure 3. The structure of the
CNN established in this paper is designed based on the LeNet-5 network [49]. The essence
of CNN is to build a filter that can extract many different features of the input data. The
output of the previous layer is used as the input of the next layer, and compelling feature
extraction is achieved layer by layer.

2

3

Convolution Maxpooling Flatten Fully connected

Input C1

C2S1

S2

F1

F2

1

Figure 3. The architecture of LeNet-5-based CNN. It mainly contains two multiple convolutional,
two pooling layers, and two fully connected layers. The time-frequency images are input to the first
convolutional layer, and the classification of the output layer is achieved by the softmax function.

In Figure 3, two convolution kernels of different sizes are constructed to extract the
image’s main features and fine local features, respectively. The upper layer feature maps
are convolved, and the Rectified Linear Unit (ReLU) activation function obtains the new
feature maps. ReLU, as the most common nonlinear activation function in neural networks,
can effectively improve the nonlinear fitting ability of neural networks [50], as shown in
Equation (8). The Max-pooling layer uses the most significant local features to reduce
the dimensionality of the feature input and compress the number of parameters after the
convolution layer. The fully connected layer connects all features of the previous layer,
integrates local information with the classification of the convolutional or pooling layer,
and sends the output values after Sigmoid activation to the classifier. Sigmoid is a smooth
and continuous activation function, also known as a logistic function, which can map a real
number to the interval of (0,1) [51]. It is shown in Equation (9). The Sigmoid and ReLU
activation functions are shown in Figure 4. Dropout is introduced to improve the model’s
generalization ability and prevent overfitting [52]. The dropout algorithm randomly hides
some units with a probability of failure during the training process [53]. Finally, the error
loss between the predicted and actual values of the labels is calculated using a binary
cross-entropy loss function for backpropagation, which has the ability to adjust the offsets
in each layer to minimize the loss function.

f (x) = max{0, x} (8)

88



Sensors 2022, 22, 8749

g(x) =
1

1 + e−x (9)

Figure 4. The Sigmoid and ReLU activation function.

Compared with the LeNet-5 network [49], the specific improvements of the improved
CNN model in this paper are as follows:

(1) The LeNet-5 network uses a fixed 5 × 5 convolutional kernel, but the convolutional
kernel is too large to extract the fine local features in the sample. In this paper, two
convolution kernels of different sizes are constructed to extract the image’s main
features and fine local features, respectively.

(2) To enhance the robustness of the model, the improved model adds a ReLU activation
function after the convolution layer, which is useful to avoid gradient saturation and
reduce the training time.

(3) The LeNet-5 network uses two fully connected layers, which is computationally
intensive and time-consuming. Therefore, in the improved CNN in this paper, only
one fully connected layer is used after the convolution module with the Softmax layer
for output;

(4) A Dropout technique is added before the fully connected layer. This approach reduces
the degree of correlation between neurons, thus avoiding network overfitting and
improving the generalizability of the model.

3. Proposed Approach

Aiming at the problem of reduced accuracy of model diagnosis due to S&I data, this
paper proposes a new approach for imbalanced fault diagnosis of rotating machinery
based on TFFO and CNN. Figure 5 shows the flowchart of the imbalanced fault diagnostic
process, including the collection of acceleration signals and faulty signals expanded by
sliding segmentation, the time-frequency feature extraction of the one-dimensional signals
using CWT, the minority samples are balanced through SMOTE, illustration of CNN model,
and visualization of the classification result. The main steps are described as follows:

1. Data acquisition. Bearings or gears experimental objects with different types of failure
are loaded using different test benches. Acceleration sensors are installed to collect
and construct vibration signal datasets.

2. First data expansion. On the basis of the above vibration signal dataset, slip segmenta-
tion sampling is performed to extend the range of samples. Moreover, CWT is applied
to denoise and generate time-frequency maps containing rich information in time and
frequency domains.

3. Second data augment. Samples from a few classes are analyzed to create new samples
among the randomly selected nearest neighbor samples using SMOTE. The sam-
pling rate is set according to the data imbalance rate to balance the time-frequency
map dataset.
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4. Diagnostic model. The time-frequency map dataset is fed into a designed CNN model
comprising convolution, pooling, and fully connected layers with Softmax to output
gear and bearing fault diagnosis results.

5. Visualization. The model output is visualized using the T-SNE algorithm and the
confusion matrix.

 

Figure 5. Imbalanced fault diagnosis flow chart of rotating machinery based on TFFO and CNN.
First, the bearing and gearbox raw vibration signals are collected. Second, sliding segmentation is
used for repeated sampling, and CWT is applied to generate time−frequency images. Third, the
SMOTE is utilized to generate minority samples again. Finally, an improved CNN based on LeNet−5
is established to achieve intelligent fault diagnosis while the features are visualized by t−SNE, and
results are displayed by a confusion matrix.

4. Experiments and Results

In this section, experimental studies are conducted on bearing and gear, respectively:
one is the locomotive bearing dataset, and the other is the public gearbox dataset from
Zhejiang University. Meanwhile, the latest data expansion approaches are used for com-
parisons, such as GAN and LSTM. Moreover, the CNN model learning conditions and the
diagnosis accuracy also deserve our attention. We apply t-SNE to project the features of
each layer into a two-dimensional representation, which better describes the layer-by-layer
learning capability of the CNN network model. The fault diagnosis results are quantified
in detail by a multi-classification confusion matrix, and related charts will comprehensively
demonstrate the fault recognition accuracy.

It is worth noting that this paper aims to simulate a realistic situation with a small
number of fault samples, which provides a new idea for the imbalance fault real-time
diagnosis of rotating machinery. Therefore, the model should use as few real fault samples
as possible during the experiment. The author used only individual sensor data to construct
the imbalance dataset in this paper’s bearing and gear fault diagnosis experiments.

4.1. Case Study 1: The Locomotive Bearing Dataset
4.1.1. Experimental Setup

The bearing data is employed from a locomotive depot of the China Railway Adminis-
tration. The data set of bearing faults are real faults, not artificial processing faults. The
current locomotive bearing dynamic detection system model of the Railway Bureau is the
JL-501 series. The main body of the bearing detection system consists of the bearing test rig
and the software detection device, as shown in Figure 6. The locomotive wheelset bearing
is driven and loaded with the detection platform in this paper. The spindle speed is set at
500 rpm, and the radial load is 1.4 MPa. The locomotive bearings used in the experiment
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are NJ2232WB series cylindrical roller bearings with an outer diameter of 290 mm and an
inner diameter of 160 mm. Vibration signals are obtained by three model CA-YD-187T
accelerometers fixed at the outer ring of the bearings and a Ni-USB-4431 acquisition card.
The sampling frequency is 20 kHz. Eight types of locomotive bearing failures, including
normal state, are shown in Table 1, and the corresponding locomotive bearings are shown
in Figure 7.

Hydraulic system

Spindle box

Accelerometer C

Data Acquisition 
Board

Computer

Accelerometer A Accelerometer B Control panel

Locomotive bearing Hydraulic loading Bearing to be tested

 

Figure 6. The locomotive bearing test rig. It is from a locomotive depot of the China Railway
Administration. It mainly contains a hydraulic system, a spindle box, hydraulic loading, and three
accelerometers at different locations.

Table 1. A detailed description of the bearing data set.

Label Fault Type Length Original Samples Dataset 1 Dataset 2 Dataset 3

F1 Slight failure of cage 102400 42 × 2400 50 × 2400 50 × 2400 50 × 2400

F2 Compound failure of cage and
rolling body 102400 42 × 2400 50 × 2400 50 × 2400 50 × 2400

F3 Slight failure of rolling body 102400 42 × 2400 50 × 2400 50 × 2400 50 × 2400
F4 Slight failure of inner ring 102400 42 × 2400 50 × 2400 50 × 2400 50 × 2400
F5 Severe failure of inner ring 102400 42 × 2400 50 × 2400 50 × 2400 50 × 2400
F6 Slight failure of outer ring 102400 42 × 2400 50 × 2400 50 × 2400 50 × 2400
F7 Severe failure of outer ring 102400 42 × 2400 50 × 2400 50 × 2400 50 × 2400
F8 Normal 1200000 500 × 2400 50 × 2400 250 × 2400 500 × 2400

91



Sensors 2022, 22, 8749

(a) (b) (c) (d)

(e) (f) (g) (h)  
Figure 7. Different types of defective bearings: (a) F1; (b) F2; (c) F3; (d) F4; (e) F5; (f) F6; (g) F7; (h) F8.
The red circle in the figure indicates the location of the defect.

4.1.2. Preprocessing of Data and Parameter Selection

For the bearing data set of 8 categories, Figure 8 shows the corresponding time-domain
signals. There are 1,200,000 data points for healthy bearings and 102,400 for the other
seven types of fault data. According to the sampling frequency of 20 kHz and the speed of
500 rpm, the sample length of this experiment is 2400. Thus, this bearing data set has about
42 faulty samples and about 500 normal samples.

Figure 8. Time domain signal of F1−F8. It mainly contains eight types of fault signals in Table 1.

Three different imbalanced levels datasets are constructed artificially based on the
number of normal bearing samples, where Dataset 1 has 50 normal samples, Dataset 2 has
250, and Dataset 3 has 500. The imbalance ratios for the normal and faulty samples of the
three datasets are 1, 0.2, and 0.1, respectively. The specific process of building the three
datasets is as follows:

In addition to the normal bearing samples F8, the remaining seven types of fault
samples were expanded to build a balanced data set. In the first data expansion using
the sliding segmentation method, the window size was 2400, and the moving step size
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was 2000. The number of repetition points was 400. Finally, the original samples were
expanded to form Dataset 1. In the second data augment using the TFFO, the sample
size was increased by different multiples for the Dataset 2 and Dataset 3 of the different
imbalance ratios in Table 1. Ultimately, the number of samples for each category remained
consistent with the number of samples for the bearings in the healthy state.

One-dimensional time-domain signals are transformed into time-frequency feature
images using CWT, where the scale factor is set to 2400, depending on the length of each
sample. The frequency range of the vertical axis in the time-frequency diagram indicates
the fault resonance frequency range (2.5 kHz–5 kHz), which is determined by the fault itself.
For example, the resonant frequency of the bearing refers to the fact that the bearing rotation
will cause a shock at the fault location, and this shock will produce the phenomenon of
inherent frequency resonance. Figure 9 shows the time-frequency images of the original
and generated samples after the transformation by CWT. The differentiation between the
various types of samples is still evident in Figure 9. We can see that the fault feature
information is mainly distributed in the middle frequency band (2.5 kHz–5 kHz), and
the generated time-frequency image is similar to the primitive image under the same
health state.

. 

Figure 9. Time-frequency images of the original samples and generated samples. It mainly contains a
healthy-bearing sample and seven fault-bearing samples, and seven generated samples.

There is no need to make the generated time-frequency sample utterly consistent with
the original ones. The identical samples are meaningless in the training process of the
model. Fortunately, the vibration signals of bearings and gears are distinctly periodic. Thus,
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the model can perform highly accurate fault diagnosis when the generated samples contain
comprehensive fault information. In addition, many studies took flip, rotate, and randomly
crop as image data augment tools to make different samples [53–55].

TFFO is a method of oversampling based on feature space, in which a new sample is
formed by synthesizing new characteristics between a primitive sample and the nearest
neighbor. The distribution of the data generated by TFFO technology is very similar to
the original data, which causes the generated and the original picture to be challenging to
distinguish and recognize by human eyes. However, this is not difficult for CNN.

After secondary data expansions, the class-balanced dataset was divided into three
parts: 60% for training, 20% for validation, and 20% for testing. What needs to be empha-
sized is that the test set data is fixed and does not contain any generated samples, while
the training and validation sets are randomly assigned from the remaining samples in
proportion to the remaining samples. Subsequently, the data are input into 2-dimensional
CNN for fault location identification. In order tto reduce the effect oerrors; e errors, ten
random experiments are passed to maximize accuracy and minimize loss of validation set
data. The trained model is then employed to classify the data from the test set. The choice
of hyperparameters in the CNN model significantly influences the accuracy of subsequent
fault diagnosis. In this paper, the epochs, batch size, learning rate, and dropout were 60, 50,
0.001, and 0.5, respectively. The structure and parameters of CNN are described in Table 2.

Table 2. The detailed structure of CNN.

Layer Kernel Strides Output Size Activation Padding Param

Input / / 98 × 2400 × 1 / / 0
C1 4 × 4 4 24 × 600 × 64 ReLU Valid 1088
S1 2 × 2 2 12 × 300 × 64 / / 0
C2 2 × 2 2 6 × 150 × 128 ReLU Valid 32,896
S2 2 × 2 2 3 × 75 × 128 / / 0
F1 128 / 128 Sigmoid / 3,686,528
F2 N / N Softmax / 1032

The software and hardware facilities used for data processing in this experiment are
as follows: Win10 64-bit operating system, AMD Ryzen 7 3800X 8-Core processor, 32 GB
running memory, a program running Python3.6, Spyder, Tensorflow1.13.1.

4.1.3. Diagnosis Results and Visualization

Figure 10 shows the loss and accuracy curves after balancing Dataset 1, Dataset 2,
and Dataset 3 using the proposed TFFO and CNN methods. In all datasets, the loss value
decreases to about 0.01, and the accuracy rate reaches 100% when the iteration reaches
the 40th round. From the 40th round onward, the model further converges until it is
stable. We can clearly learn that the model has promising diagnostic results and strong
generalization performance.

A multiclassification confusion matrix is introduced to conduct a detailed quantitative
analysis of fault diagnosis results, which provides a comprehensive view of the types
and the specific number of misclassifications of the actual fault types. Figure 11 visually
represents the classification of the test set after sample balancing for the three data sets in
Table 1. Figure 11a shows the classification results for the test set in Dataset 1. There are
ten samples for each fault type, and the categories F5, F7, and F8 are misclassified with a
misclassification rate of 7.5%. The imbalance ratio of Dataset 2 is 5 to 1 in Figure 11b. After
the dataset is balanced, the sample size increases significantly, and the misclassification
phenomenon is much improved than in Dataset 1. From Figure 11c, it can be observed that
the result is satisfactory under Dataset 3. The final accuracy reaches 100%, although the
Dataset 3 sample ratio reaches 10 to 1, and the imbalance is very high.
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Figure 10. Experimental results for balanced bearing Dataset 1, Dataset 2, and Dataset 3: (a) train
accuracy; (b) train loss; (c) validation accuracy; (d) validation loss.

Figures 10 and 11 explain more intuitively the effect of class imbalance on the final
classification accuracy, which shows that the balance between different data types signifi-
cantly affects the final accuracy. The loss curve shows that the model converges faster after
secondary data expansion. The accuracy curves and confusion matrix results show that the
model is more stable and more accurate after data balancing.

T-SNE (T-distributed stochastic neighbor embedding) algorithm is a nonlinear man-
ifold learning algorithm to visualize high-dimensional data [56]. The algorithm aims to
keep the neighborhood distribution characteristics of high-dimensional data and low-
dimensional data consistent as much as possible. The KL divergence is used to measure the
difference between two distributions, and the gradient descent method is used to minimize
the distribution difference.

T-SNE dimension reduction was performed on two convolution layers and a fully
connected layer to visualize the model effect in 2dCNN. As can be seen from Figure 12a,b,
the distribution among the eight classes of samples is disordered and covers significantly. It
is impossible to distinguish the types of faults. However, the situation gradually improves
as the number of layers in the network increases.
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Figure 11. The confusion matrix under different datasets: (a) Dataset 1; (b) Dataset 2; (c) Dataset 3.

Figure 12c shows the sample distribution of the last fully connected layer. There is a
clear distinction between different types of faults and no misclassification. Nevertheless, the
original imbalanced data input with the same parameters and network structure of 2d-CNN,
its full-connection layer classification effect is still not ideal. The label F8 in Figure 12d is
the normal sample. It is impossible to minimize the intraclass distance due to the large
proportion of imbalances leading to a more dispersed distribution. Several samples labeled
F5 were mistakenly assigned to other areas, leaving some scattered and accessible.

In addition, we constructed a series of experiments to compare and analyze the
proposed model. First, we show the average accuracy of the proposed approach ten times
under different imbalance ratios and noise levels.

Gaussian white noise is added to the original signal to generate noisy signals with dif-
ferent signal-to-noise ratios (SNRs) to simulate the industrial environment. Then different
imbalance ratio data sets are constructed and inputted into the proposed model for data
augment. All experiments were expanded on the original scaled data using TFFO until the
categories were balanced. Each group of experiments calculated the average accuracy of
10 tests and the extreme range between the maximum and minimum accuracy. The average
accuracy rate reflects the accuracy of the model. When the value is more significant, the
model is more accurate. Moreover, the extreme range indicates the degree of generalization
of the model, and the smaller the value, the better the generalization effect. It is worth
noting that the amount of bearing data in the healthy state is much more considerable than
in the faulty state. Hence, the imbalance ratio can reach 10 to 1.
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Figure 12. The visualization by t−SNE of the learned features in the Conv2D layer and Fully
connected layer of Dataset 3: (a) layer C1 in the balanced Dataset 3; (b) layer C2 in the balanced
Dataset 3; (c) layer F1 in the balanced Dataset 3; (d) layer F1 in the imbalanced Dataset 3.

Table 3 shows the test accuracy of the proposed method in different SNRs. We can
learn that after using the proposed TFFO for data augment, the performance of 2dCNN
in classifying imbalanced data has been significantly enhanced, and the test accuracy of
Dataset 2 and Dataset 3 reaches 97% and 99% or more, respectively. On the contrary,
the test accuracy of Dataset 1 is between 91% and 98%, which is not a satisfactory result.
The number of expanded samples increases as the imbalance ratio continues to increase.
Subsequently, the average accuracy at an arbitrary SNR is increasing. A satisfactory result
of 100% accuracy was achieved using Dataset 3 in a 0 dB noise environment.

Table 3. Comparison of the performance comparison of different SNRs.

Dataset Judging Criteria/% −4 dB −2 dB 0 dB 2 dB 4 dB

Dataset 1
Average accuracy 91.38 93.625 98.75 93 95.5

Max-Min 6.25 8.75 2.5 2.5 2.5

Dataset 2
Average accuracy 97.75 97.15 99.35 98.3 98.8

Max-Min 0.5 1.25 1 1.25 0.75

Dataset 3
Average accuracy 99.275 99.6 100 99.65 99.325

Max-Min 0.75 0.5 0 0.25 0.5

Through the analysis of the experimental results, it is easy to find that TFFO and
2dCNN can overcome the data imbalance problem well. On the other hand, we show the
10-fold average diagnostic accuracy of different methods at different noise levels using
Dataset 3. In this section, in order to validate the proposed imbalance fault diagnosis model,
the proposed method was compared with two mainstream data enhancement algorithms:
GAN [57] and LSTM [58]. The two prevalent networks are broadly described as follows:
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The generators and discriminators in the GAN have constantly been adversarial and
improved [59,60]. Random input noise is eventually converted into a signal similar to
the target output. Different classes of faulty samples are inputted into the GAN until the
number of faulty samples equals that of normal samples.

LSTM is an improved network based on recurrent neural networks. It can predict the
next data point based on the correlation of the temporal signal. The process is repeated
until a fault signal with the same length as the normal signal is generated. In this paper,
the structure of LSTM is 1000-32-32-1, the Dropout is 0.2, and the batch size is 16. Adam is
selected as the optimizer.

Figure 13 shows the variation of the 10-test accuracy for the four methods at five
SNRs. Figure 14 shows the box plot based on the accuracy of ten times. The proposed
TFFO and CNN-based imbalance fault diagnosis approach have more than 99% accuracy
at different SNRs. In contrast, the test accuracies of model CWT-GAN-CNN and model
LSTM-CNN in a −4 dB noise environment are only about 95% and 93%, respectively. The
diagnostic performance of the GAN and LSTM networks is approximately the same at
each SNR but slightly lower than the TFFO. CWT-CNN method has the most significant
variance in accuracy values at each SNR, and the model is the most unstable. It is difficult
for CWT-CNN models to identify fault types when the data set is severely imbalanced.
In a word, the TFFO-CNN approach shows optimal performance in terms of accuracy
and stability.
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Figure 13. Accuracy curves of four models with different SNRs: (a) SNR = −4 dB; (b) SNR = −2 dB;
(c) SNR = 0 dB; (d) SNR = 2 dB; (e) SNR = 4 dB.
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Figure 14. Comparison of the performance of different models with different SNRs. It mainly contains
four models, including the proposed method, CWT−CNN, CWT−GAN−CNN, and LSTM−CNN.

For example, the data length of 12,000 points is used to expand the sample, the
proposed TFFO method takes about 5 min, the GAN model takes 100 min, and the LSTM
model takes 70 min. This is because the TFFO data augmentation method generates new
samples by oversampling the time-frequency features. GAN and LSTM, on the other hand,
require continuous training and refinement of the minority sample. Thereby, the approach
proposed is also much better than other data-enhancement methods in terms of timeliness.

The hyperparameters in the proposed CNN are the optimal values of multiple artificial
experiments. To further explore the effect of hyperparameters on the classification results,
we perform experimental analyses on different combinations of three parameters of batch
size, learning rate, and dropout using Dataset 3. As we can see from Experiment 1 in
Table 4, the diagnostic accuracy reaches 100% when the batch size is over 50. However,
when the batch size is too large, the model requires more epochs for training and a higher
RAM. Therefore, the model is optimal when the batch size is 50. Meanwhile, when the
learning rate is 0.001, the result is optimal from Experiment 2. We can see that the value of
dropout has no effect on the diagnostic results using Dataset 3 from Experiment 3. However,
the model is prone to overfitting when the amount of data is small. In fact, the dropout
technique can effectively solve the model overfitting phenomenon.

Further, experiments are conducted on Dataset 1, which has smaller data, and the
diagnostic results are shown in Table 5. Different dropout values have a significant im-
pact on the diagnostic accuracy of the model, and the result reaches the optimum when
the dropout is 0.5. Generally, the value of dropout is set to 0.5, which is a reasonable
approximation to taking the geometric mean of the predictive distributions produced by
the exponentially-many dropout networks [53].
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Table 4. Experiments for selection of optimal parameters using Dataset3.

Experiments Initial Conditions Variants Test 1 Test 2 Test 3 Test 4 Test 5

1
Learning rate = 0.01

Dropout = 0.5
Batch size 30 40 50 60 70
Accuracy 98.4% 99.1% 100% 100% 100%

2
Batch size = 50
Dropout = 0.5

Learning rate 0.0001 0.001 0.01 0.1 1
Accuracy 99.2% 100% 97.9% 13.4% 12.5%

3
Batch size = 50

Learning rate = 0.01
Dropout 0 0.3 0.5 0.7 0.9
Accuracy 100% 100% 100% 100% 100%

Table 5. Experiments for selection of optimal dropout using Dataset 1.

Initial Conditions Variants Test 1 Test 2 Test 3 Test 4 Test 5

Batch size = 50
Learning rate = 0.01

Dropout 0 0.3 0.5 0.7 0.9

Accuracy 97.2% 98.67% 100% 97.9% 69.4%

In summary, when the model is optimal, the batch size, learning rate, and dropout are
50, 0.001, and 0.5 in this paper, respectively.

4.2. Case Study 2: The Gearbox Dataset
4.2.1. Experimental Setup

In this experiment, the gearbox dataset from Zhejiang University is used [61], and
Figure 15 shows the experimental gear rig, which comprises an AC motor, coupling, and a
two-stage gearbox. The driving power of the motor is 0.75 kW, and the maximum speed
can reach 3000 r/min. The frequency converter controls the speed of the vehicle. The
experiment uses three single-axis accelerometers fixed at the gearbox’s input, output, and
mounting plates to collect vibration signals at different locations. The number of teeth of
the input, inert, and output gears is 32, 64, and 96, respectively. However, the gear may
have a missing tooth, broken teeth, a crack in the tooth root, and gluing and peeling of
the tooth surface. Table 4 provides a detailed description of the ten health conditions. The
sampling frequency is 25.6 kHz, and the rotating speed is 2700 rpm during the experiment.

Accelerometer B

Accelerometer C

Accelerometer A MotorTachometer

Input gear

Idler gear
 

Output gear

Converter Data Acquisition 
Board

 

Figure 15. The gear test rig, which is from Zhejiang University and primarily contains a motor, three
gears, and three accelerometers, and a data acquisition board.
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4.2.2. Experimental Results

For the 10-classified gear data set, there are 240,000 data points for health status and
50,400 for each of the other nine types of fault status, and the proportion of class imbalance
is about 4.76. The rotation of the gear with the maximum number of teeth according to
the sampling frequency and rotational speed will produce about 569 points in one cycle.
The sample length of this paper is 1200. Table 6 shows the sample changes before and after
secondary data expansion.

Table 6. Introduction to gear data sets.

Label Fault Type and Condition Samples Second Enhancement

C1 a broken tooth on the input gear 42 × 1200 200 × 1200
C2 a pitted tooth on the input gear 42 × 1200 200 × 1200
C3 a pitted tooth on the idler gear 42 × 1200 200 × 1200
C4 a pitted tooth and broken tooth on the output gear 42 × 1200 200 × 1200
C5 a missing tooth on the output gear 42 × 1200 200 × 1200
C6 a cracked tooth on the input gear 42 × 1200 200 × 1200
C7 a cracked tooth on the idler gear 42 × 1200 200 × 1200
C8 a cracked tooth on the output gear 42 × 1200 200 × 1200
C9 a broken tooth on the input gear and a pitted tooth on the idler gear 42 × 1200 200 × 1200
C10 normal 200 × 1200 /

This article adopts four performance indicators, accuracy, precision, recall and F1-score
to indicate diagnosis ability with test data, as shown in Table 7. A higher value means better
fault diagnosis performance. The CWT-CNN method is applied as a comparison method
using an unbalanced dataset, while the remaining two methods use different sample
expansions. Compared to the other three methods, the method proposed in this paper
improved accuracy by 18.35%, 2.47%, and 7.19%, respectively. The precision increased by
19.72%, 2.39%, and 7.17%, respectively. The recall rate increased by 17.48%, 2.67%, and
6.73%, respectively. The improvement in F1-score is 18.83%, 2.53% and 6.77%, respectively.
In the comparative analysis of the above data, it can be seen that the proposed approach
outperforms the other three methods in all metrics, which indicates that TFFO-CNN has
excellent diagnostic performance.

Table 7. Evaluation indicators for different models.

Criteria/%
Proposed
Method

CWT-CNN CWT-GAN-CNN LSTM-CNN

Accuracy 99.50 ± 0.25 81.15 ± 1.54 97.03 ± 1.16 92.31 ± 1.54
Precision 99.25 ± 0.50 79.53 ± 0.89 96.86 ± 0.24 92.08 ± 0.78

Recall 98.71 ± 0.30 81.23 ± 0.93 96.04 ± 1.03 91.98 ± 0.34
F1-score 98.79 ± 0.29 79.96 ± 1.08 96.26 ± 0.51 92.02 ± 0.33

4.3. Discussion

This paper proposes an imbalanced fault diagnosis method based on time-frequency
feature oversampling and CNN for rotating machinery. First, this paper adopts the first
expansion of the fault data from the sliding segmentation method. Subsequently, the
sample performs feature enhancement and denoising by the TFFO method. Finally, CNN
completes the fault identification of the balanced dataset. In the analysis, three imbalanced
scale datasets are constructed to verify the diagnostic performance of the model. The
bearing data set is the actual operational failures of the wheelset bearings. It is challenging
for researchers to obtain the fault data, but they are significant for applying diagnostic
models under realistic operating conditions. Meanwhile, the robustness of the model is
examined under different SNRs. The experiments were compared with three methods,
CWT-CNN, CWT-GAN-CNN, and LSTM-CNN. Ten times diagnostic accuracy and box
plot results show that the proposed approach outperforms the other methods in accuracy
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and stability in all cases. The proposed approach takes less time to obtain higher diagnostic
accuracy when processing image data. The reason is that the TFFO method is a feature-
based oversampling method that is more time sensitive. Four comprehensive evaluation
metrics of the laboratory artificially faulty gear dataset were extracted, indicating that the
proposed method still has a high fault identification capability when dealing with other
diagnostic objects and imbalanced ratios. In fact, the data expansion method proposed in
this paper is not limited to the imbalance ratio in the text. It can be applied to other fault
diagnosis tasks with imbalanced data sets.

5. Conclusions

This paper focuses on the imbalanced fault diagnosis problem and proposes a TFFO-CNN-based
model characterized by the development of a time-frequency feature oversampling tech-
nique to reconstruct robust class balance data and further feature extraction and fault
classification using the 2dCNN model. This combination gives full play to the advantages
of each model. The main conclusions are summarized as follows:

(1) The proposed model constructs balanced datasets by simultaneously extending the
time-domain signal and time-frequency domain features, which performs a compre-
hensive data expansion from different dimensions.

(2) Applying the CWT to convert vibration signals into image data allows the signal to
achieve denoising and automatic feature extraction. SMOTE oversampling method is
performed on the denoised time-frequency features to generate high-quality samples,
which solves the problem that the other sample expansion methods do not consider
the noise and result in the low quality of the generated data, such as GAN and LSTM.
The time-frequency feature oversampling method that combined CWT and SMOTE
can significantly reduce the sample generation time.

(3) The proposed imbalance fault diagnosis model solves the problem of inadequate
model training effectively under a variety of imbalanced radios. The proposed imbal-
ance fault diagnosis approach has more than 99% accuracy at different SNRs using
bearing dataset 3. Meanwhile, compared to the other methods, including CWT-CNN,
CWT-GAN-CNN, and LSTM-CNN, the method proposed in this paper improved
accuracy by 18.35%, 2.47%, and 7.19% in the gear dataset, respectively. Experiments
prove that the final fault recognition rate of the imbalance fault diagnosis model of
rotating machinery based on TFFO, and CNN is the best among the models tested.

This approach provides a solution for imbalanced fault diagnosis of rotating machinery
and demonstrates the potential of combining the time-frequency feature oversampling
technique with the CNN model in fault diagnosis. While good results have been obtained
using the proposed method based on bearing and gearbox datasets, further discussion is
still necessary on the failure of rotating machinery where interrupted shaft failures and
rotor failures, etc., also often occur. We will evaluate the proposed method with the rotor
datasets in future work. Moreover, the study will further examine the performance of the
proposed method for the case of compound fault diagnosis in the actual industry.
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Abbreviations

TFFO Time-Frequency Feature Oversampling Technique
CNN Convolution Neural Networks
CWT Continuous Wavelet Transform
GAN Generating Adversarial Networks
RNN Recurrent Neural Networks
VAE Variational Auto-Encoder
SMOTE Synthetic Minority Oversampling Technique
SVM Support Vector Machine
WT Wavelet Transform
SNR Signal-to-Noise Ratios
LSTM Long Short-Term Memory Network

Mathematical Notations

M = N−W+B
B

M is the number of samples after sliding
segmentation
N is the sample length
W is the slip window size
B is the moving step size

Xnew = X0 + w(X − X0)

Xnew is the generated point
X0 is the minority category
X is the surrounding sample
w is the uniform random variable in the range (0,1)

x(t) ∈ L2(R)
x(t) is the vibration signal
L2(R) is the Hilbert Space

wwt(a, b) = 1√
a

∫ +∞
−∞ x(t) ψa,b(

t−b
a )dt

a is the translation factor
b is the scale parameter
ψa,b is a family of wavelet functions
wwt(a, b) is the wavelet transform
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Abstract: As one of the important parameters of bearing operation, temperature is a key metric to
diagnose the state of service of a bearing. However, there are still some shortcomings in the study
of the temperature variation law for damaged bearings. In this paper, according to the structural
characteristics of bearings, the influence law of thermal-solid coupling effect on bearing structure is
considered, and a novel transient temperature analysis model of damaged bearings is established.
First, a quasi-static analysis of the bearing is performed to obtain the variation laws of the key
parameters of the bearing under thermal expansion. Then, the load variation law of the bearing under
the condition of damage is discussed, and the heat generation and heat transfer of the damaged
bearing during operation are studied. Based on the thermal grid method, a transient temperature
analysis model of the damaged bearing is developed. Finally, the model is tested experimentally
and the influence of the rotate speed and load on the bearing temperature variation is analyzed. The
results show that the established model can effectively predict the temperature variation and thermal
equilibrium temperature of damaged bearings.

Keywords: thermal-solid coupling; bearing fault diagnosis; heat generation and transfer; transient
thermal model

1. Introduction

The rolling bearing is one of the most important components of high-speed trains,
and plays a key role in in safety of transportation. However, the bearing easily produces
defects, due to its hostile working environment [1]. Therefore, the detection of the state of
bearings is quite important. However, the existing non-contact detection methods often
ignore the influence of temperature on the important parameters of faulty bearings [2]
(such as characteristic frequency). What should be noticed is that the faulty bearing is a
system affected by the thermal-solid coupling effect. The structure size, contact load and
deformation between components and lubricating oil characteristics will affect the heat
generation and transfer of the bearing, and the temperature will promote the change of the
features of oil, the size and performance of component structure and other parameters that
affect bearing vibration characteristics. The bearing will achieve thermal equilibrium in the
constant interaction and change. The contact load and deformation of the faulty bearings
are quite complex, which makes the thermal analysis of such a system difficult, and leads
to inaccurate basis of bearing detection and evaluation. Therefore, it is of great significance
to understand the thermo-solid coupling effect of faulty bearings in operation and establish
an accurate temperature prediction model for faulty rolling bearings.

Currently, research on bearing thermal analysis focuses on lubrication, heat generation
and heat transfer. The bearings must be lubricated during operation, and the most impor-
tant function of the lubricating oil is to provide a film of lubrication between the parts of
the bearings. The thickness of the lubricant oil film depends on the surface roughness [3],
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structure [4], load [5], speed [6] and temperature [7] of the bearing. Dowson and Higgin-
son [8] proposed the classical oil film thickness calculation formula, which can calculate the
oil film thickness under constant temperature based on elastic mechanics without consider-
ing the influence of temperature changes, and the calculated oil film thickness is slightly
higher than the actual state [9]. Since then, several scholars have modified and refined
this classical formula. For example, Forster et al. [10] and Echavarri Otero et al. [11] newly
calculated the oil film thickness by adding empirical coefficients, and some scholars consid-
ered the non-Newtonian shear thinning effect when calculating the oil film thickness, such
as Liu et al. [12] and Shirzadegan et al. [13]. In addition, some scholars have considered
the influence of thermal effect, such as Wang et al. [14] and Echa-Varri Otero et al. [15].

The heat generated by the roll bearing comes mainly from friction heat production
between the roll body and the racetrack, the roll body and the cage, and the inner loop guide
surface and the cage. From this point of view, the heat generated by a bearing is mainly
frictional, and therefore it will be affected by factors such as the bearing velocity, load and
structural parameters. For the calculation method of heat generated, Palmgren [16] took
the lead in proposing the global method of calculation, and obtained the empirical formula
of bearing friction torque by experimental method, and multiplied the friction torque by
the bearing speed to obtain the global heat production of the bearing. Since then, several
scholars have developed improvements based on the global approach. For example, Stein
and Tu [17] further analyzed the influence of preloading force based on the global method;
Kim et al. [18] considered the influence of bearing load and speed on friction torque; in
addition, other scholars have made improvements [19]. However, the global approach
still has limitations, and the specific heating position of the bearings cannot be obtained in
this way. Furthermore, some scholars proposed the local method to calculate the bearing
temperature [20]. This method calculates the heat production at each contact position
according to the mechanical and kinematic relations of the bearing, which can clarify the
heat production and heat transfer rules of each part of the bearing, and the results are more
accurate [21,22].

The heat distribution of rolling bearings mainly refers to temperature transfer, such as
heat transfer and heat convection in bearings.

Bearing heat distribution mainly refers to temperature transfer, primarily heat transfer
and heat convection. The mode of heat transfer and the final distribution of temperature will
alter the lifetime of the bearing. The calculation methods for heat transfer and temperature
distribution of bearings are mainly divided into finite element method [23] and thermal
network method [24]. Compared with the finite element method, the thermal network
method has advantages such as mesh density, settable nodes and easy setting of boundary
conditions [25]. Some scholars have studied the number of nodes [26], the distribution
form [27] and the boundary setting method [28] of the network, and further developed the
transient thermal network model of the bearing system [29], which can forecast the bearing
temperature more precisely than the original steady state model.

In summary, there have been some advances and achievements in existing thermal
analysis models for bearings, but how to accurately judge the temperature rise and thermal
equilibrium of bearings under damage conditions remains a difficult problem for bearing
detection. In particular, most scholars disregard the variations of heat-affected bearing
components in the construction of thermal analysis models for bearing, so that there is
still some bias in the calculation process. Moreover, the effect of bearing damage on
the temperature law is not taken into account. Nonetheless, in the actual operation of a
bearing, there is an interplay between the bearing structure, lubrication properties, load,
working conditions and other key factors, as well as the bearing temperature, under which
the thermal equilibrium of the bearing is reached progressively. However, many factors
drastically change after bearing damage, making the process of temperature rise and
thermal balance of damaged bearings extremely complicated. Therefore, it is important to
model the thermal analysis of the bearing by taking into account the thermal-solid coupling
effects of the damage.
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In this paper, an analytical model of temperature rises and thermal equilibrium tem-
perature of injured bearings considering the influence of thermal-solid coupling effect is
recommended. The interaction among structural parameters, contact load, heat generation,
working conditions and the temperature of faulty rolling bearing was analyzed, and the
predicting accuracy of the model was tested by verification experiments. This paper is
structured as follows: the first section introduces the research status of thermal analysis
model of rolling bearings in high-speed trains, and makes clear the difference of heat
generation by contact load between good and faulty bearings. Section 2 describes the
relationship between the structure parameters and force and motion of the roller, and
proposes the load distribution calculation method of the faulty rolling bearing. Section 3
analyzes the calculation method of heat generation and transfer of faulty bearings during
operation. Section 4 proposed the method of node division in thermal network and the
calculation flow of transient temperature of the faulty rolling bearing. In Section 5, the
corresponding verification experiments are carried out to prove the correctness of the
temperature prediction model of the faulty bearing, and the influence of rotate speed and
radial load on the temperature rise process is analyzed.

2. Dynamic Analysis of Damaged Bearings under the Influence of Thermal Expansion

2.1. Analysis of Bearing Motion and Dynamics

The accurate analysis of bearing mechanical characteristics is the premise of establish-
ing a bearing thermal analysis model. The contact load, motion parameters and contact
deformation among the internal components of high-speed rolling bearings have an impor-
tant influence on the friction heat production in the process of operation. The accuracy of
the calculation of these parameters will directly affect the accuracy of the thermal analysis
model of bearings. Therefore, before establishing the bearing thermal analysis model, it is
necessary to conduct accurate motion and force analysis on the rolling bearing first.

The schematic diagram of cylindrical rolling bearing is shown in Figure 1a. Assuming
that the outer ring is fixed and there is no sliding phenomenon of the roller, the force
analysis of a single roller is shown in Figure 1b. The rotational speed of the inner ring and
roller are ωi and ωr. μrij, μroj and μrkj are friction coefficients between the jth roller and
the inner ring, the outer ring and the cage, respectively. Qrij and Qroj are the contact loads
between roller and inner ring and outer ring, respectively. Frkj is the normal force between
the roller and the cage, Trij and Troj are the friction force of the roller, OFij and OFoj are the
dynamic pressure of the roller from the lubricating oil.

(a) (b)

Figure 1. Schematic diagram of roller bearing: (a) schematic diagram of bearing structure; (b) the
forces of a roller.

According to the motion relationship shown in the figure, the relative sliding velocities
(ΔVrij, ΔVroj) and average velocities (Vrij, Vroj) of the jth roller with the inner and outer
rings can be obtained, which can be expressed by the following formula:

109



Sensors 2022, 22, 8171

{
ΔVrij =

1
2 dm

[(
1 − Dr

dm

)
ωi − Dr

dm
ωr

]
ΔVroj = − 1

2 Drωr
(1)

{
Vrij =

1
4 dm

[(
1 − Dr

dm

)
ωi +

Dr
dm

ωr

]
Vroj =

1
4 Drωr

(2)

where dm is the pitch diameter of the bearing and the Dr is the diameter of the roller.
Further, the force balance equations for the bearing under stable operation can be

obtained, which can be expressed in the following formulae, respectively:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

OFij + Trij −
(
OFoj + Troj

)± Frkj = 0
Qrij + Frcj − Qroj ± μrkjFrkj = 0

Qr −
Nr
∑

j=1
Qioj cos θj = 0

Nr
∑

j=1
Frkj = 0

Trij + Troj − μrkjFrkj = 0

(3)

where Qr is the radial load of the rolling bearing, θj is the angular position of the roller,
Nr is the number of the rollers, and Frcj is the centrifugal force of the roller, which can be
expressed by the following formula:

Frcj =
1
2

mrdmω2
r (4)

where mr is the quality of the roller.
By taking into account the thermal effect and shearing-thinning, the contact loads

between roller and the inner and outer ring can be solved by the following formula:{
Qrij = Krij

(
δrij + 0.13hrij

)10/9

Qroj = Kroj
(
δroj + 0.13hroj

)10/9 (5)

where Krij and Kroj are the stiffness coefficients of the inner and outer rings, respectively.
δrij and δroj are the deformation degrees of contact. hrij and hroj are the minimum oil film
thickness between the roller and the inner and outer ring, which can be obtained by the
following formula: ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

hrij = 2.65 ϕt
ϕnc

(
α0.54

p (η0ΔVrij)
0.7

R0.43
rij L0.13

r

E0.03Q0.13
rij

)

hroj = 2.65 ϕt
ϕnc

(
α0.54

p (η0ΔVroj)
0.7

R0.43
roj L0.13

r

E0.03Q0.13
roj

) (6)

where η0 and αp are the dynamic viscosity and viscosity-pressure coefficients of oil, which
are affected by the temperature. Rrij and Rroj are the equivalent curvature radius of the
contact between roller and inner and outer rings, Lr is the length of roller, ϕt is the oil film
thermal correction coefficient and ϕnc is the non-Newtonian fluid correction coefficient,
which can be obtained according to the literature [30].

The total deformation of the rolling bearing can be expressed by the following formula:

δrj = (δmax + 0.5Hol − (hri1 + hro1)) cos θj +
(
hrij + hroj − 0.5Hol

)
(7)

where Hol is the bearing clearance.
The bearing clearance Hol in the thermal expansion state can be calculated as follows.

Hol = H0 + Δr − (ΔDi + ΔDo + 2ΔDr) (8)
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where Ho is the initial clearance of the bearing, Δr is the increment of the clearance after
thermal expansion, and ΔDi, ΔDo and ΔDr are the diameter changes of the rollers, inner
and outer rings, caused by the change of the bearing temperature, which can be solved by
the following formula:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ΔDi =
2(Ii+ΔIi)

(
Di
d

)
⎡⎢⎢⎣
⎡⎢⎢⎣
[(

Di
d

)2
+1

]
[(

Di
d

)2
−1

]+vi

⎤⎥⎥⎦+ Ei
Ea

⎡⎣
[
( d

d′ )
2
+1

]
[
( d

d′ )
2−1

]−va

⎤⎦
⎤⎥⎥⎦[( Di

d

)2−1
]

ΔDo =
2(Io+ΔIo)( D

Do )⎡⎢⎢⎣
⎡⎣
[
( D

Do )
2
+1

]
[
( D

Do )
2−1

]+vb

⎤⎦+ Eo
Eb

⎡⎢⎢⎣
[(

LH
D

)2
+1

]
[(

LH
D

)2
−1

]−vo

⎤⎥⎥⎦
⎤⎥⎥⎦[( D

Do )
2−1

]
ΔDr = αDr(Tr − Tc)
Δr = αDo(To − Tc)− αDi(Ti − Tc)
ΔIi = αd(Ta − Tc)− αd(Ti − Tc)
ΔIo = αD(To − Tc)− αD(Tb − Tc)

(9)

where Di is the inner raceway diameter; Do is the outer raceway diameter; D is the outside
diameter; d is the bore diameter; d’ is the shaft inner diameter; LH is the housing outer
diameter; α is the linear expansion coefficient; E and ν are elastic modulus and Poisson
ratio; I and ΔI are interference and increments; Tc is the initial temperature; and Tr, Ti, To
and Tb are, respectively, the temperatures of the roller, inner ring, outer ring, shaft and
bearing housing.

Through the above analysis, the variation law of contact load and velocity of the roller
and the relationship between the structural parameters and temperature can be obtained.
However, the load distribution form of faulty bearings is obviously different from that of
good bearings. Therefore, in order to more accurately calculate the temperature variation
law of the faulty bearing during operation, it is necessary to further analyze the load
distribution form of the faulty bearing.

2.2. The Analysis of Contact Load Distribution of Faulty Bearings

Take the outer ring as an example. Figure 2 shows the schematic diagram of faulty
bearing with a defect on the outer ring. Assuming that the rolling bearing is rigidly
supported, the defect depth is h, the defect width is 2b, θj is the angular position of the jth
roller, Δθj is the angle corresponding to the defect width, θf is the angular position of the
defect center and dψ is the actual depth of the roller into the defect.

Figure 2. The interaction between the race and the defect.

Since there is a defect on the outer ring, the contact deformation between the roller and
the outer ring should be analyzed in two parts [31]. The contact deformation between roller
and good position of the outer ring has been analyzed by a large number of literatures,
so it will not be discussed in this paper. The other case is that the roller is in contact with
the defect. In the process of calculating load distribution in this situation, it is necessary
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to estimate whether the jth rolling body is in the range of defect, or not. That is, the roller
needs to meet the following formula:

− Δθj

2
< mod(

θj

2π
)− θ f <

Δθj

2
(10)

Δθj = 2arcsin
b

0.5Do
(11)

In this case, the contact deformation between the roller and the outer ring is:

δrj = δr cos
(
θj
)− 1

2
Hol − dψ (12)

dψ = 0.5Dr −
√
(0.5Dr)

2 − b2 (13)

According to Stribeck’s theory, the relationship between the contact deformation and
the maximum contact deformation δrmax can be obtained:

δrj = δrmax

[
1 − 1

2ε

(
1 − cos

(
θj
))]

(14)

where ε is the distribution coefficient, which is related to the bearing clearance Hol and
the total displacement δr, and can be obtained according to the method proposed in
reference [32].

According to the load-deformation relationship between the rolling body and the outer
ring, the relationship among contact load, maximum contact load, contact deformation and
maximum contact deformation can be obtained:

Qrj = Qmax
(
δrj/δrmax

)10/9
= Qmax

[
1 − 1

2ε

(
1 − cos

(
θj
))]10/9

(15)

where the maximum contact load can be expressed as:

Qmax = Krj(δr − 0.5Hol)
10/9 (16)

Since the radial load of the bearing is the sum of the loads of each roller, the following
formula can be obtained:

Qr = Qmax

θj=2π

∑
θj=0

[
1 − 1

2ε

(
1 − cos

(
θj
))]10/9

cos
(
θj
)

(17)

According to the above analysis, the load distribution and deformation of each rolling
body of the faulty bearing in contact with the inner and outer ring can be obtained, which
provides a theoretical basis for the analysis of the heat generation rate of each key compo-
nent of the bearing.

3. Heat Generation and Transfer at Key Positions of Bearing

The heat generated by the bearing mainly comes from the friction between the surfaces
of its parts. It includes the friction between the roller and the surface of the inner and
outer ring, the friction between the roller and the cage and the friction between the guiding
surface of the inner ring and the cage. Compared with the heat generated by other forms
of friction, the heat generated by the friction between parts and oil is small and can be
negligible, so only the friction heat generated by sliding friction is considered in this section.
Normally, the heat generated by bearings is transmitted through heat conduction, heat
radiation and heat convection. However, the bearing is installed in a relatively narrow
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space, so less heat is transferred in the form of thermal radiation, which is not considered
in this section.

3.1. Heat Generation in Bearing System

(1) Heat generation between roller and raceway.
The friction heat production between the roller and the inner and outer ring face can

be expressed by the following formula:

Q1 = μQriΔVri + μQroΔVro (18)

In the above equation, the contact load and relative sliding velocity have been de-
scribed above, μ is the friction coefficient, which is affected by temperature and is related
to oil properties, and its calculation formula is [33]:

μ =

[
4

πp
+

noilαp

3

(
e0.707noil αp p0 + 1.866e0.259noil αp p0 + 0.134e0.966noil αp p0

)](
η0

ΔV
hc

)
G1−n

r (19)

where noil is the power-law exponent of oil, Gr is the shear modulus, hc is 1.333 times of the
minimum oil film thickness, which can be calculated by Equation (8).

(2) Heat generation between roller and cage.
The heat production between the roller and the cage is related to the friction force,

and the friction force is limited by the normal force, friction medium, rotation speed and
geometry parameters. Therefore, the heat production between a roller and the cage can be
expressed by the following formula:

Q2 =
1
2

DrjωrjFrkjμ (20)

(3) Heat generation between the guide surface of the inner ring and cage.
There is sliding friction between the guide surface of the inner ring and the cage.

However, due to the lubricating oil effect between the two parts, the heat generation is not
very high, and can be expressed by the following formula:{

Qk =
1
2 dmFf kωr

Ff k =
η0πwkd2

k ωr
dik−dk

(21)

where Ffk is viscous friction of the oil, wk is the thickness of the cage and dk and dik are the
diameters of the guide surface of the cage and inner ring.

The heat generation of the key component in rolling bearing system can be calcu-
lated by the Equations (18), (20) and (21). The total heat generation can be calculated by
NrQ1 + NrQ2 + Qk.

3.2. Heat Transfer in Bearing System

The heat generated by bearings can usually be transferred by heat conduction and heat
convection. Heat is transmitted through the contact between the roller, the inner ring, the
outer ring and the cage, and the heat convection mainly occurs between inner ring, outer
ring, roller and lubricating oil. The heat transfer relationship between various parts in the
bearing is shown in Figure 3, and R is the thermal resistance. To determine whether there
is heat transfer inside the bearing, it should be judged according to the value of thermal
resistance of each bearing component.

3.2.1. The Conduction Thermal Resistance

According to the structural characteristics of bearing parts, the direction of heat
conduction can be specifically divided into two kinds: one is conducted along the axial
direction, and the other is conducted in the radial direction.

(1) Radial conduction thermal resistance.
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Figure 3. Relation diagram of heat transfer between the parts in bearing.

For the cylindrical parts such as roller and spindle, the conduction thermal resistance
can be calculated by the following formula:

θ = 1/πKDLr (22)

where KD is the thermal conductivity of the material and Lr is the effective length of the
rolling body or shaft.

For the circular ring parts such as outer ring and inner ring, the conduction thermal
resistance is:

θ = ln(ri/ro)/2πKDLring (23)

where ri and ro is the diameters of the simplified outer and inner rings, Lring is the width of
the simplified ring.

(2) Axial conduction thermal resistance.
For the calculation of the heat conduction resistance in the axial direction, only the

shaft, bearing seat and rollers are considered, and the formula for the calculation is as
follows:

θ = Lcc/KD A (24)

where Lcc is the characteristic length of parts, A is the cross-sectional area.
(3) Contact conduction resistance between parts of the rolling bearing.
The most common contact form in bearings is the contact between the roller and the

raceway. Based on the Hertz contact theory, the contact conduction resistance of this part
can be expressed by the following formula:

θ =
1
π

( a
b

) 1
kDa

√
VcCpaρ/kD

(25)

where a is the major axis of the contact area, b is the minor axis of the contact area, Vc is the
characteristic velocity and Cp is the specific heat capacity of the material.

The contact conduction resistance between inner ring and shaft, outer ring and bearing
housing can be obtained according to the literature [23].

3.2.2. The Thermal Convection Resistance

In addition to thermal conduction, there are also thermal convection phenomena in
the rolling bearing, including free and forced convection. For bearings, this process belongs
to forced convection. Convective thermal resistance is related to Nusselt number, and its
calculation formula is as follows:

θw = Lcc/AKwNu (26)

where Kw is the thermal conductivity of lubricating oil and Nu is the Nusselt number, which
represents the strength of convective heat transfer.
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Limited by different operating conditions and thermal convection conditions, the
Nusselt numbers are different for different parts, and can be obtained according to the
literature [26,33,34].

According to the above analysis of conductive and convective thermal resistance, the
corresponding thermal resistance and calculation method of different parts of the faulty
bearing system can be obtained by combining Figure 3.

4. Node Division and Calculation Process of the Model

4.1. Network Note Division

Based on the above analysis, according to the structural characteristics of double-row
cylindrical roller bearing 130JRF05, the bearing structure is simplified and divided into
11 nodes on its structure, as shown in Figure 4. The node numbers and more details are as
follows in Table 1. Due to the limitation of space, the calculation method of the transient
temperature of each node can be found by referring to the literature [29].

Figure 4. Node division of the rolling bearing system.

Table 1. The description of nodes.

Nobel
Number

Description
Nobel

Number
Description

1 Bearing housing 7 Inner ring

2 Contact of bearing housing
and outer ring 8 Contact of inner ring

and spindle
3 Outer ring 9 Spindle

4 Contact of outer ring and
roller 10 Oil in bearing box

5 Roller 11 Air

6 Contact of roller and
inner ring

4.2. Transient Temperature Calculation Process of the Faulty Bearing

During the operation process of the rolling bearing, the final temperature distribution
of the bearing system will be affected by the structure size, running speed, heat production,
heat transfer and lubrication effect. In the process of increasing the temperature of the
bearing, the thermal system of the bearing is a constantly changing and interacting system.
For example, the structural size, working conditions and oil characteristics and other factors
will affect the heat generation, and the change of temperature will in turn affect the bearing
structure and oil parameters, until the bearing system reaches thermal balance. Therefore,
the bearing thermal system is a thermo-solid coupling system. The transient temperature
calculation flow of the faulty bearing is shown in Figure 5.

Firstly, the ambient temperature is set as the initial temperature for calculation, and the
calculation time interval and bearing structural parameters are set. Secondly, the bearing
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force is analyzed according to the working conditions, and then the bearing force and
deformation under the initial conditions are obtained. Finally, the temperature variation
law of bearing is obtained by combining the formula proposed in this paper. In the
calculation process, the heat generation and transfer in first step are calculated, and then
the obtained calculation results are used as the initial conditions for the next calculation
step, and the iterative calculation is carried out continuously. The variable parameters
affected by temperature are modified according to the results at the same time.

Figure 5. Transient temperature calculation flow of faulty bearing system.

5. Model Validation and Analysis

The proposed model is verified by a rolling bearing temperature measurement experi-
ment platform. The basic parameters of oil are shown in Table 2, and the parameters that
change under the influence of temperature are shown in Table 3. The bearings used are
cylindrical roller bearings for high-speed trains produced by NSK Company, the model is
N205, and its basic structural parameters are shown in Table 4.

Table 2. Basic parameters of the lubricating oil.

Parameters Value

exponent sign (noil) 0.43
shear modulus (Gr, Pa) 5.31 × 104

thermal conductivity (Kw, W/m ◦C−1) 0.132
density (ρ, kg/m3) 920

The established experimental platform is shown in Figure 6. Through this platform,
various states such as rotation and vibration of rotating machinery parts can be quickly
simulated, and signals such as temperature, velocity and vibration can be collected. The
schematic diagram of the platform structure and the sensor installation position are shown
in Figure 7. The experimental platform is composed of an AC variable speed motor, a
manual load adjusting device, an electric magnetic powder brake and bearing box, etc. The
speed can be adjusted within 0~5000 r/min, and the load can be adjusted within 0~3 Kn.
The acquisition card model is NIcDAQ-9178 reconstituted acquisition card, manufactured
by National Instruments, Austin, TX, USA. The sampling device includes a dynamic
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signal acquisition module, a bidirectional digital input module, a thermocouple signal
acquisition module and a four-channel synchronous bridge signal acquisition module.
During the experiment, the temperature is collected by digital channel. The components
of the signal acquisition system are connected with each other by sensor signal lines, and
there is no crossover phenomenon between lines. The defect of the faulty bearing used in
the experiment is located in the outer ring, with a depth of 0.5 mm and a width of 3 mm.
In the calculation, the initial temperature is set as the temperature of the experimental
environment. In the experimental process, the temperature rise process and thermal
equilibrium temperature of good and damaged bearings were compared under the same
load and different speeds and under the same speed and different loads.

Table 3. Lubricating oil parameters after affected by temperature.

Temperature
(◦C)

Kinematic Viscosity
(Ns/m2)

Pressure–Viscosity
Coefficient (m2/N)

Dynamic Viscosity
(m2/s)

0 6.10 × 10−1 3.03 × 10−8 5.10 × 10−1

10 3.12 × 10−1 2.65 × 10−8 3.05 × 10−1

20 2.05 × 10−1 2.13 × 10−8 1.85 × 10−1

30 1.31 × 10−1 1.83 × 10−8 1.23 × 10−1

40 0.93 × 10−1 1.75 × 10−8 0.81 × 10−1

50 0.47 × 10−1 1.63 × 10−8 0.32 × 10−1

60 0.33 × 10−1 1.57 × 10−8 0.21 × 10−1

70 0.19 × 10−1 1.45 × 10−8 0.12 × 10−1

80 0.12 × 10−1 1.32 × 10−8 0.08 × 10−1

90 0.08 × 10−1 1.22 × 10−8 0.04 × 10−1

Table 4. Basic parameters of the N205.

Parameters Value

Outerdiameter (mm) 52
Inner diameter (mm) 25

Width (mm) 15
Roller diameter (mm) 7.02
Pitch diameter (mm) 38.5
Number of Rollers 13

Bearing clearance (mm) 0.1
Interference (mm) 0.01

Figure 6. The bearing temperature acquisition and experiment platform.
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Figure 7. Schematic diagram of experimental platform structure.

5.1. The Influence of the Rotational Velocity on Temperature

The temperature rises and thermal balance temperature of the good bearing and the
defective bearing at the speed of 1000 r/min, 2000 r/min and 3000 r/min are compared, as
shown in Figures 8 and 9, respectively. It can be found that the temperature rise process
of good bearings is similar regardless of the speed of the bearings. Before the 2000 s,
the temperature increased slowly and reached a stable state before 3000 s. However, the
thermal balance temperature of the bearing will increase with the increase of the rotation
speed. According to the previous analysis, the influence of speed on bearing temperature
is very significant, and the increase of speed also leads to the increase of heat generation
between parts of the rolling bearing, which leads to the higher temperature of bearing to
reach thermal balance. As can be seen from the figure, when the speed reaches 3000 r/min,
the bearing temperature increases by about 6 ◦C compared with that at 1000 r/min, which
can also be observed from the experimental results.

(a) 1000 r/min (b) 2000 r/min (c) 3000 r/min

Figure 8. The influence of the speed on temperature change of complete bearing.

(a) 1000 r/min (b) 2000 r/min (c) 3000 r/min

Figure 9. The influence of the speed on temperature change of damaged bearing.

Reviewing the temperature rise process of the damaged bearing, it can be found that
the temperature is also rising in 1000 s of the bearing operation, but the climbing rate is
obviously higher than that of the good bearing. After 1000 s, the temperature still rises, but
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the rate of temperature rise decreases significantly, which is because the bearing structure is
close to the limit of thermal expansion, leading to the gradual delay of heat production. At
the same time, by comparing the thermal balance temperature of the two kinds of bearings
at different speeds, it can be found that the thermal balance temperature of the faulty
bearing is significantly higher than that of the good bearing. It is about 3~4 times that of the
thermal equilibrium temperature of the good bearing, and the highest temperature reaches
95.06 ◦C, which is in good agreement with the experimental results. Through the error
analysis of the results, the errors of good bearings at different speeds are 4.72%, 7.76% and
8.54%, respectively. The errors of faulty bearings at different speeds are 5.35%, 6.81% and
7.93%, respectively. The error is within the allowable range, which proves the correctness
of the model.

5.2. The Influence of the Load on Temperature

The temperature rises and thermal balance temperature of the good bearing and the
defective bearing at the speed of 1000 N, 2000 N and 3000 N are compared, as shown in
Figures 10 and 11, respectively. In the case of the good bearing, the temperature increases
slowly with the running time of bearing, and finally reaches the thermal equilibrium state.
Before reaching the stable state, the temperature rise rate does not change significantly. At
the same time, it can be found that the temperature of the good bearing thermal equilibrium
under different loads shows an upward trend, but the amplitude of temperature increase is
small, which indicates that the radial load has no obvious influence on the temperature of
the good bearing.

(a) 1000 N (b) 2000 N (c) 3000 N

Figure 10. The influence of the load on temperature change of complete bearing.

(a) 1000 N (b) 2000 N (c) 3000 N

Figure 11. The influence of the load on temperature change of damaged bearing.

However, another phenomenon can be found by observing the temperature rise of
the faulty bearing. In the initial operation stage of the bearing, the temperature rises
sharply, and the temperature rise rate can clearly see the boundary position. When the
bearing structure is close to the limit size of thermal expansion, the temperature rise rate
decreases. It can also be found that with the increase of load, the maximum temperature
of the bearing gradually increases, and the amplitude of the lifting is significantly higher
than that of the good bearing. However, compared with the influence of bearing speed on
temperature of thermal equilibrium state, the influence of load is not very obvious. This
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should be attributed to the fact that when the bearing has defects, with the increase of the
radial load of the bearing, the contact load between the roller and the defect position will
also be increased, which will result in the increase of heat generation between the roller
and the outer ring, and then the temperature of the bearing will be increased. The same
phenomenon can be also observed in the data obtained from the experiment. Based on the
error analysis of the calculation results and experimental results, it can be found that the
errors are 4.63%, 3.47% and 3.36%, respectively, under the condition of bearing without
damage, and 2.87%, 3.12% and 2.66%, respectively, under the condition of bearing with
defects. The error is also within the allowable range.

According to the experimental results and analysis above, the correctness of the
established model is proved. The established bearing thermal analysis model, which,
considering the influence of thermal-solid coupling, can effectively obtain the temperature
variation law and thermal equilibrium temperature of damaged bearings under different
operating conditions. It can also be found that when there is a fault in the bearing, the
bearing speed has a more obvious influence on the bearing temperature compared with the
radial load.

6. Conclusions

In this paper, a novel thermal analysis model of faulty bearing system is established,
which considers the effects of thermal-solid coupling on the temperature variation. The
influence of rotation speed and radial load on temperature variation of faulty bearing
system is analyzed. The correctness of the established model is verified by experiments,
and the conclusions are as follows:

(1) The coupling relationship between bearing heat generation and bearing structure,
lubrication oil and working conditions was studied, and the transient temperature cal-
culation model of faulty bearing was established with the method of thermal network.
The heat generation rate and conduction resistance between friction surfaces of bearing
were calculated, and the influence of thermo-solid coupling on temperature variation and
thermal equilibrium temperature was obtained.

(2) Under the same working condition, the rate of heat generation and the thermal
equilibrium temperature of the defective bearing are higher than those of the good bearing,
because the defect changes the distribution of the contact load of the roller.

(3) Compared with the radial load, the rotate speed has a greater impact on the heat
generation and thermal equilibrium temperature of the bearing, which is more obvious in
the faulty rolling bearing.

The proposed model can effectively obtain the temperature of faulty bearings. The
influence of temperature on vibration signal of faulty bearing can be further analyzed and
applied to fault detection of bearing, such as acoustic detection, temperature detection
and so on. However, this model still has some limitations: the lubricating oil of the
bearing is constantly running and takes heat away, which is not considered in this paper.
Therefore, the influence of flowing lubricating oil on the temperature of faulty bearings
will be considered in the next study.
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Abstract: The research on sensor fault detection has drawn much interest in recent years. Abrupt, in-
cipient, and intermittent sensor faults can cause the complete blackout of the system if left undetected.
In this research, we examined the observer-based residual analysis via index-based approaches for
fault detection of multiple sensors in a healthy drive. Seven main indices including the moving mean,
average, root mean square, energy, variance, first-order derivative, second-order derivative, and
auto-correlation-based index were employed and analyzed for sensor fault diagnosis. In addition,
an auxiliary index was computed to differentiate a faulty sensor from a non-faulty one. These
index-based methods were utilized for further analysis of sensor fault detection operating under
a range of various loads, varying speeds, and fault severity levels. The simulation results on a
permanent magnet synchronous motor (PMSM) are provided to demonstrate the pros and cons of
various index-based methods for various fault detection scenarios.

Keywords: fault detection; fault detection index; residuals analysis; permanent magnet synchronous
motor; multi-sensor faults

1. Introduction

Sensors are frequently employed to gather data and signals, in particular in the moni-
toring of electrical devices and drives, the environment, and human health [1,2]. For in-
stance, sensors are used in electrical motor drives to measure and detect changes in position,
temperature, displacement, electrical current, as well as many other characteristics [3,4].
However, industrial sensors’ applicability relies on the applications and conditions in
which they are utilized. They are required to perform under challenging situations, such
as severe and extreme environments with extremely low or high temperatures, vibrations,
excessive humidity, etc. [5].

Any industrial drive’s efficiency is entirely dependent on the output of the sensor’s
readings. An unexpected variation in the measured signal output, however, may be referred
to as a sensor malfunction [6]. There are several causes of sensor faults, including poor
manufacturing practices, long-term use wear and tear, and incorrect calibration. This fre-
quently leads to physical divergence from the sensor body’s design parameters, producing
misleading and incorrect outputs [7]. Bias, drift, scaling, noise, and hard faults including
signal loss are the main causes of sensor malfunction [8]. Different sensors, including
voltage, current, temperature, pressure, and position sensors, are typically used in fault
detection and diagnosis schemes [9]. The gathered sensor data reveal important details
about the system’s health, including whether it is functioning normally or not. Sensor
fault diagnosis can be broadly divided into two main categories: hardware method and
software method [10]. The hardware method uses multiple components and the same
input signals, which are further utilized for comparison, and specific methods such as
voting and limit test, etc., are utilized for fault detection. On the other hand, the soft-
ware method is subdivided into model-based [11], signal-processing-based [12,13], and
knowledge-based detection methods [14]. Any type of sensor fault can deteriorate the
overall performance of an industrial drive by reducing its reliability. Therefore, it is neces-
sary to investigate the sensor fault diagnosis of the drives, in order to ensure continuous
drive operations [15,16]. Model-based methods [17–20] detect sensor faults by monitoring
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the residual signal, which is the difference between the real process and the analytical
redundancy under normal working conditions. They are considered as the most common
techniques in industrial applications. The common residual generation methods include
observer-based methods [21,22], parity space methods [23], and parameter identification
methods for effectively detecting the sensor faults in satellite control systems and industrial
motor drives. However, in signal processing methods for sensor fault detections, a faulty
sensor signal of a motor is analyzed with signal processing techniques such as the fast
Fourier transform (FFT) [24], wavelet transform (WT) [25], and Hilbert transform [26].
In [27], the STFT and WT methods were used for fault diagnosis such as demagnetization,
rotor eccentricity faults, and sensor faults of the servo drive. Recent studies have used
the signal processing fault diagnosis techniques focusing on the current, motor vibration,
and voltage signals. In [28], the short-time-Fourier-transform (STFT)-based inverter fault
detections were used for spectral analysis to detect open-circuit faults in a wind power
converter. The knowledge-based method uses the summary of prior knowledge to describe
the relationship between the fault and symptom. Interturn short-circuit faults in a drive
were detected by using support vector machines (SVMs) and convolutional neural net-
works (CNNs) in [29]. In [30], bipolar transistor faults, single current sensor fault, and rotor
position faults were diagnosed by the FDI algorithm designed by using the SVM technique.
In [31], the demagnetization fault was identified using noise and torque information fusion
technologies. Similarly, in [32], a Kalman-filter-based sensor fusion method was used to
simultaneously measure the three-degree-of-freedom angular displacements and velocity
of a ball-joint-like permanent magnet spherical motor.

Nevertheless, so far, the majority of the detection techniques rely only on data from
one or more sensors. In the above methods, simultaneous or sequential faults in multiple
sensors such as abrupt, incipient, and intermittent faults [33] were not discussed. Hence,
in this work, three types of sensor faults such a abrupt, incipient, and intermittent faults
are detected by the response of the indices generated from the fusion of speed, current,
and voltage sensor residuals. Abrupt faults are modeled as a sudden step-like deviation in
which the component value abruptly changes from its nominal value to an unknown faulty
one. Incipient faults develop slowly, and intermittent faults usually manifest themselves
intermittently in an unpredictable manner. Usually, abrupt faults and incipient faults
have a persistent nature, while intermittent faults do not. In this paper, an intermittent
fault [34,35] was considered to be periodic with a fixed value. Existing studies employed
multiple sensors for the same sensor channel to reduce the noise and improve the fault
detection accuracy by sensor fusion. Our proposed approach fundamentally differs in the
way that we rely on a single sensor for one sensor channel. As a fault in one sensor channel
affects the other sensor channels, we employed the index-based methods to analyze and
identify the faulty and healthy channel.

In this work, finite time observers were employed for residual generation for analysis
with various index-based methods. The drive was assumed to be healthy, and the issue of
faults in multiple sensors was studied in the paper. Multiple sensors’ fault detections based
on indices were designed by using the moving root mean square index (MRI), moving-
average-based index (MAI), moving-variance-based index (MVI), moving-energy-based
index (MEI), first-order-derivative-based index (DBI1), second-order-derivative-based
index (DBI2), and auto-correlation-based index (Ac I). An auxiliary index (AI) was also
developed to select the accurate index values for faulty sensor detections. These index-
based techniques provide quick and accurate fault detection. Cost effectiveness was also
achieved by the extremely low computational burden of these index-based methods. For
evaluation, the index-based fault detection methodology was tested on a permanent magnet
synchronous motor (PMSM) with multiple sensors that were employed for speed, current,
and voltage measurement. The simulation results are presented together with descriptions
of the index-based detections for various defective and noisy settings. A comparative result
is also presented to show the efficacy of the proposed method.
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2. Index-Based Methods

To achieve accurate fault detection in multi-sensor faults, the following indices were
considered for the analysis.

2.1. Moving-Average-Based Index

The moving average for a signal p(t) can be calculated as follows:

MAIi =
1
Ts

i

∑
n=i−Ts

pi(t) (1)

where MAIi is the mean of the signal in the ith window. Ts is the number of samples in one
cycle, and t is the time step of one sample. Each second moving average for each sample of
a signal for the mean of a window of 1 s was calculated on the sample. The transients of
the sensor residuals were analyzed by using the index-based methods. The MAIi value
remains constant during the PMSM motor’s healthy sensor conditions, but it changes
immediately after the fault occurs. Because of this, a threshold was used to compare the
MAIi and determine whether the index indicated the presence of faulty sensors. The value
of the threshold for this index was considered as 0.5, by using Otsu’s thresholding method.

2.2. Moving-RMS-Based Index

For abrupt and incipient sensor faults, the faults on one sensor affect the residuals of
the other sensors. Hence, to detect the actual faulty sensor, the moving-RMS-based index is
calculated as follows:

MRIi =

√√√√ 1
Ts

i

∑
n=i−Ts

p2
n (2)

where MRIi is the root mean square of the signal p(t) in the nth window. In this article,
the root mean square was applied to the residuals of the stator currents, speed, and stator
voltage values, with the number of samples in one cycle denoted as Ts and the time step of
one sample as t. The object calculates the root mean square (RMS) of the windowed data
at each iteration through the window. It can also be seen that the energy of the signal is
directly proportional to the MRI values of the residuals, considering a constant window
length. Like the behavior of the MAI, the MRI exhibits smooth fluctuations during the
healthy sensor state, but it indicates a change during abrupt and incipient faults. The
index for MRI, like the index MAI, was compared with a threshold designed using Otsu’s
thresholding. The threshold’s considered value was 0.5.

2.3. Moving-Variance-Based Index

A variance-based index was used to separate the faulty sensor from the non-faulty
ones by comparing it with the set threshold. Utilizing the formula of the moving average,
MVIi is considered as follows:

MVIi =
1
Ts

i

∑
n=i−Ts

(pn − p̄n)
2) (3)

where pn denotes each sample of the sensor residual and p̄n is the average of the samples
of the residuals in the specified window.

The moving variance calculates the variance of the signal around the mean in the
given window. When a fault occurs, the abrupt changes cause large deviations, and this
affects the variance of the signal.

2.4. Moving-Energy-Based Index

Abrupt and incipient faults are also detected by another index, called the moving-
energy-based index. The index is calculated and then compared with a threshold.
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This index can be calculated as follows:

MEIi =
1
Ts

i

∑
n=i−Ts

p2
n (4)

where MEIi is the moving energy of the signal denoted by Sn. This index, like the MVI,
exhibits the same behavior as the previous three indices. The comparison threshold was set
at 0.2 and was created using Otsu’s thresholding technique [36]

2.5. First-Order-Derivative-Based Index (DBI1)

In this work, residual-based fault analysis was performed by designing a first-order-
derivative-based index. It can be calculated as follows:

DBI1i = lim
x2→x1

f (x2)− f (x1)

x2 − x1
(5)

The idea behind using a (DBI1)-based index is to amplify the very slight changes in
the faulty sensor values, as well as the noises present in the sensor residual transients. This
index was compared to a threshold of 0.5 calculated using Otsu’s thresholding method.

2.6. Second-Order-Derivative-Based Index (DBI2)

A second-order-derivative-based index was also designed for the analysis of residuals
for fault detections. It can be calculated as shown below:

DBI2i = lim
x2→x1

d
dx f (x2)− d

dx f (x1)

x2 − x1
(6)

The DBI2 index method, like the DBI1 index method, analyzes the transients of noisy
abrupt and incipient faults. The threshold was set to 0.5 and was created with Otsu’s
thresholding method.

2.7. Auto-Correlation Index

Another index utilized here for sensor fault detection was the auto-correlation index.
This index was used for analyzing the residuals for intermittent faults. The mathematical
expression for (Ac I) is shown as

Ac I =
∑n

i=k+1(yi − ȳ)(yi−k − ȳ)
∑n

i=1(yi − ȳ)2 (7)

where Ac I is the auto-correlation of the signal for time series of the signal yi, and it lies
between −1 and +1. ȳ is the overall mean; n is the total number of samples; yi is the value
of the signal at sample i.

2.8. Auxiliary Index

In order to detect the sensor faults more accurately and preserve the reliability of the
index-based methods, an auxiliary condition was considered by using an auxiliary index
(AI). The mathematical representation of the auxiliary index is as follows:

AI = Vindices( f ) > Vindices(n f ) (8)

where Vindices are MRI, MAI, MVI, MEI, DBI1, DBI2, and Ac I, respectively; f indicates the
faulty and n f indicates the non-faulty value of the indices.
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Moreover, for the quantitative analysis of the proposed indices, the two following
criteria, the accuracy (Acc) and dependability (Dep) of the indices, were calculated by using
the formulae as follows:

Acc% =
Number of correctly detected cases

Total number of cases
(9)

Dep% =
Total number of detected faults by the indices

Total number of faults
(10)

3. Multi-Sensor Fault Diagnosis

In this paper, for the evaluation, we employed the proposed methodology for multi-
sensor fault diagnosis in a (PMSM) motor. The dynamics of a PMSM can be modeled as
follows: ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

diα
dt = − R

L iα − 1
L bα +

1
L Eα

diβ

dt = − R
L iβ − 1

L bβ +
1
L Eβ

dωe
dt = − P

J φe(− sin θeiα + cos θeiβ)− Fe
J ωe − Δe

J
dθe
dt = ωe

(11)

where iα and iβ are the stator currents, Eα and Eβ are the stator voltages, and bα and bβ are
the back EMFs given as bα = −Keωe sin θe and bβ = Keωe cos θe, respectively. In the above
equations, R is the stator resistance, L is the synchronous inductance, P is the number of
pole pairs, J is the moment of inertia, Ke is the back EMF constant, φe is the rotor flux, Fe
is the viscous friction, Δe is the load torque, and θe and ωe are the position and speed of
the motor, respectively. The specifications of the motor parameters are defined in Table 1,
and the functional block diagram of a PMSM is shown in Figure 1. In this work, abrupt,
incipient, and intermittent faults were considered in the speed, current, and voltage sensors
of a PMSM. Higher-order sliding mode (HOSM) observers were designed to generate the
residuals of the speed and voltage sensors, respectively. However, a Luenberger observer
was designed to generate the residuals of the current sensors. The main objective lied in the
multi-sensor fault detection of a PMSM. The second objective was to validate the proposed
method accordingly.

e

E

E

4

5

Auxiliary index
f nf > => faulty 

f nf < => non-faulty 

MRI

MAI

MVI
MEI
DBI

DBI
A Ic

2

1

A B C
Figure 1. Functional block diagram for multi- sensor fault detection in a PMSM; (A): Finite time
observer block; (B): Indices based detections using the residuals; (C): Fault Identification with the AI.
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Table 1. Specifications of the PMSM.

Quantity Symbol Value

PMSM Rating Pw 50 (kW)
Rating speed ωe 628 (rad/s)

Stator inductance L 0.47 (mH)
Stator resistance R 0.79 (Ω)

Magnetic flux linkage Ke 0.2709 (Vs/rad)
Number of poles P 4

3.1. Generation of Speed Sensor Residuals

In this section, stator voltages (Eα, Eβ) and currents (iα, iβ) are considered as known
quantities and speed (ωe) is considered as an unknown quantity.

dîα1

dt
= −R

L
îα1 +

1
L

Eα +
1
L

λ1 (12)

dîβ1

dt
= −R

L
îβ1 +

1
L

Eβ +
1
L

λ2 (13)

where λ1 and λ2 are the higher-order terms of STA and can be written as:{
λ1(t) = −Ks1 ζ1(αs(t))− Ks2

∫ t
0 ζ2(αs(t))dτ

λ2(t) = −Ks1 ζ1(βs(t))− Ks2

∫ t
0 ζ2(βs(t))dτ

(14)

where αs and βs are the selected sliding surfaces and

ζ1(αs(t)) = αs(t) + Ks3�αs
1
2 (15)

ζ2(αs(t)) = αs(t) +
K2

s4

2
sign(αs(t)) + 1.5�αs

1
2 (16)

where Ks1 , Ks2 , Ks3 , and Ks4 are properly designed constant terms. Similarly, the terms
ζ1(βs(t)) and ζ2(βs(t)) can be designed by replacing αs with βs. The estimation error
dynamics can be defined as αs(t) = îα−iα and βs(t) = îβ−iβ and can be computed similar
to [37].

Using the estimated back EMF voltages, the speed of the PMSM can be computed as
follows:

ω̂e =
1

Ks

√
b̂2

α + b̂2
β (17)

where b̂α = Ks2

∫ t
0 ζ2(βs(t))dτ and b̂β = Ks2

∫ t
0 ζ2(βs(t))dτ, respectively. The speed sensor

residuals can be computed as ωres = ω̂e − ωe.

3.2. Generation of Voltage Sensor Residuals

In this section, the stator currents (iα, iβ) and speed (ωe) are treated as known quantities
and voltages (Eα, Eβ) are treated as unknown quantities. By using the STA-based HOSM
observers, the stationary voltages are estimated in the α and β axes, respectively.⎧⎨⎩

dîα2
dt = − R

L îα2 − 1
L bα +

1
L λ3(t)

dîβ2
dt = − R

L îβ2 − 1
L bβ +

1
L λ4(t)

(18)

where λ3(t) and λ4(t) are the gains of the STA observer and can be defined as follows:{
λ3(t) = −Kv1 ζ3(V1s(t))− Kv2

∫ t
0 sign(V1s(t))dτ

λ4(t) = −Kv1 ζ4(V2s(t))− Kv2

∫ t
0 sign(V2s(t))dτ

(19)
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with
ζ3(V1s(t) = V1s(t) + Kv3�V1s�

1
2 (20)

ζ4(V1s(t) = V1s(t) +
K2

v4

2
sign(V1s(t)) + 1.5�V1s�

1
2 (21)

where V1s and V2s are the sliding surfaces, respectively, and Kv1 and Kv2 are the STA gains.
The estimation error dynamics from Equations (11) and (18) can be computed from [37].

The unknown voltages can be estimated as follows:{
Êα = −Kv2

∫ t
0 ζ2(V1s(t)dτ

Êβ = −Kv2

∫ t
0 ζ2(V2s(t)dτ

(22)

Hence, the voltage sensor residuals can be computed as Eαβ, res=Êαβ − Eαβ.

3.3. Generation of Stator Current Sensor Residuals

In this section, the stator currents (iα, iβ) are treated as unknown quantities and speed
(ωe) and voltages (Eα, Eβ) are treated as known quantities. By using the Luenberger
observer, the unknown stator currents are estimated in both the α and β axes. We utilize
the PMSM model in the stationary reference frame as{

dx
dt = A1x(t) + B1u(t)
y(t) = C1x(t)

(23)

where x=[iα, iβ, ωe, θs]T is the state vector. u = [Eα, Eβ, Tl ]
T and y = [ωs, θs] are the voltages

and the input vector, respectively.

A1 =

⎡⎢⎢⎣
− R

L 0 1
L Pksinθs 0

0 R
L − 1

L Pkcosθs 0
− P

J φmcosθs − F
J 0 0

0 0 1 0

⎤⎥⎥⎦

B1 =

⎡⎢⎢⎢⎢⎣
− 1

L 0
1
L

0 1
L 0

0 0 − 1
J

0 0 0

⎤⎥⎥⎥⎥⎦
C1 =

[
0 0 1 0
0 0 0 1

]
Th Luenberger observer can be designed as follows:

dx̂
dt

= A1 x̂ + B1u + Lt(y − Cx̂) (24)

where x̂ = [îα, îβ, ω̂e, θ̂s]T is the state estimation vector and Lt is the observer gain matrix.
The current sensor residuals can be computed as iαβ,res = îαβ − iαβ.

4. Results and Performance Evaluation

This section presents the simulation results to evaluate and demonstrate the effective-
ness of the proposed index-based multi-sensor fault detections under different conditions.
The specification of the parameters of the PMSM is mentioned in Table 1. The gain values
of the HOSM observers for residual generations were selected as shown in [38]. The Lu-
enberger observer (LO) gain matrix, Lt, can be selected from [39]. As shown in Figure 1,
A represents the output of the finite time observers. The generated residuals as shown
in Figure 1, B were further used for fault analysis. Hence, the indices MAI, MRI, MVI,
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MEI, DBI1, DBI2, and Ac I were used for multiple sensors’ fault detections. As shown
in Figure 1, C an auxiliary index was used to differentiate the faulty sensor indices ( f )
from the non-faulty sensor indices (n f ). The indices mentioned above can individually
detect the sensor faults. Moreover, to improve the reliability and accuracy of the proposed
method, the AI was used by collectively considering the indices and differentiating it
based on the higher number of either faulty or non-faulty indices. The sensor faults in the
PMSM motor can be classified as abrupt faults, incipient faults, and intermittent faults. In
order to accurately detect the faults in the sensors, index-based analysis was performed by
considering different types of sensor faults.

4.1. No-Fault Scenario

As shown in Figure 2, a speed reference of 1000 rpm was considered. The origi-
nal and the estimated signals of the iα and iβ currents, speed, and Eα, Eβ voltage sen-
sors are shown in Figure 2a(i), 2a(ii), 2a(iii), 2a(iv), and 2a(v), respectively. The cor-
responding residuals for the speed, stator voltages, and stator currents are shown in
Figure 2b(i), 2b(ii), 2b(iii), 2b(iv), and 2b(v), respectively.
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Figure 2. Illustration of current, speed, and voltage sensors’ observers during no-fault scenario;
(a) actual and estimated signals; (b) residuals.

4.2. Multi-Sensor Fault Scenario

In this section, multi-sensor faults are considered in the speed, current, and voltage
sensors of a PMSM motor. In the first case, low-severity α, β abrupt current sensor faults
with 15% load and low speed were introduced at t = 0.739 s and t = 1.52 s, as shown in
Figure 3a(i) and Figure 3a(ii), respectively. The responses of the speed and voltage sensors
are shown in Figure 3a(iii), 3a(iv) and 3a(v), respectively. The residuals of the α-, β-axis cur-
rent, speed, and α-, β-axis voltage are shown in Figure 3b(i), 3b(ii), 3b(iii), 3b(iv), and 3b(v),
respectively. It can be seen that the residuals cross the respective thresholds, indicating
a faulty sensor. The residuals of the speed and α-axis voltage lie below the threshold.
However, the residuals of the β-axis voltage cross the threshold and indicate a fault due
to α- and β-axis current faults. Hence, the residuals were further analyzed using various
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index-based methods to detect the faulty sensors. The index-based methods the moving
root mean square index (MRI), moving-average-based index (MAI), moving-variance-based
index (MVI), moving-energy-based index (MEI), first-order-derivative-based index (DBI1),
second-order-derivative-based index (DBI2), and auto-correlation-based index (Ac I) were
designed to detect the faulty sensors in a multi-sensor fault scenario.
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Figure 3. Illustration of current, speed, and voltage sensors’ observers during an abrupt iα and Iβ

fault scenario at t = 0.739 s and t = 1.52 s; (a) actual and estimated signals; (b) residuals.

As shown in Figure 4a(i), the MRI of the iα crosses its threshold and indicates that
iα is faulty at t = 0.739. However, the iα residual lies below the threshold, as shown in
Figure 4a(ii). The MAI failed to detect the low-severity current faults in the PMSM. The
MVI, MEI, DBI1, and DBI2, however, characterized the faulty condition, as shown in
Figure 4a(iii), 4a(iv), 4a(v), and 4a(vi), respectively, at t = 0.740 s, 0.7402 s, 0.391 s, and
0.7391 s. Using Equation (8), it is clear that n = 5 and n = 1, clearly indicating that the
number of fault detection indices was greater than the indices that failed to detect the faults.
From Figure 4, it can be seen that, due to the fault in the α-axis of the stator current, the
energies of the Iαres and the MRI values were proportionally related, for a constant number
of samples in the specified moving window. Hence, it can be seen that after the fault, the
residual value increased tremendously, leading to an increase in the energy and, hence,
and increase the MRI values also. Similarly, the residuals of iβ were analyzed by using
the index-based methods, as shown in Figure 4b. The depicted MRI for the iβ crosses the
threshold at t = 1.525 s and indicates a faulty iβ sensor, as shown in Figure 4b(i). However,
the depicted MAI lies below the threshold, as shown in Figure 4b(ii). The MVI, MEI, DBI1,
and DBI2 of the iβ residuals lie above the threshold and indicate a faulty iβ sensor, as shown
in Figure 4b(iii), 4b(iv), 4b(v), 4b(vi), respectively, at at t = 1.528 s, 1.526 s, 1.522 s, and
1.522 s. The AI of iβ also shows that f = 5 and n f = 1, hence indicating a faulty Iβ sensor.
Similarly, the indices for the ωe residual are plotted in Figure 5a. The depicted MRI of the ω
touches the threshold slightly, as shown in Figure 5a(i). The indices MAI, MVI, MEI, DBI1,
and DBI2 are shown in Figure 5a(ii), 5a(iii), 5a(iv), and 5a(v), respectively. The residuals
of Eα were also analyzed using the index-based methods of MRI, MAI, MVI, MEI, DBI1,
and DBI2, respectively as shown in Figure 5b(i), 5b(ii), 5b(iii), 5b(iv), 5b(v), and 5b(vi). The
MRI, MAI, MVI, MEI, DBI1, and DBI2 for the residuals of the Eβ voltage sensors lie below
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the threshold, as shown in Figure 6. From the AI analysis, it can be depicted that Eβ is
fault free.
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Figure 4. Analysis of residuals for (a) Iα and (b) Iβ using index-based methods ((i) MRI, (ii) MAI, (iii)
MVI, (iv) MEI, (v) DBI1 and (vi) DBI2) for the Iα and Iβ faults at t = 0.739 s and t = 1.52 .
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Figure 5. Analysis of residuals for (a) ω and (b) Vα using index-based method ((i) MRI, (ii) MAI, (iii)
MVI, (iv) MEI, (v) DBI1 and (vi) DBI2) for the Iα and Iβ faults at t = 0.739 s and t = 1.52 s.

In the second case, a combination of an incipient and an abrupt fault was also intro-
duced in iα and Eβ at t = 1.20 s and 1.60 s, respectively, as shown in
Figure 7a(i) and 7a(v). A load change of 50% was also considered while introducing
the iα and Eβ faults. Due to the faults in both sensors, iβ, Eα, and Eβ also were affected,
as shown in Figure 7a(ii), 7a(iii), and 7a(iv), respectively. The residuals of the iα current
sensor cross the threshold at t = 1.20 s, as shown in Figure 7b(i). Similarly, the residuals of
iβ, ωe, and Eα are shown in Figure 7b(ii), 7b(iii), and 7b(iv), respectively. The Eβ residual
crosses the threshold and indicates a faulty Eβ sensor, as shown in Figure 7b(v). A fur-
ther analysis was performed to detect the actual faulty sensor by using the index-based
analysis methods.
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Figure 7. Illustration of current, speed, and voltage sensors’ observers during the incipient iα fault
and abrupt Vβ fault scenario at t = 1.256 s and t = 1.60 s, respectively; (a) actual and estimated signals;
(b) residuals.

An interturn fault in the iα sensor can lead to a high fault current in the shorted circuit,
which can produce excessive heat and ripples in the torque. The MRI of the iα sensor
indicates a fault at t = 1.258 s, as shown in Figure 8a(i). However, the MAI lies below
the threshold, and hence, it was unable to detect the iα fault, as shown in Figure 8a(ii).
The depicted MVI touches the threshold, indicating a fault at t = 1.257 s, as shown in
Figure 8a(iii). The MEI, DBI1, and DBI2 of the iα residual increase and cross the threshold
at 1.257 s, 1.2563 s, and 1.2563 s, as shown in Figure 8a(iv), 8a(v), and 8a(vi), respectively.
The AI was calculated to check the faulty sensor, and it can be seen that n = 5 and n f = 1;
hence, iα was considered as a faulty sensor. The index-based analysis for the iβ sensor
is shown in Figure 8b. The indices (MRI, MAI, MVI, MEI, DBI1, and DBI2 lie below
the selected threshold, as shown in Figure 8b(i), 8b(ii), 8b(iii), 8b(iv), 8b(v), and 8b(vi)),
respectively.
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The speed (ωs) residual was also analyzed by using the index-based methods, as
shown in Figure 9a. The MRI, MAI, MVI, MEI, DBI1, and DBI2 lie below the threshold, as
shown in Figure 9a(i), 9a(ii), 9a(iii), 9a(iv), 9a(v), and 9a(vi), respectively. The analysis of
the Eα residual was also performed using the index-based methods. The depicted MRI,
MAI, MVI, MEI, DBI1, and DBI2 lie below the selected threshold, which indicates that Eβ

is non-faulty, as shown in Figure 9b(i), 9b(ii), 9b(iii), 9b(iv), 9b(v), 9b(vi), respectively.
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Figure 9. Analysis of residuals for (a) W and (b) Vα using index-based method ((i) MRI, (ii) MAI,
(iii) MVI, (iv) MEI, (v) DBI1 and (vi) DBI2 ) for incipient Iα fault and abrupt Vβ fault at t = 1.256 s and
t = 1.60 s.

However, the calculated MRI for the Eβ residual surpasses the threshold at t = 1.60 s,
indicating a faulty sensor, as shown in Figure 10i. The MAI and MVI, however, stay
below the threshold and discriminate the change as a healthy Eβ sensor, as shown in
Figure 10ii and 10iii, respectively. However, as shown in Figure 10iv, the MEI for the Eβ

residual slightly exceeds the threshold at t = 1.62 s and indicates that Eβ is faulty. The
DBI1 and DBI2 of the Eβ sensor residual also increase and cross the threshold at 1.605 s
and 1.605 s, as shown in Figure 10v and 10vi, respectively. The AI was thus calculated to
further analyze the index-based methods. It can be seen that n = 4 and n f = 2; hence, Eβ

was considered as a faulty sensor.
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Figure 10. Analysis of residuals for Vβ using index-based method ((i) MRI, (ii) MAI, (iii) MVI, (iv)
MEI, (v) DBI1 and (vi) DBI2) for incipient Iα fault and abrupt Vβ fault at t = 1.256 s and t = 1.60 s.

In the third case, the effect of the speed sensor fault in addition to the current sensor
fault was analyzed for accurate fault detections. In this regard, an incipient fault was
introduced in iα sensor and an abrupt fault in ωe sensor at t = 1.25 s and t = 1.50 s,
respectively, as shown in Figure 11. A random noise of 20% was also introduced in the
iα sensor. The actual and the estimated states are shown in Figure 11a, and the residuals
are shown in Figure 11b, respectively. The MRI, MVI, MEI, DBI1, and DBI2 lie above
the threshold and indicate a faulty sensor at 1.26 s, 1.28 s, 1.48 s, 1.253 s, and 1.253 s, as
shown in Figure 12a(i), Figure 12a(iii), Figure 12a(iv), Figure 12a(v), and Figure 12a(vi),
respectively. However, the MAI values lie below the threshold, as shown in Figure 12a(ii).
Furthermore, it can be seen that f = 5 and n f = 1. Hence, the iα sensor was concluded
to be faulty. Similarly for the iβ index analysis, all the indices, the MRI, MAI, MVI, MEI,
DBI1, and DBI2, lie below the threshold, as shown in Figure 12b. Hence, iβ is not faulty.
The analysis of ω was also performed in a similar manner.
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Figure 11. Illustration of current, speed, and voltage sensors’ observers during the 20% noisy incipient
iα fault and abrupt We fault scenario at t = 1.25 s and t = 1.50 s, respectively; (a) actual and estimated
signals; (b) residuals.
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As shown in Figure 13a, it can be seen that the MRI, MAI, MVI, MEI, DBI1, and
DBI2 cross the threshold, and hence, the abrupt ω fault can be detected, as shown in
Figure 13a(i–vi). However, in the case of index analysis method application for the Eα

sensor, the MRI showed a slow increase in its values and slightly touches the threshold, as
shown in Figure 13b(i). The other indices still remain below the threshold. Further utilizing
the AI analysis, it can be seen f = 1 and n f = 5, which implies that f < n f ; hence Eβ

is non-faulty. Similarly, the index method for Eβ sensor analysis is shown in Figure 14.
The calculated AI shows that f = 1 and n f = 5, and hence, f < n f indicates that Eβ is
fault free.
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Figure 13. Analysis of residuals for (a) ωe and (b) Eα using index-based method ((i) MRI, (ii) MAI,
(iii) MVI, (iv) MEI, (v) DBI1 and (vi) DBI2) for the 20% noisy incipient iα fault and abrupt ωe fault
scenario at t = 1.25 s and t = 1.50 s, respectively.
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t = 1.25 s and t = 1.50 s, respectively.

To show the efficacy of the proposed method, an incipient fault in iα sensor was
considered at t = 1.25 s, and and intermittent fault was considered in the ωe sensor, with
the first fault occurring at t = 0.5 s and ending at t = 0.8 s. The second intermittent fault
occurred at t = 1.5 s and ended at t = 1.8 s, as shown in Figure 15a. The illustration of
the HOSM observer for the iα and ωe faults is shown in Figure 15b. The Ac I-based index
was calculated to analyze the residuals of the faulty sensors. Using this Ac I-based method,
it can be seen that the incipient fault in the iα sensor failed to be detected, as shown in
Figure 16i, whereas the intermittent faults in the ωe sensor were detected with a delay, as
shown in Figure 16iii.
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Figure 15. Illustration of current, speed, and voltage sensors’ observers during the incipient iα fault
at t = 1.25 s and intermittent Wω fault scenario at t = 0.5 s and t = 1.50 s, respectively; (a) actual and
estimated signal; (b) generated residuals.
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Vα, (v) Vβ) residuals during the incipient iα fault at t = 1.25 s and intermittent Wω fault scenario at
t = 0.5 s and t = 1.50 s, respectively.

5. Discussion

In this research, we took into account both sudden and incipient sensor faults in
industrial drives in order to perform multi-sensor fault detection. Different conditions were
considered by sequentially introducing the faults in each sensor. Indices (MRI, MAI, MVI,
MEI, DBI1, and DBI2) were designed to detect the faults by selecting a particular threshold.
The threshold for the indices was designed by using Otsu-based thresholding techniques.

Different cases such as low-severity current faults, sudden speed changes, and changes
in the load were considered on the basis of index analysis for detecting the single- and
multi-sensor faults. As shown in Figure 4a, during low-severity iα and iβ faults, the MRI,
MVI, and MEI detected the fault after a certain delay. However, the indices DBI1 and
DBI2 detected the faulty iα sensor with a minimum delay compared to the other indices.
Similarly, in Figure 4b, the MRI, MVI, and MEI experienced a certain delay in detecting the
iβ fault. On the other hand, DBI1 and DBI2 detected the faulty iβ sensor immediately after
the fault’s occurrence. The indices for ωe, Eα, and Eβ did not show any sudden change and
indicated fault-free sensor data, by holding the property of the auxiliary index.

In Figure 8a, due to the load change in the drive, the MRI, MVI, MEI, DBI1, and DBI2
detected the fault of the iα sensor data. The indices DBI1 and DBI2, however, detected the
fault with a minimum delay compared to the other indices. The Eβ sensor fault in Figure 8
also shows a variation and crosses the respective thresholds when the MRI, MEI, DBI1, and
DBI2 were utilized. The auxiliary index (AI) plays a vital role in selecting the accurate fault
without discriminating the outputs of the indices.

A random noise of 20% was also introduced in the iα sensor, as shown in Figure 11a(i).
Due to noise in the sensors, the MRI value detected the iα sensor fault at t = 1.26 s. The MVI
also detected the fault at t = 1.30 s with the maximum delay. The DBI1 and DBI2 detected
the noisy iα sensor at t = 1.26 s and t = 1.262 s, respectively. As shown in Figure 13, all
seven indices, MRI, MAI, MVI, MEI, DBI1, DBI2, and Ac I, detected the abrupt speed (ωe)
fault. As shown in Figure 17, the accuracies of the indices were calculated, and it can be
seen that the Ac I had the lowest accuracy for various fault conditions.
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Figure 17. Accuracies of the indices used in the proposed method.

Similarly, the dependability of the indices was calculated for the comparison of all the
indices under various conditions, as shown in Figure 18.
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Figure 18. Dependability of the indices used in the proposed method.

The indices were calculated for all five sensors under three different cases mainly,
low-severity current faults, sensor faults during sudden load changes, and impacts of
sensor speed changes along with other sensors. A random noise of more than 20% was also
tested in the sensors for multiple fault detections. However, due to increase in the noise,
the MRI increased and crossed the threshold, indicating a false faulty sensor. The proposed
index method can be improved by using a low-pass filter for signals with noises greater
than 20%, as the DBI1 and DBI2 became more sensitive to noise, compromising the fast
detection property compared with other indices. Hence, in this case, adaptive thresholds
can also be incorporated to prevent the system from false faulty sensor signal detection.

6. Conclusions

In this work, different types of sensor faults were analyzed for fault detection by
using multiple index-based methods for a healthy drive. Seven index-based methods were
analyzed for the identification of the changes that occurred in the faulty sensors and the
non-faulty sensors. The results showed that the MRI, MEI, MVI, DBI1, and DBI2 were able
to detect the low-severity faults. The combination of both incipient current and an abrupt
voltage fault during the load change could be detected by the MRI, MEI, DBI1, and DBI2
accurately. The seven index-based methods could also be used to identify variations in the
speed sensor when they were combined with a fault in the current sensor. A combination
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of an intermittent fault in the speed sensor and an incipient fault in the beta-axis of the
current sensor was also simulated, and the index-based methods were able to identify the
faulty sensors. The simulated results conducted on various fault scenarios showed that
index-based analysis can be employed for fast fault detection. Future work will focus on
experimental validation of the proposed method on a PMSM motor.
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Abstract: Because the signal of water pump bearing is seriously disturbed by noise and the fault
evolution is complex, it is difficult to describe the performance degradation trend of water pump
bearing in a timely and accurate manner using the traditional performance degradation index (PDI).
In this paper, a new Cluster Migration Distance (CMD) algorithm is proposed. The extraction of the
indicator includes the following four steps: First, the relevant blind separation is used to extract the
useful signal of the monitored bearing from the mixed signal; secondly, the impact component is
further enhanced by wavelet packet analysis. Then, the redundancy of the original feature vectors
is eliminated using our previously proposed KJADE (Kernel Joint Approximate Diagonalization of
Eigen-matrices) method. Finally, the newly proposed CMD index is computed as PDI. By calculating
the offset trajectory of the feature cluster centroid in the continuous running process of the bearing,
CMD can aptly deal with the complex and variable features in the fault evolution process of the water
pump bearing. The whole-life monitoring data of a 220 KW water pump system are processed. The
results show that the proposed CMD index has better early-warning ability and monotonicity than
the traditional kurtosis index.

Keywords: water pump bearing; fault diagnosis; blind source separation; feature fusion; feature
distance; dynamic center of mass

1. Introduction

Water pumps play an important role in urban drinking water treatment, agricultural
irrigation, and other scenarios. As one of the key components of water pumps, bearings are
of great significance to ensure their healthy and reliable operation. However, due to their
high load and high-speed operation over a long duration, various kinds of faults inevitably
occur [1–3].

Dutta N. et al. [4]. proposed an artificial neural network-based model for the diagnosis
of water pump bearings with higher accuracy than other machine-learning algorithms.
Tang Jing et al. [5] converted the collected vibration signals into frequency domain signals
and used frequency domain features and support vector machines to diagnose the faults of
water pump bearings. Li Tao et al. [6,7] proposed an adaptive algorithm based on a particle
swarm optimization algorithm using the convolutional neural network fault diagnosis
method. Other research [8] proposed the method of the wavelet packet to denoise the
vibration signal of the centrifugal pump bearing and extracted the frequency band energy
representing the corresponding bearing fault and used a BP neural network for training and
fault identification. Han Hui et al. [9] proposed a water pump bearing diagnosis method
based on stack noise reduction and self-encoding, which obtained a more robust feature
representation and could precisely diagnose the fault state of water pump bearings. Bie
Zhongzheng et al. [10] introduced the principle of peak energy analysis and used the peak
energy value to judge the failure degree of the water pump bearing.
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Denoising and accurate performance degradation index extraction are two major
challenges in achieving effective performance degradation assessment of water pump
bearings. In practical engineering applications, the water pump is usually driven to rotate
by a motor through a coupling, and four bearings are usually installed coaxially on the main
shaft. Therefore, the vibration signal of each bearing will receive vibration interference from
other bearings, which introduces difficulties in the accurate extraction of the weak fault
information in the early stages of the bearing. Therefore, it is necessary to study effective
means to effectively eliminate noise. Bearing failures, on the other hand, have complex
evolutionary processes, often starting with one failure type, such as localized material tribes,
and then more complex composite failures may emerge as bearing components interact
with localized defects. Therefore, accurately characterizing the performance degradation
trend of water pump bearings is one of the main challenges.

Regarding research on noise reduction, Pinlu et al., proposed a deep learning method
for efficient noise reduction and feature extraction, which is based on a combination of
residual construction units, soft thresholding, and global context. However, this method has
the disadvantage of a shared threshold [11]. Sandaram Buchaiah and Piyush Shakya et al.,
applied different signal processing techniques to extract 72 raw features from vibration data
collected experimentally on bearings. They used a random forest method to select a subset
of relevant features from the extracted features. The selected features were fused through a
14-dimensional dimensionality-reduction technique, from which two-dimensional relevant
performance indicators are extracted and compared between techniques to determine the
most effective technique. However, these algorithms are numerous and they need to be
compared when they are used, and it is impossible to determine which one is the optimal
algorithm [12]. Fei-Ping Du et al., proposed an adaptive regularization parameter selec-
tion strategy to denoise vibration signals using a sparse redundant representation model.
However, this posterior method requires a great deal of computation of the FP metric, and
although this method is very effective, it has not been applied to all scenarios [13].

Regarding research on performance degradation indicators, Yang Chuang Yan et al.,
established a new RUL prediction model for the problems of poor residual life prediction
performance and the single performance degradation index of rolling bearings, and the
method showed a good performance in prediction accuracy and reliability [14]. Yan
Xiao li et al., proposed a bearing performance degradation evaluation algorithm based
on CMMP and feature fusion. Mathematical morphological operations are driven by
partial differential equations (PDEs) for the accurate assessment of bearing life cycle failure
datasets [15]. Tao Zan et al., introduced joint approximate diagonalization of a characteristic
matrix (JADE) and a particle swarm optimization support vector machine (PSO–SVM) in
the prediction of the performance degradation trend of rolling bearings, and realized the
performance degradation trend and residual performance of rolling bearings under small
samples, with an accurate prediction of service life [16].

In the above studies, it is generally considered that only one type of failure occurs
in the bearing during the degradation process, but in fact, in actual engineering cases,
we often find that there are composite failures. This is because, after the early failure of
a bearing, the interaction of the local failure with the bearing components can lead to
more complex compound failures. At this time, some traditional performance degradation
indicators, such as kurtosis, will fluctuate significantly, which affects the accurate judgment
of the performance degradation trend. Therefore, in this study, we innovatively propose
a novel performance degradation metric extraction method called Cluster Migration Dis-
tance (CMD). CMD does not focus on the growth of features, but rather on the change in
features, becoming lower or higher. Degradation trends are assessed by tracking changes
in features. At the same time, in order to solve the problem of strong noise interference,
we comprehensively use the non-target vibration source interference elimination ability
of blind separation and the impact component identification ability of wavelet analysis
to achieve noise elimination and use our specially proposed KJADE method for feature
fusion processing. In order to verify the effectiveness of the proposed method, we verify
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the life-cycle monitoring data of a 220 KW water pump system in practical engineering
applications. The results show that the early warning ability and the monotonicity of the
proposed CMD index are better than the traditional kurtosis indicators.

The details of this work are described in the following sections. Section 2 provides the
detailed flow of the proposed approach. Section 3 presents the analysis results and related
discussions of an engineering application case. Section 4 concludes this work and points
out future research work.

2. Method and Process

In practical engineering applications, the early fault signal of a water pump bearing
is seriously interfered with, and the fault evolution process is complex and changeable.
For the purpose of solving this problem, this paper proposes a new performance degrada-
tion index extraction method called the Cluster Migration Distance (CMD). At the same
time, blind separation, wavelet packet analysis, and the KJADE feature fusion method
are comprehensively used to assist in the accurate extraction of bearing performance
degradation indicators.

The proposed method mainly includes the following four steps: (1) In order to elimi-
nate the interference of the coaxial vibration source in the pump system, decorrelated blind
separation is used to separate the signal of the monitored bearing from the acquired signals
of multiple measurement points. (2) Wavelet packet analysis is used to further enhance
the shock components closely related to the diagnostic information from the signal; the
comprehensive application of the blind separation and wavelet packet analysis methods
can effectively eliminate noise interference. (3) Our proposed KJADE method is used to
eliminate redundancy and feature fusion on the original time–frequency domain feature
vectors; the KJADE method combines the nonlinear processing capability of the kernel
method and the advantages of high-order cumulant calculation in the JADE method, which
can effectively extract features that characterize fault information. (4) Lastly, the CMD
index is calculated to be used as a final indicator to describe the degradation trend of the
monitored bearing performance.

The schematic flow chart of the method and the detailed flow chart of the algorithm are
shown in Figures 1 and 2, respectively, and the details of the method will be described below.

2.1. Vibration Source Interference Cancellation Based on Blind Separation

Principal Component Analysis (PCA) [13,16] is a multidimensional data analysis
method commonly used in statistical analysis, and it is able to find implicit statistical
features from raw data. It is very effective in data dimensionality reduction [17], information
compression, and de-correlation between data. In this section, PCA is used to reduce the
dimensionality of the two-dimensional signals collected by the horizontal and vertical
sensors of the same measuring point before blind separation and extract the main feature
information. We assume that the vibration source signal of the monitored bearing is s(t), and
other coaxial vibration source signals are si(t). After the pump mixing system, the random
vector formed by the observation signals of the same measuring point is x = (xi−1, xi−2)

T ,
(i = 1, . . . , N), N is the number of measuring points, and its mean mx = E(x) = 0. We then
find an orthogonal transformation matrix W and perform an orthogonal transformation on
the random vector, so that the random variables in the output random vector y = Wx are
not correlated with each other.

Cy = E
{

yyT
}
= diag(λ1, λ2) (1)

The orthogonal matrix W is obtained by decomposing the eigenvalues of the covari-
ance matrix Cx of x. Usually, Cx is a real symmetric matrix, decomposed as:

Cx = UΛUT (2)
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where U = (u1, u2), Λ = diag(λ1, λ2) and u1 and u2 are the eigenvectors of the covariance
matrix Cx. The eigenvectors are orthogonal to each other, that is E

{
ui

Tuj
}
= 0(i �= j ∈ 1, 2),

and λi is the corresponding eigenvalue and is presented as:

λi = E
{
(ui

Tx)
2}

> λj = E
{
(uj

Tx)
2}

, i < j ∈ 1, 2 (3)

It can be seen that PCA establishes a set of orthogonal bases u1, u2 for the 2-dimensional
data space, and u1 is orthogonal to u2.yi = ui

Tx, i = 1, 2. We then take the first yi(t) after
dimensionality reduction as the principal component.

 

Figure 1. Overall flow chart.
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Figure 2. Overall algorithm flow chart.

Blind Separation of Decorrelation

In the previous link, the dimensionality reduction in the two-dimensional signals
is measured by the horizontal and vertical displacement sensors of the same vibration
measuring point. The signal matrix y(t) formed by each measuring point after dimension
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reduction is used as the observed signal matrix for de-correlated blind separation, and
feature extraction is achieved using de-correlated blind separation [18–20]. Assuming that
the signals have statistical irrelevance, non-whiteness, or non-stationarity, and there is no
more than one Gaussian signal in the signal, the eigenvalue decomposition of multiple
non-zero time-delay correlation matrices is used to achieve blind signal separation. We
then proceed as follows:

(1) The observed signal is pre-whitened. We calculate the zero-time delay correlation ma-
trix Rxx of the observed signal matrix y(t) and perform singular value decomposition,

Rxx = E
[
y(t)yT(t)

]
= U ∑ UT , B = ∑−1/2 UT (4)

where Σ is a diagonal matrix consisting of singular values and then z(t) = By(t).

(2) We find unitary matrices V and make the set of non-zero time-delay correlation
matrices {Rzz(τ1), Rzz(τ2), · · · , Rzz(τk)} joint diagonalization. The objective function
is as follows:

f (V) = ∑k
k=1 o f f

(
VHRzz(τk)V

)
(5)

Among them, k is the number of time delay correlation matrices, o f f (M) = ∑1<i �=j<n
∣∣Mij

∣∣2.

(3) The separated signal matrix is:

s(t) = VTz(t) (6)

The frequency domain correlation analysis is carried out between the separated signal
and the monitored bearing signal, and the separated signal with a high-frequency domain
correlation is taken as the monitoring bearing signal after blind separation.

2.2. Wavelet Packet Analysis to Achieve Shock Component Enhancement

After blind separation, the signal s(t) is subjected to wavelet packet decomposition,
and its decomposition tree is shown in Figure 3.

 

Figure 3. Wavelet decomposition tree.

If the sampling frequency of the bearing vibration signal is fs, after the n-layer wavelet
packet analysis, there are a total of 2n nodes, and the frequency interval of each node
segment is f s

2n+1 .
By analyzing the spectrum of the signal s(t), the concentration area of the fault’s

frequency components is determined, and then the corresponding node is selected for
reconstruction to obtain the signal x(t).

2.3. Multivariate Feature Extraction in Time–Frequency Domain

After the vibration sensor collects the bearing signal, extracting the features reflecting
the bearing state from these data is a key step in realizing fault diagnosis. The quality
of the extracted features directly affects the recognition accuracy. Due to the complexity
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of the bearing structure and the superposition and coupling of the vibration signals of
various components, a single characteristic index, such as the root mean square value or
peak value, cannot accurately reflect the current state of the bearing [21]. It can, however,
comprehensively evaluate the running state of the bearing [22]. Therefore, the time-domain
dimensionless index, the frequency-domain index, and the energy ratio index based on the
wavelet packet sub-band are extracted as the original high-dimensional feature vectors.

2.3.1. Extraction Method of Time-Domain Features

The signal obtained by wavelet packet decomposition and reconstruction is x(t), and
n is the number of sampling points. The extracted signal feature set has dimensional
indicators and non-dimensional indicators [23], as shown in Table 1.

Table 1. Time and frequency domain and time–frequency domain characteristic indicators.

Features Expression Features Expression

Mean F1 = 1
N ∑ N

i=1xi(t) Center frequency F13 = ∑ N
i=1 fisi/∑ N

j=1sj

Root mean square value F2 =
√

1
N ∑ N

i=1x2
i (t)) Frequency standard deviation F14 = 1

N ∑ N
j=1(sj − 1

N ∑ N
i=1si)

Square root magnitude F3 =
[

1
N ∑ N

i=1

√|xi(t)|
]2 Root mean square frequency F15 =

√
∑ N

i=1 f 2
i si/∑ N

j=1sj

Absolute mean F4 = 1
N ∑ N

i=1|xi(t)| First Band F17 = E0/E
Kurtosis F5 = 1

N ∑ N
i=1x4

i (t) Second Band F18 = E1/E
Variance F6 = 1

N−1 ∑ N
i=1(xi − F1)2 Third Band F19 = E2/E

Waveform Indicator F7 = F2
F4 Fourth Band F20 = E3/E

Peak indicator F8 = max(xi(t))
F2

Fifth Band F21 = E4/E
Impulse indicator F9 = max(xi(t))

F4
Sixth Band F22 = E5/E

Margin indicator F10 = max(xi(t))
F3

Seventh Band F23 = E6/E

Skewness Indicator F11 =
1
N ∑ N

i=1x3
i (t)

F23
Eighth Band F24 = E7/E

Kurtosis indicator F12 = F5
F24

Absolute mean F16 = 1
N ∑ N

i=1[si( fi − F13)4]/( 1
N ∑N

j=1 (sj( fi − F13)
2))

2

2.3.2. Extraction Method of Frequency Domain Features

When the bearing is in a healthy state, its vibration and acoustic signals are small
during operation. When the bearing is damaged locally, a periodic impact signal will be
generated, which will lead to the high-frequency vibration of the bearing itself. Therefore,
the vibration signal of the bearing is very complex, and different types of bearing faults
have different fault frequencies and impact laws. Therefore, the complex time domain
signal can be transformed into a single harmonic component through Fourier transform
for research, so as to obtain each harmonic component, such as the amplitude and phase
information of the wave. Since the signals of different fault types do not have exactly the
same frequency spectra, different frequency domain characteristic parameters are required
for monitoring [24]. F13–F16, as listed in Table 1, are the frequency domain features required
in this chapter, where fi and si are the frequency and amplitude corresponding to the i-th
spectral line of the reconstructed signal x(t).

2.3.3. Extraction Method of Time–Frequency Domain Features

As a typical time–frequency domain analysis method, wavelet decomposition can
perform multi-scale transformation of vibration signals. Since the fault information widely
exists in different frequency components in the signal, a change in the frequency component
often indicates that the state of the bearing has changed, so wavelet packet frequency band
energy detection technology can be used to realize the original feature extraction of the
bearing’s operating state.

Third-order wavelet packet decomposition is performed on the reconstructed signal
x(t), and the energy corresponding to the node x3i is Ei, while the corresponding discrete
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point amplitude is hik, i = 0, 1, 2, . . . , 7; k = 1, 2, . . . , n, and n is the number of sampling
points. Then, the energy of the i-th subband signal is:

Ei =
∫
|x3i|2dt = ∑n

k=1|hik|2 (7)

In order to more intuitively judge the change in energy and perform dimensionless
processing on the extracted sub-band energy of wavelet packets, the energy ratio of each
frequency band energy to the total energy E, as shown in Table 1, can be obtained as the time–
frequency domain energy ratio original features, of which the total energy E = ∑7

i=0 Ei.

2.4. Advanced Feature Fusion Extraction Based on KJADE

In the previous section, time-domain indicators, frequency-domain indicators, and
energy ratios based on wavelet packet sub-bands were extracted from the vibration sig-
nal, and formed a multi-domain feature set, avoiding the shortcoming of the insufficient
evaluation capability of a single feature. However, there are redundant and conflicting
problems among some features in multi-domain features, so it is necessary to extract feature
quantities sensitive to bearing fault states. The bearing vibration signal often has nonlinear
characteristics, and JADE belongs to the linear processing method, so it cannot effectively
extract the characteristic quantities sensitive to the bearing fault state. In order to further
apply JADE to bearing vibration signals with nonlinear behavior, the idea of the kernel
function method is introduced to JADE, and the joint approximate diagonalization based
on the kernel function eigenmatrix is obtained. Kernel Feature Matrix Joint Approximate
Diagonalization (KJADE) is a novel feature fusion method. It not only has the characteris-
tics of JADE, but also has better nonlinear processing capabilities than JADE. The core idea
is to map the data X ∈ Rn×m to the high-dimensional feature space F through the nonlinear
function Φ, and then use the JADE algorithm to transform the nonlinear separable problem
into a linearly separable problem in F. The mapping process is shown in Figure 4. Assum-
ing that the sample space is X = {x1, x2, . . . , xn}, where xi is the input vector of the i-th
dimension of the sample space, which contains n data points, after mapping, the feature
space is F = {Φ(x1), Φ(x2), . . . , Φ(xM)}.

 

Figure 4. Nonlinear mapping.

For the same purpose as JADE, KJADE also needs to find unmixed matrix B to obtain
the optimal matrix, namely:

y = BFΦ(x) = UTWΦ(x) (8)

Furthermore, the covariance matrix of the mapped F can be obtained as:

RF =
1
N

Φ(xi)Φ(xi)
T =

1
N

FFT (9)

RF and its eigenvalues and eigenvectors cannot be obtained due to the “curse of
dimensionality” caused by the excessive dimension of the feature space. The idea of kernel
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function is introduced here, and the complex and time-consuming inner product calculation
is converted into a kernel function, and an N × N kernel matrix K is obtained:

Kij = Φ(xi)Φ
(

xj
)
= k

(
xi, xj

)
(10)

Among them, Kij must meet the Mercer condition, that is, K = FFT. The following are
commonly used kernel functions:

Gaussian kernel function:

k
(
xi, xj

)
= exp(− xi − xj

2

2σ2 ) (11)

Polynomial Kernel Function:

k
(

xi, xj
)
= (axT

i xj + c)
d

(12)

Sigmoid Kernel function:

k
(

xi, xj
)
= tan h(axT

i xj + c) (13)

Since the Gaussian kernel function achieves better results in solving practical prob-
lems [25], the Gaussian kernel function is used in this study to replace the inner product
operation, where σ represents the width parameter of the function. Then, the eigendecom-
position of the fourth-order cumulant matrix of the extracted kernel matrix is produced,
and the nonlinear feature fea_kjade(xi,yi,zi) hidden in the observation signal is obtained.

2.5. Calculation of CMD Performance Degradation Index

When the bearing fails, it has good class separability from the characteristic distri-
bution of the healthy bearing. With the continuous operation of the bearing, the failure
degree is expanded, and the characteristic difference between the monitored bearing and
the healthy bearing becomes larger. Therefore, two types of models can be constructed to
evaluate the difference between monitoring signals and health signals. In the classification
of samples, the intra-class distance and the inter-class distance have been applied in the
class separability measurement between different bearing fault types.

The two types of models constructed are shown in Figure 5. In the extracted nonlinear
feature fea_kjade(xi,yi,zi), we extract the feature segment of the bearing in normal operation
and record the feature set extracted in the healthy state of the bearing as Xo, the feature
set extracted by the bearing at time t is Yt, and then the two types of models formed are
Zt = [Xo, Yt], where Xo, Yt = (x1, x2, . . . , xi, . . . , xn), n is the number of samples, xi ∈ RD

(D is the feature dimension). Then, the inter-class scatter matrix is:

Sb = ∑c
i=1 Pimi − m2 (14)

The intra-class scatter matrix is:

Sw = ∑c
i=1 Pi

1
ni

∑ni
k=1 xi

k − mi
2 (15)

In: ⎧⎨⎩
P1 = ni/ ∑c

j=1 nj

mi = 1/ni ∑ni
k=1 xi

k
m = ∑c

i=1 pimi

1 ≤ i, j ≤ C (16)

C is the number of classes, where C = 2, and mi and m are the feature mean of class i
and the entire sample, respectively. The inter-class scatter matrices Sb and Sw represent the
degree of aggregation between different classes and between the same class, respectively.
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To describe the feature part more comprehensively, the intra-class and inter-class distance
SS is used as a measure of class separability, and its expression is shown in Equation (17).

SS = trace(Sb/Sw). (17)

Figure 5. Schematic diagram of the two types of models.

2.6. Performance Degradation Indicator
2.6.1. Selection of Distance Index Calculation

Because clustering does not know any sample labels, the samples are divided into
different classes through the internal relationship and different calculation methods are
used, and the clustering will also obtain different results. The following are commonly
used similarity calculation methods. Therefore, when calculating small sample clustering,
it is necessary to calculate the relevant distance. When calculating the distance between the
feature set Yt extracted at time t and the centroid of the feature set X0 extracted under the
healthy sample, we use the following distance formulas as a reference for comparison:

1. Euclidean Distance

According to the calculation, this distance can be considered to be the L2 norm. Two
points a(x1,x2 . . . xn) and b(y1,y2 . . . yn) are in the n-dimensional space:

dab =

√
(x1 − y1)

2 + (x2 − y2)
2 + · · ·+ (xn − yn)

2 (18)

2. Manhattan Distance

According to the calculation, this distance can be considered to be the L1 norm. Two
points a(x1,x2 . . . xn) and b(y1,y2 . . . yn) are in the n-dimensional space:

dab = |x1 − y1|+ |x2 − y2|+ · · ·+ |xn − yn| (19)

3. Chebyshev Distance

It is simply considered the maximum value of the coordinate difference of each
coordinate. Two points a(x1,x2 . . . xn) and b(y1,y2 . . . yn) are in the n-dimensional space:

dab = max(|x1 − y1|, |x2 − y2|, . . . |xn − yn|) (20)

4. Minkowski Distance
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The Minkowski distance between two n-dimensional variables a(x11,x12, . . . ,x1n) and
b(x21,x22, . . . ,x2n) is defined as:

d12 = p

√
n

∑
k=1

|xlk − x2k|p (21)

where p is a variable parameter. Min’s distance defines a set of distance formulas, including
the Euclidean distance, Manhattan distance, and Chebyshev distance.

5. Cosine Distance

The cosine similarity derivation formula is as follows:

cos(θ) =
a2 + b2 − c2

2ab
(22)

Two points a(x1,x2 . . . xn) and b(y1,y2 . . . yn) are in the n-dimensional space

cos(θ) =
∑n

k=1 x1kx2k√
∑n

k=1 x1k
2
√

∑n
k=1 x2k

2
(23)

6. Correlation Distance

The correlation coefficient is a way to assess the degree of correlation between random
variables X and Y.

ρXY =
Cov(X, Y)√
D(X)

√
D(Y)

=
E((X − EX)(Y − EY)√

D(X)
√

D(Y)
(24)

Correlation distance:
Dxy = 1 − ρXY (25)

2.6.2. Dynamic Centroid

When the bearing is running, its characteristic signal data migrate and change. In
order to more clearly observe the migration and change trend of the fusion features, we
propose the concept of the dynamic centroid. When finding the centroid of a single data
cluster, it is often best to find a fixed number of K centroid points for the entire data cluster
and iteratively find a partition scheme for K clusters, minimizing the loss corresponding to
the clustering result function, where the loss function can be defined as the sum of squared
errors between the sample points in each cluster and their center points:

J(c, μ) = ∑M
i=1 xi − μci

2 (26)

where xi represents the i th sample, ci is the cluster to which xi belongs, μci represents the
center point corresponding to the cluster, and M is the total number of samples.

As shown in Figure 6, first, we randomly select a sample point as the initial centroid,
and then calculate the similarity between each sample point and the centroid. We classify
each sample point into its most similar category, then recalculate the centroid point (i.e.,
the class center) of each class again, repeat this process until the centroid point no longer
changes, and finally, the class and the class centroid can be obtained. We then divide the
entire data cluster into a given number of K classes, but this class, divided according to
data characteristics, may not have the trend we want, the size of each class may not be the
same, and its data points may not be the same or continuous. We refer to this idea when
calculating the migration trend of the feature distance, divide the data into n segments,
find the centroid point for each segment, divide the entire data segment into n sample
clusters, and in each sample cluster, the fluctuation distance between the data point and
the centroid is calculated. The sum of the movement distance of the centroid and the
fluctuation distance is the migration distance we want.
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Figure 6. Schematic diagram of dynamic centroid algorithm.

Therefore, here we divide the nonlinear fusion feature fea_kjade(xi,yi,zi), extracted
from the feature fusion in the previous step, into n sample clusters, find the centroid C0 of
the fault-free sample cluster, find the centroid point for each sample cluster separately Ci,
find the migration distance Xi between the two centroid points, and find the fluctuation
distance di between the sample cluster and the previous centroid point Ci−1. At this time,
the required performance degradation evaluation index ddd1 can be obtained by adding
these two distances.

The basic idea is to select the early fault-free samples initially judged in the KJADE
fusion feature index as the fault-free sample clusters, and then divide the remaining samples
into sample clusters according to the predetermined number of samples, calculate the
centroids of the sample clusters, and specify each sample. The distance to its corresponding
sample cluster centroid plus the migration distance from the sample cluster centroid point
to the non-faulty sample cluster centroid point is the dynamic centroid distance of the
sample. The pseudocode of the dynamic centroid algorithm is shown in Algorithm 1.

Algorithm 1 Algorithm name: Dynamic centroid algorithm

Input: KJADE feature feakjade after input wavelet packet decomposition and reconstruction.
1: n; Number of sample clusters.
2: N;The number of samples contained in each sample cluster.
3: [idx, C0] = kmeans(feakjade(:, 1:350)′, 1); Find the coordinates of the no-fault centroid point.
4: for i = 1, 2, . . . n do

5: [idx, C1] = kmeans(feakjade(:, 351 + N ∗ (i − 1):350 + N ∗ i)′, 1); Find the coordinates of the
segmental centroid point.
6: end for

7: d(1, :) = pdist2(C0, C(1, :), ′euclidean′); Find the distance between the first two centroids
8: for i = 1, 2, . . . n − 1 do

9: d(i + 1, :) = pdist2(C(i, :), C(i + 1, :), ′euclidean′); Find the coordinates of the two centroid points.
10: end for

11: d3(1, 1:350) = pdist2(C0, feakjade(:, 1:350)′, ′euclidean′); Find the migration distance between the
fault-free data segment and the initial centroid point.
12: for i = 2, 3, . . . n − 1 do

13: d1 = pdist2(C(i, :), feakjade(:, 351 + N ∗ (i − 2):350 + N ∗ (i − 1))′, ′euclidean′); Find the
fluctuation distance of the data.
14: for j = 1, 2, . . . i do

15: d2 = sum(d(1:j, :)); Calculate the sum of the distance of the centroid.
16: end for

17: d3(1, 351 + N ∗ (i − 2):350 + N ∗ (i − 1)) = d1 + d2; Calculate the total distance.
18: end for

19: v1 = medf ilt1(d3, 5); Median filter
20: ddd1 = mapminmax(v1, 0, 1); Normalized
Output: Performance degradation indicator graph ddd1
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3. Results and Discussion

This paper takes the vibration signals collected by each measuring point of a pump
from 11 September to 24 December 2021 as the analysis object. The physical diagram of the
equipment structure of the pump set and the installation of the vibration sensor is shown in
Figure 7. Vibration sensors in horizontal and vertical directions are placed on the free end
and the driving end of the water pump and drive motor. The measuring point data sets
are 1H, 2H, 2V, 3H, 3V, 4H, and 4A. Each half of each measuring point collects group data,
eliminates the useless data due to problems such as shutdown and acquisition terminal
failure during this period, and obtains 3684 groups of vibration signals during this period
to complete the data preprocessing. The technical parameters related to the water pump
are shown in Table 2, and the overall structure and physical diagram are shown in Figure 7.

Figure 7. Water pump set equipment structure and vibration sensor installation physical diagram.
(a) Left side view of position 2 of the drive end of the drive motor; (b) Schematic diagram of the
overall connection of the water pump; (c) Physical map of position 2; (d) Physical map of position 4;
(e) Physical map of position 3; (f) Physical map of position 1.

Table 2. Pump-related technical parameters.

Items Parameters Items Parameters

power 220 Kw COS ∅ 0.85
frequency 50 HZ work schedule S1

Phase 3 Insulation class 155
Voltage 6000 V Rotating speed 1490 r/min
current 26.8 A cooling method IC611

Rotating speed 1480 r/min Diameter of impeller 448 mm
Equipped with power 220 KW flow 720 m3/h
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Table 2. Cont.

Items Parameters Items Parameters

Rotating speed 1490 RPM frequency conversion 24.8 HZ
BPFI 121.6 HZ BPFO 76.9 HZ
BSF 51.6 HZ FTFO 9.43 HZ

3.1. Raw Signal Analysis

Figure 8 is the original signal time-domain diagram and partially enlarged diagram.
From the partial magnification of the time domain signal, we can see the minor fault
segment, that is, the data segment whose amplitude has not yet increased but the periodic
shock component begins to appear. The coordinates of the corresponding sample points
are 5,521,700 to 6,856,630. The envelope spectrum of the minor fault signal segment is
shown in Figure 9. From the figure, one can observe the obvious cage fault frequency and
rotation frequency and its frequency multiplication component. Regarding the sample of
the mid-term fault section, the coordinates of the corresponding sample point are 24,000,000
to 25,000,000, and the envelope spectrum is drawn as shown in Figure 10, in which the
outer raceway failure frequency, inner raceway failure frequency, rolling element failure
frequency, and cage failure can be observed. This shows that in the severe fault section, the
bearing fault evolved from the cage fault to a composite fault composed of the outer raceway
fault, the inner raceway fault, the rolling element fault, and the cage fault. Regarding the
samples of the later fault section, the coordinates of the corresponding sample points are
50,000,000 to 51,000,000, the main frequency component in the envelope spectrum is the
rotation frequency, and there are sidebands around the rotation frequency, indicating that
modulation occurs in the severe fault section.

 

Figure 8. Time domain diagram of the original signal.

 

Figure 9. Minor fault signal envelope spectrum.
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Figure 10. Mid-term fault signal envelope spectrum.

For the minor fault segment, according to the number of sample points n = 16,384, the
kurtosis value of the segment is calculated to draw the kurtosis curve of the original signal,
as shown in Figure 11. The earliest increase in kurtosis occurs at sample segment 437, and
the corresponding sample point coordinate is 7,159,808, indicating that a single kurtosis
index has limitations in the early fault diagnosis of bearings and cannot accurately identify
minor faults of bearings.

 

Figure 11. Later fault signal envelope spectrum.

3.2. Analysis of Blind Separation and Wavelet Packet Reconstruction Processing Results

In order to eliminate the interference of other vibration sources in the pump device
to the signal acquisition under actual working conditions, the source signal is initially
processed by the blind separation processing method, and wavelet packet decomposition is
performed on the collected bearing vibration signal after blind separation. The decomposi-
tion structure is shown in Figure 12, where W(j, m) represents the node m of the layer j, each
node represents the decomposition coefficient of the original signal s(t) on the scale j for
the wavelet packet function, m represents the frequency band, and each node is associated
with the corresponding frequency band match. In the figure, W(0, 0) represents the original
signal, and other nodes such as W(2, 0) represent the 0th node coefficient of the second
layer, and then each subband signal is extracted by reconstruction.

 

Figure 12. Wavelet decomposition tree.

When the number of nodes m is an even number, it represents the low-frequency
component signal decomposed by the low-pass filter coefficient h(k). On the contrary, when
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m is an odd number, it represents the high-frequency component signal decomposed by
the high-pass filter coefficient g(k).

The sampling frequency of the bearing vibration signal is 12,800 Hz. The wavelet
packet is decomposed into two layers, while the third layer has 2 ˆ 2 = 4 frequency segments,
and the frequency range of each frequency segment is 6400/4 = 1600 Hz. The specific range
is shown in Table 3.

Table 3. Frequency range.

Node W(2,0) W(2,1) W(2,2) W(2,3)

Frequency
range/HZ 0~1600 1601~3200 3201~4800 4801~6400

It can be seen from the table that the frequency bands corresponding to different nodes
are different. Therefore, we analyze the spectrum of the signal after blind separation, create
its spectrogram, observe the concentrated segment of the fault frequency, and select the
wavelet node for the next step.

The bearing signal is a typical irregular signal. In order to grasp the time–frequency
characteristics of each frequency band, the dbN wavelet can be used for multi-layer decom-
position, and the time–frequency analysis of the signal is carried out in different frequency
ranges. Because the db6 wavelet is a tightly supported orthogonal real wavelet, with good
regularity and a large vanishing moment, it is used as the wavelet basis for wavelet packet
decomposition. The second-order wavelet packet decomposition is performed on the signal
after blind separation, and the db6 wavelet is selected as the wavelet base. Figure 13 is the
spectrogram of the signal after blind separation processing. Through spectrogram analysis,
the main frequency component of the signal is approximately 840 HZ. Therefore, node 4
(frequency band 1–1600 HZ) in the tree node is selected for reconstruction.

 
Figure 13. Spectrum of the signal after blind separation.

To better verify the advantages of reconstructed signals, PCA, KPCA, JADE, and
KJADE methods are used to fuse the original data and the reconstructed data, and the
processed feature points are normalized and the first four are preliminarily selected. The
normal working data of the bearing is used as a no-fault signal. Figure 14 shows the feature
point clustering effect after feature fusion of source data and reconstructed data. Table 4
shows the intra-class distance of KJADE and JADE. By calculating the intra-class and inter-
class distances between different feature points, it is found that the intra-class inter-class
distances of the non-faulty samples and early fault samples in the reconstructed signal
are significantly lower than the original signal, indicating that after blind separation and
wavelet packet reconstruction, the clustering effect of feature points obtained by feature fu-
sion of the four methods, PCA, KPCA, JADE, and KJADE, has been significantly improved.
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(a) Raw data (b) Reconstructed data 

Figure 14. Feature point clustering.

Table 4. Intra-class distance.

Intra-Class Distance of KJADE Intra-Class Distance of JADE

Raw data 0.7606 1.4764
reconstruct data 0.0776 0.8045

Intra-Class Distance of KPCA Intra-Class Distance of PCA

Raw data 1.043 0.9804
reconstruct data 0.8771 0.7566

3.3. Fusion Feature Distance Metrics

Considering that the three-dimensional coordinates of the signal feature points can
only reflect the distribution and clustering effect of the feature points in the three-dimensional
space, it cannot intuitively reflect the time node when the bearing starts to fail, and the
trend of the subsequent bearing failure severity changes with time. The normal working
data of the bearing in the first four days is used as the no-fault sample cluster, the cen-
troid coordinates of the no-fault sample cluster are obtained, the distance between each
subsequent feature point and the centroid of the no-fault sample cluster is calculated, and
the distance index is used as the judgment bearing. A new indicator of the failure level
is obtained.

To demonstrate the superiority of KJADE in the distance trend after the fusion of
bearing fault features, feature distance calculation processing was performed on the data
after feature fusion using PCA, KPCA, JADE, and KJADE methods. In terms of calculation,
six different distance calculation methods, such as the Euclidean distance, Manhattan
distance, and correlation distance, are used for verification.

Figure 15 is a trend diagram of the fusion feature distance indicators of the four feature
fusion indicators PCA, KPCA, JADE, and KJADE under different distance calculation meth-
ods. The PCA fusion feature distance index has a large amplitude at the non-fault sample
cluster, which cannot accurately judge the fault occurrence time. The angle cosine distance
index and correlation distance index of the KPCA fusion feature have low amplitudes at
the early non-fault sample clusters, which are in line with the actual working conditions,
but the fault occurrence point is consistent with the kurtosis index, and early faults cannot
be diagnosed in advance. There are also cases where the amplitudes of the remaining
distance indicators are too large at the fault-free samples. The overall trend of JADE fusion
features fluctuates greatly, and the amplitude is large at the fault-free sample cluster, which
will interfere with the judgment of bearing faults. The Chebyshev distance index, the
included angle cosine distance index, the Euclidean distance index, the Manhattan distance
index, and the Minkowski distance index of the KJADE fusion feature also have the same
problems as the above three other feature fusion methods. The amplitude at the cluster is
abnormal, and the early warning of the early bearing failure cannot be realized.
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Figure 15. The effect of the comparison between the distance index and the cliff index without the
distance calculation method. (a) PCA; (b) KPCA; (c) JADE; (d) KJADE.

The relevant distance index of KJADE effectively realizes the early warning of the early
failure of the faulty bearing. Figure 16 shows a partially enlarged view of the correlation
distance index of the KJADE fusion feature. The correlation distance index of the KJADE
fusion feature rises at sample segment 336, and the corresponding sample coordinate is
5,505,024, which is the same as the starting sample coordinate of the minor fault segment
in Section 3.1. 5,521,700 is basically the same, indicating that the correlation distance index
of the KJADE fusion feature realizes the early diagnosis of minor bearing faults.

 

Figure 16. Local enlargement of the correlation distance index of the KJADE fusion feature.

3.4. Cluster Migration Distance

In Section 3.2, after the early failure occurred, the kurtosis index and the KJADE fusion
index showed a trend of first rising and then decreasing, and this anomalous phenomenon
did not match the actual situation. In order to more accurately describe the trend of
bearing failure degree with time, based on KJADE feature fusion, this paper proposes a
novel performance degradation metric extraction method called Cluster Migration Distance
(CMD). On the premise that the sample points corresponding to minor faults are determined
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in Section 3.2, all non-fault sample points are selected to obtain their centroids, divide
the remaining sample points into n sample clusters according to the specified sample
cluster capacity N, calculate the centroid of each sample cluster, and calculate the distance
Xi(i = 1, 2, 3, . . . , N). In the subsequent calculation of the distance index of the sample
points, the dynamic centroid method is used, that is, the distance xj(j = 1, 2, 3 . . .) from
each sample point to the centroid of the sample cluster where the sample point is located.
The migration distance of the centroid point of the sample cluster is used as the dynamic
centroid distance vj of the sample point. The specific calculation formula is as follows:

vj = ∑[j/n]+1
1 Xi + xj (27)

Considering the calculation accuracy and the total number of samples, this paper takes
the sample cluster capacity n = 50 and the number of sample clusters as 37, calculates the
dynamic centroid distance of each sample point, and draws its change trend as shown in
Figure 17. Compared with the KJADE integrated index and the kurtosis index, the dynamic
centroid distance index has a larger minor fault amplitude, which allows it to make a more
accurate judgment on the minor fault of the bearing, and the subsequent amplitude shows
an upward trend, which is more in line with actual engineering conditions.

 

Figure 17. Dynamic center-of-mass metrics.

In the early stages of equipment operation, the equipment operates normally, and
various vibration indicators fluctuate normally. The fluctuations originate from changes in
the flow and load of the pump. The bearing at the drive end of the pump has early normal
wear characteristics, but there is no deterioration trend. With the operation of the pump,
the corresponding fault information of the pump vibration data, such as kurtosis and other
indicators, change significantly compared to the normal operation stage. At this time,
the bearing will result in early failure. As the faulty bearing continues to work, various
indicators fluctuate at high and low points. Intensified through the analysis of the data,
the time-domain waveform can be seen in the time-domain waveform with insignificant
swarm impact characteristics and the appearance of impact instability, indicating that the
bearing is worn at this time, but the damaged surface of the rolling element is small, and
the load area occasionally makes contact during the rotation process. When the inner and
outer raceways are in contact, the vibration acceleration index rises, and when it is not in
contact, the indicators decline.

As the bearing continues to work, the high-frequency vibration kurtosis density and
impact energy ratio of the pump drive end change again compared to the previous ones.
All kinds of indicators show a significant upward trend, and the vibration model shows
new changes. The impact of the quasi-rotation frequency interval can be seen in the high-
frequency vibration acceleration waveform, which appears to be stable, and the acceleration
envelope spectrum is dominated by the rotation frequency and the fault frequency of the
bearing inner ring, indicating that the main damage of the bearing at this stage is on the
bearing inner ring. At the same time, the rising indicators show that the bearing damage
surface is gradually expanding. The rise in vibration energy mainly comes from the bearing
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fault frequencies and sidebands in the frequency spectrum. The vibration velocity trend of
the driving end and the free end of the pump shows that the effective value of the vibration
velocity at the free end also shows a slow upward trend with time. This feature indicates
that the vibration generated by the damage of the bearing at the driving end affects the
entire shaft system of the pump.

It can be seen from Figure 17 that when the water pump is in a fault-free state, the
distance between the fusion feature and the non-fault data center of mass is small. When the
bearing is in a fault state, there will be a sudden change in the distance between the fusion
coordinates and the non-fault center of mass, which can be determined at the moment of
the sudden change, when the bearing failed. Among different fusion methods, we can see
that compared with other feature fusion methods, the KJADE method is better than other
feature fusion methods. When observing the trend of the feature distance, its change trend
is more obvious. After the mutation, it can be clearly reflected by the relevant characteristic
trend, so the state of the bearing during operation can be sensed in advance through the
corresponding characteristic distance change. When the characteristic distance begins
to grow larger or even begins to mutate, we can judge accordingly whether the bearing
has failed.

When the kurtosis index is simply used, and when the number of sample points is 444,
the kurtosis index begins to show a clear upward trend. At this time, the corresponding
bearing failure stage is the mid-term failure of the bearing, and the early failure of the
bearing cannot be accurately identified. At this time, the water pump bearing is running
in a faulty state. The CMD index we proposed began to show an upward trend when the
number of sampling points was 336, which was 20 h earlier than the simple kurtosis index.
Early warning can be achieved, and economic losses caused by potential safety hazards
can be prevented in time.

4. Conclusions

In practical engineering applications, the pump bearing signal is seriously disturbed
by noise, and the fault evolution is complex and changeable. Traditional performance
degradation indicators cannot describe the degradation trend in a timely and accurate
manner. To solve this problem, this work proposes a novel CMD index extraction method.
This method can effectively eliminate the interference of the coaxial vibration source and
can accurately describe the degradation trend of the bearing. The analysis results of an
actual engineering case show that its early warning ability and index monotonicity are
better than the traditional kurtosis index.

However, there are still some future challenges: (1) Better denoising of the pump
bearing signal and extracting effective degradation indicators to achieve earlier warning
and more accurate fault evolution process characterization, which is still a future challenge;
(2) improving the computational efficiency of the method to achieve real-time monitoring,
which requires further research; (3) in the process of CMD calculation, some parameters
need to be manually selected, and the method of realizing parameters’ self-optimization
deserves further study; and lastly, (4) the automatic selection and fusion of features is also
worthy of further research to improve the clustering of features.
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Abstract: A rolling bearing fault diagnosis method based on whale gray wolf optimization algorithm-
variational mode decomposition-support vector machine (WGWOA-VMD-SVM) was proposed to
solve the unclear fault characterization of rolling bearing vibration signal due to its nonlinear and
nonstationary characteristics. A whale gray wolf optimization algorithm (WGWOA) was proposed by
combining whale optimization algorithm (WOA) and gray wolf optimization (GWO), and the rolling
bearing signal was decomposed by using variational mode decomposition (VMD). Each eigenvalue
was extracted as eigenvector after VMD, and the training and test sets of the fault diagnosis model
were divided accordingly. The support vector machine (SVM) was used as the fault diagnosis model
and optimized by using WGWOA. The validity of this method was verified by two cases of Case
Western Reserve University bearing data set and laboratory test. The test results show that in the
bearing data set of Case Western Reserve University, compared with the existing VMD-SVM method,
the fault diagnosis accuracy rate of the WGWOA-VMD-SVM method in five repeated tests reaches
100.00%, which preliminarily verifies the feasibility of this algorithm. In the laboratory test case, the
diagnostic effect of the proposed fault diagnosis method is compared with backpropagation neural
network, SVM, VMD-SVM, WOA-VMD-SVM, GWO-VMD-SVM, and WGWOA-VMD-SVM. Test
results show that the accuracy rate of WGWOA-VMD-SVM fault diagnosis is the highest, the accuracy
rate of a single test reaches 100.00%, and the accuracy rate of five repeated tests reaches 99.75%, which
is the highest compared with the above six methods. WGWOA plays a good optimization role in
optimizing VMD and SVM. The signal decomposed by VMD is optimized by using the WGWOA
algorithm without mode overlap. WGWOA has the better convergence performance than WOA and
GWO, which further verifies its superiority among the compared methods. The research results can
provide an effective improvement method for the existing rolling bearing fault diagnosis technology.

Keywords: fault diagnosis; VMD; SVM; rolling bearing; WGWOA

1. Introduction

Rolling bearing is the basic component of mechanical equipment and is used by
most rotating machinery; it plays an important role in various fields of production [1,2].
Rolling bearing failure is likely to occur because it often operates under heavy load [3,4].
Statistics show that about 30% of mechanical faults in rotating machinery equipment using
rolling bearings are related to bearing damage [5]. Fault diagnosis using vibration signals
generated during its working process can reduce the probability of mechanical equipment
accidents and provide reliable decision support for equipment later maintenance plans,
which has high practical importance [6–8].

Rolling bearing vibration signal is nonlinear and complex due to many factors, so ex-
tracting effective information from it is particularly important [9–11]. Traditional methods
mainly include time-domain and frequency-domain analyses. The former extracts and
analyzes the statistical indexes of signals. The latter converts the signal into a frequency
domain by Fourier transform and uses the fault frequency in the spectrum to make further
analysis. However, the statistical characteristics of nonstationary complex signals in time
and frequency domains must be analyzed and processed because they all change with
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time [12]. Common time-frequency analysis methods mainly include wavelet transform,
empirical mode decomposition (EMD), and local mean decomposition (LMD) [13–15]. EMD
can adaptively decompose the signal into several eigenmode functions. Song et al. [16]
proposed a novel bearing fault diagnosis based on EMD and improved Chebyshev dis-
tance and verified its accuracy and robustness by experiments. However, EMD is prone
to problems, such as end-point effect and mode overlap [17,18]. Compared with EMD,
LMD improves the number of iterations and the speed of operation, but it still cannot solve
the problems of end-point effect. In 2014, Konstantin et al. [19] proposed a new variable
scale processing method called variable mode decomposition (VMD) [20]. This method
introduces a variational model and converts signal decomposition into an optimization
problem of constrained model, which can avoid the end-point effect, restrain mode con-
fusion, and has high decomposition efficiency. However, selecting the decomposition
level and secondary penalty factor accurately is difficult in the application of VMD. Lin
et al. [21] conducted gear fault diagnosis by using cuckoo search (CS) to optimize VMD and
probabilistic neural network. The test results show that VMD can effectively avoid mode
overlap, and the accuracy of this fault diagnosis method is 98.50%. However, the kurtosis
index is selected as the fitness function of the CS algorithm, which results in unstable values
of the decomposition layer.

With the development of machine learning and deep learning, the combination of
intelligent learning algorithm and rolling bearing fault identification has become a hot
research topic. The commonly used methods are artificial neural network (ANN), back-
propagation neural network (BPNN), and support vector machine (SVM) [22–25]. As
a classical algorithm in machine learning, SVM can solve the problems of ANN easily
being fitted and BPNN easily falling into local optimum, so SVM is widely used in pattern
recognition [26–28]. Van et al. [29] built a hybrid SVM model and applied it to bearing
fault classification. They proved its superiority in terms of classification effect and training
time by experiment. The selection of the structural parameters of SVM is difficult and
directly affects its performance. Particle swarm optimization (PSO), whale optimization
algorithm (WOA), gray wolf optimization (GWO), and other representative population
algorithms are widely used in the optimization of SVM structural parameters [30,31] due
to their advantages, such as good optimization performance and easy implementation.
Garca et al. [32] proposed a PSO-SVM model to predict the remaining service life of aircraft
engines. The test results show that the prediction accuracy is higher than that of the tradi-
tional PSO-SVM method. Dong et al. [33] presented a rolling bearing fault diagnosis model
of GWO-SVM. The test results show that the GWO-SVM fault diagnosis model is more
efficient than the SVM model. However, the PSO algorithm has the limitation of being
trapped in local optimum [34], and the GWO algorithm has low optimization accuracy.
Thus, these algorithms can still be improved. He et al. [35] developed an improved WOA
algorithm called SWOA to optimize SVM and applied it to the prediction of soil moisture
in maize. The test results show that the mean absolute error of the predicted results of this
method is reduced from 0.87 to 0.67 compared with the optimized SVM of WOA, which
proves the feasibility of the improved algorithm.

Although VMD improves in terms of the end-point effect, mode mixing, and other
issues, selecting the decomposition layers and secondary penalty factors accurately is
difficult. The SVM model is suitable for fault classification, but its performance largely
depends on the constraints of core function parameters and penalty factors. At present,
population optimization algorithm has certain parameter optimization capability, but its
structure needs to be further improved to meet the actual needs.

We proposed a whale gray wolf optimization algorithm-VMD-SVM (WGWOA-VMD-
SVM) for the fault diagnosis of rolling bearing. The vibration signal of rolling bearing
is decomposed by VMD. A WGWOA algorithm based on WOA and GWO is presented.
This algorithm is used to determine the best secondary penalty factor and decomposition
layer number of VMD. The vibration signal of rolling bearing is decomposed into sev-
eral components by using VMD optimized by WGWOA. The permutation entropies are
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extracted as feature vectors. SVM is used as the rolling bearing fault diagnosis model,
and the WGWOA algorithm is used to solve the optimal penalty factor and core function
parameters. The optimized SVM model is trained in accordance with the extracted feature
vector, and the test sample output is obtained. The fault diagnosis methods in this paper
were comprehensively evaluated in terms of time-frequency signal, optimized fitness curve,
and fault diagnosis accuracy to verify the feasibility and practicability of the proposed
algorithm by two test cases.

2. Theoretical Basis

2.1. VMD

The essence of VMD is to decompose the vibration signal into several amplitude
frequency-modulated signals by frequency domain iteration. For a group of complex
vibration signals, the optimal variational model constructed by VMD can be decomposed
into a series of intrinsic mode functions (IMFs) through multiple iterative calculations. In
other words, the modal function uk(t), k ∈ [1, B] is obtained with the minimum sum of B
prediction bandwidths in the time series of the original signal.

Suppose a multifrequency signal F can be divided into k discrete time series uk(t) with
limited bandwidth. Their corresponding central fundamental frequency band is ωk(t). The
spectrum obtained from uk(t) has sparse characteristics. The specific steps of bandwidth
calculation are as follows.

The analytical signal and unilateral spectrum of the decomposed eigenmode function
signal of each order are calculated by using Hilbert transform, which can be expressed as[

δ(t) +
j

π·t
]
·uk(t) (1)

Each modal signal is multiplied by an exponential term to make certain adjustments
to its central frequency band: {[

δ(t) +
j

π·t
]
·uk(t)

}
·e−j·wk ·t (2)

The gradient norm of the demodulated signal is calculated, and the bandwidth of each
modal signal is estimated, which can be expressed as∥∥∥∥∂t·

{[
δ(t) +

j
π·t

]
·uk(t)

}
·e−j·wk ·t

∥∥∥∥2

2
(3)

The center frequency and bandwidth obtained by the above equation are conditionally
limited, that is, it should meet the requirements of minimizing the sum of the signal
bandwidths of each IMF. Therefore, a constrained variational model should be developed.⎧⎪⎪⎪⎨⎪⎪⎪⎩

∥∥∥∥∂t·
{[

δ(t) + j
π·t

]
·uk(t)

}
·e−j·wk ·t

∥∥∥∥2

2

s.t
K
∑

k=1
uk = f

(4)

where ωk is the frequency center of each IMF; uk is the kth IMF; f is the original signal.
The quadratic penalty factor method and the Lagrange function multiplier method

are introduced to transform the above equation into an unconstrained variational problem
and to obtain its optimal solution. The augmented Lagrange function is

L(uk, ωk, λ) = α·
K

∑
k=1

‖∂t·
{[

∂(t) +
j

π·t
]
·uk(t)

}
·e−j·ωk ·t‖

2

2

+ ‖ f (t)−
K

∑
k=1

uk(t)‖
2

2

+

〈
λ(t), f (t)−

K

∑
k=1

uk(t)

〉
(5)
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The alternating direction method of multipliers is introduced to search the saddle
point of the variational problem. The center frequency and bandwidth of each IMF signal
can be updated:

ωn+1
k =

∫ ∞
0 ω·|ûk(ω)|2dω∫ ∞

0 |ûk(ω)|2dω
(6)

ûn+1
k (ω) =

f̂ (ω)− ∑
i �=k

ûi(ω) + λ̂(ω)
2

1 + 2·α·(ω − ωk)
2 (7)

where ûn+1
k (ω) is the filtering result of residual quantity f̂ (ω) − ∑

i �=k
ûi(ω); ωn+1

k is the

power spectrum center of gravity of the current mode; and the real part can be obtained by
inverse fast Fourier transformation of ûk(t).

The decomposition steps of VMD are as follows:
Step 1: Initialize parameter uk, ωk, λ, α, and N;
Step 2: N = N + 1, and the VMD algorithm is used for iterative calculation;
Step 3: The value of k is continuously superimposed from 1 to k, uk and ωk are

continuously updated by using Equations (5) and (6), respectively, and k is the total amount
of IMF finally decomposed;

Step 4: Update λ in accordance with the following equation:

λn+1 = λn + τ·( f − ∑
k

ûn+1
k ) (8)

Step 5: Give the judgment accuracy ε > 0, and repeat steps (3) and (4) until the
termination conditions of the following equation are met:

∑
k

‖un+1
k − un

k ‖
2
2

‖un
k ‖2

2

< ε (9)

VMD can effectively avoid the phenomenon of modal aliasing and can perform
effective signal analysis to extract differentiated eigenvalues due to its strong robustness.
Therefore, the signal after VMD can effectively describe the characteristics of fault signals.

2.2. WGWOA

GWO is an algorithm proposed by Mirjalili et al. [36]. Its basic principle is to imitate
the population system of gray wolves and divide them into α, β, δ, and γ. Gray wolf
γ accepts gray wolves during the hunting of α, β, and δ. The process of the gray wolf
algorithm can be divided into three stages: encirclement, pursuit, and attack [37,38], and
the specific steps are as follows:

Step 1: Surround prey
In the GWO algorithm, each gray wolf individual realizes prey encirclement in accor-

dance with the following equation:

D =
∣∣∣C·xp(t) − xt

∣∣∣ (10)

xt+1 = xp(t) − A·D (11)

where D is the Euclidean distance between the wolf individual and its prey; X(p(t)) is the
location of the prey; Xt is the individual position of wolf before the start of the enclosure
process; Xt+1 is the individual position of the gray wolf at the end of the enclosure process.

The calculation equations of variable coefficients A and C are as follows:

A = 2·a·r1 − a (12)
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C = 2·r2 (13)

where a is the contraction factor, which decreases linearly from 2 to 0; r1 and r2 are two
different [0, 1] random numbers.

Step 2: Hunt prey
After surrounding the prey, gray wolves α, β, and δ are three potential solutions. All

the individuals in the wolf pack are in the GWO algorithm. α, β, and δ are led by prey
hunting, and each gray wolf individual follows the following equations for pursuing:

Dq =
∣∣∣Cl ·xj − x f (t)

∣∣∣ (14)

xl = xq − Al ·Dq (15)

x f (t+1) =
∑ xl

3
(16)

where q takes α, β, and δ; l taken 1, 2, and 3; Dq is the Euclidean distance between the q
wolf and the gray wolf. xl is the distance from the individual gray wolf to the q wolf; xf(t) is
the individual position of the gray wolf before the start of the chase; xf(t+1) is the individual
position of the gray wolf after the end of catching; Al and Cl of the coefficient of variation
are determined by using Equations (12) and (13), respectively.

Step 3: Attack prey
When the prey is surrounded by a pack of wolves, the pack begins attacking the prey.

When a decreases linearly from 2 to 0, the range of A is [−a, a], as shown in Equation (12).
When |A| < 1, the gray wolf is attacking its prey. When |A| > 1, the gray wolf leaves the
wolf pack to find the next prey and expand the entire wolf pack search capability.

The GWO algorithm is nongreedy in nature, so it has good global optimization ability
and is not easy to fall into local optimum. However, the GWO algorithm only uses straight-
line hunting to catch prey, which restricts its search range and accuracy, resulting in slow
convergence speed and poor local optimization capability. Therefore, the manner of the
gray wolf algorithm to chase prey needs to be improved.

WOA is an algorithm that simulates whale predation in nature. It is divided into three
stages: surround prey, bubble attack, and search-and-prey [39]. During the bubble attack
phase, each individual chases its prey in a shrink enclosure with a 50% probability, similar
to the way in which the individual chases its prey in the GWO algorithm (Equation (15))
and spirals its prey with a 50% probability. The whale algorithm uses the following methods
of bubble attack:

Dw = |xwbest − xw| (17)

xw+1 =

{
xwbest − Aw·Dw r3 < 0.5
xwbest + Dweb·R· cos(2·π·R) r3 ≥ 0.5

(18)

where Dw is the Euclidean distance between the individual whale and the best individual
whale; xwbest is the position of the best individual whale; xw is the individual position of
the whale before bubble attack; xw+1 is the individual position of the whale after bubble
attack; b is the logarithmic spiral shape constant; R is a random number between [−1, 1]; r3
is a random number between [0, 1]; the variable coefficient Aw is determined in the same
manner as Equation (12).

Inspired by the bubbling attack mode of the WOA algorithm, the WGWOA algorithm
is proposed. The stages of enclosing and attacking prey in this algorithm are consistent
with the GWO algorithm, and the manner of chasing prey is as follows:

Dq =
∣∣Cl ·xj − xt

∣∣ (19)

xl =

{
xq − Al ·Dq r3 < 0.5
xq + Dqeb·R· cos(2·π·R) r3 ≥ 0.5

(20)
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xt+1 =
∑ xl

3
(21)

where xt is the position before the start of the individual chase in the WGWOA algorithm;
xt+1 is the position before the start of the individual chase.

Equations (19)–(21) show that the WGWOA algorithm still follows the wolf-led strat-
egy of the gray wolf algorithm, retains the nongreedy algorithm with strong global op-
timization ability, and introduces the bubble attack mode of the WOA algorithm, which
improves the population diversity, local optimization ability, and convergence performance.
Therefore, the WGWOA algorithm considers the global and local optimization performance
of the algorithm.

2.3. VMD Optimized Based on the WGWOA Algorithm

In the VMD process, the quadratic penalty factor σ and the number of IMF components
K have a great influence on its decomposition results. The values of σ and K depend on
the empirical parameters in the literature, which to a large extent has a tentative problem,
and their applicability is limited. If the two parameters are not selected well, the signal will
not be well-decomposed, resulting in over decomposition or under decomposition, which
affects the extraction and judgment of important information.

Therefore, the VMD algorithm should be improved so that the appropriate σ and K
values can be selected to realize the correct decomposition of the vibration signal of the
rolling bearing. In this paper, the WGWOA algorithm is used to optimize the parameters σ
and K of the VMD algorithm, and adaptive selection is performed to determine the best
combination of parameters [σ, K].

Permutation entropy is a dimensionless index used to characterize the complexity of
signal sequence and has many advantages, such as low requirement for sequence length
and strong robustness. Therefore, it is widely used in condition monitoring, fault diagnosis,
and signal detection of mechanical equipment [40]. Therefore, the permutation entropy of
each component of VMD is used as the fitness function in the optimization of WGWOA
algorithm due to the characteristics of permutation entropy.

Assuming a signal of length L: {y(i), i = 1, 2, . . . , L}, the permutation entropies are
calculated as follows:

Step 1: Spatial reconstruction⎡⎢⎢⎢⎢⎣
x(1) x(1 + τ) x[1 + (m − 1)·τ]
x(2) x(2 + τ) x[2 + (m − 1)·τ]
x(z) x(x + τ) x[z + (m − 1)·τ]

. . .
x(κ) x(κ + τ) x[κ + (m − 1)·τ]

⎤⎥⎥⎥⎥⎦, z = 1, 2, . . . , κ[κ = L − (m − 1)·τ] (22)

where m is the embedding dimension; τ is the delay time.
Step 2: Reconstruct the zth reconstructed component x(z), x(z + τ), . . . , x[z + (m − 1)·τ]

in ascending order. The values of z1, z2, . . . , zm indicate the index of the column in which
each element in the reconstructed component is located. A set of symbolic sequences can
be obtained for each row of the reconstruction matrix of any time series y(i) reconstructed
from the phase space.

S(ξ) = (z1, z2, . . . , zm), ξ = 1, 2, . . . , θ(θ ≤ m!) (23)

Step 3: m-dimensional phase space is mapped to m!, and S(ξ) is only one of the different
sequences of symbols. If the occurrence probability of each sequence of symbols is recorded
as P1, P2, . . . , Pθ , then the permutation entropy is calculated as follows:

PE = −
θ

∑
i=1

Pz· ln Pz (24)
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The process of VMD optimization based on the WGWOA algorithm is as Figure 1:

Figure 1. Flowchart of VMD optimization based on the WGWOA algorithm.

2.4. Fault Diagnosis Model Based on Optimized SVM

SVM is a machine learning method based on statistical learning theory. Its algorithm
is characterized by maximizing the interval and it can find the optimal classification hyper-
plane [41] that separates different types of sample data and has the maximum classification
interval. SVM can map input sample space to high-dimensional feature space by means
of “core mapping,” overcome the problems of “dimension disaster” and “overfitting” in
traditional machine learning model, and show great advantages in solving small sample,
nonlinearity, and high-dimensional identification [42]. Therefore, SVM is used to construct
a fault pattern recognition model. SVM needs to train the test data to realize fault identifica-
tion, so the characteristic value of bearing vibration signal should be extracted to construct
the data set. Based on the advantages of permutation entropy described above, the permu-
tation entropy of each component after WGWOA-VMD decomposition is extracted to form
a feature vector.

The penalty factor c and parameter g of radial basis core function have great influence
on the performance of SVM during training. Therefore, the two parameters c and g of SVM
are optimized by using the proposed WGWOA algorithm. A fault diagnosis model based
on the optimized SVM was proposed. The flow chart of the algorithm is shown in Figure 2.

 
Figure 2. Flowchart of fault diagnosis based on the optimized SVM.

3. Fault Diagnosis of Rolling Bearing Based on WGWOA-VMD-SVM

The rolling bearing fault signal is processed and recognized through signal processing,
feature extraction, and pattern recognition. The general research route and basic theory
are shown in Figure 3. In signal processing, the vibration signal is decomposed by VMD,
the WGWOA algorithm is proposed to calculate the parameters in VMD, and σ is opti-
mized with K. In feature extraction, the permutation entropy of each IMF decomposed by
WGWOA-VMD is extracted to form the characteristic vector of vibration signal. In the
aspect of fault pattern recognition, the characteristic vectors of each signal are inputted into
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the SVM model for fault diagnosis and classification, and the WGWOA algorithm is used
to optimize the important parameters c and g of SVM.

 

Figure 3. Fault diagnosis of rolling bearing based on WGWOA-VMD-SVM.

The specific steps of rolling bearing fault diagnosis based on WGWOA-VMD-SVM are
as follows:

Step 1: The fault states of normal rolling bearing, inner ring crack, outer ring crack,
and rolling element crack are sampled many times;

Step 2: Taking the permutation entropy of each component VMD decomposed of signal
samples as the fitness function, the WGWOA algorithm is used to decompose the input
parameters of VMD in each fault condition by the number of levels K and the quadratic
penalty factor σ. At the same time, input the vibration signal training samples, perform
VMD, and obtain K eigenmode function components;

Step 3: The permutation entropy of K modes is extracted as the sample eigenvector,
and the eigenvalue matrix is constructed;

Step 4: Taking the accuracy of SVM cross-validation as the fitness function, the pro-
posed WGWOA algorithm is used to optimize the SVM parameters c and g;

Step 5: Input the test samples into the trained SVM, obtain the diagnostic results, and
verify the training effect.

4. Experimental Research Based on Public Data Set

4.1. Test Data Acquisition

The bearing vibration signals collected by Case Western Reserve University were
used as the experimental data, which was based on the test bench shown in Figure 4. In
this experiment, the bearings at the motor drive end and the fan end were taken as the
diagnostic objects, and the single point damage was introduced on the inner ring, outer
ring, and roller of the test bearing by EDM to simulate three kinds of bearing faults. The
damage size was 0.1778 mm, 0.3556 mm, and 0.5334 mm, respectively, and then the signals
were collected by the acceleration sensor under different working conditions.
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Figure 4. Rolling bearing fault simulation experimental device.

In this test, the vibration signals of the rolling bearing at the driving end under
normal condition, inner ring fault, outer ring fault, and roller fault with diameters of
0.1778 mm, 0.3556 mm, and 0.5334 mm, respectively, and loads of 0HP (speed 1796 r·min−1),
1HP (speed 1772 r·min−1), and 2HP (speed 1750 r·min−1) were analyzed. The sampling
frequency was 12 kHz, the time domain diagram of some vibration signals of the test are
shown in Figure 5.

 
(a) (b) 

  
(c) (d) 

  
(e) (f) 

  
(g) (h) 

Figure 5. Time domain diagram of vibration signals of different types of rolling bearings, (a) 0HP
load normal, (b) 0HP load inner ring fault diameter is 0.1778 mm, (c) 1HP load inner ring fault
diameter is 0.1778 mm, (d) 2HP load inner ring fault diameter is 0.1778 mm, (e) 0HP load inner ring
fault diameter is 0.3556 mm, (f) 0HP load inner ring fault diameter is 0.5334 mm, (g) 0HP load outer
ring fault diameter is 0.1778 mm, (h) 0HP load rolling element fault diameter is 0.1778 mm.
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As shown in Figure 5b–d, for the same fault type, the signal discrimination of rolling
bearing under different loads is small. Comparing the spectrograms of corresponding
signals shown in Figure 5b–d (Figure 6), the spectrograms of the three signals are also
quite similar. This is because the rotational speeds of the experimental data under different
loads are similar and the frequency of the characteristic pulse occurrence is very small,
so the spectrum peaks of the fault characteristic frequency in the spectrogram are not
significantly different either. As shown in Figure 5b,e, and f, there are significant differences
in time domain waveforms of the vibration signal of the rolling bearing with different fault
diameters [43]. Compared with normal bearings, the amplitude of faulty bearings and
obvious periodic vibration impact are obvious, as shown in Figure 5a,b,g,h. In the spectrum
diagram (Figure 7), the spectrum of normal bearing vibration signal is relatively single
from Figure 7a, and the energy mainly concentrates in the low frequency band. Figure 7b,c
shows that the energy of inner and outer ring fault vibration signal mainly concentrates
in the middle frequency band, and the low frequency is reflected in the spectrum. It can
be seen from the failure of the rolling body in Figure 7d. As shown in Figure 7d, when a
rolling element fails, it is accompanied by more prominent energy in both low and medium
frequency bands, The signal is also rather cluttered.

(a) 

(b) 

(c) 

Figure 6. Frequency domain diagram of vibration signal of rolling bearing with inner ring fault under
different loads, (a) 0HP, (b) 1HP, (c) 2HP.
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(a) 

 

(b) 

 
(c) 

 
(d) 

Figure 7. Frequency domain diagram of rolling bearing vibration signals of different fault types,
(a) normal, (b) inner ring damaged, (c) outer ring damaged, (d) rolling body damaged.

Although the vibration signals of different faults are different, these signals are only
individual ideal signals. In fact, the waveforms of some states are very similar and difficult
to distinguish. Therefore, it is necessary to further separate and extract the characteristics
of vibration signals by mode decomposition of each signal.

4.2. Signal Processing and Feature Extraction

The test samples are set as follows: the vibration signals of 51,200 data points of
each type are collected. Because the load of the rolling bearing will change under actual
conditions, the vibration signals of three loads under the same fault type were randomly
combined according to the load type to detect whether the method in this paper can identify
the same fault under different loads. According to this, a total of 153,600 data points were
obtained for each new combination signal. Vibration signals of 2048 data points were
VMD decomposed, and the permutation entropy of each component was extracted as the
characteristic vector. A total of 75 samples were obtained for each fault. Then, 45 samples
were randomly selected as the training sample set, and the remaining 30 samples were
used as the test sample set. Each test sample set is as shown in Table 1.
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Table 1. Sample Settings.

Fault Types Load/(hp)
Number of

Training Samples
Number of

Test Samples
Sample
Number

Normal

0

45 15 11

2

Inner ring fault (fault
diameter 0.1778 mm)

0

45 15 21

2

Inner ring fault (fault
diameter 0.3556 mm)

0

45 15 31

2

Inner ring fault (fault
diameter 0.5334 mm)

0

45 15 41

2

Outer ring fault (fault
diameter 0.1778 mm)

0

45 15 51

2

Outer ring fault (fault
diameter 0.3556 mm)

0

45 15 6
1
2

Outer ring fault (fault
diameter 0.5334 mm)

0

45 15 71

2

Rolling element fault (fault
diameter 0.1778 mm)

0

45 15 81

2

Rolling element fault (fault
diameter 0.3556 mm)

0

45 15 91

2

Rolling element fault (fault
diameter 0.5334 mm)

0

45 15 101

2

Taking each component permutation entropy of vibration signal VMD decomposed
as the fitness function, the parameters σ and K in VMD were determined by WGWOA.
The optimal parameters determined by the algorithm are shown in Table 2, the parameters
of different vibration signals obtained by the algorithm are relatively centralized, the
decomposition layers K are all four, and the secondary penalty factor σ fluctuates slightly
around 2000. In order to guarantee the optimization effect and the universality of the
method, when the fault type of vibration signal to be diagnosed is unknown, reasonable
signal decomposition is carried out. In this paper, the best combination of parameters
was determined by obtaining the average value of VMD optimal parameters of σ and K
different vibration signals [1996.20, 4].
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Table 2. Optimal parameter solutions.

Fault Types
Optimum Solutions

σ K

Normal 2012 4
Inner ring fault (fault diameter 0.1778 mm) 1999 4
Inner ring fault (fault diameter 0.3556 mm) 1982 4
Inner ring fault (fault diameter 0.5334 mm) 2003 4
Outer ring fault (fault diameter 0.1778 mm) 1996 4
Outer ring fault (fault diameter 0.3556 mm) 1988 4
Outer ring fault (fault diameter 0.5334 mm) 1999 4

Rolling element fault (fault diameter 0.1778 mm) 2007 4
Rolling element fault (fault diameter 0.3556 mm) 1987 4
Rolling element fault (fault diameter 0.5334 mm) 1989 4

Optimum parameter combination 1996.20 4

In order to verify the rationality of selecting the best parameter combination, Figure 8
shows the time-domain waveform and spectrum of bearing vibration signal after using
the best parameter VMD (only two signals are listed here due to the length of the article).
From the spectrum diagram, the vibration signal of each component can accurately reflect
the characteristics of the original signal after using the best parameter combination VMD,
and there is no modal aliasing, which proves the feasibility of WGWOA-VMD.

 

(a) 

Figure 8. Cont.
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(b) 

Figure 8. Time domain waveform and spectrum diagram of vibration signal decomposed by
WGWOA-VMD, (a) inner ring fault, (b) rolling body fault.

4.3. Fault Diagnosis Results and Comparative Analysis

SVM is used as the fault diagnosis model, and the correct cross-validation is the fitness
during SVM training. The WGWOA algorithm is used to optimize the parameters c and g
of its SVM, and the final optimal c, g solution combination is [16.58, 3.83]. Figure 9 is the
fitness curve of the SVM training process. The SVM is trained with training samples, and
the test samples are input into the trained SVM to output the diagnosis results.

Figure 9. Fitness curve of SVM training process.
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In order to preliminarily verify the feasibility of the fault diagnosis method in this
paper, the existing fault diagnosis method combining VMD and SVM was used for a
comparative test. As shown in Figure 10, the fault diagnosis accuracy rate of WGWOA-
VMD-SVM method in this paper reaches 100.00%, and the accuracy rate of VMD-SVM fault
diagnosis method is 97.33%. This is because WGWOA-SVM adopts the WGWOA algorithm
to optimize the parameters of VMD and enhance the effect of signal decomposition. At the
same time, the WGWOA algorithm is used to optimize the parameters of SVM and improve
the recognition ability of the SVM model. In order to avoid contingency, five repeated tests
were carried out for the two fault diagnosis methods. The experimental results are shown
in Table 3. The five fault diagnosis rates of WGWOA-VMD-SVM method are all 100.00%,
indicating that the fault diagnosis method in this paper has strong stability.

(a) 

(b) 

Figure 10. Fault diagnosis results of different methods, (a) VMD-SVM, (b) WGWOA-VMD-SVM.
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Table 3. Diagnostic accuracy of different methods.

Methods
Accuracy (%)

Experiment 1 Experiment 2 Experiment 3 Experiment 4 Experiment 5 Average

VMD-SVM 97.33 96.00 98.66 94.00 97.33 96.66
WGWOA-VMD-SVM 100.00 100.00 100.00 100.00 100.00 100.00

5. Laboratory Test Research

5.1. Sources of Test Data

The bearing life cycle test platform of a mechanical transmission system indepen-
dently developed by Nanjing Agricultural University was used for the test. As shown
in Figure 11a,b, it is mainly composed of an integrated console, bearing pedestal, servo
electric cylinder, motor, data acquisition card, acceleration sensor PCB35A26, temperature
sensor, and pressure sensor. The motor speed and load are adjusted by the integrated
console. During the test vibration signal collection, the motor drives the shaft to rotate, and
the fault bearing is installed in the bearing seat of the shaft. The data acquisition card and
the acceleration sensor are used to collect the bearing vibration data. The magnet at the
bottom of the acceleration sensor is adsorbed in the radial direction of the bearing seat to
be tested. After the test bench runs for 2 min, the running state is stable. The computer end
acquisition software is used to start collecting the bearing vibration signal. App 2kN load to
the motor through the load knob on the console and set the speed and sampling frequency
to 1500 r·min−1 and 16 kHz, respectively. The bearing used in the test is a cylindrical roller
bearing with the model of N205EM. The specific parameters are shown in Table 4. Regular
cracks with a width of 0.2 mm and a depth of 0.5 mm were machined by EDM to simulate
the fault bearing. The test bearing types include normal bearing, inner ring cracked bearing,
outer ring cracked bearing, and rolling element cracked bearing (as shown in Figure 11c–f,
and the quantity is one for each bearing).

  

(a) (b) 

    

(c) (d) (e) (f) 

Figure 11. Test materials, (a) general layout of test stand, (b) schematic of the main structure of test
stand, (c) normal bearings, (d) inner ring cracked bearings, (e) outer ring cracked bearings, (f) roller
cracked bearings.
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Table 4. Specifications and parameters of test bearings.

Types Specifications
Outer

Diameter/mm
Inside

Diameter/mm
Thickness/mm

Rollers
Number

Roller
Diameter/mm

Pitch/mm
Contact
Angle/◦

Cylindrical
roller bearing N205EM 52 25 15 13 6.5 38.5 0

5.2. Preprocessing of Test Data and Feature Extraction
5.2.1. Data Preprocessing

The test data in this paper were set as follows: vibration signals of 80,000 data points
in 5 s of each fault were collected, vibration signals of 1600 data points in 0.1 s were
decomposed by VMD, permutation entropy of each IMF after VMD were extracted to form
characteristic vectors, and 50 sets of data were obtained for each fault. Given that four types
of faults are found in this test, 200 sets of data were set up to randomly divide the sample
data sets of each fault condition in accordance with the proportion, avoiding phenomena,
such as model fitting. Thirty groups (120 groups) of the bearing data of each state were
used as training data for SVM, and the remaining 20 groups (80 groups) were used as test
data for SVM.

As shown in Figure 12, the vibration signal within 0.5 s (8000 data points) was collected
for this experiment. As shown in the diagram, the vibration signal of normal bearing
(Figure 12a) is relatively stable, with small amplitude and no large pulse. The vibration
signals of faulty bearings (Figure 12b–d) differ from those of normal bearings. The time
domain waveforms of fault bearing vibration signals have a larger amplitude and larger
periodic vibration impact, various fault time domain diagrams are different, but it is not
easy to determine the specific fault characteristics. Therefore, the characteristics of each
vibration signal should be further separated and extracted by signal mode decomposition.

(a) 

(b) 

(c) 

Figure 12. Cont.
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(d) 

Figure 12. Time-domain waveform of the vibration signals of bearings with different faults,
(a) normal bearings, (b) inner ring cracked bearings, (c) outer ring cracked bearings, (d) roller
cracked bearings.

5.2.2. Signal Decomposition and Feature Extraction Based on WGWOA-VMD

Take the first component of different types of signals decomposed by VMD as an exam-
ple. The fitness curves of the WGWOA, WOA, and GWO algorithms in VMD optimization
are compared, and the number of iterations of the algorithm is 50 to verify the feasibility
of WGWOA algorithm in optimizing the VMD parameters. As shown in Figure 13, three
different algorithms are used to optimize the fitness curves of VMD.

  

(a) (b) 

  

(c) (d) 

Figure 13. Different algorithms to optimize the fitness curve of VMD, (a) normal bearings, (b) inner
ring cracked bearings, (c) outer ring cracked bearings, (d) roller cracked bearings.

From Figure 13, the WOA algorithm has the highest adaptability in the bearing signal
decomposition of four fault types, and the solution may be local optimum, which proves
that the WOA algorithm is easy to fall into local optimum. The adaptability of GWO
algorithm is lower than that of the WOA algorithm, which indicates that GWO has a
stronger global optimization ability than WOA, but it converges only when the number
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of iterations is higher, and its convergence ability is lower than that of WOA. However,
the adaptability of the WGWOA algorithm converges to a lower value when the number
of iterations is low. This condition is because the WGWOA algorithm introduces the
position updating method of WOA algorithm based on the GWOA algorithm, which has
the convergence performance and the ability of global optimization. This finding proves
the feasibility of the WGWOA algorithm to optimize VMD.

Therefore, the WGWOA algorithm mentioned in this paper is used to optimize the
parameters K and σ of VMD and label various fault types to facilitate later training of the
fault diagnosis model. The optimal parameter K and σ solutions for different fault types
were obtained, as shown in Table 5.

Table 5. Optimal parameter K and σ solutions for different fault types.

Fault Types
Optimum Solutions

Labels
σ K

Normal 4835 6 1
Inner ring crack 4862 6 2
Outer ring crack 4822 6 3

Roller crack 4798 6 4

From Table 5, the optimum decomposition levels K of VMD for four fault type signals
are all 6, optimized σ values are all around 4800. The method in Section 4.2 is adopted, the
average value of σ is 4829.25 to form the optimal parameter combination [4829.25, 6]. The
rolling bearing data of different fault types are decomposed through VMD by using the
optimal parameter combination. The time-domain waveform and frequency spectrum of
vibration signal after optimized VMD are shown in Figure 14. Only the vibration signal
decomposition of the normal bearing and the bearing with damaged inner ring is listed
here due to the length of the article.

 

(a) 

Figure 14. Cont.
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(b) 

Figure 14. Optimizing VMD to decompose the time-domain waveform and spectrum of vibration
signals of different fault types, (a) normal, (b) inner ring crack.

As shown in Figure 14, the IMF components of the two fault signals after VMD do not
produce modal aliasing, which further verifies the feasibility of the WGWOA algorithm to
optimize VMD.

5.2.3. Feature Extraction

In accordance with the proposed method of extracting eigenvalues, this paper extracts
the permutation entropy of each component decomposed by VMD as the eigenvector Fv,
so as to construct the data of SVM training samples and test samples. The expression of Fv
is as follows:

Fv = [PE(IMF1), PE(IMF2), PE(IMF3), PE(IMF4), PE(IMF5), PE(IMF6)]
T (25)

The resulting data set is shown in Table 6.
Although a certain correlation is found between the permutation entropy of each

component and the fault type, the specific relationship between them is more complex, and
visually observing what fault type the eigenvector represents is impossible.
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Table 6. Permutation entropy eigenvalue of vibration signal extraction.

Fault Types
Permutation Entropy

IMF1 IMF2 IMF3 IMF4 IMF5 IMF6

Normal

1.5309 1.0415 1.5753 0.8844 1.3019 0.1141
1.3952 1.1453 1.7707 1.2923 1.3228 0.1434
1.4194 1.0538 1.8166 0.9955 1.1806 0.1031
1.2777 1.0539 1.8729 0.9517 1.0573 0.1127
1.3725 1.1848 1.9700 1.0411 1.3821 0.1062

Inner ring crack

1.4377 1.6552 1.5502 0.8704 0.8514 0.1254
1.4575 1.3057 2.0078 0.7103 0.8670 0.1349
1.3202 1.5059 1.8016 0.8518 1.0440 0.1048
1.2304 1.4806 1.8627 0.9084 1.0683 0.1600
1.4751 1.4448 1.5748 0.7900 0.8558 0.1218

Outer ring crack

2.4565 2.2353 2.2428 1.5334 2.6846 0.3680
1.7272 2.5163 2.0670 1.7688 2.7149 0.3893
1.7458 2.4905 2.2135 1.5629 2.6006 0.4480
1.7611 2.4239 2.1152 1.4379 2.5880 0.4388
1.7432 2.4397 2.2388 1.5594 2.6276 0.4215

Roller crack

0.8964 1.4693 1.9504 1.3214 1.2628 0.2148
1.2302 1.1797 2.1101 0.9923 1.7222 0.3233
1.1171 1.3704 1.9537 0.8106 1.4210 0.2868
1.2216 0.8641 2.0169 0.9422 1.4858 0.2865
1.3158 1.1262 1.8119 0.9066 1.5658 0.2998

5.3. Fault Diagnosis Based on WGWOA-Optimized SVM

This paper uses SVM as the fault diagnosis model due to its powerful ability to process
complex data. The proposed WGWOA algorithm is utilized to optimize its parameters
c and g. The vibration signal eigenvector is processed in accordance with the method
in Section 5.2.1 to construct the training and test samples, so as to train the SVM. The
classification results of training samples and the diagnostic results of test samples are
shown in Figure 15 and Table 7.

Table 7. Diagnostic error types of different samples.

Sample Types
Sample Point Label of

Diagnostic Error
Actual Fault

Types
Diagnostic
Fault Types

Diagnostic
Accuracy

Training sample

57 Normal Inner ring crack

96.67%
63 Normal Inner ring crack
71 Roller crack Normal
79 Roller crack Inner ring crack

Test sample - - - 100.00%

As shown in Figure 15 and Table 7, only four sample points failed to be correctly
classified in the SVM training process, the diagnostic accuracy of the training samples
reached 96.67%, and the classification accuracy of the test samples reached 100%. Combined
with the diagnostic accuracy of the two samples, the optimized SVM did not exhibit fitting
phenomenon. The proposed optimization method of the permutation entropy characteristic
matrix of each mode after VMD is scientific and effective because VMD can effectively
avoid the phenomenon of signal mode aliasing, and the decomposed multiple modes
are distinguished. The WGWOA algorithm is used to find the best K and σ parameter
combination, which enhances the availability of VMD to extract the permutation entropy
feature vector. The reliability of applying the WGWOA algorithm to the optimization
of SVM parameters c and g is verified. This finding is because the WGWOA algorithm
can efficiently and accurately find the optimal parameters c and g of SVM and build a
high-performance SVM model to avoid over fitting and over learning.
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(a) 

(b) 

Figure 15. Diagnostic results of different samples, (a) training samples, (b) test samples.

5.4. Comparative Analysis with Other Methods

The proposed fault diagnosis method was compared with the fault diagnosis methods
of BPNN, SVM, EMD-SVM, VMD-SVM, WOA simultaneously optimizing VMD, SVM
model (WOA-VMD-SVM), GWO simultaneously optimizing VMD, and SVM model (GWO-
VMD-SVM) to verify its effectiveness and practicability. The above seven fault diagnosis
methods were used for five experiments to increase the reliability of the experimental
results and to avoid their randomness. The diagnostic results are shown in Table 8 and
Figure 16.
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Table 8. Diagnostic accuracy of different method tests.

Methods
Accuracy (%)

Experiment 1 Experiment 2 Experiment 3 Experiment 4 Experiment 5 Average

BPNN 72.50 61.25 63.75 52.50 76.25 65.25
SVM 76.25 76.25 72.50 80.00 76.25 76.25

EMD-SVM 80.00 82.50 76.25 73.75 81.25 78.75
VMD-SVM 87.50 87.50 90.00 81.25 85.00 86.25

WOA-VMD-SVM 96.25 92.50 93.75 95.00 93.75 94.25
GWO-VMD-SVM 96.25 96.25 98.75 98.75 92.50 96.50

WGWOA-VMD-SVM 100.00 100.00 98.75 100.00 100.00 99.75

Figure 16. Test diagnostic accuracy.

As shown in Table 8 and Figure 16, the convergence speed of BPNN is slow, and
the network performance is biased compared with SVM. The generalization ability of the
network is poor under the small sample data, resulting in a draw accuracy of only 65.25%.
This finding proves that the SVM fault diagnosis model has strong robustness under the
small sample data. The average fault diagnosis rate of EMD-SVM model is 78.75%, which is
higher than that of the SVM model. However, taking the normal bearing as an example, the
peaks in the IMF component of its vibration signal decomposed by EMD appear at about
500 Hz and 1000 Hz in the IMF2 spectrum, and modal aliasing occurs. EMD decomposes
12 IMF components (the last one is residual), and some component signals are arranged
disorderly. This finding shows that decomposing noncharacteristic false components is
extremely possible and extracting eigenvalues from the decomposed false components
certainly increases the recognition difficulty of the fault diagnosis model. The average fault
diagnosis rate of the VMD-SVM model reaches 86.25%, which is 10% higher than that of
SVM. Combined with Figures 14 and 17, VMD has superior performance, and EMD is more
suitable for actual fault diagnosis.
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Although the VMD-SVM model is better than the BPNN, SVM, and EMD-SVM, it does
not scientifically select the parameters of VMD and SVM, resulting in a fault diagnosis rate
of less than 90.00%, and the model performance still needs to be improved. The average
fault diagnosis of the model reaches 94.25% after optimizing the parameters of VMD and
SVM with the WOA algorithm. This finding indicates that the WOA algorithm can play a
certain role in the parameter optimization of VMD and SVM. However, the best c and g
solutions obtained by WOA are 4.23 and 0.01 by observing Figure 18 and Table 9. Taking
the cross-validation during the training of SVM as the fitness, the best and average fitness
curves of WOA algorithm are maintained at a low level, and the best fitness convergence
value is 91.67. For the other two algorithms, the SVM parameters obtained by the WOA
algorithm may be local optimum. The best c and g solutions found by GWO are 15.32 and
0.22. Compared with WOA, the GWO algorithm has the best and higher average fitness
curve, but it converges 28 times during iteration, which shows that the convergence of
GWO algorithm is slower than that of the WOA algorithm, which is the same as that in
Section 5.2.2. The WGWOA algorithm only converges to 96.67 at the best fitness of five
generations. Compared with the WOA and GWO algorithms, the best and average fitness
of the WGWOA algorithm are maintained at a high level. The average diagnostic rate
of the WGWOA-VMD-SVM model for five repeated tests is 99.75%, which verifies the
superiority of the WGWOA algorithm in SVM optimization. In conclusion, the proposed
WGWOA-VMD-SVM method has many advantages, such as high efficiency and high
accuracy, to meet the practical application requirements.

Table 9. Optimal solution of SVM parameters found by different algorithms.

Optimization Algorithms
Optimal Solutions

c g

WOA 4.23 0.01
GWO 15.32 0.22

WGWOA 25.78 2.48
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Figure 17. EMD result of normal bearing vibration signal.
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Figure 18. Different algorithms used to optimize the fitness curve of SVM.

6. Conclusions

In this paper, a fault diagnosis method combining VMD and SVM is adopted, and a
WGWOA algorithm is proposed to optimize the K and σ parameters of VMD and the c and
g parameters of SVM. The permutation entropy feature matrix is extracted, and the SVM is
trained and verified by collecting the vibration signals of rolling bearings with different
fault types for preprocessing. The conclusions after comparing the proposed method with
several existing fault diagnosis methods are as follows:

1. The test results of two cases show that WGWOA-optimized VMD can properly
suppress modal aliasing and that WGWOA-optimized SVM enhances the accuracy
and self-adaptability of model classification. The average accuracy of this method
in five repeated tests were 100.00% and 99.75%. Compared with other existing
fault diagnosis methods, this method has many advantages, such as high accuracy
and stable performance, to provide an effective new method for the existing fault
diagnosis technology;

2. Compared with other optimization algorithms, the proposed WGWOA algorithm
has good performance in terms of optimization accuracy, optimization efficiency,
and algorithm convergence. The training process of this method is simple and
fast, and the diagnostic accuracy after training is significantly higher than other
traditional methods.
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Abstract: This article introduces a novel virtual sensor for predictive maintenance called mini-term.
A mini-term can be defined as the time it takes for a part of the machine to do its job. Being a technical
sub-cycle time, its function has been linked to production. However, when a machine or component
gets deteriorated, the mini-term also suffers deterioration, allowing it to be a multifunctional indicator
for the prediction of machine failures as well as measurement of production. Currently, in Industry 4.0,
one of the handicaps is Big Data and Data Analysis. However, in the case of predictive maintenance,
the need to install sensors in the machines means that when the proposed scientific solutions reach
the industry, they cannot be carried out massively due to the high cost this entails. The advantage
introduced by the mini-term is that it can be implemented in an easy and simple way in pre-installed
systems since you only need to program a timer in the PLC or PC that controls the line/machine in
the production line, allowing, according to the authors’ knowledge, to build industrial Big Data on
predictive maintenance for the first time, which is called Miniterm 4.0. This article shows evidence
of the important improvements generated by the use of Miniterm 4.0 in a factory. At the end of the
paper we show the evolution of TAV (Technical availability), Mean Time To Repair (MTTR), EM
(Number of Work order (Emergency Orders/line Stop)) and OM (Labour hours in EM) showing
a very important improvement as the number of mini-terms was increased and the Miniterm 4.0
system became more reliable. In particular, TAV is increased by 15%, OM is reduced in 5000 orders,
MTTR is reduced in 2 h and there are produced 3000 orders less than when mini-terms did not exist.
At the end of the article we discuss the benefits and limitations of the mini-terms and we show the
conclusions and future works.

Keywords: Miniterm; IIoT; Industry 4.0; fault detection; sub-cicle time; virtual sensor

1. Introduction

A production, manufacturing or assembly line can be defined as a group of sequential
operations established in a factory where the product is moved through them while the
final product is built. The design of these types of lines is the first key factor, there are a
large number of crucial decisions that will be made during product design, line format
configuration, line balancing, machine selection, technology available, etc. One of the
most critical parameters when designing a line is the cycle time. This is defined as the
time the part takes to be made. In a “perfectly” balanced line, it is the time spent on each
position of the line to manufacture each of the parts for the final product. In general, these
problems are considered one at a time, due to their complexity.In general, these problems
are considered one at a time, due to their complexity. Hence, the great importance of the
line balancing where the tasks are assigned to the work stations and taking into account
the resources used. Due to the importance of this task, a large number of researchers
have been working on this topic. Under the acronym ALB (Assembly Line Balancing),
a large number of optimization models have been presented and discussed in scientific and
technical literature [1].
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1.1. What Happens after the Installation of the Production Lines?

Once the line has been installed and begins to produce parts, this comes under the
control of the factory management. They need to find a technically feasible point in which
maintenance and product quality levels should be selected to achieve the highest pro-
ductivity in order to meet the company’s objectives for greater profitability. The correct
combination of three factors, production, quality and maintenance, is the key to competi-
tiveness of the company.

Quality and production: The link between quality and production is perfectly defined
in the literature [2,3]. The improvement of the quality implies eliminating, for example,
imperfections that may cause rework, which would increase the production cost and,
consequently, the final cost of the part.

Maintenance and production: Maintenance is a function of the factory management
that runs in parallel with production. The main output of the production is the expected
product and its secondary output is a maintenance demand, which is the input of the main-
tenance function. The result of maintenance is an additional production input considered
as production capacity. While production manufactures the product, maintenance provides
the production capacity. Thus, maintenance affects production by increasing its capacity
and controlling the quantity and quality of the output (the product) [2].

Maintenance and quality: The role of maintenance in the long-term use of manufac-
turing lines is well known and taken into account by researchers and engineers. There are
many strategies that seek to increase the long service life of the lines. However, extending
the useful life of the line is pointless without quality criteria being maintained [2]. In gen-
eral terms, the equipment that is not properly maintained has periodic failures, suffers
speed losses and loses precision and therefore tends to cause faults [2]. On the other hand,
excessive maintenance may result in unnecessary costs.

Maintenance, quality and production: Determining the optimal time in which to per-
form the maintenance task is the key to be able to link the three factors. In [4] an analytical
study has been conducted for a food products company to see the link between these
three factors. The link between maintenance and production is positive. This implies that,
the more maintenance, the machines work in better conditions, generating a continuous
production. The link between quality and production is negative. This implies that the qual-
ity control activities expose production. Lower production is obtained the more hours are
invested in quality control.

1.1.1. Production

Focusing our attention on production, the line is designed by a team of experts, based
on all the parameters, also defining the maximum capacity of production. In the automotive
sector, this maximum capacity is measured by the JPH (jobs per hour) and it is known as
“Engineering Running Capacity” (ERC). The objective of those responsible for production
is to ensure that the line will reach this maximum value. The reality of the manufacturing
lines shows that the ERC cannot be reached in practice, so the production engineers have
estimated a new maximum production rate which is known as "Engineering Running
Rate" (ERR). This new rate can be defined empirically, based on observations of the line
performance. This mismatch between ERC and ERR can be due to a multitude of factors
since, during the useful life of a production line, which can be decades, performance
depends on a large number of parameters such as maintenance, stopping time events,
equipment breakdowns, waiting systems, the dynamic behaviour of bottlenecks, the Bowl
phenomenon, market demand, new available technologies, etc. In fact, each workstation
has its own identity as they are not intrinsically identical [5]. This means that many of the
simplified versions of the models or line balancing algorithms are not applicable to real
lines, having to be adapted “manually” [5,6].
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1.1.2. Maintenance

Another key factor in the performance of the manufacturing lines is maintenance.
In general, maintenance can be classified as two main groups: Corrective Maintenance
(CM) and Preventive/Predictive maintenance (PM). CM is carried out when the machine
fails or some the equipment elements are damaged and must be replaced or repaired, this
element and/or part will be responsible for a failure in the whole line if the action is not
implemented. However, the PM is carried out before the equipment fails. The purpose
of a PM order is to promote continuous production of the system and/or minimize the
loss of performance. In the preventive/predictive maintenance, we can find two great
types of strategies: based on time (Time-based Maintenance, TBM) or those based on the
state of the machine (Condition Based Maintenance, CBM). Those strategies based on
time involve carrying out a preventive maintenance periodically, lubricating, calibrating
and performing periodic controls. Instead, the CBM strategy involves making a real-time
diagnosis where the decision is made by observing the “condition” of the system and
its components [6]. TBM strategies are based on the manufacturer’s recommendations,
fault history, operators and/or maintenance staff’s experience. In contrast, in the CBM
strategy, the objective is avoiding unnecessary maintenance tasks and performing them
when there is evidence of abnormal functioning. It is a proactive strategy in which the
development of a predictive model is required. The CBM is that 99 % of equipment failures
are preceded by certain signs, conditions or indications that the failure is about to occur [7].
The system condition is quantified through sensor measurements taken periodically and
even continuously [6,8]. In general, the purpose of the CBM is twofold. First, collecting
data on the machine condition and second, increasing the knowledge of the causes for
the failures, the effects and the deterioration patterns of the equipment [8]. In addition,
CBM, through this strategy, can ensure a high quality of the final product, especially if the
thresholds of the measurements being taken from the machine are correctly selected [2].
CBM can be carried out in two ways: online or offline [8]. The online process involves
carrying it out while the machines are active. On the contrary, in offline mode, the process
is performed while the machine is stopped. In this case we usually look for cracks, colour
changes, etc. Moreover, the CBM can be done continuously or periodically. The most usual
way is to do it periodically, for example, every hour or every change of shift, although the
ideal way would be to do it continuously and automatically. However, as indicated in [9], it
may be very expensive since many sensors and devices are needed to carry it out. The most
commonly used sensors to perform the CBM are the following:

• Vibration: Vibration sensorization is one of the most commonly used techniques for
CBM, especially for machines with rotating elements [10]. The analysis is done in situ
and it is a non-destructive test.

• Noise: It is another of the most used techniques in CBM. It has a strong link with vibra-
tion and therefore it is also used for machines with rotating elements [10]. However,
there is a fundamental difference between the two. While the sensorization of the
vibration requires being in contact with the machine or element to be sensorized, noise
monitoring is simply “listening” to the equipment without having to be in contact [8].

• Analysis of the oil or lubricant: With this technique, the oil is analysed to determine
whether it is able to function or not properly. In addition, it also provides an indirect
measure of the deterioration level of the components lubricated [8].

• Electrical measurements:This technique includes the measurement of changes in the
properties of equipment such as resistance, conductivity and insulation. This technique
is usually carried out to detect deterioration of insulation in engines,

• Temperature: This technique is used primarily to detect faults in electrical and electronic
components [8].

• Pressure, flow, electric consumption: These techniques are also used, although to a lesser
extent than the previous ones.

The decisions to be made under the CBM concept can be classified into two: Diagnosis
and prediction. Diagnosis is the process of finding the source of the failure while prediction
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is the process of estimating when the failure will occur [11]. The objective of the diagnosis
is to warn maintenance engineers on equipment operations under abnormal functioning
conditions. Even if the equipment is working in abnormal conditions, this does not
mean the equipment has failed. This will happen after a certain time [8]. The time that
remains until the failure happens is the one that must estimate the prediction. Regarding
maintenance, prediction is much more relevant than the diagnosis since unexpected failures
can be predicted [9].

1.1.3. Change Point Definition

At this point, what is known as “Change point” comes into play, see Figure 1.

Figure 1. Change point definition .

The change point is defined as an abrupt change in the time series measurement that
is being made of the machine, vibration, noise, etc. More formally, let us assume we have
an ordered sequence of data, y1:n = (y1, . . . , yn). A changepoint is said to occur within
this set when there exists a time, t ∈ {1, . . . , n − 1}, such that the statistical properties of
{y1, . . . , yt} and {yt+1, . . . , yn} are different in some way.

The change point is an indication that something anomalous is happening and an-
nounces the end of the useful life of some component. In [12] an attempt is made to
define a guide on how to deal with CBM. As an example, Figure 2 shows the deteri-
oration of an elevator measured with a vibration sensor at the Ford factory located in
Almussafes (Valencia).

Figure 2. Change point of an elevator measured with a vibration sensor at the Ford factory located in
Almussafes (Valencia).
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The change point is always related with some physical change of the component.
In the case of oil or lubricant, we know there is a sudden change in performance, mainly
because, when the oil is approaching the end of its useful life, its viscosity changes abruptly.
When a component or part is subjected to a constant load, the elongation that suffers over
time is known as “the creep curve” where, at the end of its life there is an accelerated
elongation, see [13]. Something similar happens with the elasticity coefficient. When a
part is subjected to continuous bending, such as a train track, see [14,15], and the end of its
useful life is approaching, there comes a point where it will not recover its starting position.
There are different techniques to detect change points, such as EWMA, CUMSUM, MSE,
etc., see [15]. Given their relevance to CBM, new techniques are being researched for more
complex cases, see [16], and a special package has even been developed for R, see [17].

2. Previous Results by the Research Team

In [18] an improvement of the existing mathematical model in the literature on pro-
duction lines was proposed, and its use in the improvement of the manufacturing process.
The literature classifies the time data used in the analysis of the manufacturing process
into two types, the long-term data (long-terms), and the short-term data (short-terms).
Long-term data time are used mainly for process planning while short-term data time
are used mainly for process control. There is abundant literature in which the analysis of
long-term times is studied, in comparison with the literature that studies short-term times.
Following the definition by [19], the short-term data refer to a time not long enough for
the failure period of the machine and where the cycle time of the machine is considered
short-term time.

2.1. From Long-Term to Micro-Term Cycle Time Data Model

In [18], the short-term is redefined in two new terms: the mini-term data time and
the micro-term data time. A mini-term can be defined as the time it takes for a part of the
machine to do its job. The division of a machine into mini-terms can be conditioned by, in a
preventive maintenance policy or in a breakdown, the component that could be replaced
in an easier and faster way than another subdivided part of the machine. A mini-term
could also be defined as a sub-division that allows us to understand and study the machine
behaviour. In the same way, a micro-term is defined as each part of the mini-term that
could be divided into itself, see Figure 3. A mini-term can be calculated by adding the
micro-terms into which the mini-term is divided. In the same way, a short-term can be
calculated adding the mini-terms into which the short-term is divided. The same with
long-term and short-term. For more information about this multi-scale time analysis in
dynamical systems, please check our previous works [18,20,21].

The mathematical model proposed in [18] was reformulated in [20], using tensor
algebra, which reduces the computational cost of the model, particularly when the number
of mini-terms and micro-terms is high.

More recently, in [22] the data model is mixed with the complete modeling of a factory
using Petri nets to develop a manufacturing map, a hierarchical construction of Petri nets
in which the lowest level network is a temporary Petri net based on mini-terms, and in
which the highest level is a global view of the entire plant. The user of a manufacturing
map can select intermediate levels, such as a specific production line, and perform analysis
or simulation using real-time data from the mini-term database.
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Figure 3. From the micro-term to the long-term.

2.2. The Mini-Term: The Link between Production and Maintenance

One of the contributions made in [18] was the use of the mini-term to link production
and maintenance. The mini-term, by definition is a sub-cycle time and it would only make
sense to use it for production improvement. More formally, the mini-term can be defined
as an ordered sequence of sub-cycle times, m1:n = (m1, . . . , mn).

However, in [18] it is shown that when a deterioration happens and ends up becoming
a change point in vibration sensors (see Figure 2), this change point also happens in the
mini-term, that is, a physical change point will result in a deterioration of the cycle time.
More formally, a change point in the mini-term is said to occur within this set when there
exists a time, t ∈ {1, . . . , n − 1}, such that the statistical properties of {m1, . . . , mt} and
{ym+1, . . . ,n } are different in some way. Figure 4 shows two examples of change points in
mini-terms of a welding clamp measured at Ford factory in Almussafes. The first is due to
the deterioration of the proportional valve that controls the clamp movement. The second
is due to an internal leak in the clamp cylinder.

Figure 4. Change points in mini-terms. Proportional valve (above). Leak in cylinder (below).
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In the mini-term we can see reflected all the physical change points that take place
in the machine, and these change points result in a deterioration of the sub-cycle time.
The example in Figure 5 shows the effect on the mini-term that the deterioration of the
lubricant in the welding clamp has and how, once lubricated correctly, it recovers its
nominal value. It means that mini-term colud act as a “virtual” sensor for predictive
maintenance tasks.

Figure 5. Change points in mini-terms of a welding clamp due to lack of lubrication.

2.3. Benefits Using Mini-Term in the Industry 4.0 Era

One of the main handicaps of Industry 4.0 is the cost of adding sensors in the machines
and how to integrate them with the installed systems. As explained in the previous section,
there are different prediction systems based on vibration, noise, temperature sensors, etc.,
but they are excessively expensive if we think about using them in a massive way for all the
machines/components that we can find in a car factory, for example. It would take a large
number of sensors, wiring the installation, programming the measurement, etc., and for
this reason, these techniques are not used in a massive way, only for critical machines.
Thus, the success or failure of the proposals related to IIOT (Industrial Internet of Things)
and Industry 4.0 is mainly influenced by the cost of the proposals, the number of devices to
connect and their interaction with the pre-installed systems in the production process.

However, mini-terms (technical sub-cycle times) could be measure with the PC/PLC
sensors and the industrial network already installed in the production line which is respon-
sible for the automatic production of the lines, doing the installation process, cheap and
easy to install. It allows, for the first time, to create a IIOT Big Data based on Miniterms to
predict failures in production lines

2.4. Installation Setup

As mentioned above, the objective is to measure the mini-terms (technical sub-cycle
times) with the PC/PLC sensors and the industrial network already installed in the produc-
tion line which is responsible for the automatic production of the lines. To do this, the first
step was to include the mini-terms in Ford’s standards in order to begin mass programming.
In large companies like Ford, there are standards and protocols used to program PLCs,
with I/O restrictions, memory, etc. No supplier can program a PLC if he/she does not
know the standard.

Thanks to standardization, it is currently possible to program a mini-term in any PLC
that Ford has in any factory in the world where the industrial network is in charge of
channeling the mini-terms to the Database. With this it is possible to measure the mini-
term, with the only cost of programming a timer in the PLC/PC allowing, for the first time,
the massive monitoring of the time it takes for the components of the machines to carry out
their task.

In order to activate and monitor the mini-terms and implement the project, a software
interface programmed in R was developed, see Figure 6.

199



Sensors 2022, 22, 6222

Figure 6. Architecture for Miniterm 4.0. It collects Miniterms in Real-time at Ford factories.

3. Objective of Our Line of Research

The objective of our line of research is to create the intelligent system “Miniterm 4.0”
where, through real-time monitoring of the mini-terms, we will be able to predict the
failures of the monitored components, determine their pathology and determine the effect
they will have on production and the quality of the manufactured part, see Figure 7. This
article shows the results for the first part of the goal: predict the failures. During the last
years, Ford factory in Almussafes (Valencia) has been programming mini-terms in different
components like cylinders, clamps, robots, elevators, conveyors, gearbox, fans, switches,
turntables, etc. Nowadays, the number of mini-terms are up to 22 K. During the installa-
tion process, the availability indicators of the machines and production have improved
significantly as the mini-terms have been installed and the detection algorithms have been
improved. Section 4 shows the evolution and current algorithm for detecting change points
by using mini-terms, the common causes that show false positives and how they are being
solved. Section 5 shows the results and goodness of the system from the point of view
of the improvement in the production indicators, TAV, OM EM, etc. Section 6 shows the
conclusions and future work.

Figure 7. Miniterm 4.0 architecture to predict failures through mini-terms.
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4. Towards Robust Detection of the “Change Point” of Mini-Term

The mini-terms installation process started in mid-2018. In the first version of the ap-
plication, a basic state change detection algorithm was implemented to detect change points
that would allow us to automatically detect when a mini-term had changed its behaviour
significantly. The algorithm implemented was a K-Means classification algorithm [21]. This
algorithm divided the data accumulated in the previous 9 days into two groups, based
on the mean value of the groups. Two thresholds were established. A 7% and an 18%,
the first one was used to set up an alarm configuring that component in warning mode
and the second to automatically send an e-mail to the maintenance workers so that they
could proceed to check the component [21]. This algorithm allowed us to store time series
with change points that took place in the plant. After several months accumulating in the
database the real cases detected, we were able to get an idea of the different types of change
points that could exist. The 10 most representative ones were selected and all the change
point algorithms programmed in R were tested [23]. A comparison was made, both in its
effectiveness and precision in detecting the change point, as well as in its computation
time. From this comparison, the result showed that Bartlett’s algorithm was the most
effective one in which the version of the winding sliding algorithm is the most efficient at
computational level [24]. This algorithm was implemented in the system, replacing the
previous one. This new version of the algorithm made it possible to replace the change
point based on a percentage of the mean by a p-value, the percentage of success showing
that a change point has actually taken place, as well as its location in the time series. These
two improvements led to an improvement in detection, but there were also new false
positives and negatives caused by:

• Oscillatory change point: There are pathologies/components that, when an anomaly
occurs, this results in a fluctuation in the mini-term but it does not result in a change
in the mean value of the data, making it undetectable by Bartlett’s algorithm, causing
false negatives.

• Slow deterioration: There are pathologies that generate a slow deterioration where the
mini-term increases its value progressively but slowly and it is necessary to compare
it with previous months to determine the deterioration caused. False negatives.

• Scan-Time (PLC’s sampling frequency): One of the handicaps that have come up due
to the massive use of mini-terms is the Scan-Time. Scan-Time is the time it takes for
the PLC to collect the inputs, execute its PLC program and then update the outputs.
Since the objective is to use the PLC’s already installed to measure the mini-terms, it is
a parameter that is imposed and generates false positives. Figure 8 shows the effect
produced by the Scan-Time on the measured data. This effect causes false positives
when the Scan-Time is high in relation to the mini-term value.

Figure 8. Change point produced by Scan-Time.

201



Sensors 2022, 22, 6222

5. Current Mini-Term Anomaly Detection Algorithm

In the literature, an initial calibration is usually carried out to adjust the algorithms
to the initial state of the machines or components, see [25]. On the other hand, there is a
widespread use of numerical indicators in the detection of change points in the industry,
see [26–28]. The great advantage of using numerical indicators is the possibility of adapting
and developing new indicators in order to adapt them to different types of characteristics.
However, this advantage could be a problem if you want to generalize the indicators
for whatever component, that is the case of mini-terms. Therefore, a robust and general
algorithm is welcome for those cases.

Most common indicators, see [26–28], Mean, variance, Skewness, Kurtosis, etc., have
the same initial supposition, that is, the data you collect for a machine with good health
follows a normal distribution. In statistics, when you have a set of data that follows a
normal distribution, the methods to detect outliers are well known. In statistics, an outlier
is a data point that differs significantly from other observations.These values are commonly
excluded from the data set because can cause serious problems in statistical analyses.
There are some methods and techniques to determine outliers such as Peirce’s criterion or
Thompson Tau and Modified Thompson Tau test. Other methods based on observations
based are based on measures such as the interquartile range. For example, if Q1 and Q3
are the lower and upper quartiles, respectively, then we could define an outlier as an
observation outside the range:[

Q1 − k(Q3 − Q1), Q3 + k(Q3 − Q1)
]
, (1)

for some nonnegative constant k. John Tukey proposed this test, where k = 1.5 indicates an
“outlier”, and k = 3 indicates data that is “far out”.

Currently, outlier detection using the previous formula is used to determine if the
mini-term is not working properly. The procedure to use is as follows:

• When a mini-term is registered, an initial calibration is carried out using an initial set
of mini-terms {m1, . . . , mt} to determine how the machine or component performs in
normal operation by adjusting the interquartile range. During the registration process,
the operator has a chart of the data to decide if it follows a normal distribution.
If two overlapping normal distributions appear in that chart, the mini-term would be
considered as “programming error”.

• The limits of the alarms are defined with the calculation of the quartiles using the
initial set of mini-terms {m1, . . . , mt}. If the anomaly is in the range k = [1.5 − 3] it is
defined as a Warning while if the anomaly is in the range > 3 the alarm is defined as
type Red.

• If an alarm occurs and it is classified as Warning, an e-mail is sent to the head of
maintenance, who decides if the variation is considered sufficient to be sent to the
maintenance operators.

• If an alarm occurs and it is classified as Red, an e-mail is sent directly to the maintenance
operators who will check the component.

Figure 9 shows some examples of mini-terms where 1 is an alarm that happened in a
clamp, 2 is an alarm in a rollertable, 3 is in a lifter and 4 in a welding gun.
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Figure 9. Examples of mini-term alarm. (1) Clamp, (2) Rollertable, (3) Lifter, (4) Welding gun.
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6. Experimental Results

The process of installation and monitoring of machines and components began in 2018,
in which 200 mini-terms were installed. In 2019, we were granted the project funded by
the CDIT (IDI-20190878) (Centre for the Development of Industrial Technology), a Public
Business Entity, under the Ministry of Science and Innovation which promotes innovation
and technological development for Spanish companies. This project made it possible to
massively implement the mini-terms at the Ford Factory in Almussafes (Valencia) and
develop the necessary algorithms for the detection of machine failures. To date, June 2022,
there are 18,893 mini-terms installed, of which 15,009 are pneumatic cylinders, 427 are
pneumatic welding clamps, 24 pumps, 131 pantographs, 216 fans, 123 anchor matrices,
597 servos, 1690 tables and 479 rotary tables, 161 switches and 36 reducers.

6.1. Effectiveness of the Detection Algorithm

As explained in the previous section, the fault detection algorithm has undergone
different evolutions. Initially, an algorithm based on K-Means was developed [21], which
made it possible to collect cases of faults and carry out a more in-depth study of change
point detection algorithms, see [24], where the conclusion was that Bartlett’s algorithm
was the most suitable one. However, this algorithm still had problems when the anomaly
was fluctuating, or slow, and also detected the Scan-Time as an anomaly. To solve it,
in this article an algorithm based on outlier detection from an initial calibration has been
proposed. Although the proposed algorithm is very simple, it is extremely robust because
in the initial calibration process, it is able to absorb the Scan-Time of the mini-term and
it will not be detected as an anomaly. In addition, the slow deterioration can be detected
as it starts from an initial calibration which can find any slow deterioration. The same
is applied to oscillation pathologies. Thus, the effectiveness limit mentioned in [7] has
been reached, where it was indicated that 99% of equipment failures are preceded by
certain signs, conditions or indications that the failure is about to occur. That 1% remaining
corresponds to components that have a sudden failure.

6.2. Benefits of Using Mini-Terms in Industry

Since the mini-terms began to be installed and used to predict breakdowns, different
types of indicators have begun to undergo significant improvements, including:

• Technical availability (TAV): Percentage of planned production time without unex-
pected technical difficulties or maintenance needs.

• Mean Time To Repair (MTTR): Average time required to repair a failed component
or device.

• Mean Time Between Failure (MTBF): Elapsed time between inherent failures of a
mechanical or electronic system, during normal system operation.

• Number of Work order EM (Emergency Orders/line Stop).
• Labor hours in EM (Emergency Orders/line Stop).

Figure 10 shows the evolution of these indicators between the years 2016–2021 and
compares it with the number of mini-terms installed. Due to industrial data protection
issues, these graphs do not show the actual values of each indicator but instead they show
the incremental improvement of each indicator since the initial year, 2016. In this compari-
son, and the effects that mini-terms cause, we need to take into account the improvement
of the algorithm for detecting the change points and its increased reliability over the years.
With respect to TAV, it has undergone an improvement of 18% from 2016 to 2021. In the
case of the MTTR, it has been reduced by 2 h. Regarding the number of work orders,
these have been significantly reduced thanks to the prediction of failures, eliminating
about 3000 orders/year, while working hours have also been drastically reduced by almost
4000 h/year.
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Figure 10. Evidence of the benefits of using mini-terms in production. NOTE: Due to industrial data
protection issues, these graphs do not show the actual values of each indicator but instead they show
the incremental improvement of each indicator since the initial year, 2016.

7. Discussion

The appearance of mini-terms as virtual sensors used for predictive maintenance has
become a huge development for the analysis of the behaviour of components and machines.
Their main advantage is that their installation does not involve a large financial outlay
and therefore Big Data can be developed for a wide variety of components and machines.
Currently, as predictive maintenance requires the installation of sensors, etc., the industry
often chooses critical components or machines for its installation. However, a line stop can
be caused by a component as small as a switch. The mini-term allows to monitor the health
of this type of components in a global way in an entire factory.

There are several limitations when using mini-terms in the industry. These include:

• The use of the industrial network for data transmission and PLCs to measure cycle
times may cause certain technical limitations. These are:

– When the number of mini-terms increases significantly, the industrial network
may suffer and directly affect production, due to network saturation.

– When the mini-term value, cycle time to be measured, is small and approaches or
exceeds the PLC cycle time (Scan-Time), it generates distortions in the data and
the change point can be masked within the effect generated by the Scan-Time.

• The use of the mini-terms is based on the variation of the cycle time due to deteriora-
tion. However, when the element or component has a control system, it may hide this
temporary deterioration. We can take as example a welding clamp with servomotor
that begins to have a mechanical deterioration. These systems have a closing speed
setpoint that the control system will try to keep at all costs, hiding the deterioration
from the point of view of cycle time.

8. Conclusions and Future Work

This article introduces a novel virtual sensor for predictive maintenance called mini-
term. The advantage introduced by the mini-term is that it can be implemented in an
easy and simple way in pre-installed systems since you only need to program a timer in
the PLC or PC that controls the line/machine in the production line, allowing, accord-
ing to the authors’ knowledge, to build industrial Big Data on predictive maintenance
for the first time, which is called Miniterm 4.0. This article shows the current state of
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development of the Miniterm 4.0 intelligent system where, the first objective is to build a
global monitoring system for technical sub-cycle times (mini-terms) that allows predicting
machine/component failures in real time. After installing more than 14,000 mini-terms
in the last 3 years at Ford factory in Almussafes (Valencia), evidence has been generated
of how the Miniterm 4.0 system can improve production rates. Indicators such as TAV
(Technical availability), Mean Time To Repair (MTTR), Mean Time Between Failure (MTBF),
EM (Number of Work order (Emergency Orders/line Stop)) and OM (Labour hours in EM)
have generated a very important improvement as the number of mini-terms increased and
the Miniterm 4.0 system became more reliable. In particular, TAV is increased by 15%, OM
is reduced in 5000 orders, MTTR is reduced in 2 h and there are produced 3000 orders less
than when mini-terms did not exist.

As future work, we will intend to complement the function of the mini-term as a
predictor of failures functioning as a sub-cycle time, allowing to estimate the real capacity
of production lines, as well as estimating the loss due to deterioration, determining the
bottleneck in dynamic, etc. A first approach to the benefits that this new capacity can bring
to the Miniterm 4.0 system has been presented in [29].
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Abstract: The monitoring of impeller blade vibrations is an important task in the diagnosis of
turbomachinery, especially in terms of steam turbines. Early detection of potential faults is the key to
avoid the risk of turbine unexpected outages and to minimize profit loss. One of the ways to achieve
this is long-term monitoring. However, existing monitoring systems for impeller blade long-term
monitoring are quite expensive and also require special sensors to be installed. It is even common that
the impeller blades are not monitored at all. In recent years, the authors of this paper developed a new
method of impeller blade monitoring that is based on relative shaft vibration signal measurement and
analysis. In this case, sensors that are already standardly installed in the bearing pedestal are used.
This is a significant change in the accessibility of blade monitoring for a steam turbine operator in
terms of expenditures. This article describes the developed algorithm for the relative shaft vibration
signal analysis that is designed to run in a long-term perspective as a part of a remote monitoring
system to track the natural blade frequency and its amplitude automatically.

Keywords: steam turbine; impeller blade; vibration; monitoring; diagnostics; algorithm; signal
processing

1. Introduction

The growing demand for higher power generation brings the need for increasing
reliability and also the efficiency of steam and gas turbines together with ensuring safe
operation. Early detection of potential fault is the key to avoid the risk of unexpected
turbine outages and to minimize profit loss. One of the critical parts of the turbine is the
blades of the last stages of the low-pressure turbine, where acting forces are essential in
terms of the residual life. This is the key part that needs to be monitored in a long-term
perspective to ensure the warning if any potential fault is present. In general, the existing
approaches to blade vibration monitoring are based on contact or non-contact measurement.

The contact approach is based on strain gauging. This provides information about the
mechanical stress on the blade surface. Because of the contact principle, it allows to obtain
very accurate stress sampled at a high rate. This is useful in the signal analysis that follows.
However, it is also necessary to transmit the electric signal outside the rotating part of the
turbine [1]. In addition, the sensors must be resistant to the extreme conditions that occur
in the flow section of the turbine. These are the reasons the strain gauge is unsuitable for
the long-term monitoring of impeller blades.

The non-contact method can be represented by the popular blade tip-timing method
(BTT) [2]. Sensors, in that case, are built right into the stator body to detect the times of the
arrival of the blades. Detected times of arrival are further processed to evaluate the blade
tip deflection. Vibrations of each blade are sampled once per revolution and, thus, proper
diagnostics and condition monitoring require specialized signal processing techniques to
be applied. In principle, this method is suitable for long-term monitoring. However, the
costs of specialized sensors and the need for their installation right into the stator body are
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the main reasons that BTT systems are not so widespread. Additionally, the installation
costs are not negligible. It is even a frequent practice not to monitor the impeller blades
at all.

Another technique for measuring blade vibrations mentioned in the literature is the
use of a pressure sensor installed in the stator body [3,4]. In principle, the rotating blades
cause pressure fluctuations in the inner part of the stator, especially between the tip of
the blade and the wall of the stator. The frequency of this fluctuation is equal to the
blade passing frequency (BPF). The location of installed sensors can be compared to the
BTT method. Unlike BTT, the measurement is, in principle, not limited by the sampling
frequency given by the shaft speed; however, the need for the installation of the specialized
sensors right into the stator body remains. The impeller, as mentioned in the previous
paragraph, causes pressure fluctuations on the inside of the stator by its rotation. The
pressure fluctuation causes a force to act on the stator wall and, thus, the absolute stator
vibrations can be used for blade vibration monitoring. The advantage of this approach
is, in contrast to the pressure measurement inside the stator, the relative simplicity of the
sensor installation. However, this approach does not provide the direct measurement of
blade vibrations. The location of the accelerometer is usually above the impeller, or the
standard sensors installed on bearing pedestals are used. In that case, the monitored BPF
amplitude may change by propagating the vibrations through the material.

Recently, the use of torsional rotor vibrations in terms of blade vibration monitoring
was published [5]. Torsional rotor vibrations can be characterized as angular oscillations
of the shaft. In principle, the reference markers around the shaft are measured in each
revolution. The reference can be the zebra tape or, for example, the teeth of the gear. The
measured signal has a character of a pulse signal similar to times of arrival in the case of
BTT. It turns out that the frequency spectrum of such a signal also contains information
about blade vibrations. The physical principle of how the blade oscillations propagate to
the measured signal is described in [6]. It states that the total moment of inertia given by the
contribution from all blades must be large enough to be reflected on the shaft. It is obvious
that the contributions of the individual blades cancel each other out in the total moment of
inertia. The exception for the case of tangential natural vibrations of the blades, which can
cause torsional vibrations of the shaft, is 0 nodal diameter, when all blades oscillate with
the same phase. Until recently, only 0 nodal diameters of blade vibrations were captured
using the torsional vibration measurement.

2. Method of Impeller Blade Monitoring

A novel approach to impeller blade monitoring was developed in recent years by the
authors of this paper. This approach is based on the evaluation of the blade vibrations
using the shaft vibration signal analysis. The measurement of shaft vibrations is made
using the standardly installed sensors placed in the bearing pedestals. This is a significant
change in the accessibility of impeller blade monitoring for a steam turbine operator in
terms of expenditures. There is no need to install any special sensor. Blade vibrations are
evaluated using the already installed standard instrumentation and there is no need for the
steam turbine outage. The sensor location for this approach together with the comparison
with BTT sensors placing is illustrated using the low-pressure turbine scheme in Figure 1.

The blade vibration is present in shaft vibrations because of the bending moment acting
on the shaft that is caused by blade axial oscillations. In fact, the blade vibrations are present
in a form of two spectral components. The frequencies of these components are described
by frot ± fn. This is due to an amplitude modulation with a suppressed carrier that occurs
under the sensor during the rotation. These two components are the so-called lower
sideband (LSB) and upper sideband (USB), as shown in Equations (1) and (2) respectively:

USB = frot + fn (1)

LSB = frot − fn (2)
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Figure 1. Low-pressure turbine scheme with the sensor location of BTT sensors and standard shaft
vibration sensors.

The illustrations of blade components are illustrated in Figure 2, where on the left is
the spectrogram of shaft vibration signal measured in real operation of the low-pressure
turbine. On the right is the same spectrogram with highlighted LSB and USB components
related to the blade vibration for the first three bending modes (BM). From this Figure, the
presence of blade vibration components is clear.

 

3BM 

1BM 

2BM 

Figure 2. Spectrogram of shaft vibration signal from low-pressure turbine (left) with highlighted LSB
and USB components (right).

The detailed description of this principle was published in the literature recently [7–10].
For proper impeller blade state diagnostics, the exact parameters of the blade components
from the shaft vibration signal need to be obtained. Such a method is not published yet,
so the purpose of this research was to develop and introduce the appropriate method for
real-time blade monitoring using the shaft vibration signal from the long-term perspective.
The description of this method is the main objective of this article.

Firstly, the measured signal is pre-processed. This includes the signal filtering based
on cepstral liftering and the spectrum time averaging in the spectral plane (flowchart in
Figure 3) where the block schema of the proposed method is illustrated. The pre-processed
signal is then analyzed and the blade components are identified, filtered in the time-
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frequency domain and clustered using the Euclidean distance. This algorithm is designed
to run in a long-term perspective as a part of a remote monitoring system to track the
natural blade frequency and corresponding amplitude automatically.

 

Figure 3. Flowchart of the developed method for online long-term blade vibration monitoring.

2.1. Cepstral Liftering of the Shaft Vibrations

The measured time signal of relative shaft vibrations is pre-processed first. The pre-
processing is made in the frequency domain. For this purpose, the Discrete Fourier trans-
form (DFT) is used because the measured signal is finite and discrete [11–14]. Formula (3)
defines a spectrum of a signal x[n] sampled by frequency fs, where n is the index of the
signal sample:

X[k] = DFT{x[n]} (3)

At this point, it is also desirable to define a one-sided amplitude spectrum that will be
used afterwards (Formula (4)). The spectral frequency corresponding to integer index k
follows Formula (5), where L is the length of the signal.

A[k] = |X[k]|, k = 0
2|X[k]|, k > 0

(4)

fk = k· fs/L (5)

Measurement of the relative shaft vibration signal contains the noise that is unevenly
distributed across the amplitude spectrum. To be able to identify the blade vibrations
components using the following analysis, the signal noise needs to be filtered first. For this
purpose, the cepstral analysis and spectral envelope calculation are used [15].

The cepstrum calculation is the basic method of cepstral analysis. The so-called
real cepstrum that is defined by Formula (6) is an inverse Fourier transform (IDFT) of a
logarithm of an amplitude spectrum of the sampled signal Formula (6).

c[n] = IDFT{ln(|X[k]|)} (6)
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The cepstrum itself characterizes the periodicity of the amplitude spectrum. Low
quefrencies represent the low-frequency periodicity in the spectrum and vice versa. This
can be used for cepstrum liftering. It is a process of weighting the cepstrum by the lifter
function. This is represented by Formula (7):

cw[n] = c[n]·w[n] (7)

Using liftering the unwanted cepstrum coefficients are suppressed. For the spectral
envelope calculation, the lifter in a form of the Gauss function is used (Formula (8)). In that
case, the high quefrencies are suppressed leaving just low quefrencies in cepstrum that can
be used for the spectral envelope calculation (Formula (9)):

w[n] = e−
n2

2σ2 (8)

E[k] = eDFT{cw [n]} (9)

The level of the noise that is present in the measurement is then filtered simply by
subtraction of the spectral envelope from the original amplitude spectrum (Formula (10)):

XF[k] = A[k]− 2E[k] (10)

2.2. Time Averaging of the Amplitude Spectrum

Filtering of the amplitude spectrum of the shaft vibration signal using the cepstrum
calculation suppresses the mean value of the measurement noise on each spectral com-
ponent. In addition to the mean value, the noise is also characterized by the variance in
time that also needs to be suppressed. For this purpose, spectrum time averaging is used
and so the frequency domain is extended into the time-frequency domain. The measured
signal is divided into equidistant time series that are then transformed into a spectrum
by DFT. The average amplitude spectrum is then defined using Formula (11) whereas
N represents the number of averaged DFT spectrums. The time index l is tied up with
the sampling frequency and parameter of the signal window shift in samples Δw from
one DFT calculation to another (Formula (12)). For further use, the average amplitude
spectrum is also indexed in time by index m similar to l. tm represents the time of average
amplitude spectrum that is based on the shift in samples Δm in a similar manner to index l
(Formula (13)):

XT
F [m, k] =

1
N

∣∣∣∣∣m+N−1

∑
l=m

XF[l, k]

∣∣∣∣∣ (11)

tl =
l·Δw

fs
(12)

tm =
m·Δm

fs
(13)

2.3. Identification and Filtration of the Blade Components

The pre-processed relative shaft vibration signal as a form of averaged cepstrum
liftered amplitude spectrum is the input to the process of automatic identification of blade
vibrations. The robustness of the calculation is taken into account because this algorithm is
supposed to run on a long-term base with no user intervention. In this chapter, the process
of the blade component identification together with its filtration is described. The expert
task is also the proper selection of frequency interval to be monitored, defined by fMIN and
fMAX . The assumption for obtaining correct results for the identification process is that the
monitored interval must not include the other excited components that are not related to
the blade vibrations on such higher harmonics, etc.

The spectral components that are defined as blade vibration components in a shaft
vibration signal spectra follow Formula (14). It is a set of XT

F [tm, fk] that meets the conditions,
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its frequency is in the range defined by fMIN and fMAX (see C1 (15)) and its amplitude
is higher than the multiple of parameter ATH , defined by the expert and the median of
XT

F [tm, fk] values around the analysed component, (see C2 (16) and (17)). The size of the
frequency interval for the median calculation represents parameter δ [Hz]:

XNF[t, f ] =
{

XT
F [tm, fk]

∣∣∣C1 ∧ C2

}
(14)

C1 : fk ∈ 〈 fMIN , fMAX〉 (15)

C2 : XT
F [tm, fk] > T[tm, fk] (16)

T[tm, fk] = ATH ·med
(

XT
F [tm, f ]

∣∣∣ f ∈ 〈 fk − 0.5·δ, fk + 0.5·δ
〉
) (17)

The components identified according to (14) are then filtered to suppress the events in
a short-term horizon that do not follow the blade behavior. For this purpose, a subset of (14)
for every component from (14) is defined according to Formula (18). This subset contains
all XNF[t, f ] from the rectangle R[t, f ] defined in the time-frequency domain according to
conditions C3 and C4 (see Formulas (19) and (20), respectively):

R[t, f ] = {XNF[t, f ]|C3 ∧ C4} (18)

C3 : t ∈ 〈t, t + tFILT〉 (19)

C4 : f ∈ 〈 f − 0.5· fFILT , f + 0.5· fFILT〉 (20)

The example of this rectangle is illustrated for XNF [57.5, 70.6] and XNF [57.5, 72] in red
in Figure 4. The meaning of the parameters tFILT and fFILT from this figure is evident—it is
the time length and frequency length, respectively, of window rectangle R[t, f ]. The red
dots represent other identified XNF[t, f ] according to the algorithm described in a previous
part of this article. The filtration itself is defined according to Formula (21). The non-filtered
XNF[t, f ] is filtered if the number of XNF[t, f ] in R[t, f ] does not exceed the threshold NTH .
From Figure 4, it is obvious that XNF[57.5, 70.6] becomes XI [57.5, 70.6] and XNF[57.5, 72]
not because |R[t, f ]| = 0. This process filters randomly excited noise components that can
randomly occur during the measurement in the short-term, making this algorithm more
robust and to ensure that false alarms are not generated.

XI [t, f ] = {XNF[t, f ]|NTH > |R[t, f ]|} (21)

 

Figure 4. TG 250 MW—Filtering of identified components in the spectrum.
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2.4. Clustering of the Blade Components

For practical use, the identified blade vibration components from the previous chapter
need to be interpreted in an intelligible way. It is appropriate to represent each of the blade
frequencies with one frequency and amplitude value that can be tracked over time, instead
of many identified components. For this purpose, the identified blade components are
clustered using cluster analysis [16].

This analysis groups identified components into sets according to a defined degree
of similarity. The red components identified in the previous section and illustrated in
Figure 4 are being called images of blade vibrations in the time-frequency plane of the
relative shaft vibration signal. Using this terminology, the i-th image is indexed and
abbreviated according to Formula (22). The degree of similarity of two images is based
on their frequency distance. This can be defined by the Euclidean distance represented
by operator d that is in form of the Formula (23) for one-dimensional space. This relation
defines the distance between the i-th and j-th image XI :

Xi
I = XI [ti, fi] (22)

d
(

Xi
I , Xj

I

)
=

∣∣ fi − f j
∣∣ (23)

The clustering process used in this algorithm is defined according to the following
sequence. In the first step of clustering at time t1, image 1 is declared to be the first cluster
(Formula (24)). The cluster is given by S and indexed by k. Each cluster can be represented
by its center. The center of cluster Sk is defined using Formula (25), where Nk denotes the
number of images XI assigned to the cluster Sk:

X1
I ∈ S1 (24)

μk =
1

Nk
∑

f∈Sk

f (25)

In the following j-th iteration of this algorithm, steps represented by Formulas (26)–(30)
are being repeated for the analyzed Xj

I image. The first procedure is to exclude the images
from the cluster sets that are older than the time of the actual image for more than the
forgetting factor tTH [s] (see Equation (26)). This step is important to allow the algorithm to
capture any changes in blade natural frequency that occurs over the monitored period:

Sk = Sk\
{

XI | t <
(
tj − tTH

)}
(26)

Updating the cluster images is followed by the recalculation of their centers. The
distance between the cluster centers and the j-th image Xj

I is then determined. The number
of the clusters is K. The nearest cluster to the j-th image is IMIN in a distance MMIN (see
Formulas (27) and (28)). If the distance MMIN is less than the frequency threshold fTH , then
the j-th image is assigned to the IMIN-th cluster (Formula (29)). Otherwise, a new cluster is
established (Formula (30)) and the next iteration of the clustering process is executed. The
choice of fTH allows to set the precision of spectral components that can be distinguished
by the proposed algorithm:

IMIN = argmin
k

d
(

Xj
I , μk

)
, k = 1, . . . , K (27)

MMIN = min
k

d
(

Xj
I , μk

)
, k = 1, . . . , K (28)

Xj
I ∈ SIMIN , MMIN ≤ fTH (29)

Xj
I ∈ Sk+1, MMIN > fTH (30)
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3. Results

To demonstrate the described algorithm, the measurement made in the operation
of TG 250 MW was used. The shaft vibration signal was captured by an eddy current
displacement sensor that met the standard for use in practice. The measuring range of the
sensor was from 0–2 mm and the sensitivity 8 V/mm. The data acquisition was made using
the National Instruments hardware. The Chassis cDAQ-9189 equipped with an NI-9229
4 channel module was used. This module allowed to measure analog inputs with 24-bit
resolution, the maximal sampling frequency of 50 kHz and an input voltage range from
−60 V to 60 V. The shaft vibration signal was captured using the sensor installed in the
front bearing pedestal of the low-pressure turbine. The last stage blades were shrouded on
the tips and in the middle with a tie-boss. The distance between the bladed wheel and the
sensor was 2.4 m.

The example of DFT of the shaft vibration signal that was measured in the operation
of TG 250 MW is illustrated in the form of an amplitude spectrum according to Equation (4)
in Figure 5 in blue. The length of the analyzed signal was 5 s, the sampling frequency
was 10240 Hz, the rotational frequency was 3000 rpm (nominal speed) and the Hanning
window was used. In the signal spectrum, 1X frequency—50 Hz—and its integer multiplies
were dominant. As well as those components, the blade vibration components can also be,
principally, present in the signal. In Figure 5, there are two parts of the amplitude spectrum
of the shaft vibration signal. At this point of the signal processing procedure, it is not
clear if any of those two intervals also contain the blade vibrations or not. The calculated
spectral envelope is illustrated by the dashed black line in Figure 5. For its evaluation, the
parameter σ was set to 0.16 (see Equation (6)).

 
Figure 5. TG 250 MW—Discrete Fourier transform amplitude spectrum of the shaft vibration signal
and its spectral envelope—liftered spectrum.

The step of the noise reduction according to Equation (10) is illustrated using Figure 6.
It can be compared with the non-filtered amplitude spectrum in Figure 5. The noise level is
suppressed by the spectral envelope. After this operation, the mean value of the spectral
measurement noise on every spectral component is supposed to be suppressed.

Time averaging described in Section 2.2 was applied to the measurement, which is
illustrated in Figure 7 in the frequency domain. The DFT is then defined in time instants
corresponding to Δw = 5fs (Equation (12)). The number of spectrums for averaging satisfies
the condition N = 20, which means that the averaged spectrum characterizes 100 s of the
relative shaft vibration signal.

216



Sensors 2022, 22, 4932

Figure 6. TG 250 MW—Filtered Discrete Fourier transform amplitude spectrum of the shaft vibra-
tion signal.

 

Figure 7. TG 250 MW—Time-averaged filtered amplitude spectrum of the relative shaft vibration signal.

In Figure 7, there are the same two amplitude spectrum intervals as in Figures 5 and 6. It
can be seen from this Figure that the range from 58–83 Hz contains the excited components,
while the range from 25–50 Hz contains only the noise. This was not obvious in the previous
steps illustrated by Figures 5 and 6, respectively. The decision of whether the excitation is
related to blade vibrations can be made by using a priori knowledge of the natural blade
vibration frequencies standardly illustrated by the Campbell diagram [17]. Using this
diagram, the approximate location of the blade natural frequency can be obtained and
compared with the spectral components excited in a real measurement by the expert.

The example of the identification process is illustrated in Figure 8. There is the pre-
processed signal of the shaft vibration in the form of an average amplitude spectrum,
as it is illustrated in Figure 7. The dashed line represents the threshold defined in (17),
that is in this case defined for ATH = 5 and δ = 20 Hz. The black squares illustrate the
identified components that exceed the threshold satisfying condition (16). It can be seen in
Figure 8, that, if only the noise is present in the signal spectra monitoring range, there are
no identified blade components and vice versa. The parameters should be set uniquely for
each monitored frequency interval.
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Figure 8. TG 250 MW—Blade component identification.

The example of the novel method for blade vibration monitoring that was described
in this article is illustrated in Figures 9 and 10. In Figure 9, left, there is the spectrogram of
shaft vibration signal measured in the operation of TG 250 MW. The sampling frequency
of the measurement was 10.24 kHz, the length of the Hanning window used in DFT was
5 s and Δw was 2.5 fs. It can be seen that the relative shaft vibration signal itself is noisy.
In Figure 9, right, there is a spectrogram of the same signal section, but this time pre-
processed according to Equation (11). It can be seen that the noise was filtered and the
blade components that were approximately 71 Hz and 72.5 Hz are more obvious, even with
the naked eye. The parameters for pre-processing were: σ = 0.16, Δw = Δm and N = 5,
which corresponds to 15 s of signal for averaging. In fact, there are two blade components
that increase their amplitude in time and also change their frequency because of the change
in the steam turbine operating conditions.

Figure 9. TG 250 MW—Amplitude spectrogram of the relative shaft vibration signal (left); averaged
and filtered amplitude spectrogram of the same signal (right).

218



Sensors 2022, 22, 4932

Figure 10. TG 250 MW—Identified blade vibration components in amplitude spectrogram of the
relative shaft vibration signal (left); tracking of blade vibration components using the cluster analy-
sis (right).

In Figure 10, left, the identified blade components according to Equation (14) are
illustrated in red. The parameters for this step were: δ = 10 Hz, ATH = 3, fMIN = 62 Hz
and fMAX = 80 Hz. In Figure 10, right, there is the trend of the blade components after the
cluster analysis according to Equation (25), illustrated in yellow. The parameters for this
step were: tFILT = 10 s, fFILT = 0.8 Hz and NTH = 8. It can be seen that the developed
algorithm effectively tracks both blade components that are present in the relative shaft
vibration signal.

4. Discussion and Conclusions

The main objective of this work was to develop and validate the novel method for
automatic long-term blade vibration monitoring using the relative shaft vibration signal
analysis. This measurement uses the sensors that are standardly installed in the steam
turbine. This is the main advantage over the other methods and principles of blade vibration
monitoring. This approach is potentially interesting for steam turbine operation because
there is no need of any special sensor installation. This article describes the developed
method in detail. The measured vibration signal of shaft vibrations is firstly pre-processed.
The spectral noise is filtered using the cepstrum analysis described in Section 2.1. Then,
the spectral components are averaged in time to reduce the noise variance (see Section 2.2).
After that, the pre-processed signal is used to identify the blade components that are excited
according to the proposed identification rule described in detail in Section 2.3. The cluster
analysis is the last step, which is used to merge blade components with close identified
frequencies (see Section 2.4). Those frequencies may be tracked over time together with
corresponding amplitudes and may be compared with the nominal values. If the differences
reach the maximal allowed limit, then the alarm is triggered, meaning the blade state is in a
non-standard state.

Another benefit of this approach is the easy acquisition of the natural frequencies of
the installed blades from real operation without the need for outage. By simply connect-
ing to existing standard instrumentation, the application can evaluate the actual natural
frequencies of the blade, which differ slightly from numerical calculations. The turbine

219



Sensors 2022, 22, 4932

operator can include this information to minimize the operation time for the rotational
frequency, or its integer multiple is close to any of the resonant frequencies of the blades
that was evaluated using proposed approach.

The algorithm itself was tested and validated on the measurement data from the
turbo generator of 250 MW. The validation of this algorithm is illustrated in the figures and
spectrograms in this article. After the validation phase, the algorithm was implemented into
the online monitoring and diagnostics system available for commercial purposes, which is
currently monitoring the operation of the 215 MW turbo generator. Further research in this
field will be focused on the specification of other diagnostic indicators that will extend the
possibilities of the comparison between the actual turbo-generator operation and nominal
state based on the identified blade components in an even more sophisticated way. Further
research could be focused on how to evaluate the phase of both spectral components of the
blades in addition to amplitude and frequency. This could even help to localize where the
blade excitation is applied around the blade wheel.
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Abstract: This study proposes a new intelligent diagnostic method for bearing faults in rotating
machinery. The method uses a combination of nonlinear mode decomposition based on the improved
fast kurtogram, gramian angular field, and convolutional neural network to detect the bearing state
of rotating machinery. The nonlinear mode decomposition based on the improved fast kurtogram
inherits the advantages of the original algorithm while improving the computational efficiency and
signal-to-noise ratio. The gramian angular field can construct a two-dimensional image without
destroying the time relationship of the signal. Therefore, the proposed method can perform fault
diagnosis on rotating machinery under complex operating conditions. The proposed method is
verified on the Paderborn dataset under heavy noise and multiple operating conditions to evaluate
its effectiveness. Experimental results show that the proposed model outperforms wavelet denoising
and the traditional adaptive decomposition method. The proposed model achieves over 99.6%
accuracy in all four operating conditions provided by this dataset, and 93.8% accuracy in a strong
noise environment with a signal-to-noise ratio of −4 dB.

Keywords: intelligent diagnostic; bearing faults; improved fast kurtogram (IFK); nonlinear mode
decomposition (NMD); gramian angular field (GAF); convolutional neural network (CNN)

1. Introduction

As one of the basic components of modern industry, rotating machinery must ensure
the reliability of its operation, among which bearings are an important part to maintain
stability [1]. An IEEE study shows that bearing in induction machines fails most frequently,
accounting for 42% of the total [2]. The early detection of failures to reduce maintenance
costs and prevent unplanned downtime is a top priority for operators [3]. Therefore, it is an
urgent task to develop a diagnostic system that can identify fault signals of motor bearing
as early as possible.

With the continuous development of Big Data technology, industrial systems collect
a large amount of operating data through sensors. How to effectively use these data is a
major challenge for diagnostic methods [4]. Therefore, data-driven diagnostic methods
have been proven to effectively utilize these signals to achieve accurate fault diagnosis [5].
Numerous studies on fault diagnosis have been published in recent years [6]. Song et al.
proposed a signal analysis method combining statistical filter and wavelet packet transform
with moving peak hold method, which can effectively extract weak fault signals of low-
speed machinery [7]. Special bearing diagnostic symptom parameters are defined to
extract sensitive features from the frequency domain. Van et al. combined non-local
mean denoising and empirical mode decomposition (EMD) to accurately extract fault
features [8]. The two-stage feature selection of hybrid distance evaluation technology (DET)
and particle swarm optimization (PSO) can effectively divide the feature interval and
find the best feature subset. Wang et al. proposed a model that integrates fault diagnosis
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and prediction [9]. The model adopts the multi-scale envelope spectrum to analyze the
fault characteristics and expresses it as a bearing health index, and then estimates the
residual life by Bayesian inference. Despite the success of the above studies, the main
limitations of these methods are that the feature extraction process is highly dependent on
expert experience and experiments, and the diagnostic accuracy is highly dependent on the
quality of the selected features [10]. The process of manually selecting features is usually
time-consuming and only suitable for specific tasks [11]. In addition, the fully connected
structure of feature extraction, feature selection, and classifier is not deep enough, which
is a challenge for the classification task of complex systems [12]. Therefore, deep learning
(DL), which can automatically complete feature extraction and has a deep structure capable
of learning the complex relationship between signals and features, is the current research
trend [13].

Recently, a large number of bearing fault diagnosis studies using DL have been
proposed [14]. Among them, the convolutional neural network (CNN) is particularly
suitable for developing bearing intelligent diagnosis models due to its sparse connection,
weight sharing, and performance in processing periodic signals [15,16]. Huang et al.
proposed a multi-scale cascaded CNN (MC-CNN) to find useful frequency bands through
filters of different scales to enhance the input information [17]. Li et al. proposed a method
for intelligent bearing remaining useful life prediction using a short-time Fourier transform
(STFT)-based time–frequency map combined with CNN [18]. Darong et al. proposed to
combine a modified recursive least squares (RLS) model based on the momentum factor
and the forgotten factor with local mean decomposition (LMD) for early bearing fault
diagnosis [19]. Zhao et al. proposed a deep rational attention network (DRANet) for fault
diagnosis. In this method, signal denoising is introduced and the proposed pseudo-soft
threshold function is used to avoid gradient vanishing [20]. However, the robustness of
these studies to noise and variable operating conditions is still insufficient. Because motors
often operate at variable speeds and noisy environments in industrial environments, these
strong interference components mask the fault pulses, making the traditional CNN-based
fault diagnosis models have poor fault diagnosis performance under variable conditions.
Tang et al. propose a multiscale CNN that integrates a vision transformer (ViT) and
continuous wavelet transform (CWT). The model integrating CWT and ViT can offer
more hidden fault-related information from multi-scale components and achieve higher
generalization and anti-noise performance [21]. Qiao et al. proposed an adaptive weighted
multiscale convolutional neural network (AWMSCNN) to address the domain shift problem
that may be caused by fault diagnosis under variable working conditions. The AWMSCNN
with several convolution kernels of different widths and adaptive weight vectors has
strong fault discrimination ability and domain adaptation ability under variable working
conditions [22]. Qin et al. proposed a deep twin convolutional neural networks with multi-
domain inputs (DTCNNMI), which integrated time–domain, time–frequency domain, and
time–domain statistical features. DTCNNMI was successfully validated under strong noise
and different operating conditions [23]. Qiao et al. proposed a dual input of time–domain
signals and time–frequency images combined with CNN and long short-term memory
(LSTM) to study fault diagnosis under variable loads and different noise conditions [24].
Jin et al. proposed a CNN with an attention mechanism and adopted a random sampling
strategy and an exponential linear unit as the activation function to improve the adaptability
of the network under complex conditions [25]. Zhang et al. proposed a CNN with wide
first-layer kernels to extract features and suppress high-frequency noise using wide kernels
in the first convolutional layer, namely WDCNN [26].

Based on the above review, although many diagnostic models can achieve good
classification results, not all diagnostic models can achieve high-precision diagnosis in
complex environments, especially under noisy and changing load conditions, and there
are still relatively few studies in this part. Ensuring classification efficiency in complex
environments is the goal of this study. Therefore, this study introduces a mono-component
decomposition method with strong noise immunity, called nonlinear mode decomposition
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(NMD) [27]. NMD integrates time–frequency analysis [28], surrogate data testing [29], and
harmonic identification [30]. Research on the fault diagnosis of rotating machinery [31,32]
has demonstrated its noise robustness and only extracts physically meaningful oscillations.
Moreover, an improved fast kurtogram (IFK) is proposed to address the computational
inefficiency of NMD pointed out by [32]. Furthermore, the classification performance of
CNN is highly dependent on dataset quality. Therefore, the gramian angular field (GAF)
is introduced to construct a 2D image, which can obtain a unique temporal correlation
mapping in polar coordinates [33]. In summary, this paper proposes an intelligent fault
diagnosis model, called IFKNMD-CNN, which uses CNN to classify a dataset constructed
by an innovative combination of IFK, NMD, and GAF. The advantages and contributions
of this paper are summarized as follows.

1. The combination of IFK and NMD not only greatly improves the computational
efficiency, but also has a high tolerance to noise. Because IFK finds the best frequency
band of the signal, it filters out redundant parts and noise in the signal.

2. NMD uses a surrogate data test to ensure that the output is a physically meaningful
component rather than noise; therefore, the fault diagnosis model can achieve robust
performance even in highly noisy environments.

3. GAF can obtain a unique time map in the polar coordinate system, fully demonstrating
the advantages of CNN in classifying bearing signals.

4. This study uses the public dataset provided by Paderborn University to verify the
effectiveness of the model [34]. The performance of the proposed model is validated in
comparison with other state-of-the-art methods using the same dataset. Furthermore,
the proposed model is tested under the four operating conditions provided by the
Paderborn dataset, proving that the model also has a high degree of generalization.

The rest of this article is organized as follows. Section 2 presents the theoretical
background of the proposed model. Section 3 details the performance improvement of the
proposed method and the diagnostic steps of the proposed model. Section 4 discusses the
experimental results on the Paderborn University dataset. Section 5 carefully evaluates the
model. Finally, Section 6 summarizes the fault diagnosis model.

2. Background Theories

2.1. Nonlinear Mode Decomposition

The merits of NMD in adaptive mode decomposition and anti-noise capability are
based on a powerful combination of time–frequency analysis, surrogate data test, and
harmonic identification [27]. Detailed descriptions of the NMD are as follows:

Step 1: The time–frequency representation (TFR) of a given vibration signal x(t) is calcu-
lated from the windowed Fourier transform (WFT) defined as Gx(ω,t). Next, the
dominant component is extracted from the TFR, and its characteristic parameters
(including instantaneous amplitude, instantaneous phase, and instantaneous fre-
quency) are reconstructed by the ridge method. The corresponding formulas of the
ridge method are as follows:

ωp(t) = argmaxω |Gx(ω, t)| (1)

ω(t) = ωp(t) + δωd(t) (2)

A(t)eiφ(t) =
2Gx

(
ωp(t), t

)
ĝ
[
ωp(t)− ω(t)

] (3)

xd(t) = Re
[

A(t)eiφ(t)
]

(4)

where ωp(t) is the ridge curve of the dominant component, δωd(t) is the correction for

discretization effects, the Gaussian window for the WFT is denoted as ĝ(w) = e−( f0w)2/2,
and xd(t) is the dominant component to be extracted.
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Step 2: The Fourier transform (FT) surrogate test can effectively identify the reference
component or noise. This method is constructed by taking the inverse Fourier
transform of the signal’s FT and randomizing the phase of the Fourier coefficients:

xx(t) = (2π)−1
∫ [

x̂(ξ)eiφx(ξ)
]
eiξtdξ (5)

where φx(ξ) represents a uniformly random phase taken on [0, 2π]. If the reference com-
ponent is true, then it should be more deterministic, since randomization will destroy the
phase relationship of the amplitude and frequency modulation of the surrogate component,
making it less deterministic.

Spectral entropy quantifies the degree of determinacy in the extracted amplitude
A(t) and frequency ω(t), and the combination of the spectral entropies is the discriminant
statistic for the surrogate test. The formulas of spectral entropy and discriminant statistics
D are defined as:

Q[ f (x)] ≡ −
∫ | f (x)|2∫ | f (x)|2dx

log
| f (x)|2∫ | f (x)|2dx

dx (6)

D(αA, αω) ≡ αAQ
[
Â(ξ)

]
+ αωQ[ω̂(ξ)] (7)

The significance Ds is defined as the maximum value among D(1,0), D(0,1), and D(1,1).
D0 is the significance of the original component. In this paper, Ns = 40 FT surrogates
are built, and the significance level is set to λ = 95%. The corresponding significance
Ds = 1, 2, . . . , Ns(αA,αω) is calculated and compared with the original components. If the
surrogates for Ds > D0 are not less than λNs, the original component is considered true.

Step 3: The time–shift surrogate test is used to check whether the dominant component xd(t)
can represent the first harmonic (fundamental). The time-shifted surrogate method
can build harmonic surrogates consistent with the null hypothesis of independence
and reduce the interference caused by noise, finite frequency, and time resolutions.
In the time–shift surrogate test, xd(t) is assumed to be the fundamental harmonic
x1(t). Next, the corresponding candidate harmonics for i = 1/2, 1/3, . . . are extracted
from the time-shifted TFR. The formula for the instantaneous amplitude Ai(t) of
the subharmonic xi(t) is constructed by shifting ΔTd/2 backward:

Ai
d(τ) = Ai(τ − ΔTd/2) (8)

τ = ti=1+M/2,...,N−M/2 (9)

ΔTd=1,...,Nd = M(1 − 2d/Nd)/2 fs (10)

where N is the total length of the subharmonic, M is the maximal time–shift, d represents
the index of candidate harmonics, Nd indicates the number of candidate harmonics, and fs
is the sampling frequency of signal.

A metric value qi
A∈[0, 1] is designed to quantify the degree of dependence between the

first harmonic and the extracted harmonic candidates (0: no consistency, 1: full consistency).
A metric value of amplitude qi

A∈[0, 1] is defined as:

qi
A ≡ exp

⎡⎢⎢⎣−
√〈[

Ai(t)〈A1(t)〉 − A1(t)
〈

Ai(t)
〉]2

〉
〈

A1(t)Ai(t)
〉

⎤⎥⎥⎦ (11)

The overall metric of interdependence between the harmonics is defined as:

ρi = (qi
A)

αA (12)

where αA is the weights of each metric qi
A. According to (8)–(11), the consistency of the

candidate harmonics ρi
d=1,...,Nd

(1) is calculated and compared with the value ρi
0(1) of the
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zero time shift ΔT0 = 0 for consistency comparison. The ratio of ρi
d=1,...,Nd

> ρi
0 represents

the probability that the ith harmonic is a true harmonic. In this paper, the probability is
set to be ≥95% and the number of candidate harmonics Nd is set to 100. In addition, to
reduce the probability of false positives caused by noise, a threshold ρmin = 0.25 is set in
the time-shifted surrogate test. The harmonics are considered true only if they pass the
surrogate test while being greater than the threshold.

Step 4: The true harmonic with the smallest index i found in the previous step is the
reference component for extracting high-order harmonics. Step 3 is repeated and
the high-order harmonics are stored as i = 2, 3, . . . .

Step 5: The true harmonics are subtracted from the given signal x(t) and all the above
steps are repeated until the stopping condition is met, i.e., the residual is identified
as noise.

NMD is a powerful combination based on time–frequency analysis, surrogate data
testing, and harmonic identification. NMD extracts dominant components through time–
frequency analysis, FT surrogate data tests, and time–shift surrogate data tests, removing
interfering components such as noise. A metric is then defined to identify physically
meaningful modes. Therefore, NMD achieves adaptive decomposition and robustness to
noise. In this study, the instantaneous amplitude in the mode can be extracted and used to
construct images further that clearly reflect the fault features of the test motor.

2.2. Gramian Angular Field

GAF is used to map a time series signal to a polar coordinate system, encoding the
signal into a unique time map to help CNNs perform high-precision classification [10].
The time series X = {x1, x2, . . . , xn} with n samples is normalized so that all values fall
within the interval [−1, 1], as in (13). The normalized time series X̃ is concerted into a polar
coordinate system map, with values encoded as the angular cosine (bounded by [0, π])
and timestamps as the radius. Note that a given time series produces one and only one
map in the polar coordinates system, with a unique inverse map, as in (14). Finally, the
trigonometric sum/difference between each sample is calculated to construct an image that
preserves the absolute temporal relationship, as in (15) and (16).

x̃i =
(xi − max(X)) + (xi − min(X))

max(X)− min(X)
(13)

{
φi = cos−1(x̃i), −1 ≤ x̃i ≤ 1, x̃i ∈ X̃
γ = ti/N, ti ∈ N

(14)

GASF =
[
cos(φi + φj)

]
(15)

GADF =
[
sin(φi − φj)

]
(16)

where i is the length of the given signal, ti is the timestamp, and N is a constant used
to regularize the span of the polar coordinate system. GAF has the following several
advantages: (1) according to (15) and (16), the temporal correlation is represented by
superposition/difference for time intervals; (2) in the GAF matrix, the diagonal of the value
contains the original value and angular information. Based on the above advantages, GAF
can provide high-quality images for CNN to learn the complex relationship between the
various health states of the motor. Figure 1 shows the transformation of time series signals
into GAF images. Vibration signals from the same bearing dataset are used as experimental
results in Section 4. Important features in the signal are highlighted (red part). Moreover, it
can be observed from Figure 1 that the important feature distributions of the three states
are significantly different, indicating that GAF can clearly express the complex information
of rotating machinery.
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Figure 1. Illustration of GAF image: (a) healthy; (b) outer ring fault; and (c) inner ring fault.

2.3. Convolutional Neural Network

A typical CNN contains numerous modules consisting of convolutional and pooling
layers, followed by a fully connected layer. The CNN structure used in this paper contains
three convolutional pooling modules, a fully connected layer, and an output layer. The
detailed description of the convolution pooling module and the fully connected layer is
as follows.

(1) Convolutional Pooling Module: In the convolutional layer, a set of convolution kernels
consisting of weights and biases performs convolution operations on the input image
with a specific stride. Because the same kernel is used to extract features during
the convolution operation, the number of neural network parameters can be greatly
reduced, and the operation efficiency can be improved. This advantage is called
weight sharing. The feature maps are obtained after the convolution operation changes
with the weights of the convolution kernel. The activation function is used to perform
a non-linear transformation on the feature maps. This operation can help improve
model performance. It can be assumed that the convolutional layer l has D convolution
kernels, and n = 1, 2, . . . , D. The output of the nth convolution kernel cl

n can be
expressed as:

cl
n = ReLU(∑

j
Il−1
j � wl

n + bl
n) (17)

where Il−1
j is the jth output of the previous layer l − 1; wl

n and bl
n are the weights and

bias of the nth convolutional kernel in convolutional layer l; � indicates the convolution
operation; and ReLU represents the activation function.

The pooling layer is usually set after the convolutional layer. The purpose is to down-
sample the output of the convolutional layer. The advantage of this operation is to reduce
the feature dimension of the output without losing features, which can further improve
training efficiency and reduce memory usage. The definition of the max-pooling operation
adopted in this study is as follows:

Pl+1
n = maxx×y(cl

n) (18)

where Pl+1
n is the output of the max-pooling operation; x and y represent the size of the

pooling region; and the size of the pooling region is set to 2 × 2 in this study.
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(2) Fully Connected Layer: The fully connected layer can integrate the local features of the
motor state obtained in the convolution pooling module and pass it to the output
layer for classification. In the fully connected layer, the learned features are flattened
into a one-dimensional feature vector, and the classification results are obtained by
adjusting the weights and biases. To improve CNN performance, each neuron in the
fully connected layer uses an activation function.

3. Proposed Method

3.1. Speed Acceleration for the NMD Based on IFK

Although NMD is a powerful adaptive decomposition algorithm, the length and
frequency range of the signal can seriously affect the computational efficiency of NMD.
Therefore, this paper proposes an improved FK (IFK) to find the optimal filtering band of
the signal and greatly improve the computational efficiency of NMD. A detailed description
of the traditional FK can be found at [35]. In addition, the NMD is limited to searching for
candidate components in the optimal filtering frequency band. The IFK greatly improves
the diagnostic accuracy using the comprehensive index of the clearance factor and kurtosis.
The IFK has three advantages: (1) it resolves any problems after the traditional FK method
incorrectly selects the frequency band due to the influence of any other pulse signals in the
environment; (2) for rotating machinery, the clearance factor can better separate healthy
bearings from faulty bearings; (3) the IFK can extract the fault signal covered by noise and
present it as an envelope signal, which can further improve the signal-to-noise ratio (SNR)
from the motor vibration signal. The detailed description of IFK is shown in Algorithm 1.

Algorithm 1: Improved FK.

Input: the vibration signal x
Output: the complex envelope xce positioned on the central frequency f
1: predefine 1/3 binary tree filter banks; low-pass and high-pass analysis filters h0(n) and h1(n)
2: for k = 0 to L-1 do

3: define ci
k(n) as the sequence of coefficients obtained from the ith filter // where i = 0, . . . , 2k − 1

4: if k = 0: c0(n) ≡ x(n)
5: calculate two new coefficients c2i

k+1(n) and c2i+1
k+1 (n) by h0(n) and h1(n)

6: calculate the kurtosis Ki
k and clearance factor Ci

k of all coefficients // where i = 0, . . . , 2k − 1
7: end for k
8: calculate the comprehensive index of each coefficient Qi

k
9: obtain the xce based on the coefficient which has the best Q

The h0(n) and h1(n) can be represented as h0(n) = h(n)ejπn/4 and h1(n) = h(n)ej3πn/4,
respectively; the Qi

k is the mean of the statistic values of Ki
k and Ci

k.
A comparison study of the improved computational efficiency of the NMD method

and the original version is carried out. The vibration signal from the same bearing dataset
is used as the experimental results in Section 4, and the sampling rate of the signal is
64 kHz. In total, 4 seconds of vibration signal is measured, so the signal length reaches
256,000 data points. In this dataset, bearing codes K, KA, and KI denote healthy bearing,
outer ring fault, and inner ring fault, respectively. NMD is limited to searching for candidate
components in the optimal filtering band indicated by the IFK. Figure 2 shows the results
of selecting the optimal frequency band for the vibration signal of a bearing outer ring fault
(KA30). The results show that IFK finds a narrower frequency band. In contrast, FK cannot
accurately separate fault pulses or interfering pulses in the environment. In addition, the
computational efficiency of the original FK is also compared. The comparison results are
shown in Table 1. The original version of the NMD method requires a large amount of
time for mono-component decomposition. However, the mono-component extraction for
the three bearing states can be accomplished within 22 seconds by the improved NMD
method. Moreover, the comparison results with the original FK show that the IFK can find
a narrower filtering band to achieve computational efficiency improvements and make it
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suitable for real-world cases. This comparison study is conducted with an Intel(R) Core
(TM) i5-10500 3.1 GHz CPU and 16.0 GB RAM.

Figure 2. The best frequency band selected by (a) FK and (b) IFK.

Table 1. Comparison of computational time.

Bearing Code
Original Signal FK IFK

tc (s) Level fc (Hz) tc (s) Level fc (Hz) tc (s)

K004 3125 1 24,000 543 4.5 19,333 22
KA22 8691 1 24,000 879 6 18,250 12
KI14 7322 3.5 30,666 43 6.5 30,167 10

The fc and tc indicate central frequency and computational time, respectively. At each level, the signal length of
the filtered sequence is reduced by a factor of 2. Therefore, the length of the sequence obtained at level 1 is 127,985,
the length of the sequence obtained at level 2 is 63,984, and so on.

3.2. Proposed Rolling Element Fault Diagnosis Model

The proposed induction motor rolling element fault diagnosis model, namely IFKNMD-
CNN, is shown in Figure 3. In this model, the vibration signal is obtained from the test rig.
Then, the IFK is used to find the best filtering frequency band from the vibration signal and
extract the envelope signal. Next, NMD extracts physically meaningful components from
the envelope signal and uses GAF to perform 2-D image transformation on the components
afterward. Finally, CNN is used for rolling element fault classification. The detailed process
of IFKNMD-CNN is summarized as follows.
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Figure 3. Illustration of a fault diagnosis model.

Step 1: The accelerometer is used to collect three kinds of vibration signals from the test
platform, including the health, inner ring fault, and outer ring fault.

Step 2: The IFK is proposed to find the narrow frequency band containing the main fault
information in the vibration signal, filter out the part outside the narrow frequency
band through low-pass and high-pass filters, and present the reserved part as
an envelope signal, which can greatly reduce the signal length and improve the
signal SNR.

Step 3: The NMD method is used to further analyze the envelope signal and extract the
mode component containing fault characteristics. NMD is constrained to search
for components within the optimal frequency band indicated by the IFK. The
combination of the IFK and NMD greatly increases computational efficiency.

Step 4: GAF is used to transform the time domain signal into a polar coordinate system
map and preserve the temporal correlation so that it can construct a high-quality
2D image dataset.

Step 5: CNN is adopted to learn the image dataset and perform fault classification. During
the classification process, 80% of the samples for each health state of the motor in
the image dataset are randomly selected as the training dataset and 20% as the test
dataset. Randomly selecting samples can ensure that each classification process
uses a different dataset, avoid possible overfitting, and prove the effectiveness of
the fault diagnosis model.

4. Case Study

4.1. Experimental Setup

This study uses the Paderborn dataset proposed by Lessmeier et al. This dataset
contains both healthy bearings and widely distributed damage of inner and outer ring
bearings. Real damaged bearings are produced by an accelerated lifetime test rig. The
damage produced by the lifetime test mainly occurs in different degrees of pitting. Indenta-
tions are found on a small number of bearings. A detailed description of the real damaged
bearing can be found in [34]. Then, the test bearings are mounted to the modular test
rig to generate experimental data. The test rig uses a piezoelectric accelerometer (Model
No. 336C04, PCB Piezotronics, Inc., Depew, NY, USA) with a sampling rate of 64 kHz to
measure the vibration signal at the adapter at the top end of the rolling bearing module.
Each measurement has a duration of 4 seconds and is repeated 20 times independently.
The detailed parameter settings of the Paderborn dataset used in this study are shown in
Table 2. In this study, data with a length of 128,000 are selected from each fault category for
signal analysis (the size of the 2-D image is set to 64 × 64).
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Table 2. Parameter setting of the experimental dataset.

Rotational Speed
[rpm]

Load Torque
[Nm]

Radial Force
[N]

Name of Dataset

1500 0.7 1000 N15_M07_F10
900 0.7 1000 N09_M07_F10

1500 0.1 1000 N15_M01_F10
1500 0.7 400 N15_M07_F04

4.2. Image Dataset for DL Method

Four DL models are compared in this case study, including IFKNMD-CNN, CNN
based on LMD with TFR (LMD-TFR-CNN), IFKNMD-1DCNN, and 1D-CNN. In LMD-
TFR-CNN, LMD can adaptively decompose the signal into a set of product functions (PFs),
and then use PF selection [36] to select the best PF and express it as a time–frequency
relationship. IFKNMD-1DCNN is an ablation version of the proposed model, which
skips GAF and directly uses one-dimensional signal as the input of CNN. In addition
to IFKNMD-CNN and IFKNMD-1DCNN, the data used by both LMD-TFR-CNN and
1D-CNN introduce a wavelet denoising technique to verify the anti-noise capability of the
proposed model. In this technique, the selected signal is decomposed using a multi-level
decomposition parameterized as a wavelet function (db4) and a hard threshold, and then
the signal is reconstructed using an inverse wavelet transform. In this subsection, an
operating state, namely the N15_M07_F10 dataset, is used as an example to demonstrate
the experimental results.

(1) Image Dataset for IFKNMD-CNN: As described in the previous section, the IFK is
used to find the optimal frequency band of the signal and represent it as an envelope
signal. Table 3 shows the analytical results of the IFK for the bearing categories used
in this experiment. The health state (K) has a lower decomposition level, and the
faulty state (KA and KI) has a higher decomposition level. This result shows that
the IFK can accurately capture the frequency band where the main fault pulses are
concentrated, only maintaining the important part of the signal for fault diagnosis.
Moreover, the length of the original signal used in this case study is 128,000 and the
average length of the extracted envelope signal (15 categories) is 14,712. More than
88% of the unimportant parts of the signal are removed. As verified by the comparison
experiments in Section 3, the computational burden of the model in the signal analysis
is greatly reduced.

Table 3. Analysis results of IFK.

Bearing Code Level fc (Hz) Signal Length

K001 1.5 16,000 42,642
K002 3 26,000 15,984
K003 1 24,000 63,985
K004 1.5 16,000 42,642
K005 3 30,000 15,985
KA04 6 30,750 1985
KA15 7 17,375 985
KA16 6 9250 1984
KA22 6.5 16,167 1309
KA30 5.5 24,333 2642
KI04 5.5 14,333 2642
KI14 6.5 24,500 1309
KI16 4.5 18,000 5309
KI18 3.5 28,000 10,642
KI21 3.5 12,000 10,642

The instantaneous amplitudes obtained from NMD are divided into segments of
length 6400. As shown in Table 3, segments with a length of 6400 are kept, and segments
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less than 6400 are discarded, such as all health state data, KI18, and KI21. If the signal
length is less than 6400, it will not be divided, including all outer ring fault data, KI04, KI14,
and KI16. Then, each segment is transformed into an image using GAF. If the segment
length exceeds 3200, the transformed image size is 3200 × 3200. An image of this size is
sufficient to reflect the motor state information without distortion. For all outer ring fault
data, KI04, and KI14, the transformed image size is the signal length × signal length. To
construct an image dataset of sufficient size to train the CNN, each image is divided into
64 × 64 size images. As shown in Table 4, the dataset contains 76,248 samples. Healthy
samples accounted for 81.9% of the total samples. Highly imbalanced datasets are also
more suitable for actual applications.

Table 4. Details of N15_M07_F10 image dataset for IFKNMD-CNN.

Bearing Code No. Sample Total Samples Percent

K001 15,000

62,500 81.9%
K002 5000
K003 22,500
K004 15,000
K005 5000

KA04 961

4167 5.5%
KA15 225
KA16 900
KA22 400
KA30 1681

KI04 1681

9581 12.6%
KI14 400
KI16 2500
KI18 2500
KI21 2500

(2) Image Dataset for LMD-TFR-CNN: For a fair comparison, the selected best PF is also
divided into segments of length 6400, resulting in a total of 20 segments. Each segment
is transformed into a TFR (297 × 6400) according to a continuous wavelet transform-
based time–frequency analysis. Similarly, each time–frequency image is divided into
small 64 × 64 images. Therefore, the dataset has a total of 120,000 samples.

(3) Image Dataset for IFKNMD-1DCNN: The instantaneous amplitude obtained from
the NMD is divided into segments of length 64. As shown in Table 3, segments
whose length is less than 64 are discarded. Therefore, there are 2829 healthy samples,
138 bearing outer ring failure samples, and 475 inner ring failure samples, for a total
of 3442 samples.

(4) Image Dataset for 1D-CNN: The new signal after wavelet denoising is divided into seg-
ments of length 1024, and a total of 125 segments are obtained. There are 15 categories
in the bearing dataset, so the dataset has a total of 1875 samples.

4.3. Parameters Setting of CNN

The images obtained by IFKNMD-CNN (IFK, NMD, and GAF) can clearly reflect
the fault features, and then CNN is used to complete high-accuracy fault diagnosis. The
structure of the CNN network is shown in Figure 4. The input image size is 64 × 64. The
convolution kernels of the three convolutional layers have the same size (3 × 3) and the
numbers are 16, 32, and 32, respectively. Padding is set to (1, 1). The activation function
adopts ReLU. The number of neurons in the fully connected layer is 512. The output
size is 3, corresponding to the number of categories for this case study. The number of
training epochs is 500. The Adam algorithm is adopted in the training process with a
learning rate of 0.001. This experiment is performed on a computer with Intel(R) Core(TM)
i5-10500 3.1 GHz CPU and GEFORCE GTX 1050 GPU running PyTorch 1.10.0.
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Figure 4. Structure of CNN network.

4.4. Intelligent Diagnosis with IFKNMD-CNN

(1) Performance Analysis of IFKNMD-CNN: T-SNE and confusion matrix are used in this
case study to validate the performance of the proposed model. Accuracy and F-score
are metrics for evaluating model performance, as defined by the following equations:

accuracy =
1
n

n

∑
i=1

TPi + TNi
TPi + TNi + FPi + FNi

(19)

precision =
1
n

n

∑
i=1

TPi
TPi + FPi

(20)

recall =
1
n

n

∑
i=1

TPi
TPi + FNi

(21)

F =
2 × precision × recall

precision + recall
(22)

where n represents the three bearing states, and TP, FP, TN, and FN represent true positive,
false positive, true negative, and false negative, respectively.

The visualization results of the features of the fully connected layer in the CNN are
shown in Figure 5. The features of IFKNMD-CNN (see Figure 5a) are clearly separated. This
shows that IFKNMD-CNN can extract useful features to help CNN perform high-accuracy
fault classification. In contrast, IFKNMD-1DCNN can distinguish most of the healthy
features but cannot effectively distinguish the fault states (KA and KI) (see Figure 5b).
The classification results can be more clearly observed through the confusion matrix in
Figure 6. Both IFKNMD-CNN and IFKNMD-1DCNN achieve 100% accuracy in recognizing
the health state. This indicates that the signals processed by IFK and NMD can clearly
distinguish the healthy state. IFKNMD-CNN can separate inner ring fault and outer ring
fault more effectively than IFKNMD-1DCNN. In this case study, the accuracy of IFKNMD-
CNN (99.96%) is higher than that of IFKNMD-1DCNN (98.41%). This shows that the
two-dimensional image obtained by GAF can provide more useful information than the
one-dimensional signal. In addition, Figure 7 shows the receiver operating characteristic
(ROC) curve as well as the area under the curve (AUC) of the DL method. IFKNMD-CNN
achieves the highest accuracy (AUC = 1.00).
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Figure 5. Visualization results with (a) IFKNMD-CNN and (b) IFKNMD-1DCNN.
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Figure 6. Confusion matrix with (a) IFKNMD-CNN and (b) IFKNMD-1DCNN.

Figure 7. ROC curve with comparison method.
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In addition, the robustness of IFKNMD-CNN to noise is also evaluated. In this
experiment, white Gaussian noise (23) with SNR ranging from −4 to 10 dB is injected into
the original signal to construct a new signal corresponding to the SNR.

SNRdB = 10 log 10
(

Psignal/Pnoise

)
(23)

As shown in Figure 8, IFKNMD-CNN and IFKNMD-1DCNN significantly outperform
1D-CNN, while IFKNMD-CNN achieves the best anti-noise capability. The results show
that the combination of the optimal band filtering strategy of IFK and the mono-component
decomposition of NMD has better anti-noise capability. IFKNMD-CNN achieves an average
accuracy greater than 93%. Under the SNR of −4 dB, the accuracy of IFKNMD-1DCNN
drops significantly, reaching 5.8%. The overall accuracy of 1D-CNN is lower than that of
IFKNMD-CNN, and the fluctuation is obvious. When the SNR value is −4 dB, the accuracy
difference between IFKNMD-CNN and 1D-CNN is the largest, reaching 28.8%. There
are two factors that lead to these experimental results: (1) the feature similarity between
bearing faults (KA and KI) is high, which increases the difficulty of classification; (2) the
energy of bearing fault features is very weak, which is difficult to classify correctly in a
strong noise environment.

Figure 8. Noise test results with IFKNMD-CNN and comparison methods.

(2) Comparison With DL Methods: Table 5 shows the average accuracy and mean F-score
for 10 independent runs of the four methods. IFKNMD-CNN can identify the health
states with almost 100% accuracy. IFKNMD-1DCNN also performs well in identifying
healthy states but suffers many classification errors in classifying faulty states (KA
and KI). LMD-TFR-CNN introduces a PF function selection technique to remove
unimportant PF functions [36]. However, it can be observed from the classification
results that LMD is not sensitive to complex relationships between states, and cannot
generate high-quality images for CNN to learn features. In addition, although LMD-
TFR-CNN and 1D-CNN introduce wavelet denoising to improve the SNR, the wavelet
transform is limited by the defined frequency band, which makes it non-adaptive.
Although IFKNMD-1DCNN achieves accuracy of 98.62%, the F-score is only 87.37%.
The main reason for this result is the high similarity between the features of bearing
faults (KA and KI), which makes the model unable to classify effectively. The same
results can also be observed in 1D-CNN. IFKNMD-CNN successfully highlights
the important features of each state by mapping the signal to the polar coordinate
system through GAF. In conclusion, IFKNMD-CNN achieves the highest accuracy
and F-score, proving that the proposed model can achieve robust fault diagnosis.
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Table 5. Comparison results with deep learning methods.

Method
Accuracy (%)

F (%)
K KA KI Overall

IFKNMD-CNN 100 98.3 99.35 99.82 99.31
IFKNMD-1DCNN 99.95 91.58 76.11 98.62 87.37
LMD-TFR-CNN 88.58 97.27 93.67 93.17 93.38

1D-CNN 97.2 85.68 78.64 87.17 87.14

(3) Apply to Various Operating Conditions: This experiment validates the generalization
ability of the fault diagnosis model by providing a variety of operating conditions
through the bearing dataset. The test rig adjusts rotational speed, load torque, and
radial force to construct data for four operating states. The experimental results are
shown in Table 6. The accuracies in the four operating conditions are all >99.5%.
Therefore, IFKNMD-CNN can be applied to a variety of operating conditions.

Table 6. Experimental results in different operating conditions.

Dataset
Accuracy (%)

F (%)
K KA KI Overall

N15_M07_F10 100 98.3 99.35 99.82 99.31
N09_M07_F10 100 98.63 97.15 99.65 98.55
N15_M01_F10 100 98.38 96.74 99.6 98.41
N15_M07_F04 100 96.21 97.43 99.67 97.91

4.5. Comparison with Existing Methods

The authors of the Paderborn dataset proposed a fault diagnosis method that com-
bines feature extraction, feature selection, and classifiers [34]. Time–domain features,
frequency domain features, and time–frequency domain features are first extracted. Then,
the maximum separation distance is applied to feature selection. Finally, different classi-
fiers are used for fault classification. In this subsection, three classifiers with the highest
classification accuracy are picked out for comparison with IFKNMD-CNN. Furthermore,
state-of-the-art fault diagnosis methods based on DL architectures are also compared in
this subsection. J Cao et al. proposed a neural architecture search network (NAS), which
improves computational efficiency through early stopping and inserts a replay buffer (IRB),
and the Pareto efficiency reward function is used to optimize the accuracy, named NAS-
PERIRB [37]. L Hou et al. proposed an input feature map (IFM) combined with the residual
network (ResNet). The IFM method can extract features without preset parameters [38].
D Wang et al. proposed an attention-based multi-dimensional concatenated convolutional
neural network (AMDC-CNN). Important features can be highlighted through the attention
mechanism. Multi-dimensional concatenated vibration and torque signals can complement
fault features to achieve higher classification accuracy [12].

As shown in Table 7, the accuracy of IFKNMD-CNN is 1.52% higher than the method
in [34]. Compared with state-of-the-art DL models, IFKNMD-CNN achieves slightly higher
accuracy than NAS-PERIRB and achieves similar performance with IFM-based ResNet and
AMDC-CNN. Unlike the above state-of-the-art DL models, this study focuses on proposing
an efficient 2D image dataset, so the proposed model does not use the improved CNN
architecture for fault classification. The high-quality image dataset used by the proposed
model is based on IFK and NMD to extract the most important parts of the signal, and GAF
produces high-quality images that preserve absolute temporal relationships. In conclusion,
the above proves that IFKNMD-CNN is effective on the Paderborn dataset.
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Table 7. Accuracy of existing methods.

Method Accuracy (%)

Machine learning method in [34]
CART 98.3

RF 98.3
Ensemble 98.3

NAS-PERIRB [37] 99.43

IFM-based ResNet [38] 99.7

AMDC-CNN [12] 99.8

The proposed model 99.82

5. Discussion

Based on the analysis results of Sections 3 and 4, the main advantages of this study
are as follows. (1) The IFK can select a narrow frequency band that mainly concentrates
fault information and can retain the necessary signal part, thus greatly improving the
computational efficiency. As shown in Table 1, the time for NMD to complete the mono-
component decomposition significantly reduced from 8691 s to 12 s. Moreover, the IFK has
more obvious advantages in analyzing the signals of fault types (KA and KI). As shown in
Table 4, the IFK selects a decomposition level of at least 3.5 or above, resulting in a reduction
in the signal length of more than 91%. The classification results in Section 4 demonstrate
that IFKNMD-CNN achieves high-accuracy fault diagnosis despite imbalanced healthy
and faulty samples. (2) The advantage of IFKNMD-CNN’s anti-noise capability is based on
the IFK and the surrogate data test in NMD. Interfering components such as harmonics
and environmental noise in the original signal are first filtered out by the IFK. Then, the
carefully designed FT surrogate data and the time–shift surrogate data test the significance
and consistency of the signal, respectively. Surrogates that fail the test are rejected, so the
noise interference is reduced further.

In addition to the above advantages, IFKNMD-CNN has its limitations. IFK selects the
best frequency band by calculating statistical features, and its selection process depends on
professional knowledge and the quality of extracted features. Therefore, the performance
of the model applied to other datasets may not be as expected.

6. Conclusions

In this paper, a novel model is proposed for intelligent bearing fault diagnosis in
rotating machinery. The main contribution of this model is to construct an effective image
dataset through the combination of IFK-based NMD and GAF. The proposed model uses the
IFK to achieve high computational efficiency and improve SNR. A physically meaningful
component of the signal is extracted by NMD. Next, the GAF provides images that preserve
the absolute temporal relationship of the signal for CNN to perform fault classification.
The Paderborn bearing dataset is used to validate the effectiveness of the model. The
validation results show that the proposed model achieves more accurate results as well as
robustness to noise when compared with LMD methods based on wavelet denoising and PF
selection. IFKNMD-CNN achieves competitive accuracy compared to three state-of-the-art
DL methods using the same dataset. Furthermore, the proposed model also demonstrates
the generalization ability under different operating conditions. Therefore, IFKNMD-CNN
has high potential to help rotating machinery apply intelligent diagnosis under strong
noise and different operating conditions. However, this study has not been evaluated
under variable speed conditions, and the issue of speed domain adaptability remains to be
resolved. Transfer learning has strong potential to learn domain-invariant features under
variable speed conditions. Therefore, research on transfer learning is an important direction
in the future.
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Abstract: Commercial off-the-shelf (COTS) field-programmable gate arrays (FPGAs) with a 28-nm
process have become popular devices for computing systems. Although current generation FPGAs
have advantages over previous models, the phenomenon of circuit aging has become more significant
with the sharp reduction in the process size of FPGAs. Aging results in FPGA performance degrada-
tion over time and, ultimately, hard faults. However, few studies have focused on understanding
aging mechanisms or estimating the aging trend of 28-nm FPGAs. For this, we used a ring oscillator
(RO)-based test structure to extract data and build a dataset that could be used to predict aging trends
and determine the primary aging mechanisms of 28-nm FPGAs. Moreover, we proposed a correction
method to correct temperature-induced measurement errors in accelerated tests. Furthermore, we em-
ployed four machine learning (ML) technologies that were based on accurate measurement datasets
to predict FPGA aging trends. In the experiment, 24 XILINX 7-series FPGAs (28 nm) were evaluated
for 10+ years of circuit operation using accelerated tests. The results showed that the aging effects
of negative-bias temperature instability (NBTI) was the primary aging mechanism. The correction
method proposed in this paper could effectively eliminate measurement errors. In addition, the
minimum prediction error rate of the ML model was only 0.292%.

Keywords: FPGA; aging mechanism; NBTI; measurement error correction; aging prediction;
machine learning

1. Introduction

Commercial off-the-shelf (COTS) field-programmable gate arrays (FPGAs) with a
28-nm process have become popular devices for computing systems. Although current
generation FPGAs have advantages over previous models, the continuous scaling of devices
to deep nanotechnology and the inexorable reduction in supply voltage significantly
challenge the reliability assurance that is related to device aging [1–3]. Aging results
in FPGA performance degradation over time and, ultimately, hard faults. Hence, it is
essential to understand the main aging mechanisms of FPGAs [4–6]. Meanwhile, estimating
the aging trends of age-related faults before they occur is crucial for developing aging
prevention/mitigation actions to avoid circuit failures [7,8].

To effectively solve the above problems, many efforts have been devoted to aging
tests for the analysis of aging mechanisms and the prediction of aging trends of FPGAs.
The increase in path delay is the primary indicator of FPGA aging degradation. Hence,
measuring the variations in path delay can quantify the aging degree of a circuit. For a
long time, actual on-chip measurements and sensor-based aging monitoring have been the
mainstream methods [2,9–14]. Almost all of these methods employ ring oscillator (RO)-
based circuits to measure path delay. However, the test processes of the above methods
easily affect the measured delay results and cause errors. Therefore, it is essential to
correct measurement errors to obtain accurate data. In terms of aging prediction, most
studies have used physical aging models to simulate the aging degradation of transistors
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or look-up tables (LUTs) [15–17]. However, the parameters of such models are difficult
to determine. Furthermore, some studies have predicted the aging of circuits based on
machine learning (ML) [18,19]. Nevertheless, these methods only focus on predicting the
path delay degradation that is related to bias temperature instability (BTI).

To make up for the limitations of previous research, we performed an on-chip, accel-
erated aging test to obtain the aging-related data of 28-nm FPGAs. Meanwhile, we also
improved a measurement method to correct measurement errors that were caused by the
accelerated experiment. Based on the above work, on the one hand, we investigated the
primary aging mechanisms of 28-nm FPGAs; on the other hand, we employed a variety
of ML technologies to predict the aging trends of FPGAs. In summary, we achieved the
following novel contributions:

• We performed an on-chip, accelerated aging test to observe the effects of different stress
signals and LUT configurations on FPGA aging, which showed how the frequencies
of ROs change with aging and which aging mechanisms mainly affect 28-nm FPGAs;

• A measurement method was improved to correct measurement errors that were caused
by the accelerated experiment and the corrected data were used for the analysis of the
aging effects and the training of the aging prediction model;

• A variety of machine learning technologies were employed to predict the aging trends
of FPGAs to evaluate the effectiveness of the ML models for the prediction of FPGA
aging trends.

• The experimental results, based on a group of 28-nm XILINX 7-series FPGAs, showed
that negative BTI (NBTI) was the main aging mechanism; moreover, the correction
method proposed in this paper could effectively rectify measurement errors and in
terms of aging prediction, the XGBoost-based ML model was competent for fitting the
actual aging trends of FPGAs.

The structure of this paper is organized as follows. In Section 2, we review the
important aging mechanisms of ICs and describe related works on aging tests and the
aging prediction of FPGAs. Section 3 presents the aging test implementation using FPGAs
and proposes the error correction method. The experimental results are presented in
Section 4, followed by the conclusion in Section 5.

2. Background and Related Work

2.1. Aging Mechanisms

Circuit aging refers to the degradation of some of the characteristic hardware parame-
ters in integrated circuits (ICs) over time. It can be summarized as the increase in threshold
voltage that is caused by transistor aging, which eventually leads to transistor failure, and
the increase in resistance that is caused by metal wire aging, which eventually leads to
fracture. The aging mechanisms of transistors and interconnects are dominated by four
main effects at the nanoscale: bias temperature instability (BTI), hot carrier injection (HCI),
time-dependent dielectric breakdown (TDDB), and electromigration (EM).

BTI is considered to be the main limiting factor of the lifetime of nanoscale complemen-
tary metal oxide semiconductor (CMOS) devices and is divided into positive and negative
BTI (PBTI/NBTI) [20,21]. HCI is due to the strong channel electric fields near the drain
in the channel, which causes the carriers to cross the Si–SiO2 barrier and inject into the
oxide medium to form traps and results in the degradation of the threshold voltage [22,23].
TDDB causes local tunnel breakdown and eventually causes dielectric breakdown, which
usually leads to catastrophic hard failure. EM is a mechanism that affects the interconnects
and induces open circuits (due to voids) or short circuits (due to hillocks).

2.2. Aging Tests on FPGAs

FPGA aging degradation can manifest itself as an increase in the probability of tran-
sient/permanent failures [24] or as a change in timing. One of the most intuitive and easily
observable indications is the increase in the path delay of the circuit. Hence, measuring the
variations in path delay can quantify the aging degree of a circuit. In the early stages, a
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transition probability-based delay measurement is the primary method that is used [25].
However, the delay data obtained by this method are not accurate enough since they
usually evaluate the worst-case path delay.

With the popularization of built-in self-tests (BISTs) in IC tests, actual on-chip measure-
ments and sensor-based aging monitoring have become the mainstream methods [2,9–14,26,27].
Naouss et al. [2] established a low-cost test platform to evaluate FPGA reliability, which sup-
ports aging delay measurements for multiple FPGAs at the same time. Miyake et al. and Xiang
et al. [9,10] proposed a measurement method based on ROs concerning on-chip delay, which
is suitable for field testing. Refs. [11–14] employed aging sensors to monitor the delays in
critical circuit paths to evaluate FPGA aging. Almost all of these methods can obtain relatively
accurate delay data and their measurements are based on RO circuits. Hence, this study also
employed RO-based measurement circuits to test FPGA aging.

2.3. Aging Prediction of FPGAs

Most early studies used physical aging models to predict the aging degradation of
transistors and LUTs. Morales et al. [15] developed a general simulation environment to
implement FPGA circuits that can predict the LUT propagation delay of digital circuits.
Jang et al. [16] proposed an on-chip aging sensor circuit to predict and detect circuit failures
caused by the effects of BTI and HCI aging on digital circuits. Yu et al. [17] proposed a fast
time-zero aging prediction and predictive screening methodology based on a novel on-chip
architecture, named ZeroScreen. However, the implementation of the above methods
usually depends on the transistor or LUT model. Therefore, it is difficult to determine the
appropriate formula parameters.

To date, some studies have predicted the aging of circuits based on ML [18,19]. For
example, Karimi et al. [18] proposed a general-purpose IC aging prognosis approach that
considers a comprehensive set of IC operating conditions, including workload, usage time,
and operating temperature. Vijayan et al. [19] proposed a method to perform low-cost and
fine-grained workload-induced stress monitoring for accurate age-induced delay prediction.
However, these methods only focus on predicting the degradation of BTI-related path delay.
In addition, they also have to depend on logic simulation to obtain characteristic values
and labels as inputs for the prediction model. In contrast, our method directly exploits the
measured data to train the ML-based aging prediction model. As a result, we could predict
FPGA aging without depending on physical aging models.

3. Aging Test Implementation for FPGAs

3.1. Design of Test Solution

In this study, the on-chip aging test was performed using an RO circuit. Due to the
self-oscillation characteristics of the RO, the change in its frequency could characterize the
aging degradation of FPGAs.

Figure 1 shows the RO-based structure. The test circuit had two working modes:
accelerated aging mode (0) and test mode (1). The user sent the status-control bit signal to
the circuit through the UART when switching modes. When mode = 1, the circuit was in
an open-loop state to accelerate its aging under test conditions by inputting a signal of a
specific waveform as a stress signal. This could be a static signal (DC0, DC1) or a signal
that was generated via a PLL of the FPGA, for which the user determined the frequency
and duty cycle. When mode = 0, the aging state was be measured. As the circuit was in a
closed-loop condition at this point, a measurement method based on the ring oscillator was
employed and the counter produced the corresponding frequency. During the test, we also
used the XADC IP core [28] to periodically monitor the core temperature and analyze the
influence of temperature on measurement errors.
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Figure 1. RO-based test structure.

The logic function of the test is shown in Figure 2. The core of the test was the controller
module, which was responsible for coordinating the whole test process. The core voltage
supply module provided the required working voltage for the FPGA. The RS232 module
was responsible for the communication between the FPGA and the PC. The input was the
configuration file and stress signal of the circuit under test (CUT) and the output was the
frequency value of the CUT.

Figure 2. Logic function module of the aging test.

3.2. Accelerated Aging Conditions

An accelerated test refers to the accelerated degradation of a tested product by strength-
ening the test conditions, under the premise of ensuring that the failure mechanisms of the
product are not changed, to obtain the necessary information in a relatively short period of
time [29]. The aging speed of FPGAs is normally limited and long-term aging tests cannot
be achieved within set time parameters. Hence, it is incredibly important to carry out
accelerated tests [30]. In line with the principle regarding the aging mechanisms of BTI,
HCI, and the theoretical acceleration model, the aging speed was directly related to the
working voltage and temperature of the circuit and their relationships could be expressed
as in the following formulae [31]:

t f ∝ V−γ
gs (1)

t f ∝ exp(
Ea

kT
) (2)

where t f represents the estimated duration for which the circuit can operate reliably. Based
on the evidence from the available work in the literature [31], the value of γ is usually
6–8, Ea is approximately 1.5 eV, and k is Boltzmann’s constant. T stands for the operating
temperature of the circuit, while Vgs is the gate-source voltage of the transistor.
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The objects of this accelerated aging test were XILINX 7-series FPGAs. According
to the FPGA manual, the range of supply voltage, without causing damage, is 0.5 V to
1.1 V, the general working voltage is 1.0 V, the working temperature is between −40 ◦C
and +100 ◦C, and the general working environment temperature is 27 ◦C. Based on aging
theory and the test conditions, Table 1 presents the theoretical power supply voltages and
operating temperatures for the aging tests and the estimates of the acceleration under
these conditions.

Table 1. Conditions of accelerated tests.

Factor Relationship Stress Condition Acceleration

Core Voltage Supply t f ∝ V−γ
gs 1.1 V ≈10×

Temperature t f ∝ exp( Ea
kT ) 373 K ≈2×

Voltage and
Temperature ≈20×

3.3. Correction Method for Measurement Errors

The aging degree of a device is aggravated by increases in operation time, which
indicates the cumulative growth of the circuit path delay. The acceleration experiment was
carried out in a high-temperature environment and the delay that was measured on-chip
was affected by the temperature. Assuming that the initial delay of the circuit was D0, the
measured value was the sum of the initial delay, the aging delay Daging of the circuit, and
the temperature-related error value Derror:

Dmeasure = D0 + Daging + Derror (3)

At this time, the measurement value could not reflect the real delay of the circuit. Thus,
the influence of delay variation due to temperature change had to be eliminated to obtain
temperature-independent delay measurements. In this regard, we researched the error
correction method. It was assumed that the time delay caused by aging would not increase
over a concise period, i.e., limΔt→0 ΔDaging = 0, where ΔDaging is the delay variation caused
by aging. Therefore, the delay variation from sampling at different temperatures was the
delay error caused by temperature, i.e., ΔD = Derror = Dmeasure − D0. At this time, the
correlation coefficient λ = ΔD/ΔT was introduced, which represented the relationship
between the change in measurement delay and the change in temperature. When λ was
a constant value (i.e., the variation in delay error caused by temperature was in a fixed
proportion to the variation in temperature), the measurement error could be corrected by the
λ value, correction value Dcorrect = λΔT, and real aging delay Daging = Dmeasure ± Dcorrect.
Then, the research focused on computing the value of λ.

To obtain λ, we first measured the initial circuit delay d0 and then constantly changed
the core temperature (CT) and synchronously measured the change in the on-chip circuit
delay. Meanwhile, we recorded the D value between the current and initial temperatures.
To reduce the difference that was caused by this process, the experiment was carried
out on six FPGAs, with each FPGA running the same CUT. We simultaneously set the
temperature, recorded the relevant data, and obtained the average value of λ across the
six groups of data. Before that, we also determined the relationship between the external
environment temperature (AT) and the CT in order to accurately adjust the core temperature.
Figure 3 shows the relationship between the ambient temperature and the core temperature
throughout the experimental measurements.
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Figure 3. The relationship between the ambient temperature and the core temperature.

The red circle in Figure 3 represents the measured CT and it can be seen that the CT had
a linear relationship with ΔT. It was found that they accorded with CT = 0.9375 × AT + 15
(dotted line) by calculation. It should be noted that the environment was a sealed aging
test chamber. When the AT reached 91 ◦C, the CT could reach 100 ◦C, which was the upper
limit of the CT of the FPGAs. We could adjust the CT accurately, according to the formula.
In the experiment, the initial temperature was 27 ◦C. We adjusted the core temperature
from 40 ◦C to 100 ◦C in 5-◦C intervals and calculated the corresponding λ temperature,
which was denoted as λ1~λ12. The results are shown in Table 2.

Table 2. The results of λ.

Coefficient λ1 λ2 λ3 λ4 λ5 λ6

Value 0.0087 0.0083 0.0069 0.0074 0.0063 0.0063

Coefficient λ7 λ8 λ9 λ10 λ11 λ12

Value 0.0053 0.0038 0.0033 0.0027 0.0016 0.0001

It can be seen that the λ values that corresponded to different temperatures obviously
changed, which indicated that the correction method mentioned above could not be used
directly. We proposed the hypothesis that when the λ value does not change with the
increase in duration at the same temperature, the delay variation measured over two time
periods is equal to the delay variation that is caused by aging. Then, the actual aging delay
could be corrected by calculating the correction value Dcorrect = λT × ΔT, where λT is the
coefficient at the current temperature. To verify the feasibility of this method, we calculated
the λ coefficient at different aging times. We designed a 1000-h experiment and calculated
the λ coefficients every 100 h. The λ coefficients corresponded to 60 ◦C (λ1), 80 ◦C (λ2), and
100 ◦C (λ3). Similarly, to reduce the difference caused by the process, the experiment was
carried out on 10 FPGAs, with each FPGA running the same CUT. We simultaneously set
the temperature, recorded the relevant data, and obtained the average value across the ten
data groups. The experimental results are shown in Table 3.
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Table 3. The results of λ over time.

Coefficient 100 h 200 h 300 h 400 h 500 h

λ1 0.0074 0.0076 0.0075 0.0074 0.0075
λ2 0.0038 0.0039 0.0038 0.0039 0.0038
λ3 0.0000 0.0002 0.0000 0.0001 0.0000

Coefficient 600 h 700 h 800 h 900 h 1000 h

λ1 0.0075 0.0074 0.0074 0.0074 0.0074
λ2 0.0038 0.0040 0.0038 0.0039 0.0038
λ3 0.0000 0.0000 0.0001 0.0000 0.0000

It can be seen from the table that there were slight differences (measurement errors) in
the measured λ values at different temperatures. Generally speaking, it could be proved
that the temperature-dependent delay did not change with the duration increase. In
practice, we calculated the corresponding λ value at the temperature that corresponded
to the core temperature and then, we could correct any errors in the measurement. By
restoring the measurement errors, the accurate aging delay could be obtained by way of
on-chip measurements. The chip could be continuously accelerated without waiting for
the temperature to return to the average temperature to obtain accurate measurements. It
is evident that each heating and cooling process was time-consuming and that the critical
data were unstable.

4. Test Results and Analysis

4.1. Experimental Setup

We used 24 XILINX 7-series FPGAs (28 nm) for the aging tests in our experiment. The
host computer was a Xeon(R) Silver 4116 (2.10 GHz) CPU with 32 GB DDR4 RAM, which
was running Windows 10. The reconfiguration fabrics of each FPGA were divided into
16 reconfigurable regions to execute the CUTs.

To understand the primary aging mechanisms of 28-nm FPGAs, we combined different
stress signals and LUT configurations as the test conditions. In this experiment, five
common frequencies (DC0, DC1, 50 MHz, 100 MHz, and 300 MHz) and three duty cycles
(DC25, DC50, and DC75) were selected as the combined stress signals and were input into
the CUTs. The LUTs of the ROs were configured as BUFFER, AND, XOR, and INV and
were executed in each of the four groups of chips. Hence, degradation due to certain test
conditions was the mean value of the degradation of the six circuits under test.

The conditions of V and T under this setting were approximately equal in order to
eliminate any differences in the manufacturing process. The value of each data point was
the average value of the same six CUTs. Moreover, the voltage was provided by external
stabilized power and the high temperatures were produced by a 101-0B high-temperature
test chamber, as shown in Figure 4, which was capable of providing a stable temperature
environment for the test from 50 ◦C to 300 ◦C, thus meeting the needs of the accelerated
degradation tests.

To evaluate the ML-based models for the application of FPGA aging prediction, we
employed four ML technologies (XGBoost, SVM, LR, and ANN) to model the reconfigura-
tion circuits. In the experiments, we extracted the data from all 24 XILINX 7-series FPGAs
from the aging tests and aging simulation experiments to build our dataset (frequency, duty
cycle, operation time, LUT configuration, delay variation, etc.) and this dataset was then
used to train and test the prediction model. We used the root mean squared error (RMSE)
as the evaluation metric in this experiment.
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Figure 4. Operation state of the high-temperature test chamber.

4.2. Influence of Stress Signals on FPGA Aging

Here, we present the influences of different stress signals on FPGA aging degradation
and their analysis to find the primary aging mechanisms of 28-nm FPGAs.

4.2.1. The Influence of Frequency

Dynamic stresses (50 Mhz, 100 Mhz, and 300 Mhz) and static stresses (DC0 and DC1)
that related to different operating frequencies were selected as the inputs for the stress
signals. Figure 5 shows the frequency degradation of the ROs under other test conditions.
As expected, the degradation that was caused by the NBTI and HCI mechanisms increased
as the temperature rose. After 1000 h of accelerated testing, we found that the degradation
was 1.8% at a working temperature of 100 ◦C and 0.9% at a working temperature of
25 ◦C. However, we did not observe regularity in the aging degradation that was caused
by dynamic AC stress. One possible explanation could be that this degradation results
from the combined effect of two aging mechanisms: NBTI and HCI. Existing studies have
demonstrated that the aging effects of NBTI decrease with increasing stress frequency,
while the aging effects of HCI increase with increasing stress frequency [32,33]. When the
stress frequency changes, these two aging mechanisms change in opposite directions at the
same time. Therefore, it could not be analyzed whether there was a (positive or negative)
correlation between the change in frequency and the aging degradation.

4.2.2. The Influence of Duty Cycle

Three duty cycles (25%, 50%, and 75%) were selected as the stress signals input.
Figure 6 shows the frequency degradation of the ROs due to different AC stress signals
with the different duty cycles. For the same stress signal frequency, the 25% duty cycle
had a more significant drop than the 50% duty cycle, while the 50% duty cycle had a
more significant drop than the 75% duty cycle. We could see that this difference was
more pronounced at higher temperatures (100 ◦C vs. 25 ◦C) and at higher stress signal
frequencies (300 MHz vs. 10 MHz). This could be explained by the fact that the period
of the low-frequency signal was long enough to restore the NBTI aging mechanism to
some extent.
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Figure 5. Impacts of stress signal frequency on the frequency degradation of ROs.

Figure 6. Impacts of duty cycle on the frequency degradation of ROs.

4.3. Evaluation of Correction Method

In the experiments, we set the core temperature to 90 ◦C. We sampled 10 data groups
and measured the path delay at 100 h, 200 h, 300 h, 400 h, 500 h, 600 h, 700 h, 800 h, 900 h,
and 1000 h. To eliminate measured errors/noise points, the experiment was carried out
synchronously on 10 FPGAs and each data point was the mean value across the 10 groups
of measured data. After the measurements, we corrected the errors and recorded the
corrected data. To evaluate the effectiveness of the correction method, we used ModelSim
to simulate the aging of the XILINX 7-series FPGAs and recorded the delay data that
corresponded to the simulation time points. As shown in Figure 7, it was found that the
difference between the corrected delay and the simulation delay was within 1%, which
proved that the correction method was effective.
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Figure 7. Comparison of the correction delay and simulation delay.

4.4. Results of Aging Prediction

The results of the RMSE of the XGBoost, SVM, LR, and ANN models are presented
in Figure 8. It can be seen that the RMSE of the ANN was very stable, but there were
still significant errors when the predicted values of frequency degradation were low. The
RMSE of LR and SVM were relatively high and there were also significant prediction errors.
Compared to the other three models, the RMSE of XGBoost was minimal. The increase
in RMSE was due to the predicted frequency degradation value also increasing, but the
prediction error did not change significantly. The mean error rate of the XGBoost prediction
was only 0.292%.

Figure 8. RMSEs of the different ML models.

Figure 9 presents the aging prediction results of the four ML models under different
stress signals and LUT configurations of CUTs. The base represents the measured aging
degradation. As the results show, the aging trends that were predicted by all ML models
were similar to the actual aging trends (red), particularly the prediction of the XGBoost
model, which almost entirely coincided with the actual aging trend. Hence, the above
experiments illustrated that it would be very feasible to use the ML models to predict the
aging degradation of FPGAs.
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Figure 9. Aging prediction results of the different ML models under different stress signals and
LUT configurations.

4.5. Discussion

With the shrinking CMOS manufacturing process, NBTI has proven to be the most
important aging mechanism. While existing studies have validated this conclusion by
performing aging tests on XILINX ARTIX7 FPGAs, we attempted to further validate this
conclusion by performing aging tests on a larger number/type of XILINX 7-series FPGAs.
The experiments in this paper also demonstrated that NBTI is the most important aging
mechanism for 28-nm FPGAs. Moreover, it is also worth noting that there were two other
contributions of this paper for the community: the error correction method for the aging
test and the prediction of FPGA aging based on machine learning models.

To reduce the duration of FPGA aging tests, common practice is to place the device in
a high-temperature test box to accelerate aging. However, due to the measurement errors
that are caused by high-temperature environments, the delay that is measured does not
reflect the actual degree of aging degradation of the device. To this end, we proposed
an error correction method for the aging tests. Our experiments showed that the error
correction method proposed in this paper is effective. In addition, as far as the literature
that was reviewed by the authors is concerned, there are few studies on predicting FPGA
aging based on ML. To evaluate the aging trends of devices more efficiently, we explored
the use of machine learning models to build an FPGA aging prediction model. Through
experimental evaluation, the aging prediction model that was based on machine learning
can better fit the real aging trends of devices.

5. Conclusions and Future Work

In this work, we studied the main aging mechanisms of 28-nm FPGAs. Different
stress signals and LUT configurations were applied in aging tests. The results showed
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that NBTI is the main reason for FPGA aging degradation. To collect accurate aging data,
we further analyzed the influence of temperature on measurement errors and proposed
an error correction method. The results showed that the difference between the corrected
measurement results and the simulation results was less than 1%, thereby proving that the
correction method is efficient. Moreover, we employed four ML models that were trained
using aging data to predict FPGA aging. Among them, the mean error rate of the XGBoost
prediction was only 0.292%, which proves that it would be very feasible to use the ML
model to predict the aging trends of FPGAs.

In future work, we will evaluate the effectiveness of the error correction and aging
prediction methods that were proposed in this paper more comprehensively by testing
different types of FPGAs. In addition, we will investigate more age-related features (e.g.,
failure rate) and incorporate them into the prediction models to further improve the
accuracy of the model prediction. For the established aging prediction model, we will
apply it to preventive maintenance in order to evaluate and predict the trends and extent of
the circuit aging of FPGAs under different stress signals and LUT configurations. This will
support the rational use of age-aware scheduling strategies to achieve aging mitigation.
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Abstract: Resistance spot welding is one of the most widely used metal joining processes in the
manufacturing industry, used for structural body manufacturing, railway vehicle construction,
electronics manufacturing, battery manufacturing, etc. Due to its wide use, the quality of welded
joints is of great importance to the manufacturing industry, as it is critical for ensuring the integrity
of finished products, such as car bodies, that withstand high levels of stress. The quality of the
welding is influenced both by the programming of the welding and by the good condition of the
mechanical part that carries out the welding. These mechanical factors, such as electrode geometry
and wear, degrade over time. As the welding points are made, the geometry and properties of the
electrodes change, so they undergo a milling process to remove impurities and return them to their
initial geometry. Sometimes the milling is deficient, and the electrode continues to wear, causing
welding problems such as loose spots and metal spatter. This article presents a method for condition
monitoring of the milling process and weld wear based on existing data in real production lines. The
use of unsupervised clustering methods is proposed to perform a check by which, using current
and resistance data, the electrode wear is grouped. Specifically, a method using multidimensional
k-means for the condition monitoring of electrode wear is established. This research gives a real and
applicable solution for reducing the quality problems caused by milling defects and electrode wear
in the production lines of high-production manufacturing industries, presenting a system for sending
alarms based on the behavior of welding variables.

Keywords: resistance spot welding; electrode wear; condition monitoring; milling machine;
unsupervised clustering

1. Introduction

Resistance spot welding is one of the most important joining processes in the metal-
lurgy industry due to its efficiency and suitability for automation [1]. Specifically in the
automotive industry, modern auto-body assembly needs 7000 to 12,000 spots of welding,
and, thus, resistance welding plays a crucial role, representing approximately 90% of the
welded joints carried out for body assembly [2].

The welding process can be summarized very simply; the sheet of metal to be welded
is placed between water-cooled electrodes and then heat is obtained by passing a large
electric current through them for a short period of time [3].

Although this process can be summarized in a very simple way, in reality, there are
many factors that affect the achievement of the desired quality. Many programmable
parameters affect weld quality. These parameters are given by Joule’s law and are the
welding time, the current and the resistance, which is related to the pressure achieved by
the electrodes [4]. These parameters must be configured to achieve the desired quality and
stability over time. In addition, several factors play an important role in the quality of
the weld, such as voltage fluctuation, the misalignment of electrodes or loss of electrode
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pressure. The shared characteristic of these factors is that they do not change during the
lifetime of the welding electrodes and can be better controlled by a better welding controller
or machine maintenance [5].

However, another parameter is inherent to the number of welds performed throughout
the life of the electrodes: wear. The wear of the electrodes increases as the number of
welds increases, modifying both the electrical and thermomechanical properties between
the electrodes and the sheets. There are special cases in which this wear is even more
pronounced, in particular, in those cases in which the sheets are coated with zinc or when
sealer is used between the sheets to be welded. These special cases tend to stick to the
copper electrodes, thus, causing a further increase in wear [6].

The heating of the metal can be described according to Joule’s law, represented in
Equation (1), where Q is the heat generated during welding by passing a current (I) along
the metal–metal and metal–electrode resistance (R) over a period of time [7]:

Q = I2Rt (1)

In Figure 1, it can be seen schematically, as in resistance spot welding, that three
different types of process resistance determine the resistance represented by Joule’s law:
contact resistors R3, R4 and R5 between sheet metal resistors R1 and R2. Contact resistance
refers to the resistance generated at the interface between the electrode and the metal sheet
(R3 and R5) and the resistance between the metal sheets (R4). The resistance of the sheets is
determined by the resistivity and the thickness of the metal. Normally, these resistances
are higher than the contact resistance between the electrodes, which causes the fusion to
begin at the union of the two metals [8].

Figure 1. Resistances involved in a resistance spot weld.

From Figure 1, it can also be concluded that good contact between the electrodes
and the metal is essential so that the electrode–sheet contact resistance is lower than the
metal–metal resistance in such a way that the fusion begins between the metal-to-metal
contacts. This bad contact between the electrodes and the metal can be due to different
circumstances: misalignment of the electrodes, bad programming of the position of the
welding point, dirt on the metals, deformation and wear of the electrodes, etc.

To avoid and correct the wear of the electrodes, a series of milling operations are
carried out throughout the electrodes’ useful life. Sometimes, these mills fail to reshape
the electrode, leaving dirt in the capsule or leaving the electrode with a different shape to
the desired one. This causes the contact resistance to vary, and, in addition, an increase
in welding quality problems, such as small, deformed or even non-existent nuggets. Due
to the increase in resistance and, therefore, the increase in heat, metal ejections can occur
during welding, causing a quality and safety problem in the production line [9].
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2. Electrode Wear and Milling

Electrode wear is one of the most important issues to research in the resistance welding
process. Specifically, studies have focused on determining the factors that influence the
appearance of electrode wear. First, Tanaka et al. [10] found that electrode wear could
be reduced by increasing the nickel content of the metal foils. In this same line, Rashid
et al. [11] demonstrated how a good choice of lubricant coated on the metal sheets could increase
the useful life of the electrodes. Similarly, different authors have described the relationship
between the different welded materials and the useful life of the electrodes [12–16].

In the same way, the decrease in welding quality caused by the wear of the electrodes
has been widely investigated. The reduction in quality is determined by the increase in the
diameter of the contact face of the tips [17]. This is because the increase in the diameter of
the tip of the electrode, which results in a reduction of the heat generation of the welding
joint, causes a decrease in the electrode and is the main reason for the decrease in the size
of the nugget [18].

The deposition of the metal coating on the copper electrodes generates a change in
the properties of the electrode and, therefore, the wear of the tips [19]. In addition to the
reduction of the size of the nugget, the wear of the electrode is of great importance in the
presence of weld ejections and other quality defects and can be the cause of 60% of quality
problems [20].

Finally, due to the great importance of this defect, different authors have proposed
methods for estimating wear or evaluating it. Gauthier et al. [21] and Raoelison et al. [22]
demonstrated a method for the numerical modeling of electrode wear which is useful
for theoretical estimation but can hardly be applied to real cases where different factors
interfere, such as mechanical problems or changes in the production process. Peng et al. [23]
proposed the use of images for the analysis of the degradation of the electrodes; the main
disadvantage for the application of this system in large production factories is the cost
associated with the acquisition of the equipment.

On the other hand, Zhang et al. [24] proposed the use of electrode displacement to
determine electrode wear; the discussed method provides a convincing solution but can
only be carried out in those welding guns that have an integrated measurement system for
electrode displacement, something that is usually lacking in pneumatic welding guns.

Finally, Zhou et al. [25] presented a method based on the analysis of dynamic resistance
during welding to determine wear. The main disadvantage of this study is that it assumed
that the dynamic resistance trend depends only on the wear of the electrodes when, actually,
this variation can depend on different factors, such as the final quality of the welding point,
as stated by Zhao et al. [26], or the temperature and pressure, as stated by Whang et al. [27],
among many other factors.

All these proposed methods were based on the premise that, after performing the milling,
the electrodes return to their original geometric state. On multiple occasions, due to mechanical
problems of both the welding gun and the milling machine, such as blade wear or issues with
milling, as shown in Figure 2, the restoration of the geometry does not occur.

 
Figure 2. Typical defects of milling machines. (a) Milling machine covered by the chips from the
electrodes. (b) Dull blade.
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Therefore, the objective of this research is not to propose a system that only determines
the wear of the electrode, but one which determines the milling problems that may occur
during the production process; that is, the main objective of this research is to avoid the
quality problems caused by the wear of the electrodes.

3. Materials and Methods

For the creation of the milling problem detection system, it was essential to be able to
relate a real variable to an existing defect; this variable had to be acquired and treated to
then proceed to the analysis and the elaboration of a data analysis system for evaluation.

Specifically, due to its existing relationship, the use of the measurement of the elec-
trode resistance is proposed for subsequent preprocessing with normalization and feature
extraction to later carry out an unsupervised classification method. This allows the setting
of detection thresholds based on the behavior of the resistance data.

3.1. Electrode Resistance Measurement Method

Electrode wear is one of the essential external factors that determines the stability of
weld joints in the resistance welding process.

To avoid these quality problems, after a certain number of welding points, a shaping
of the tips is carried out by means of a milling machine. This process can be automatic
or manual depending on the type of production line. Sometimes, due to a malfunction of
the milling machine, such as an issue with the cutter, a force problem in the welding gun,
poor positioning of the milling machine, etc., the electrodes are not well shaped. This is
a problem since, until the next milling or replacement of electrodes, they will continue to
function with inadequate wear, which can cause serious quality problems.

Figure 3 shows the real differences between electrodes after adequate milling and
those after defective milling. The electrodes in Figure 3a correspond to 16 mm type F
electrodes, according to DIN EN ISO 5821, before being milled for the first time. Figure 3b
shows some electrodes that, after executing a certain number of welding points, were
milled and returned to their original geometry. Finally, comparing Figure 3b,c, a clear
example of poor milling can be seen. In Figure 3c, the active face of the electrodes has been
partially cleaned, showing the dirt that generates quality problems.

Figure 3. Evolution of the state of the electrodes. (a) Type F electrode before milling. (b) Type F
electrode after good milling. (c) F-type electrode after poor milling.

Due to this uncertainty regarding the good milling of the electrodes, a method was
established to measure the resistance after each milling is performed, acquiring the voltage
and the average current measured between the short-cut electrodes, as shown in Figure 4.
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Figure 4. Schema—electrode resistance contact (Re) measurement.

This check is carried out at a constant primary voltage so that when there is a change
in the contact resistance of the electrodes (Re) due to the wear of the electrodes, the voltage
measured at the electrodes and the current vary according to Ohm’s law.

3.2. Data Adquisition

For this article, 650 welding guns located in a real production line were analyzed, as
well as a total of 100 millings carried out for each of the electrodes. The welding controls
used for the study were BOS6000 with medium-frequency transformers. Regarding the
welding guns, the analysis was carried out with no differences between pneumatic guns
and servo guns. Similarly, two different welding electrodes were used for the study, 6 mm
and 8 mm tip face electrodes, but, at the time of analysis, this difference was considered
insignificant for the detection of electrode wear.

In relation to the type of milling machine and electrode, milling machines with an
average speed greater than 290 min−1 and 25 Nm of torque were used to reset the geometry
of the electrode, capable of restoring the geometry of the electrodes according to DIN EN
ISO 5821 F1-16-20 [28].

For data acquisition, a pipeline system was implemented between the welding con-
troller and the database through the ELK stack [29]. In this way, a protocol was established
to send the welding data to the database every time a welding point occurred, which
allowed real-time data analysis, both for machine failure detection and, in this case, for the
performance of predictive analysis of weld quality.

For our case, the data acquisition protocol was established, as shown in Figure 5. In the
first place, once the maximum number of the welding joints that an electrode could make
was reached, keeping the welding quality constant, the electrodes were sent for milling.
When the milling was finished, the electrodes were short-circuited by passing a current at
constant voltage (PHA method). Finally, the data were stored in the database for further
analysis.

Figure 5. Data acquisition protocol.

3.3. Proprocessing and Feature Extraction

Once the necessary programming was carried out in the welding lines, all the data of
the 650 welding guns were stored in the database.

In Figure 6, the data for two different welding guns are shown; it can be seen that the
average value of the resistance for each of the cases was different. The difference observed
was due to the characteristics of each of the guns, which depended on where the terminals
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of the voltage probe were located; they affected not only the resistance of the electrodes
but also the resistance of the welding arm. The data were always analyzed as normalized
data to eliminate this difference from the analysis. Therefore, the z-score normalization,
shown in Equation (2), was used. This normalization based on the mean and the standard
deviation allowed the reduction of variations if high current and resistance data series were
added to the analysis [30].

x′ = x − x
σ

(2)

Figure 6. Example of current and resistance data acquired for a weld control. (a) Example of the data
acquired for a welding gun with correct milling; (b) Example of the data acquired for a welding gun
with poor milling.

Similarly, in this preprocessing stage, the data were subjected to data cleaning. First,
the existing zeros in the time series were removed since those values were meaningless.
This is because, when problems appeared when carrying out the check or in the voltage
and current measurement probes, a zero was stored in the database. After eliminating the
zeros, the atypical data of the time series were calculated, and the outliers were eliminated,
for which the expressed formula in Equation (3) was used.

Max = Q3 + 1.5IQR
Min = Q1 − 1.5IQR

(3)

Once this signal was filtered, the feature extraction process was carried out. Feature
extraction in machine learning is a process of extracting significant attributes of the data.
Feature extraction allows the height of dimensions of a series of data to be reduced to a
smaller number of dimensions through unique mapping techniques [31].

For this study, the time series of both resistance and current were reduced to five
statistical variables, which allowed the reduction of the dimensions by eighty times for
each signal. The calculated variables were:

• The coefficient of variation (CV): the ratio of the standard deviation to the mean;
• Quartile Q1;
• Quartile Q3;
• Inter-decile range (IDR): the difference between D9 and D1;
• Median.

As there were two summary signals, in total we had 10 statistical variables as an
input dataset for each welding control. The input dataset for the k-mean algorithm was
a 650 × 10 array of values. Finally, before proceeding to k-means, the input dataset was
standardized to obtain a more precise result in the next section.
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3.4. K-Means Clustering

In this research, the use of unsupervised clustering using k-means was proposed,
Algorithm 1. In general, for this method, the optimal number of clusters for the existing
amount of data to be processed is selected first. This parameter represents the number of
desired groupings.

Algorithm 1: K-means Clustering.

Input:

X = {x1, x2, . . . . . . , xn } (input data)
k (number of clusters)
Output:

C = {c1, c2, . . . . . . , ck} (set of cluster centroids)
Initialization:

for each ci є C do:
ci ← xj є X (random selection)
while: Convergence or max iteration reached
for each xi є X do:
minDist ← minDistance(xi, cj) j є (1 . . . k);

(based on Euclidian distance 1
n ∑(minj d2

(
xi,cj

)
) for i = 1 to n)

UpdateCluster(ci)

Based on the dataset, the k-means groups them in the programmed number of clusters k,
assigning them to the closest centroid. Finally, the algorithm returns both the cluster and the
respective centroid. Starting from an initial, non-optimized grouping, the algorithm relocates
each point to the nearest new center. It then updates the centers of each cluster based on the
mean of the points, repeating this relocation and updating the process until the convergence
criteria are satisfied; this process is summarized in the flowchart of Figure 7 [32–34].

Figure 7. K-means flowchart.

One of the main advantages of using k-means and unsupervised learning is that it is
not necessary to have labeled data. In this study, the population of equipment analyzed
was large and varied, which is why it was difficult and inaccurate to label each series
of data with the current state of the machine. In this way, it was not necessary to know
the characteristics of each of the possible faults that may occur in the milling or in the
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electrodes, but rather the k-means algorithm, based on the behaviors, assigned each series
of data to each cluster.

The purpose of this analysis was to detect any variation in the milling process through
its influence on the k-means clustering algorithm. In this case, three different data behavior
clusters were expected, and we aimed to establish three machine status criteria: alarm,
pre-alarm and good status.

As previously mentioned, the ten statistical variables calculated for the simplification
of the model were used as an input dataset for the k-means clustering algorithm. There
are different techniques to determine the optimal number of clusters, such as silhouette
width, AIC [35] and BIC [36] within the sum of the square (WSS) [37] and NbClust [38]. In
this investigation, given that the performance of the AIC and BIC techniques decreases as
the dimensionality of the data increases [39] and that the NbClust technique has higher
precision than the WSS technique, the optimal number of clusters was identified by the
NbClust technique. Specifically, as can be seen in Figure 7, the NbClust function for the
input dataset discussed above gave the optimal cluster number for the k-means of the three
clusters.

In Figure 8a, the result of the average silhouette technique for choosing the optimal
number of clusters is shown; it can be seen that the results for two and three clusters were
very close, although the test showed that two was the optimal number of clusters. The
same is observable in Figure 8c; although the values of two and three were similar, this
technique stated that the optimal choice was two clusters. On the other hand, using the
elbow method, as shown in Figure 8b, it was observed that the optimal number of clusters
was between three and four clusters. Finally, in Figure 8d, corresponding to the results
of the NbClust method, it can be seen that the number of optimal clusters was between
two and four, obtaining the highest result for three clusters. Therefore, based on these
four analyses and taking into account the greater reliability of the NbClust method, it was
established that the optimal number of clusters in this study for the input dataset was three.

 

Figure 8. Determination of the optimal number of clusters, (a) average silhouette, (b) WSS and elbow
technique, (c) gap statistic method, (d) NbClust.
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4. Evaluation and Results

Throughout the previous section, the methodology used, the signals that were ana-
lyzed and their dimensional conversion into statistical variables were shown, ending with
the method used for clustering and the optimal number of clusters for the proposed dataset.

This section shows the results obtained after using k-means for the grouping of the
input dataset. First, the statistical data of each cluster generated were analyzed to determine
the behavior corresponding to each cluster.

Table 1 shows the average distance between the points per cluster pair and the distance
between the centers of each of the clusters. Several conclusions can be drawn from these
values; the distance between centroids was greater between cluster 2 and cluster 3, so
cluster 1 could be considered as the central cluster of data deviation, establishing itself as
the pre-alarm cluster. Similarly, it was observed that the distance between cluster 1 and
cluster 2 was greater than the distance between cluster 2 and cluster 3. This suggests that,
due to the dispersion of the data, cluster 2 could be the cluster of points in alarm state.

Table 1. Matrix of separation values between all pairs of clusters and distance between centroids.

Cluster
1 2 3

Separation Centroids Separation Centroids Separation Centroids

1 0.00 0.00 0.98 5.66 0.48 3.11
2 0.98 5.66 0.00 0.00 3.70 8.10
3 0.481 3.11 3.70 8.10 0.00 0.00

Table 2 shows the centroids obtained by k-means for each of the input variables; these
centroids are the ones that were used to assign the membership of the checks to each cluster
and, therefore, their alarm status.

Table 2. Cluster centroids for each dimension.

Cluster C CV C Q1 R CV R Q1 C Q3 R Q3 IDR R C Q2 R Q2 IDR C DIM 1 DIM 2

1 0.71 0.64 0.48 0.65 −0.66 −0.62 0.83 −0.16 0.25 0.82 −1.58 −0.18
2 2.23 2.19 2.11 2.39 −2.39 −2.15 1.96 2.42 −2.61 1.83 1.86 0.67
3 −0.60 −0.55 −0.45 −0.57 0.58 0.54 −0.65 −0.11 0.07 −0.63 6.69 −2.26

To simplify the cluster plotting process for analysis, these centroids were dimension-
ally reduced from being ten dimensions, one for each input variable, to two dimensions.
These two dimensions were obtained by means of PCA [40]. In Table 2, this reduction in
dimensions can be observed with the centroids for dimension 1 (DIM 1) and dimension 2
(DIM 2).

To continue with the analysis of the results, the graphs in Figure 9 were analyzed. In
this figure, the clusters are represented after their dimensional reduction to two unique
dimensions, DIM 1 and DIM2, in order to plot a simpler graph. In the figure, four graphs
are represented; two of them show the density distribution for each dimensional reduction.
With the help of these two graphs, it can be concluded that, in cluster 3, there were data
of those guns with a more stable milling and, therefore, they were correct. This can be
confirmed since, observing the distributions of cluster 3 in both dimensions, it can be seen
that there was a lower dispersion and a greater normality compared to the other clusters.

In the same way, following the same reasoning as for cluster 3, it was established
that cluster 1 represents the millings that begin to be deficient, while cluster 2 groups
the deficient millings that start to create quality problems in the welding points due to
excessive wear of the electrodes.

Finally, Figure 10 shows the current graphs corresponding to each of the clusters. In
Figure 10, three current curves grouped in cluster 3 are shown, which correspond to correct
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operation; if compared with Figure 10a it can be observed that the curves of both graphs
have a low dispersion and a stable behavior.

 

Figure 9. Result with dimensional reduction of the clustering for the input dataset.

 

Figure 10. Examples of current measured depending on the cluster for different welding guns.
(a) Cluster 3, determined as correct operation, (b) Cluster 1, determined as pre-alarm, (c) cluster 2,
determined as alarm.

Figure 10b,c shows the current curves for clusters 1 and 2, respectively. From their
analysis, it can be concluded that, as the data are assigned from pre-alarm cluster 1 to alarm
cluster 2, the curves begin to show greater variance instability, which is an unequivocal sign
that the electrodes presented a problem in milling and, therefore, increased wear, which
will inevitably turn into quality problems at the weld point.

5. Application of the System for Real-Time Detection

This research was not only focused on finding a method that allows the detection of
milling problems. The high production rate of manufacturing factories makes it essential
that production defects are evaluated in real time. This allows the reduction of costs caused
by having to repair products manufactured with poor quality since early detection can
reduce the number of poor-quality products manufactured.
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The clustering method for the detection of milling problems and electrode wear groups
the behavior of the data series in three differentiated clusters: correct operation, pre-alarm
and alarm. These three clusters, therefore, allow an algorithm to evaluate and label the
status of each of the welding guns in a factory. The real-time detection system is designed
to analyze each welding gun in particular and send the operators in charge of that welding
line the alarm so that the defect and its possible consequences can be repaired.

As mentioned in the previous sections, a communication structure is necessary be-
tween the welding equipment and the database so that the data from all the welding
equipment is accessible from the data analysis software. The system for detecting milling
problems and electrode wear first collects resistance and current data from each of the weld-
ing equipment, labeling those controls that do not have enough data due to communication
problems. Next, the extracted data are normalized, as described in the previous sections,
and the dimensional reduction of input variables is carried out.

Once the reduction of the time series to the ten input variables has been carried out,
the cluster each one of the analyzed pieces of welding equipment belongs to is determined.
The assignment of each cluster is carried out by calculating the distance between each point
with respect to the centroids of each of the clusters.

The assignment of each of the clusters determined after measuring the distance to each
of them allows each piece of the welding equipment to be labeled according to its status
in such a way that the welding equipment that is assigned to cluster 3 presents correct
operation, and those in cluster 2 are in alarm and, therefore, require corrective action to be
carried out.

Finally, once it has been determined that the welding guns have a behavior typical
of electrodes with high wear, the alarm dispatch system is carried out to the production
lines. In this case, a publish/subscribe protocol based on AMQP is established [41]. This
protocol allows the sending of messages in specific queues. In this case, queues managed by
RabbitMQ are used, which allows the sending of alarms through Webex to those in charge
of repairing the conflicting equipment. The system is like the one proposed by García and
Montes [42] for the acquisition of data from PLC in real time in factories, but, in this case, it
is not based on data stored in a PLC but rather the welding equipment itself stores the data
through Logstash, making it accessible from the data collector. In short, as described in
Figure 11, the proposed system collects data directly from the real production lines and,
after data processing, can label defects and send alarms for the repair and correction of
quality problems produced.

Figure 11. Real-time data collection schema.
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6. Conclusions

This research presents a novel method for the detection of milling problems and
electrode wear using unsupervised clustering methods. Throughout this article, the re-
lationship between the serial time data of resistance and the variation of the mechanical
properties of the electrodes was described.

Despite working with time series, feature extraction was carried out to reduce di-
mensionality, which allowed the reduction of the number of input inputs of the clustering
algorithm. This also allowed the input data to be scaled so that they were not influenced by
the resistance differences existing in each welding gun.

The main advances obtained from this research were the following:

• A method for detecting the relationship between welding variables and milling state;
• An alarm system, where pre-alarm status and correct operation are established accord-

ing to the output of the clustering algorithm;
• A system for the collection of data in a welding line that allows the realization of data

analysis in real time, both for this investigation and for future investigations.

Despite the advances described, the system is still not capable of differentiating
between types of fault. Different mechanical factors influence milling problems, such as
worn blades, transformer secondary circuit problems, etc. The objective of future work in
this investigation should go from the cataloging of faults as alarm, pre-alarm and correct
status to a fault labeling system based on behavior pattern. In the same way, throughout
this investigation, unsupervised learning methods were used due to the characteristics of
the sample, but, in future works, we expect to continue in the line of experimentation with
other analysis methods that could improve the detection system.
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Abstract: Data-driven rolling-bearing fault diagnosis methods are mostly based on deep-learning
models, and their multilayer nonlinear mapping capability can improve the accuracy of intelligent
fault diagnosis. However, problems such as gradient disappearance occur as the number of network
layers increases. Moreover, directly taking the raw vibration signals of rolling bearings as the network
input results in incomplete feature extraction. In order to efficiently represent the state characteristics
of vibration signals in image form and improve the feature learning capability of the network, this
paper proposes fault diagnosis model MTF-ResNet based on a Markov transition field and deep
residual network. First, the data of raw vibration signals are augmented by using a sliding window.
Then, vibration signal samples are converted into two-dimensional images by MTF, which retains the
time dependence and frequency structure of time-series signals, and a deep residual neural network
is established to perform feature extraction, and identify the severity and location of the bearing
faults through image classification. Lastly, experiments were conducted on a bearing dataset to
verify the effectiveness and superiority of the MTF-ResNet model. Features learned by the model
are visualized by t-SNE, and experimental results indicate that MTF-ResNet showed better average
accuracy compared with several widely used diagnostic methods.

Keywords: intelligent fault diagnosis; Markov transition field; residual network

1. Introduction

Rolling bearings are critical components in rotating machinery, and their operating
conditions under various loads directly impact their performance, stability, and endurance.
More specifically, rolling bearings are vital in mechanical equipment. To maintain the
normal operation of mechanical equipment, it is necessary to monitor the vibration signals
generated by the rotating mechanism in real time [1]. Many scholars extensively studied the
fault detection and diagnosis of rolling bearings [2–4]. The traditional manual diagnostic
can no longer adapt to the large-capacity, diverse, and high-speed data in the current
mechanical field, which leads to poor diagnosis capability and generalization performance
in the face of massive amounts of mechanical equipment data with alternating multiple
working conditions and the serious coupling of fault information [5].

The diagnosis of rolling bearings generally consists of two stages: feature extraction
and classification. Signal processing approaches that are widely employed to extract fea-
tures from a raw signal include short-time Fourier transform (STFT) [6], wavelet transform
(WT) [7], and empirical mode decomposition (EMD) [8]. However, traditional fault diag-
nosis methods rely heavily on manual feature engineering and expert knowledge, and
the process is time-consuming and laborious. In addition, when extracted features are
insufficient, the accuracy of fault diagnosis is greatly reduced, which is not conducive to
the diagnostic tasks of massive amounts of industrial data. In the past decade, machine-
learning theories and statistical inference techniques have been widely applied to identify

Sensors 2022, 22, 3936. https://doi.org/10.3390/s22103936 https://www.mdpi.com/journal/sensors269



Sensors 2022, 22, 3936

bearing faults, such as Bayesian networks [9], artificial neural networks (ANNs) [10], sup-
port vector machines (SVMs) [11], and k-nearest neighbor [12]. Despite the effectiveness of
the above-mentioned methods, shallow networks are restricted in their capacity to repre-
sent complicated functions with limited samples; thus, they lack the ability to diagnose the
faults of complex and high-dimensional signals.

In recent years, deep-learning models have grown in popularity in the field of machine
learning, which uses the deep network structure to achieve more efficient and reliable fea-
ture extraction. Deep learning disposes of the dependence on manually extracting features
and expert experience, which has achieved breakthroughs in many pattern recognition
tasks such as natural-language processing [13], automatic speech recognition [14], and
computer vision [15]. The application of deep-learning models in fault diagnosis and health
monitoring is flourishing [16,17]. Shao et al. [18] proposed a new deep belief network,
which was optimized with the particle swarm algorithm, and verified the robustness of
the model. Wen et al. [19] developed a novel DTL model for fault diagnosis that extracted
features with a three-layer sparse autoencoder and achieved high prediction accuracy.
Jiang et al. [20] constructed a deep recurrent neural network with an adaptive learning rate
for the fault diagnosis of bearings, and results confirmed the effectiveness of the method.
Hasan et al. [21] proposed an explainable AI-based fault diagnosis model and incorporated
explainability to the feature selection process. Within the deep-learning framework, convo-
lutional neural networks, as an end-to-end learning model with powerful feature extraction
capability, have received more attention in fault diagnosis. Chen et al. [22] developed bear-
ing discrimination patterns on the basis of the cyclic spectral coherence (CSCoh) maps of
vibration signals and established a CNN model to learn high-level features. Guo et al. [23]
proposed a new method named DCTLN for transfer fault diagnosis tasks, and verified the
effectiveness of the model by experiments. Jia et al. [24] proposed a DNCNN to address im-
balanced classification problems in fault diagnosis. In some scenarios, raw one-dimensional
signals are converted into two-dimensional gray images with pixels fulfilled by data stack-
ing [25,26]. However, these methods may contain limited feature information because
spatial correlation in a raw vibration sequence can be corrupted. Although there are a
few commonly used image representation approaches based on time–frequency principles,
such as short-time Fourier transform (STFT) [6] and wavelet packet transform (WPT) [27],
short-time Fourier transform is not suitable for handling nonstationary signals such as
mechanical fault signals, and the determination of the number of decomposition layers
for wavelet packets usually relies heavily on expert knowledge. Therefore, a new image
encoding method called Markov transition field (MTF) was introduced [28] that preserves
complete time-domain information by representing Markov transition probabilities, and
converts that information into two-dimensional images. In addition, despite the great
success of deep convolutional neural networks, degradation problems such as gradient
disappearance or explosion can occur as the number of layers increases. To address the
issue mentioned above, He et al. [29] proposed residual networks that have achieved
excellent performance on various machine-learning tasks.

In order to efficiently represent the state characteristics of vibration signals in image
form and improve the feature learning capability of the network, a new intelligent bearing
fault diagnosis method (MTF-ResNet) is proposed in this paper. The main contributions of
this paper are summarized as follows.

1. A novel two-step fault diagnosis method is proposed that converts raw vibration
signals into images through the Markov transition field, and adopts the residual
network for feature extraction and fault identification.

2. The signal-to-image conversion preserves the time dependence of the raw vibration
signals and retains sufficient temporal features without setting parameters involving
expert knowledge. Residual learning is applied to effectively address degradation
problems in the deep neural network.
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3. The effectiveness of the proposed model was verified on a popular bearing dataset.
Compared with some existing methods, the MTF-ResNet method achieved better
accuracy in bearing fault diagnosis.

4. To further demonstrate the performance of the proposed method and investigate the
intrinsic mechanism of the CNN model in bearing fault diagnosis, t-SNE was used to
visualize the feature maps learned by the model.

The remainder of this paper is organized as follows. Section 2 introduces the funda-
mentals of CNN and residual networks. In Section 3, the details of the proposed MTF-
ResNet model for fault diagnosis are elaborated. Section 4 outlines experimental analysis
to verify the effectiveness of the proposed model by employing a popular bearing dataset.
Section 5 presents the conclusions.

2. Background and Related Work

Motivated by the concept of various cells in the visual cortex of the brain, and some
cells that are exclusively responsive to the local receptive field [30], convolutional neural
networks (CNNs) were first proposed by LeCun [31] for image processing. A typical CNN
involves three different layers: (1) convolutional layer, (2) subsampling or pooling layers,
and (3) fully connected layer. The convolutional layer comprises a number of kernels that
extract features from input data. The pooling layer is the downsampling layer to reduce the
trained parameters. The fully connected layer is a traditional feed-forward neural network
where all neurons are connected to the activation of the previous layer. In this section, we
describe CNNs and residual networks in more detail.

2.1. Convolutional Layer

The convolutional layer performs convolutional operations on local regions of the
input data (or features) with the use of the convolutional kernel. Weight sharing is the most
essential characteristic of the convolutional layer, since the input is traversed once by the
same convolutional kernel at a set stride which can minimize the parameters and alleviate
overfitting to some extent. In general, the mathematical model of the convolutional layer
can be described as:

xl
j = σ(∑ i∈Mj x

l−1
j ∗ kl

ij + bl
j) (1)

where xl−1
j is the input to the (l − 1)st layer of the network; xl

j is the output of layer l of the

network; kl
ij is the weight matrix of the convolution kernel; bl

j is the bias; Mj denotes the
set of input feature maps; σ represents the nonlinear activation function; ∗ represents the
operation of convolution.

2.2. Pooling Layer

The main function of the pooling layer is to reduce the dimensionality of the data
after convolutional operations. Average and maximal pooling are two commonly used
pooling methods. The pooling layer performs a downsampling operation on the feature
map, which avoids overfitting to a certain extent while retaining key features. The pooling
layer transformation can be described as:

xl
j = σ(βl

jdown(xl−1
j ) + bl

j) (2)

where down(·) represents the downsampling function, βl
j is the multiplicative weight.

2.3. Residual Network

Traditional deep convolutional neural networks are difficult to train as the network
deepens because of problems of vanishing and exploding gradients. To address the degra-
dation problem, He et al. [29] proposed deep residual networks that are widely used in
image processing. The structure of the residual networks is shown in Table 1.
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Table 1. Structure of residual networks.

Layer Name ResNet-18 ResNet-34 ResNet-50 Output Size

Conv1 7 × 7, 64, stride 2 112 × 112

Conv2_x

3 × 3 max pool, stride 2

56 × 56
[

3 × 3, 64
3 × 3, 64

]
× 2

[
3 × 3, 64
3 × 3, 64

]
× 3

⎡⎣ 1 × 1,
3 × 3,

64
64

1 × 1, 256

⎤⎦× 3

Conv3_x
[

3 × 3, 128
3 × 3, 128

]
× 2

[
3 × 3, 128
3 × 3, 128

]
× 4

⎡⎣ 1 × 1,
3 × 3,

128
128

1 × 1, 512

⎤⎦× 4 28 × 28

Conv4_x
[

3 × 3, 256
3 × 3, 256

]
× 2

[
3 × 3, 256
3 × 3, 256

]
× 6

⎡⎣ 1 × 1,
3 × 3,

256
256

1 × 1, 1028

⎤⎦× 6 14 × 14

Conv5_x
[

3 × 3, 512
3 × 3, 512

]
× 2

[
3 × 3, 512
3 × 3, 512

]
× 3

⎡⎣ 1 × 1,
3 × 3,

512
512

1 × 1, 2048

⎤⎦× 3 7 × 7

Average pool, fc, softmax 1 × 1

Residual building blocks are the basic components of a residual network. As shown
in Figure 1, a residual building block is composed of several convolutional layers, batch
normalizations (BNs), ReLU activation functions, and an identity shortcut. The residual
building block can be expressed as:

y = F (x,{Wi}) + x (3)

where x represents the input vectors of the layer and y represents the output. F (x, {Wi}) de-
notes the residual mapping function. Take the diagram in Figure 1 for example, F = W2σ(W1x),
where σ denotes the nonlinear activation function (ReLU).

 
Figure 1. Residual building block.

3. Proposed Model for Fault Diagnosis

This section presents the proposed MTF-ResNet fault diagnosis method. First, data
augmentation is used to increase the training data. Then, the conversion method of the
vibration signals into images is presented. Lastly, the network architecture based on MTF
and ResNet for rolling bearing fault diagnosis is established.

3.1. Data Augmentation

An effective technique to improve the generalization capabilities of machine-learning
models is to use additional training samples. In computer vision tasks, horizontal flips,
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random crops or scales, and color jitter are commonly utilized to increase the data to train
the model. Data augmentation is also required in fault diagnosis for deep convolutional
neural networks to achieve high classification accuracy and avoid overfitting. The data
augmentation method used in this paper is overlapping samples from raw one-dimensional
sequences. Augmented samples were all allocated the same fault label as that of the raw
sequence, since each input sequence was obtained under a single fault state. The data
augmentation process is shown in Figure 2. The specific calculation method is expressed
as follows:

N =
L − l

s
+ 1 (4)

where L is the length of the raw signal, l is the length of a single sample, s is the shift stride,
and N is the number of samples obtained through data augmentation.

Figure 2. Process of data augmentation.

3.2. Signal-to-Image Conversion

When diagnosing and analyzing bearing faults, the accelerometer is one of the most
frequently used sensors in modern research, which can directly collect the original vibration
signal of the target object. Collected data from industrial processes are continuous time
series, and have the characteristics of nonlinearity and nonstationary caused by high
coupling in the system.

Assume a time series X = {x1, x2, · · · , xn}; the values can be quantized in Q bins, and
each xi can be allocated to a related qj(j ∈ [1, Q]). By calculating the transitions among bins
in the way of a first-order Markov chain along each time step, a matrix W of Q × Q size is
obtained. wi,j is the probability that an element in qj is followed by an element in qi. After

normalization by ∑Q
j=1 wij = 1, W is considered to be the Markov transition matrix. Since

the matrix is not sensitive to the distribution of X and time steps ti, in order to reduce the
loss of information, the Mij in the Markov transition field (MTF) is defined as follows:

Mij =

⎡⎢⎢⎢⎣
wij

∣∣x1 ∈ qi, x1 ∈ qj · · · wij
∣∣x1 ∈ qi, xn ∈ qj

wij
∣∣x2 ∈ qi, x1 ∈ qj · · · wij

∣∣x2 ∈ qi, xn ∈ qj
...

. . .
...

wij
∣∣xn ∈ qi, x1 ∈ qj · · · wij

∣∣xn ∈ qi, xn ∈ qj

⎤⎥⎥⎥⎦ (5)

The Markov transition field (MTF) then can be defined as follows:

M =

⎡⎢⎢⎢⎣
M11 · · · M1n
M21 · · · M2n

...
. . .

...
Mn1 · · · Mnn

⎤⎥⎥⎥⎦ (6)
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Mij is the probability that an element in qj is followed by an element in qi. In other
words, MTF incorporates temporal information on the basis of the Markov transfer matrix
and actually represents the multispan transition probabilities of the time series. Such
an expansion can denote not only the state transition for a single time stamp i. but also
characterize state transitions over multiple time bins according to changes in the elements
of MTF. Mij‖i−j‖=k represents the transition probability between points with a time interval
k. A special case is that, when k = 0, main diagonal Mii obtains the probability from each
quantile to itself at time step i.

In the MTF matrix, the Mij can be regarded to be a pixel point represented through the
colormap. Red denotes a larger value, while blue denotes a smaller value. It is inappropriate
to directly employ images generated by MTF as the input of CNN since the images may
be too large for training the model. In order to reduce the size of the images and improve
computation efficiency, blurring kernel

{
1

m2

}
m×m

was adopted to average the pixels in

each nonoverlapping m × m region. The transformation process of the Markov transition
field is shown in Figure 3.

Figure 3. Transformation process of Markov transition field.

3.3. Network Architecture

Once the raw vibration signals are converted into MTF images and formed into the
image dataset, a CNN model can be trained to classify these images. In this paper, we
applied the ResNet-34 network to extract 2D image features. A softmax layer was employed
at the end of the network to classify the rolling-bearing health condition on the basis of
the learned features. The proposed MTF-ResNet model architecture is demonstrated in
Figure 4. The detailed parameters of the MTF-ResNet model are presented in Table 2.
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Figure 4. Architecture of the proposed MTF-ResNet model.

Table 2. Detailed parameters of the MTF-ResNet model.

Parameters Value

Batch size 32
Optimizer Adam

Lr 0.0001
Loss function Category—cross-entropy

4. Experiments and Results

4.1. Data Processing

To validate the performance of the proposed MTF-ResNet, the Case Western Reserve
University (CWRU) [32] bearing dataset was employed to conduct experiments. The test rig
comprised an electric motor, a torque transducer/encoder, and a dynamometer, as shown
in Figure 5. The bearing to be tested rotatably supports the shaft of the motor under four
load conditions: 0, 1, 2 and 3 hp with motor speeds of 1772, 1750, and 1730 r/min. Different
types and severity levels of bearing failures are caused by the use of electrical discharge
machining (EDM), including normal condition (NC), inner-race fault (IF), outer-race fault
(OF), and rolling ball fault (BF). For each fault state, three kinds of fault diameters were set:
0.007, 0.014, and 0.021 inches, respectively.

In this paper, we used raw vibration signal sample at 12 kHz from the drive end
accelerometer (DE). The training data were generated from half of the raw vibration
sequence by overlapping samples through a sliding window length of 2048 with a step
size of 80, while the test data were generated by the same window length from the other
half without data augmentation. According to the working conditions, datasets under a
single working condition and variable working conditions are considered in this study. The
bearing fault datasets under a single working condition are shown in Table 3; each dataset
contained 6600 training samples and 250 testing samples from 10 fault types, as presented
in Table 4. The composition of bearing fault data under variable working conditions is
shown in Table 5.
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Figure 5. CWRU bearing test rig [32].

Table 3. Working conditions studied in this work.

Dataset Motor Load (hp) Motor Speed (r/min)

A 1 1772
B 2 1750
C 3 1730

Table 4. Composition of single working condition bearing fault data.

Fault Type Fault Diameter (Inch) Number of Samples Label

BF07 0.007 660/25 0
BF14 0.014 660/25 1
BF21 0.021 660/25 2
IF07 0.007 660/25 3
IF14 0.014 660/25 4
IF21 0.021 660/25 5
NC 0 660/25 6

OF07 0.007 660/25 7
OF14 0.014 660/25 8
OF21 0.021 660/25 9

Table 5. Composition of bearing fault data under variable working conditions (Dataset D).

Fault Type Fault Diameter (Inch) Motor Load (hp) Label

NC 0 0 0
IF07 0.007 1 1
BF14 0.014 2 2
OF21 0.021 3 3

All samples were then converted into MTF images. Figure 6 shows the transforma-
tion of the same signal containing 2048 data points into MTF images of different image
sizes. Large MTF images generally result in an increase in computational cost and are not
conducive to the training of the model. However, small MTF images can hardly contain
enough useful information. On the basis of the above considerations, the size of the MTF
images was determined to be 224 × 224.
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(a) (b) 

 
(c) 

Figure 6. Transformation of the same signal containing 2048 data points into MTF images of image
sizes of (a) 2048 × 2048, (b) 224 × 224, and (c) 64 × 64.

4.2. Data Analysis

In order to show the detailed identification effect of the model for each fault type
in the test set, a confusion matrix was introduced for more accurate and comprehensive
analysis of the experimental results. The vertical axis of the confusion matrix represents
the true labels of the classification, and the horizontal axis demonstrates the predicted
labels. The confusion matrix shows the classification results of all fault types, containing
both correct and incorrect classification information. The confusion matrices of the MTF-
ResNet prediction results are shown in Figure 7. In Dataset A, there was a slight error in
the classification of fault types BF07 and BF21, two samples of bearing fault type BF07
were incorrectly labeled as BF21, and one sample of BF21 was identified as BF07; all other
samples were correctly classified by the MTF-ResNet model. In Dataset B, the incorrect
classification occurred in the identification of BF07 and OF14, two samples with the true
label BF07 were incorrectly mistaken for OF14, and one sample belonging to the OF14
fault type was classified as BF07, the model achieved correct classification in all other fault
types. In Dataset C, the situation was similar to that in Datasets A and B: two samples in
BF07 were identified as BF21 and OF14, while one sample in each of BF21 and OF14 was
misclassified as BF07. Samples of all fault types were correctly identified by the model in
Dataset D. The accuracy of the model in Datasets A–D was 98.8%, 98.8%, 98.4%, and 100%,
respectively. It is clear from the experimental results that almost all of the misclassifications
occurred in the diagnosis of ball faults, which coincides with the findings in [32] that there
are undiagnosed outer and inner race faults in the drive end bearing, probably caused by
brinelling. We conducted several trials, and the average accuracy of the model in the 10-
and 4-category datasets was 98.52% and 100%, respectively.
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(a) (b) 

  
(c) (d) 

Figure 7. Confusion matrixes for each dataset: (a) Dataset A; (b) Dataset B; (c) Dataset C;
(d) Dataset D.

In order to qualitatively illustrate the effectiveness of the proposed model and judge
the separability of the data on the basis of the visualization of learned representation,
nonlinear dimensionality reduction algorithm t-SNE was employed to project the data into
a 2-dimensional space. Figure 8 shows the visualization results of the MTF-ResNet model
for the 10- and 4-category datasets.

The model had powerful feature extraction and classification capability, samples of
different fault types were almost perfectly separated, and samples within the same type
were intuitively clustered. The results of feature visualization are consistent with the
confusion matrices and demonstrate that the fault diagnosis problem can be successfully
addressed by the proposed MTF-ResNet model.

To better understand the effect of convolutional layers of the model in fault diagnosis,
the features extracted from the four convolutional layers are visually mapped into a two-
dimensional distribution by t-SNE, as shown in Figure 9.
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(a) (b) 

  
(c) (d) 

Figure 8. Feature visualization by t-SNE for each dataset: (a) Dataset A; (b) Dataset B; (c) Dataset C;
(d) Dataset D.

Figure 9a shows the distribution results of the first convolutional layer, the redundancy
of the vibration signal itself makes it difficult to distinguish between the different fault
types. From Figure 9b, the samples of IF21, OF21 and OF07 are separated out while the
rest samples of different categories are mixed. After the 23rd convolutional layer, the
output sample distribution significantly changed. Most of the samples are clustered in their
respective regions, but there are still some samples that are not clustered and are scattered
among the adjacent categories, as shown in Figure 9c. Results of the fully connected layer
are shown in Figure 9d; all samples were separated out and then clustered into their regions
except for the rolling ball fault samples, which had a certain degree of misclassification.
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(a) (b) 

  
(c) (d) 

Figure 9. Feature visualization of different layers of the proposed MTF-ResNet. (a) First convolutional
layer; (b) 13th convolutional layer; (c) 23rd convolutional layer; (d) fully connected layer.

4.3. Model Performance with Different Residual Network Structures

In this section, the performance of the MTF-ResNet model with different residual
network structures is investigated. The same 10-category dataset was adopted, and the
encoded MTF images were applied as input in ResNet-18 and ResNet-50 for feature extrac-
tion and classification. The average classification accuracy of different residual structures is
shown in Table 6. It is clear that the residual networks achieved good classification accuracy
of over 94% for images of bearing fault signals converted by the Markovt transition field,
and the model using ResNet-34 achieved better accuracy of over 4.67% and 2.16% than that
of the models using ResNet-18 and ResNet-50, respectively.

Table 6. Average classification accuracy of different residual structures.

Network Epoch Accuracy (%)

ResNet-18 100 94.12
ResNet-34 100 98.52
ResNet-50 100 96.44

4.4. Comparison with Other Methods

In recent years, much research has been conducted for rolling-bearing fault diagnosis
problems. In order to further prove the superiority of the MTF-ResNet method proposed in
this paper, we compared it with some commonly used methods. The detailed comparison
results are shown in Table 7. As obtained from the experimental results, the method in [25]
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could achieve 100% testing accuracy, but the model was only validated for 4-category
fault classification. The proposed method could achieve an average accuracy of 98.52%
for 10-category datasets and 100% for 4-category dataset. Compared with the methods
in [33–36], the proposed MTF-ResNet method could identify more fault types and improve
classification accuracy.

Table 7. Experimental results of different methods.

Methods Categories Accuracy (%)

VI-CNN [25] 4 100
STFT-CNN [33] 4 99.4

Compact 1D-CNN [34] 6 93.2
IDSCNN [35] 10 93.84

CNNEPDNN [36] 10 97.85

Proposed 4
10

100
98.52

5. Conclusions

In this work, we proposed a novel intelligent rolling-bearing fault diagnosis method
based on the Markov transition field (MTF) and residual network. Encoding one-dimensional
time-series signals into two-dimensional images by Markov transition field preserves the
time dependence of the raw signals and discards the prior knowledge to set parameters
during the conversion. On this basis, a residual network is applied to identify the fault
types through image classification. Experiments conducted on the CWRU bearing dataset
indicate that MTF-ResNet achieved prominent performance on the identification of rolling
bearings faults with various degrees of severity and locations, the proposed model achieves
an average accuracy of 100% and 98.52% in the 4- and 10-category datasets, respectively.
Compared with other intelligent bearing-fault diagnosis methods, the proposed MTF-
ResNet method offers a better performance of feature extraction and classification in the
fault diagnosis.

While the MTF-ResNet method can achieve good performance for fault diagnosis,
it has the disadvantage of requiring a longer training period than other shallow neural
network-based methods do, as the residual network in this study was trained from scratch.
Deep-learning algorithms are frequently hampered by a high computational burden. In
further work, the transfer-learning approach, which showed promising results in reducing
training time and computational cost [37], will be considered to be employed in machinery
fault diagnosis tasks. In addition, further investigations into the effectiveness of the
MTF-ResNet method should be carried out a wider variety of datasets, such as gear- and
rotor-fault datasets.
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Abstract: Rolling bearing is an important part guaranteeing the normal operation of rotating machin-
ery, which is also prone to various damages due to severe running conditions. However, it is usually
difficult to extract the weak fault characteristic information from rolling bearing vibration signals and
to realize a rolling bearing fault diagnosis. Hence, this paper offers a rolling bearing fault diagnosis
method based on successive variational mode decomposition (SVMD) and the energy concentration
and position accuracy (EP) index. Since SVMD decomposes a vibration signal of a rolling bearing
into a number of modes, it is difficult to select the target mode with the ideal fault characteristic
information. Comprehensively considering the energy concentration degree and frequency position
accuracy of the fault characteristic component, the EP index is proposed to indicate the target mode.
As the balancing parameter is crucial to the performance of SVMD and must be set properly, the
line search method guided by the EP index is introduced to determine an optimal value for the
balancing parameter of SVMD. The simulation and experiment results demonstrate that the proposed
SVMD method is effective for rolling bearing fault diagnosis and superior to the variational mode
decomposition (VMD) method.

Keywords: rolling bearing; fault diagnosis; successive variational mode decomposition; squared
envelope spectrum; EP index

1. Introduction

Rolling bearing is an important part widely used in rotating machinery, such as wind
turbines [1], high-speed railways [2], helicopters [3] and electric vehicles [4]. As rolling
bearing always operates under harsh working conditions, ranging from high speed and
alternating speed to heavy load and alternating load, its inner race, outer race, and balls
are prone to suffer from various kinds of damages, including fatigue pitting, wear, spalling,
cracking, etc. Hence, it is of great significance to take effective technical measures for rolling
bearing health condition monitoring and fault diagnosis to guarantee the reliable operation
and long-term economic benefits of rotating machinery. When a localized defect occurs in
the inner raceway, outer raceway, or balls of a rolling bearing, a series of impact events are
excited because the damaged rolling contact surface lacks smooth support [5]. Specifically,
for a rolling bearing under steady working conditions, these impact events are presented
as periodic impulse features in the vibration signal. Different impulse feature frequencies
are closely related to the fault characteristic frequencies (FCFs) of different components
of a rolling bearing. Therefore, it comes very naturally to extract the fault characteristic
frequency (FCF) from sampled vibration signal and then diagnose a rolling bearing fault.
However, as a rolling bearing is usually installed inside the machinery together with other
rotating parts, the impulsive vibration features excited by fault damage will attenuate along
the transfer path from the source to the location of the vibration sensor. Based on this, as
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well as taking into consideration background noise and interference components caused by
other parts, the weak fault features’ extraction from a vibration signal for rolling bearing
fault diagnosis is usually a challenging task and has attracted considerable attention. Thus,
many useful methods have been developed.

One of the most effective and practical methods is signal decomposition, including
wavelet packet decomposition [6], empirical mode decomposition (EMD) [7,8], local mean
decomposition (LMD) [9,10], empirical wavelet transform (EWT) [11–14], variational mode
decomposition (VMD) [15–18], and so on. Signal decomposition can extract the useful
component containing fault characteristic information and thus achieve the purpose of
removing noise and interference components. Among the aforementioned signal decompo-
sition methods, VMD decomposes a signal into an ensemble of band-limited sub-signals
called modes [19], and it currently receives extensive study and application due to its
complete mathematical principles and ability to avoid the shortcomings of sensitivity to
noise, end effects, and mode mixing, which are inherent in EMD and LMD [20–23]. Never-
theless, there are two critical parameters affecting the performance of VMD that need to be
pre-set properly for VMD implementation: the balancing parameter and number of modes.
Although these two parameters can be directly pre-set by experience or experiments, the
method has the drawback of blindness and is difficult to obtain excellent performance of
VMD. Consequently, researchers usually utilize some intelligent optimization algorithms to
determine the values of the two parameters, such as the genetic algorithm [24,25], particle
swarm optimization [16,26], differential search algorithm [27], Archimedes optimization
algorithm [28], grey wolf optimization [29,30], whale optimization algorithm [31], cuckoo
search algorithm [32], sparrow search algorithm [33], and so on.

Although these intelligent optimization algorithms have achieved successful appli-
cations for the determination of VMD parameters, there are still some drawbacks that
cannot be ignored. The implementation of an intelligent optimization algorithm usually
requires a lot of initializations and iterative calculations, which is a highly time-consuming
process. In addition, the intelligent optimization algorithm can easily fall into the local
optimal value or even be difficult for convergence. Therefore, finding the optimal values
for the two parameters of VMD using an intelligent optimization algorithm still needs
further study.

As an improvement of VMD, a novel signal decomposition method known as varia-
tional mode extraction (VME) was proposed by Nazari and Sakhaei [34]. VME is homolo-
gous with VMD but decomposes a signal into two modes, the desired mode and residual
signal, which avoids the trouble of determining the modes number associated with VMD.
However, in the application of a rolling bearing fault diagnosis, it is often difficult to deter-
mine the initial center frequency and also not easy to optimize the balancing parameter
for VME [35]. Based on this, Nazari and Sakhaei proposed an efficient and fast adaptive
signal decomposition method named Successive-VMD (SVMD) [36]. In essence, the imple-
mentation of SVMD is done by successively applying VME on a signal. SVMD not only
avoids the need to know the number of modes and has lower computational complexity in
contrast to VMD, but also skirts the problem of initial center frequency determination in
VME. Nevertheless, SVMD is confounded by the basic trouble of difficulty optimizing the
balancing parameter. Different balancing parameter values would likely lead to different
numbers of modes. Moreover, how to select the useful mode containing fault characteristic
information from the multiple modes obtained by SVMD also remains an important issue
needing further study.

Based on the above analysis, this paper proposes a rolling bearing fault diagnosis
method based on SVMD, in which the target mode containing ideal fault characteristic
information is selected from the modes using a novel index, named the energy concentration
and position accuracy (EP) index. Accordingly, the line search method is adopted to achieve
the globally optimal value for the balancing parameter of SVMD. The subsequent sections
of this paper are organized as follows. The SVMD algorithm is briefly introduced in
Section 2. Section 3 explains the principle of the proposed EP index. In Section 4, the line
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search method for the optimal value of the balancing parameter and the corresponding
SVMD method for rolling bearing fault diagnosis are summarized. The simulation signal
analysis using the SVMD method and the EP index is described in Section 5. Three datasets
associated with three kinds of rolling bearing faults are used to verify the effectiveness of
the proposed method in Section 6. Concluding remarks are presented in Section 7.

2. Successive Variational Mode Decomposition

Essentially, the SVMD of a signal x(t) requires successively performing VME on the
signal x(t) until all modes are extracted, or the reconstruction error, defined as the error
between the original signal x(t) and sum of the modes, is less than a given threshold [36].
In order to achieve the SVMD method, the original signal x(t) is first assumed to be
decomposed into two signals, i.e., the Lth mode uL(t) and residual signal xr(t):

x(t) = uL(t) + xr(t) (1)

where the residual signal xr(t) is also composed of two parts, i.e., the sum of the previously
obtained modes and the unprocessed part xu(t) of the original signal x(t):

xr(t) =
L−1

∑
i=1

ui(t) + xu(t) (2)

The SVMD method for the Lth mode uL(t) extraction is established based on four criteria,
which are briefly described as follows [36]: (1) Each mode should be compact around its
center frequency; (2) the spectral overlap between uL(t) and xr(t) should be minimized;
(3) the energy of uL(t) at frequencies around the center frequencies of the previously
obtained modes should also be minimized; (4) the original signal x(t) should be completely
reconstructed from the L modes and xu(t). Hence, when the L − 1 modes are known,
the task of the Lth mode extraction can be transformed into a constrained minimization
problem, as follows:

min
uL ,ωL ,xr

{
α‖∂t

[(
δ(t) + j

πt

)
∗ uL(t)

]
e−jωLt‖2

2
+ ‖βL(t) ∗ xr(t)‖2

2 +
L−1
∑

i=1
‖βi(t) ∗ uL(t)‖2

2

}
subject to :uL(t) + xr(t) = x(t)

(3)

where ωL is the center frequency of the Lth mode, α is a parameter for balancing, ∂t
denotes the partial derivative with time t, δ(t) is the Dirac function, and * is the convolution
operator. β(t) is the impulse response of the filter β̂(ω) used to filter the frequencies in xr(t)
overlapping with uL(t) to satisfy criterion (2). The filter β̂(ω) can be expressed as:

β̂(ω) =
1

α(ω − ωL)
2 (4)

where βi(t) is the impulse response of the filter β̂i(ω) used to filter the frequencies in ui(t)
overlapping with uL(t) to satisfy criterion (3). The filter β̂i(ω) can be expressed as:

β̂i(ω) =
1

α(ω − ωi)
2 , i = 1, 2, · · ·, L − 1 (5)

To convert the constrained minimization problem described in Equation (3) into an
unconstrained optimization problem, the quadratic penalty term and Lagrangian multiplier
λ are jointly introduced to establish the augmented Lagrangian function, as follows:

L(uL, ωL, λ) = α‖∂t

[(
δ(t) + j

πt

)
∗ uL(t)

]
e−jωLt‖2

2
+ ‖βL(t) ∗ xr(t)‖2

2 +
L−1
∑

i=1
‖βi(t) ∗ uL(t)‖2

2

+‖x(t)−
(

uL(t) +
L−1
∑

i=1
ui(t) + xu(t)

)
‖

2

2
+

〈
λ(t), x(t)−

(
uL(t) +

L−1
∑

i=1
ui(t) + xu(t)

)〉 (6)
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According to the Parseval’s theorem, Equation (6) can be converted to the frequency
domain form and be rewritten as:

L(uL, ωL, λ) = α‖j(ω − ωL)[(1 + sgn(ω)) · ûL(ω)]‖2
2 + ‖β̂L(ω) ·

(
x̂u(ω) +

L−1
∑

i=1
ûi(ω)

)
‖

2

2
+

L−1
∑

i=1
‖β̂i(ω) · ûL(ω)‖2

2

+‖x̂(ω)−
(

ûL(ω) + x̂u(ω) +
L−1
∑

i=1
ûi(ω)

)
‖

2

2
+

〈
λ̂(ω), x̂(ω)−

(
ûL(ω) + x̂u(ω) +

L−1
∑

i=1
ûi(ω)

)〉 (7)

As in the VMD and VME methods, the alternate direction method of multipliers
(ADMM) algorithm is also used to iteratively solve the above minimization problem, and
the specific solution process can be seen in Reference [36]. The final iteratively updating
equations of ûL(ω), ωL, and λ̂(ω) are given as follows:

ûn+1
L (ω) =

x̂(ω) + α2(ω − ωn
L)

4 · ûn
L(ω) + λ̂(ω)

2[
1 + α2(ω − ωn

L)
4
]
·
[

1 + 2α(ω − ωn
L)

2 +
L−1
∑

i=1

1
α2(ω−ωn

i )
4

] (8)

ωn+1
L =

∫ ∞
0 ω

∣∣∣ûn+1
L (ω)

∣∣∣2dω∫ ∞
0

∣∣∣ûn+1
L (ω)

∣∣∣2dω

(9)

λ̂n+1 = λ̂n + τ

⎡⎢⎢⎢⎣x̂(ω)−

⎛⎜⎜⎜⎝ûn+1
L (ω) +

α2(ω − ωn+1
L )

4
(

x̂(ω)− ûn+1
L (ω)− L−1

∑
i=1

ûi(ω)

)
− L−1

∑
i=1

ûi(ω)

1 + α2(ω − ωn+1
L )

4 +
L−1

∑
i=1

ûn+1
i (ω)

⎞⎟⎟⎟⎠
⎤⎥⎥⎥⎦ (10)

where x̂(ω) represents the Fourier transform of the original signal x(t), ûn
L(ω) represents the

Fourier transform of the Lth mode un
L(t) in the nth iteration with the center frequency ωn

L,
n is the number of iterations, and τ is the iteration step length. Accordingly, the complete
algorithm for SVMD is described in Algorithm 1 [36].

Algorithm 1. SVMD

Input x(t)
Set α, ε1, ε2 and σ2

Initialize, L←0
repeat

L ← L + 1
Initialize û1

L, λ̂1, ω1
L, L←0

repeat

n ← n + 1
(1) Update ûL according to Equation (8) for all ω ≥ 0
(2) Update ωL according to Equation (9)
(3) Update λ̂ according to Equation (10) using Dual Ascent method for all ω ≥ 0

until convergence: ‖ûn+1
L (ω)−ûn

L(ω)‖2
2

‖ûn
L(ω)‖2

2

< ε1

until convergence:

∣∣∣∣∣σ2 − 1
T ‖x(t)− L

∑
i=1

u(t)‖
2

2

∣∣∣∣∣/σ2 < ε2

Based on the process of Algorithm 1, SVMD can be considered as the solution of K
optimization problems or the solutions of K one-dimensional optimization problems at
each frequency, and thus has a lower computational complexity than VMD, which is a
solution of the K-dimensional optimization problem [36]. Such a superiority of SVMD over
VMD was verified in Reference [36]. During the implementation of SVMD, the update
parameter τ is often set as zero to accelerate the algorithm convergence. The values of the
convergence tolerance, ε1 and ε2, can be set to small positive values in accordance with
different requirements. σ2 is an approximate value of the additive white noise power in the
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original signal x(t), which can be estimated using some filters, such as the Savitzky–Golay
filter. The most important parameter in the SVMD algorithm is the balancing parameter
α. A small α value may cause the mode mixing problems [36]. For a rolling bearing fault
feature extraction, mode mixing means the fault characteristic mode may be seriously
interfered by other components or noise. However, if the α value is too high, a lot of
modes may be generated, most of which are noise or interference components, increasing
the difficulty of the useful target mode selection, and the algorithm convergence may be
affected. Therefore, the α value determination for SVMD is a very important but challenging
task, as the proper α value usually varies in a large range for different signals. In addition, as
there are a number of modes obtained by SVMD, it is often difficult to select the target mode
containing the ideal fault characteristic information for a rolling bearing fault diagnosis.

In view of the existing shortcomings in SVMD, we propose a novel index named as
the EP index to evaluate the modes obtained by SVMD and accordingly take the line search
method to achieve the optimal value of the balancing parameter. Based on these studies,
we propose a rolling bearing fault diagnosis method and use a simulated vibration signal
of a faulty rolling bearing and three experimental vibration datasets from a rolling bearing
testbed to evaluate the performance of the proposed method.

3. The EP Index

In this section, we propose the EP index to evaluate the modes obtained by SVMD and
indicate the target mode among the modes. The EP index is based on the squared envelope
spectrum (SES) analysis of each mode, and its principle is described in detail as follows.

3.1. Squared Envelope Spectrum

The purpose of bearing vibration signal processing is to extract the fault features, the
most important of which is the FCF. An efficient and direct method for FCF extraction
from a bearing vibration signal is the SES analysis. Given a vibration signal x(t) of a rolling
bearing, its SES calculation mainly includes three steps [37].

Step 1: Filter x(t) around a resonance frequency to remove noise and highlight the
structural natural vibration characteristics caused by the impact excitation of bearing
damage, and the band-pass filtered signal is expressed as xf(t).

Step 2: Calculate the squared absolute value of the analytic signal of xf(t) to obtain
the squared envelope (SE) signal:

SE(t) = |xf(t) + j · H[xf(t)]|2 (11)

where H(·) denotes the Hilbert transform.
Step 3: Calculate the squared absolute value of the Fourier transform (FT) of the

squared envelope signal SE(t) to obtain the SES:

SES( f ) = |FT[SE(t)]|2 (12)

where FT(·) denotes the Fourier transform.

3.2. The EP Index

After a vibration signal of rolling bearing is processed by SVMD, how to evaluate the
performance of each extracted mode is of great significance, which has important influence
on the value determination of the key parameter α in SVMD and the useful target mode
selection. As a rolling bearing mainly consists of an inner race, outer race, and balls, which
are prone to damage, we focus on the three corresponding FCFs, i.e., the inner race FCF
(f ir), the outer race FCF (f or), and the ball FCF (f ba), of which the theoretical values of a
given rolling bearing can be calculated directly. For a mode extracted by SVMD, if it is the
expected target mode that contains complete and pure fault characteristics, its SES should
satisfy two conditions, described as follows.
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(1) Energy concentration: The energy of the SES should concentrate around one of the
rolling bearing FCFs as much as possible, and the energy at other frequencies should be
as little as possible. Hence, in the SES of the target mode, the amplitude corresponding to
the possible FCF should be maximal, whereas the amplitudes at other frequencies should
be very low. Accordingly, we propose an index to evaluate the energy concentration
of the possible FCF component in the SES of a mode. This index is named the energy
concentration (EC) index and calculated with the following two steps.

Step 1: Normalize the SES amplitudes using the following equation:

NS(n) =
SES(n)

max[SES(n)]
(13)

where SES(n) (n = 1, 2, . . . , N) is the discrete form of SES(f ), and N is the number of
frequency points.

Step 2: Sort the amplitudes of NS(n) in descending order to obtain the amplitude
sequence SNS(n) and calculate the average value of the differences between the first
amplitude and the following K amplitudes to obtain the EC index:

EC =
1
K

K

∑
k=1

[SNS(1)− SNS(1 + k)] (14)

where, in this paper, the value of K is uniformly set as 10. According to the calculation
process, 0 ≤ EC ≤ 1 and the EC index of the target mode should be maximal.

(2) Position accuracy: In the SES of the target mode, the frequency corresponding to
the maximum energy should be one of the rolling bearing FCFs. It also means that the
deviation between the frequency corresponding to the maximum amplitude of the SES and
one of the rolling bearing FCFs should be minimized. Consequently, we also propose an
index to evaluate the position accuracy of the maximum amplitude of the SES. This index
is named the position accuracy (PA) index and calculated using the following two steps.

Step 1: Find the frequency value corresponding to the maximum amplitude of the SES,
which is expressed as f ma.

Step 2: Calculate the PA index as follows:

PA =

(
M

∏
m=1

| fma − fm|
)1/M

(15)

where, in this paper, fm (m = 1, 2, . . . , M) are the FCFs of the inner race, outer race, and
ball of the rolling bearing, and thus, M = 3, f 1 = f ir, f 2 = f or, f 3 = f ba. When one of the three
components of the rolling bearing fails, its FCF extracted from the vibration signal will
make the PA index close to or equal to zero.

Combining the EC index with the PA index, we propose a new comprehensive index to
evaluate the rolling bearing-related fault characteristic information in the extracted modes
by SVMD. This index is named the energy concentration and position accuracy (EP) index
and defined as follows:

EP =
1

ECp + β · PA (16)

where p is the adjustment coefficient and β is the balancing coefficient. Actually, the value
of the PA index is several orders of magnitude larger than the value of the EC index and,
thus, in order to compensate for this numerical gap, β can be calculated directly as follows:

β =
EC

EC + PA
(17)

With regard to the inner race or outer race damage of the rolling bearing, the corre-
sponding FCF represented in the SES of the target mode is usually lightly interfered by
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other frequency components and can achieve a stable value close to the theoretical value.
There is no need to make too many adjustments between the EC and PA index, hence, p = 1.
However, due to the effect of random slippage of the balls, the FCF of balls is difficult
to maintain as a stable value and may deviate greatly from the theoretical value. In this
situation, there should be a larger weight for the PA index. In other words, the weight for
the EC index should be shrunk, and p should be taken a positive value less than 1, such as
p = 0.5. For the expected target mode extracted from a rolling bearing vibration signal, it
should contain complete and sufficient fault characteristic information, and the EP index
value of its SES should be minimized. Based on the above analysis, the EP index can be
used to optimize the balancing parameter α for SVMD and to select the target mode from
the results of SVMD.

4. The Rolling Bearing Fault Diagnosis Method Based on SVMD and the EP Index

Considering the SVMD algorithm principle and the vibration signal characteristics of
a faulty rolling bearing, this paper proposes a rolling bearing fault diagnosis method based
on SVMD combined with the EP index. In the original SVMD method, there is actually only
one key parameter, i.e., the balancing parameter α. Therefore, for simplicity, the line search
method is directly used to obtain a globally optimal value for the balancing parameter α in
a given range. Since the SVMD algorithm is not very sensitive to α as long as the value of α
varies within a narrow range, the step length of α variation can be taken to be a relatively
large value for a fast search. The flow chart of the proposed rolling bearing fault diagnosis
method is shown in Figure 1. The main steps are described as follows.

 
Figure 1. Process flow of rolling bearing fault diagnosis based on SVMD and the EP index.

Step 1: The value range of α is set as [αmin, αmax], and its increasing step length is set
as sα. Then, α increases step by step from αmin, and in the mth step, the α value is expressed
as αm = αmin + (m − 1)·sα.

Step 2: The SVMD algorithm is implemented with the corresponding parameter
balancing αm in each step for the rolling bearing vibration signal to obtain a series of
modes. The value of the EP index for each mode is calculated, and then the mode with
the minimum EP value expressed as minEP(m) is selected as the target mode, whose order
number is the nth mode expressed as ON(m).
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Step 3: After α increases to αmax and the relevant calculation of the last step is com-
pleted, the αm–minEP(m) and αm–ON(m) curves are plotted. In the αm–minEP(m) curve, the
α value corresponding to the minimum minEP(m) value is selected as the globally optimal
α value and expressed as αopt.

Step 4: The SVMD algorithm is implemented with the balancing parameter value of
αopt for the rolling bearing vibration signal to obtain a series of modes, among which the op-
timal target mode is selected according to the order number at αopt in the αm–ON(m) curve.

Step 5: SES analysis is performed for the optimal target mode to extract the FCF and
diagnose the rolling bearing fault.

5. Simulation Analysis

In this section, a simulated vibration signal of a faulty rolling bearing is constructed
to evaluate the efficiency of the proposed method. Considering a rolling bearing running
with constant speed and assuming its inner race, outer race, or rollers have local damage,
the excited vibration signal can be modeled as a series of periodic transient impulse
features [38,39], and the vibration acceleration signal x(t) measured from the rolling bearing
can be modeled as Equations (18)–(20):

x(t) = s(t) + n(t) (18)

s(t) =
M

∑
m=1

Ame−ζ(t−mTp−∑m
i=1 τi)cos

(
2π fn(t − mTp −

m

∑
i=1

τi)

)
· u(t − mTp −

m

∑
i=1

τi) (19)

Am = 1 + am · cos(2π frt) (20)

where s(t) is an ideal impulsive vibration signal with no noise; n(t) is white Gaussian noise;
M is the number of the fault impulses induced by the local damage; Am is the amplitude
of the mth fault impulse; am is the amplitude modulation coefficient, where 0 < am < 1; f r
is the rotating frequency of the bearing; ζ is the structural damping coefficient; Tp is the
time period between two consecutive fault impulses, and Tp = 1/f c, in which fc represents
the FCF of inner race, outer race, or balls; τi (i = 1, 2, . . . , M) represents the effect of
random slippage of the balls and can be assumed to be a zero mean, uniformly distributed
random sequence with a standard deviation of 0.01 Tp~0.02 Tp; ωr is the excited resonance
frequency; and u(t) represents the unit step function.

The vibration signal of a faulty rolling bearing can be generated by setting the ap-
propriate values for the relevant parameters. The parameters are set as ζ = 700 N.s/m,
f c = 120 Hz, Tp = 0.0083 s, and ωr = 8000π rad/s. The amplitude sequences am (m = 1, 2, . . . ,
M) are obtained from a normal distribution with a mean of 0.5 and a standard deviation of
0.3. The standard deviation of the random sequences τi (i = 1, 2, . . . , M) is set as 0.015 Tp.
The sampling frequency f s is set as 16,000 Hz, and the number of sampling points is 3000.
The vibration signal s(t) with ideal fault impulse features is shown in Figure 2. Then, s(t)
is mixed with white Gaussian noise n(t) to achieve a simulated vibration signal x(t) with
a signal-to-noise ratio (SNR) of −13 dB. The simulation vibration signal x(t) is shown in
Figure 3a. The SNR of x(t) is so low that the fault-related impulsive features are completely
overwhelmed by the noise and almost impossible to identify. The FCF is also unable to be
extracted by SES, as shown in Figure 3b, in which the amplitudes of SES are normalized
using the division-by-maximum method, and thus the ordinate represents the normalized
amplitude, abbreviated as Norm. Amp.
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Figure 2. Vibration signal s(t) with fault-related impulsive features.

 
(a) (b) 

Figure 3. The simulated vibration signal x(t): (a) time−domain waveform and (b) SES.

To apply the SVMD algorithm to process the simulated vibration signal x(t), we first
need to find a relatively optimal value for the balancing parameter α of SVMD. Subsequently,
we let α increase gradually from a minimum value of 50 to a maximum value of 5000 at a
step size of 50. In each step of α increase, x(t) is decomposed using the SVMD algorithm
with the corresponding α value to obtain a series of modes, and the EP index value is
calculated for each mode. One thing to note is that, in this simulated signal, only one FCF
is involved, i.e., f c = 120 Hz. The calculation of the PA index shown in Equation (15) should
be accordingly modified as follows:

PA = | fma − fc| (21)

Then, the mode with the minimum EP index value is selected as the target mode in the
current step. After α increases to the maximum value and the last target mode is achieved,
we can draw the relationship curve between the α value and the EP index value of the
target mode in each step of α increase, which is shown in Figure 4a. At the same time, we
can also draw the relationship curve between the α value and the order number of the
target mode among the decomposed modes in each step, which is shown in Figure 4b.

  
(a) (b) 

Figure 4. Relationship between the α value and (a) the EP index value and (b) order number of the
target mode in each step of α increase.

Figure 4a shows that when the α value is 950, the EP index of the obtained target mode
acquires a global minimum value, and thus the optimal value of α is achieved, expressed as
αopt = 950. Meanwhile, Figure 4b shows that, when the α value is 950, the target mode is the
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third mode. What we need to highlight is that, as the α value varies, both the total number
of modes obtained by SVMD and the order number of the target mode are very likely to
change accordingly. When the α value is large, there may be a large number of modes
obtained due to narrow bandwidth, and it is always difficult to select the target mode. If
the α value is set improperly, the selected target mode may not be a useful mode that can
be used for the rolling bearing fault diagnosis. The existences of these problems reflect the
necessity of this study, and the solutions of these problems represent the significance of
this paper.

Now, we set the balancing parameter α of SVMD as αopt = 950, and the decomposition
results along with the corresponding squared envelope spectra of all modes are shown in
Figure 5. The EP index values of all modes are shown in Figure 6. It can be seen that the
total number of the modes is 5 and the third mode achieves the minimum value for the
EP index, which is consistent with the result shown in Figure 4b. Therefore, the optimal
target mode is the third mode, with details shown in Figure 7a, and its specific SES shown
in Figure 7b. The extracted FCF is f = 122.667 Hz, which is basically consistent with the
theoretical FCF of 120 Hz. The difference between the two values is caused by the effect
of random slippage of the balls, considered in the simulated signal model, and the heavy
noise. The process and results of the simulation analysis validate that the proposed EP
index can effectively indicate the target mode from the results of SVMD, and the proposed
method can successfully extract the simulated fault feature from the vibration signal with a
low SNR, and thus be used for rolling bearing diagnosis.

u1

u2

u3

u4

u5

Figure 5. Results of the simulated vibration signal x(t) obtained using SVMD with αopt = 950.

Figure 6. The EP index values of all modes.
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(a) (b) 

Figure 7. The optimal target mode: (a) time−domain waveform and (b) SES.

For comparison, the simulated vibration signal x(t) is processed using VMD. In the
implementation of VMD, the number of modes is set as 5, and the balancing parameter
α value is set as 950, which are the same as those described in the previous analysis of
SVMD. The results obtained by VMD are shown in Figure 8. The target mode is also
the third mode shown in Figure 9a, and its SES is shown in Figure 9b. On the premise
of reasonable parameter settings, VMD can also successfully extract the simulated FCF
of 122.667 Hz. As the FCFs extracted by SVMD and VMD have the same value, the PA
indices of the corresponding target modes, calculated by Equation (15) or (21), achieve the
same value. However, the EC index of the target mode obtained by SVMD is calculated to
be 0.7264 according to Equation (14), while the EC index of the target mode obtained by
VMD is calculated to be 0.7264. According to the definition of the EC index, the greater
value of the EC index means that the fault characteristic component in the target mode
is more prominent, and the degree of suppression of interference components with high
energy is better. Therefore, in terms of the EC index, the performance of SVMD has certain
superiority over VMD. Additionally, as VMD has two key parameters, i.e., the number of
modes and balancing parameter α, needing to be set reasonably or optimized, while SVMD
has only one, i.e., the balancing parameter α, the implementation of the SVMD method is
more efficient than that of the VMD method under the same conditions.

u1

u2

u3

u4

u5

Figure 8. Results of the simulated vibration signal x(t) obtained by VMD.
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(a) (b) 

Figure 9. The target mode obtained by VMD: (a) time−domain waveform and (b) SES.

6. Experimental Evaluation

In this section, the effectiveness of the proposed rolling bearing fault diagnosis method
is investigated using three experimental vibration datasets. We focus on the fault feature
extraction for the inner race, outer race, and balls of the rolling bearing. Based on this,
we use the proposed method to extract the actual FCF from the vibration dataset of the
rolling bearing and then compare the possible FCF with the theoretical FCFs of the three
components mentioned above. The component whose FCF is closest to the actual FCF
can be considered as the faulty component. This is the basic principle of the proposed
method for rolling bearing fault diagnosis. According to the previous analysis, we express
the theoretical FCFs of the inner race, outer race, and balls of the rolling bearing as f ir, f or,
and f ba, respectively. Then, the PA index shown in Equation (15) needs to be specifically
modified as Equation (22):

PA = (| fma − fir| · | fma − for| · | fma − fba|)1/3 (22)

The calculation of the EP index should also be adjusted accordingly.
In the study of this paper, the experimental datasets associated with the rolling bearing

come from the Bearing Data Center of Case Western Reserve University [40]. The bearing
testbed is shown in Figure 10, which consists of a driving motor (left), a torque trans-
ducer/encoder (center), and a dynamometer (right). The driving motor shaft is supported
by the test bearing, which was implanted with single point fault using electro-discharge ma-
chining. Vibration data associated with the test bearing were collected using accelerometers.
Vibration signals were collected using a 16-channel DAT recorder and were post processed
in a Matlab environment. The sampling frequency of vibration data was 12,000 Hz. Speed
and horsepower data were collected using the encoder and torque transducer, respec-
tively. All the datasets to be analyzed were selected as the vibration datasets of the drive
end bearing.

 

Figure 10. Rolling bearing testbed.

6.1. Inner Race Fault-Related Vibration Dataset Analysis

In this case, we chose the test bearing with a single fault in the inner race, which
was 0.007” in diameter and 0.011” in depth. The motor load was set as 3 HP. The actual
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speed of the motor was 1721 rpm, measured by the encoder, and thus the corresponding
rotational frequency was f r = 1721/60 = 28.6833 Hz. Then, the theoretical FCF of the inner
race was calculated as f ir = 5.4152·f r = 155.3260 Hz, the theoretical FCF of the outer race
was calculated as f or = 3.5848·f r = 102.8240 Hz, and the theoretical FCF of the ball was
calculated as f ba = 4.7135·f r = 135.1989 Hz.

The length of the sampled vibration data associated with the inner race fault was
122,917, and its mean value and standard deviation value were 0.0047 and 0.3136, respec-
tively. A dataset selected from the sampled vibration data is shown in Figure 11a, and its
mean value and standard deviation value are 0.0048 and 0.3128 respectively. The SES of the
dataset is shown in Figure 11b, in which the actual extracted FCF is 156 Hz, consistent with
the theoretical FCF of the inner race. Nevertheless, in order to verify the effectiveness of
the proposed method, this vibration dataset was further processed using SVMD.

  
(a) (b) 

Figure 11. Vibration dataset associated with the inner race fault: (a) time−domain waveform and
(b) SES.

To find an optimal value for the balancing parameter α of SVMD, the α value was
set to increase from 50 to 5000 at a step size of 50. In each step of α increase, SVMD was
first implemented with the current α value for this vibration dataset to obtain a number
of modes, then the EP index of each mode was calculated according to Equation (16), and
finally the mode indicated by the minimum EP value was considered as the target mode
corresponding to current step. When the α value increased to 5000 and the last target
mode was achieved, the relationship curves between the α value and the EP index and
order number of the target mode in each step were plotted, as shown in Figure 12. It
can be seen that, when the α value is 1450, the EP index achieves an global minimum
value, and the corresponding target mode is the ninth mode. Hence, we set the optimal
value for the balancing parameter α of SVMD to be αopt = 1450 and applied the SVMD
algorithm to decompose the vibration dataset in this case. The decomposition results
are shown in Figure 13. The variation curve of the EP index for each mode is shown in
Figure 14. It can be seen that the ninth mode has the minimum value of the EP index,
and it was thus chosen as the optimal target mode, which is consistent with the result in
Figure 12b. The optimal target mode containing the complete fault information about the
inner race is shown with details in Figure 15a, and its SES is shown in Figure 15b. It can be
seen that the actual extracted FCF is 156 Hz, which closely matches the theoretical FCF of
the inner race, i.e., 155.3260 Hz, and other frequency components acting as interferences
are well suppressed. As noise interference is inevitable in the rolling bearing vibration
signal, and the rolling bearing speed is impossible to keep strictly constant due to rolling
surface damage, there inevitably exists a difference between the actual extracted FCF
and theoretical FCF. However, this difference is very small and perfectly acceptable. The
experimental result of this case verifies the effectiveness of the proposed EP index and
SVMD method for the rolling bearing inner race fault diagnosis.
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(a) (b) 

Figure 12. Relationship between the α value and (a) the EP index value and (b) order number of the
target mode at each step of α increase.
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Figure 13. Results of the vibration dataset associated with the inner race fault obtained using SVMD
with αopt = 1450.

Figure 14. The EP index of each mode.
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(a) (b) 

Figure 15. The optimal target mode: (a) time−domain waveform and (b) SES.

As a comparison, the vibration dataset of this case was decomposed using VMD. In the
implementation of VMD, the number of modes was determined as 9 by experiments, and
the balancing parameter α was optimally set as 500 using the line search method described
previously. Among the modes obtained by the VMD method, the target mode was also the
ninth mode, which is specifically shown in Figure 16a, and its SES is shown in Figure 16b.
The FCF extracted by VMD is the same as that extracted by SVMD, which means that the
PA indices of the target modes extracted by VMD and SVMD achieved the same value
according to Equation (22). Nevertheless, the EC index of the target mode extracted by
SVMD was calculated to be 0.8147 and was higher than that of the target mode extracted by
VMD, which was calculated to be 0.7942. In this scenario, compared with the VMD method,
the SVMD method is more effective in high energy interference components’ suppression.

  
(a) (b) 

Figure 16. The target mode obtained by VMD: (a) time−domain waveform and (b) SES.

6.2. Outer Race Fault-Related Vibration Dataset Analysis

In this case, the single implanted fault in the outer race of the test bearing was 0.021
in diameter and 0.011 in depth and located at six o’clock. The motor load was set as 3 HP.
The measured motor speed was 1721 rpm using the encoder, and thus the corresponding
rotational frequency was f r = 1721/60 = 28.6833 Hz. As the test bearing in this case is the
same as the previous case, the theoretical FCF of the inner race was f ir = 155.3260 Hz, the
theoretical FCF of the outer race was f or = 102.8240 Hz, and the theoretical FCF of the ball
was f ba = 135.1989 Hz.

The length of the sampled vibration data with regard to the outer race fault was 121,991
and its mean value and standard deviation value were 0.0035 and 0.5590, respectively. A
dataset selected from the sampled vibration data is shown in Figure 17a, and its mean value
and standard deviation value are 0.0030 and 0.5511, respectively. The SES of the dataset is
shown in Figure 17b. Despite the significant impulsive features in Figure 17a, they do not
show obvious periodicity and fail to relate with the FCF of the outer race. In addition, since
the fault characteristic component indicated by the extracted actual FCF of 102 Hz is not
dominant in the SES, and a lot of strong interference components exist, it is non-rigorous to
assert that the outer race is faulty.
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(a) (b) 

Figure 17. Vibration dataset associated with the outer race fault: (a) time−domain waveform and
(b) SES.

To apply the SVMD method to the dataset process of this case, the optimal value of the
balancing parameter α was searched in the range 50–10,000, and then the α value increased
from 50 to 10,000 at a step size of 50. The finally obtained relationship curves between the α
value and the EP index and order number of the target mode in each step of α increase are
shown in Figure 18. It can be seen that the optimal value of α is αopt = 6650 because the
corresponding target mode obtained by SVMD has the global minimum value for the EP
index, and this optimal target mode is the eighth mode among the decomposition results.
For more details, this dataset was decomposed using SVMD with the obtained optimal α
value of 6650. The total number of the decomposed modes is 13, and the EP index of each
mode is shown in Figure 19. The eighth mode with the minimum value of the EP index is
the target mode, which is also consistent with the result indicated in Figure 18b. The target
mode along with its SES is represented in Figure 20. From Figure 20b, we can see that as
interference components are greatly removed or suppressed, the actual FCF of 102 Hz is
extracted successfully, and the outer race is faulty, since the theoretical FCF of the outer
race is 102.8240 Hz. Due to noise interference and very tiny variations of the bearing speed
caused by the rolling surface damage, the difference between the actual extracted FCF and
theoretical FCF is inevitable but perfectly acceptable. This result suggests that, with the
help of the proposed EP index, the target mode can be well selected from the multiple
modes obtained by SVMD, and the SVMD method with the optimized balance parameter
can effectively extract the fault characteristics of outer race for the rolling bearing.

  
(a) (b) 

Figure 18. Relationship between the α value and (a) the EP index value and (b) order number of the
target mode at each step of α increase.

Figure 19. The EP index value of each mode.
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(a) (b) 

Figure 20. The optimal target mode: (a) time−domain waveform and (b) SES.

Now, we further use the VMD method to decompose the dataset in this case. According
to the preceding analysis, we set the number of modes as 13 and the balancing parameter
as 6650. In fact, this set of values is also a set of relatively optimal values for VMD, which
has been validated by the linear search method mentioned previously. Among the results,
the target mode is the fourth mode, as Figure 21a shows, and its SES is represented in
Figure 21b. Although the VMD method is also able to extract the accurate FCF, in practice,
it is cumbersome to acquire a set of relatively optimal values for the number of modes and
balancing parameter of VMD. By comparison, the SVMD method is easier to implement.
In addition, the EC index values of the target modes extracted by SVMD and VMD were
calculated to be 0.6953 and 0.6406, respectively, which indicates that the target mode
extracted by SVMD has lower energy interference components and, correspondingly, its
fault characteristic component is more prominent.

 
(a) (b) 

Figure 21. The target mode obtained by VMD: (a) time−domain waveform and (b) SES.

6.3. Ball Fault-Related Vibration Dataset Analysis

In this case, one of the balls in the test bearing had a single implanted fault with 0.028”
diameter and 0.011” depth. The motor load was set as 3 HP. The approximate speed of the
motor was 1730 rpm, and the corresponding rotational frequency was f r = 1730/60 = 28.83 Hz.
Hence, the theoretical FCF of the inner race was calculated as f ir = 5.4152·f r = 156.1202 Hz,
the theoretical FCF of the outer race was calculated as f or = 3.5848·f r = 103.3498 Hz, and
the theoretical FCF of the ball was calculated as f ba = 4.7135·f r = 135.8902 Hz.

The length of the sampled vibration data corresponding to the ball fault was 120,984,
and its mean value and standard deviation value were 0.0190 and 2.1449, respectively.
A dataset selected from the sampled vibration data, together with its SES, is shown in
Figure 22. The mean value and standard deviation value of the dataset were 0.0142 and
2.1156, respectively. As in the SES, the interference components were dominant and the
fault characteristic component itself was quite weak; it is a challenging task to identify the
correct FCF and judge that a ball in the rolling bearing is faulty. Hence, we further used
the SVMD method to analyze this vibration dataset. To determine a proper value for the
balancing parameter α of SVMD, the α value was increased from 50 to 10,000 at a step size
of 50, and in each step, the target mode among the decomposed modes by SVMD was
selected with the help of the EP index. Eventually, we could obtain the relationship curves
between the α value and the EP index, as well as the order number of the target mode in
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each step of α increase, all of which are shown in Figure 23. It can be seen that when the
α value is 2700, the target mode obtained by SVMD has the global minimum value for
the EP index. Therefore, in this case, the optimal value for the balancing parameter α of
SVMD is determined as αopt = 2700, and the corresponding target mode is the sixth mode
indicated in Figure 23b. Then, the vibration dataset of the faulty ball was decomposed
by SVMD with the optimal α value of 2700 and the results are shown in Figure 24. The
EP index values of all modes are displayed as Figure 25. Hence, the optimal target mode
is the sixth mode with the minimum value of the EP index, which is in agreement with
the result in Figure 23b. To be specific, the optimal target mode and its SES are shown in
Figure 26. It can be seen that the fault characteristic component is the strongest, and the
FCF of the ball, i.e., 135 Hz, can be easily identified, which is very close to the theoretical
value of 135.8902 Hz. Considering the effect of random slippage of the balls, as well as the
noise interference and the slight fluctuation of the bearing speed caused by rolling surface
damage, there inevitably exists a difference between the actual FCF and theoretical FCF of
the ball. Nevertheless, the actual extracted FCF is accurate enough and acceptable. Such
a result shows that, guided by the proposed EP index, the SVMD method can effectively
extract the useful fault characteristic information from rolling bearing vibration signal with
strong interferences.

  
(a) (b) 

Figure 22. Vibration dataset associated with the ball fault: (a) time−domain waveform and (b) SES.

  
(a) (b) 

Figure 23. Relationship between the α value and (a) the EP index value and (b) order number of the
target mode at each step of α increase.

Lastly, the vibration dataset of this case was also decomposed by the VMD method
for comparison. The balancing parameter α of VMD was set as the optimal value of 2700
used in the SVMD method. The number of modes was set as 20, which is an optimal value
determined by multiple experiments. In the results obtained by VMD, the target mode was
the 18th mode, whose waveform and SES are shown in Figure 27. It can be seen that, as
long as the parameters are set properly, VMD is also able to extract the FCF of the rolling
bearing ball from the vibration dataset. However, it is important to note that, in a practical
application, the two key parameters of VMD are not easy to determine. As only one key
parameter, i.e., the balancing parameter α, needs to be optimized in SVMD, the SVMD
method shows higher efficiency than the VMD method under the same conditions. For
further comparison, the EC indices of the target modes extracted by SVMD and VMD
were calculated according to Equation (14) and achieved the values of 0.5702 and 0.4793,
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respectively. In this case, the target mode extracted by SVMD also has a better EC index
and more prominent fault characteristic component.
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u7

Figure 24. Results of the vibration dataset associated with the ball fault obtained using SVMD with
αopt = 2700.

Figure 25. The EP index value of each mode.

 
(a) (b) 

Figure 26. The optimal target mode: (a) time−domain waveform and (b) SES.
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(a) (b) 

Figure 27. The target mode obtained by VMD: (a) time−domain waveform and (b) SES.

7. Conclusions

In this paper, we propose a rolling bearing fault diagnosis method based on SVMD and
the EP index. As there is only the balancing parameter needing to be optimized for SVMD,
the SVMD method is more feasible to implement than the VMD method, which needs to
optimize the number of modes and balancing parameter simultaneously. Nevertheless,
it is not easy to determine the optimal value of the balancing parameter for SVMD, and
the target mode containing ideal fault characteristic information is difficult to select from
the multiple modes obtained by SVMD. In view of the existing shortcomings of SVMD,
which are also true in VMD, the new proposed EP index can effectively indicate the target
mode from the results of SVMD. Accordingly, an optimal value for the balancing parameter
of SVMD can be easily achieved using the line search method guided by the EP index.
The simulation and experimental results verify the effectiveness and practicability of the
EP index and also demonstrate that the SVMD method has strong anti-noise and anti-
interference ability, and thus can successfully extract the fault feature from vibration signal
to realize the rolling bearing fault diagnosis. In addition, quantified by the new proposed
EC index, the SVMD method shows better performance in interference suppression and
fault feature enhancement than the VMD method. In the future, we may apply the SVMD
method and EP index to fault feature extraction and fault diagnosis for a multistage gearbox,
especially the wind turbine gearbox.
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Abstract: It is critical to deploy wireless data transmission technologies remotely, in real-time, to
monitor the health state of diesel engines dynamically. The usual approach to data compression is
to collect data first, then compress it; however, we cannot ensure the correctness and efficiency of
the data. Based on sparse Bayesian optimization block learning, this research provides a method
for compression reconstruction and fault diagnostics of diesel engine vibration data. This method’s
essential contribution is combining compressive sensing technology with fault diagnosis. To achieve
a better diagnosis effect, we can effectively improve the wireless transmission efficiency of the
vibration signal. First, the dictionary is dynamically updated by learning the dictionary using
singular value decomposition to produce the ideal sparse form. Second, a block sparse Bayesian
learning boundary optimization approach is utilized to recover structured non-sparse signals rapidly.
A detailed assessment index of the data compression effect is created. Finally, the experimental
findings reveal that the approach provided in this study outperforms standard compression methods
in terms of compression efficiency and accuracy and its ability to produce the desired fault diagnostic
effect, proving the usefulness of the proposed method.

Keywords: diesel engine; data compression; vibration signal; K-SVD; fault diagnosis

1. Introduction

Diesel engines have been widely used in energy, construction machinery, and military
equipment. Vibration signals are transmitted dynamically and synchronously in real-
time, Playing a pivotal role in real-time online monitoring of diesel engine health [1–3]. It
can effectively reduce the incidence of equipment failure, downtime, and management
costs. Compared with traditional wired data transmission, edge computing wireless data
transmission methods can significantly improve the real-time, flexibility, and ease of use
of data, according to the Nyquist sampling theorem [4]. To realize the collection of high-
frequency vibration signals of the equipment, we will inevitably generate a large amount of
data. However, big data is constrained by network bandwidth during wireless transmission.
Whether it can support the problems of massive data, high concurrency, low latency, and
low power consumption is yet to be determined.

Recently, it has become a research hotspot that researchers focus on. For example,
Antonopoulos et al. [5] embedded compression algorithms into hardware systems to
improve the work efficiency of transmitting large amounts of data wirelessly. Ma et al. [6]
used a distributed video codec scheme to enhance the processing power of a single node
for traditional data compression. Yi et al. [7] proposed an adaptive data compression and
transmission range extension scheme to improve the data collection rate of sink nodes.
Hameed et al. [8] used lossless compression technology and Huffman coding encryption
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technology to provide effective means for remote monitoring security and compressibility
of electrocardiography (ECG) data. Therefore, before the data are wirelessly transmitted,
real-time synchronous sampling and compression of the original vibration data is the best
solution to solve the above problems.

Compressive sensing (CS) is a new technical theory that has emerged in recent years [9].
Due to its outstanding performance in data compression and reconstruction, it has been
widely used in the field of image and sound. Use the observation matrix to map the original
vibration signal from the high-dimensional space to the low-dimensional space. Then,
the original signal is recovered with a high probability from fewer observations through
an optimization algorithm. Currently, commonly used compression and re-construction
algorithms include greedy algorithm [10], convex optimization algorithm [11], Bayesian
learning [12], etc. For example, Liu et al. [13] used a low-pass filtering method to optimize
the electrographic signal and used basis pursuit (BP) algorithm to compress and reconstruct
the electrocardiogram signal. Cheng et al. [14] used an improved orthogonal matching
pursuit (OMP) algorithm to improve seismic data’s reconstruction speed and compression
effect. Sajjad et al. [15] used a genetic algorithm to optimize the sparse signal and the
regularized orthogonal matching pursuit (ROMP) algorithm to reconstruct the image
signal. Generally, reciprocating mechanical vibration signals have sparse, non-sparse, and
unique structural features. The traditional compression and reconstruction algorithm is
used to recover sparse signals with high accuracy and versatility in the above research.
However, this type of algorithm only considers its sparsity and is not necessarily suitable
for reconstructing reciprocating mechanical vibration signals. Improving the recovery
accuracy of structured non-sparse signals becomes crucial.

In the existing Bayesian algorithm, the block sparse Bayesian learning bound opti-
mization (BSBL-BO) algorithm [16] has the potential to solve the problem of structured
non-sparse signal reconstruction. The algorithm effectively uses the intra-block correla-
tion of vibration signals to restore structured non-sparse signals. Compared with other
traditional compression and reconstruction algorithms, the BSBL-BO algorithm has the
advantages of high signal recovery accuracy and good compression effect and has been
widely used in electrocardiograms and radar. For example, Mahrous et al. [17] proposed a
space-time sparse Bayesian learning method. By optimizing the BSBL-BO algorithm, the
compression and reconstruction of multi-channel electro-encephalogram (EEG) signals are
realized. Li et al. [18] used an enhanced narrow-band interference separation algorithm for
radar to achieve compression and reconstruction of radar signals through the BSBL frame-
work, proving the feasibility of the BSBL-BO algorithm for data compression. However,
this algorithm has not been studied much in reciprocating mechanical vibration signals in
previous studies. This paper carries out related research based on the BSBL-BO algorithm
to fill the gap.

An essential prerequisite for CS is the sparsity in the original vibration signal. Sparsity
plays a crucial role in the accuracy of the reconstruction of recovered data. Therefore, an
efficient data dictionary is needed to improve the signal’s sparsity. Classical dictionaries
include discrete cosine transform (DCT) [19], discrete Fourier transform (DFT) [20], and
wavelet packet transform (discrete wavelet transform, DWT) [21] are fixed dictionaries.
The ideal sparse representation can only be obtained when the atomic features in this
dictionary type are the same as the original vibration information. There is also a dictionary,
commonly used K-singular value decomposition (K-SVD) [22] and optimal directions
(method of optimal directions, MOD) [23]. The dictionary is dynamically updated through
training to obtain the optimal sparse representation. Compared with the fixed dictionary,
it has the advantage of solid adaptive ability. For example, Li et al. [24] used the K-SVD
algorithm to update the dictionary to improve the sparsity of image signals. Yang et al. [25]
used the K-SVD algorithm to enhance the sparse representation of medical images to obtain
better compression and reconstruction accuracy.

Diesel engines often have various failures in their daily work. Among them, the loss of
the diesel engine refers to the phenomenon of increased valve clearance, severe deformation
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of a valve seat ring, burning oil, and severe wear of piston rings during operation. As a
result, the diesel engine cannot work normally, and there is a more significant safety hazard.
To reduce the occurrence rate of diesel engine failures and improve stability and safety,
researchers have carried out a great deal of research work and achieved fruitful research
results. Gu et al. [26] applied the multivariate empirical mode decomposition to the fault
diagnosis of diesel engine misfire and achieved good fault classification results by using the
SVM classifier. Chen et al.’s [27] harmony search optimizer is used to set hyper-parameters
of the variational stacked autoencoder. This method has been well applied in the fault
detection of diesel engines. Wang et al. [28] proposed the plan of particle swarm optimiza-
tion probabilistic neural network (probabilistic neural network, PNN) and support vector
machine. Effective diagnosis of common engine failures is achieved. In recent years, the
application of compressed sensing theory to fault diagnosis has gradually attracted the
attention of researchers, and some research results have been completed. Zhang et al. [29]
trained several over-complete dictionaries with a dictionary learning method. Thereby, re-
dundant dictionaries corresponding to different fault categories are obtained. The matching
tracking algorithm is used to determine. The error of the reconstructed signal under various
dictionaries is compared to realize the diagnosis of the fault category. Tang et al. [30] first
obtained the compressed acquisition signal. Then, given the specified sparsity, the matching
pursuit algorithm is used to directly obtain the first few fault characteristic frequencies
with enormous energy. To realize the identification and diagnosis of fault signals, Du
et al. [31] used a dictionary constructed from Fourier transform matrices. The fault features
are directly extracted in the compressed measurement domain to realize fault diagnosis of
vibration signals.

Although compression technology has been widely used, there are still the following
problems or deficiencies:

1. In the process of wireless transmission, due to the limitation of network bandwidth
and low power consumption, massive vibration signals bring considerable challenges
to data storage and wireless network transmission;

2. The problem of the reconstruction accuracy of the structured non-sparse signal of the
reciprocating mechanical vibration signal cannot be satisfied by the traditional data
compression technology;

3. Aiming at the compression and reconstruction effects of reciprocating mechanical
vibration signals, there is a lack of an effective, comprehensive evaluation index for
data compression effects;

4. There is a lack of relevant research on compressive sensing technology and fault
diagnosis methods and their application in fault diagnosis of reciprocating machinery.

Using the BSBL-BO algorithm can effectively solve the problem of structured non-
sparse signal reconstruction. At the same time, the sparsity of the signal can also be
enhanced by the adaptive dynamic updating of the K-SVD dictionary. Combining the two
methods can efficiently and accurately recover structured non-sparse signals. Therefore,
this paper proposes a compression and reconstruction method based on the BSBL-BO
algorithm and the K-SVD dictionary. In addition, this article also establishes an evaluation
index for the effect of data compression. First, divide the original signal into blocks. Use the
K-SVD dictionary to obtain optimal sparse decomposition to train the actual movement to
improve the re-construction performance of the restored signal. Second, use the BSBL-BO
algorithm to restore structured non-sparse signals. Compared with other reconstruction
algorithms, it has the advantages of high accuracy and a good data compression effect.
Finally, the proposed BSBL-KSVD algorithm is verified through a diesel engine valve
clearance experiment and fault classification. The experimental results prove that the BSBL-
KSVD algorithm proposed in this paper is practical and feasible, providing a reference
basis for wireless data transmission of reciprocating mechanical vibration signals.

The main contributions of this paper are summarized as follows:

1. Using the BSBL-KSVD algorithm and exploiting the intra-block correlation of the
vibration signal, we can recover the structured non-sparse signal efficiently. Compared
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with other traditional compression and reconstruction algorithms. We can effectively
improve the reconstruction accuracy and compression effect;

2. A comprehensive evaluation index of compression effect suitable for reciprocat-
ing mechanical vibration signal is constructed, and it has a good engineering
application prospect;

3. We apply compressed sensing technology to fault diagnosis. The wireless trans-
mission efficiency of the vibration signal can be effectively improved to achieve a
better diagnosis effect and has a better reference value.

The second section of this article describes the diesel engine compression reconstruc-
tion method model based on BSBL-KSVD; the third part is the comprehensive evaluation
index of vibration data compression effect; the fourth part verifies the effectiveness of
the compression reconstruction method through preset failure experiments. Finally, this
research is summarized.

2. Model of Diesel Engine Compression Reconstruction Method Based on
BSBL-KSVD

2.1. Compressed Sensing

In traditional data acquisition and transmission, the Nyquist sampling theorem is
used. Usually, the sampling frequency is set to more than twice the highest frequency
in the signal under test. Due to the high sampling frequency, a large amount of data is
generated. This brings considerable challenges to the wireless data transmission, storage,
and remote real-time dynamic monitoring of the operational status of the diesel engine.
The emergence of CS theory breaks through the limitation of the traditional vibration signal
sampling theorem. Combining the acquisition of vibration signals with the compression
process, a small number of signals contains most of the valuable data. Assuming the
original signal x ∈ RN×1 and observation matrix Φ ∈ RM×N (M � N), then the signal x is
linearly projected on the matrix y ∈ RM×1 as a compressed signal. Then, the compressed
observation of the original signal x ∈ RN×1 can be obtained [32]:

y = Φx + v (1)

Among them, v represents the unknown noise vector. The CS algorithm uses the
compressed data y and the measurement matrix Φ to restore the original vibration signal x.

2.2. Block Sparse Bayesian Learning Reconstruction Algorithm

We were using the block structure characteristics of sparse signals. Based on the block
sparse Bayesian learning framework, data compression can be realized. In actual engi-
neering applications, the signal x has a block structure feature, as shown in the following
equation [16]:

X = [x1, · · · , xd1︸ ︷︷ ︸
XT

1

, · · · , xdg−1+1, · · · , xdg︸ ︷︷ ︸
XT

g

]
T

(2)

The model combined by Equations (1) and (2) is called a block sparse data compression
model. We use the characteristics of intra-block correlation to improve the ability of
compressed data recovery. Therefore, based on the model in the BSBL framework, it is
assumed that the independent xi between each block satisfies a multivariate Gaussian
distribution [16]:

p(xi; γi, Bi) ∼ N(0, γiBi), i = 1, · · · , g (3)

Among them, γi and Bi both represent unknown parameter variables. γi represents
a non-negative parameter variable that controls the block sparsity of the original signal
x. Bi represents a positive definite matrix used to obtain the related structure between
elements in each block. Assuming that the noise vector obeys the Gaussian prior distribution
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p(v; λ) ∼ N(0, λI), use Bayesian principle to obtain the posterior probability of x, as shown
in the following equation [16]:

p(x
∣∣∣y; λ, {γi, Bi}g

i=1) ∼ N(μx, ∑ x) (4)

Among them, μx = ∑0 ΦT(λI + Φ∑0 ΦT)
−1

y, ∑ x = (∑ −1
0 + 1

λ ΦTΦ)
−1

.
When the parameters λ and {γi, Bi}g

i=1 are solved, then the maximum posterior
estimate of x can be obtained as x̂. Next, use the second type of maximum likelihood
estimation method to obtain this parameter, as shown in the following equation [16]:

L(Θ) � −2 log
∫

p(y|x; λ) p(x; {γi, Bi}i)dx
= log|λI + Φ∑0 ΦT

∣∣∣+yT(λI + Φ∑0 ΦT)−1y
(5)

where Θ represents the parameters λ, {γi, Bi}g
i=1.

2.3. K-SVD Adaptive Over-Complete Dictionary

The traditional fixed dictionary has a particular sparse representation when the signal
is sparsely decomposed. Since the sparse representation of the limited dictionary is un-
known, its suitability and flexibility are not strong enough. To further improve the sparsity,
we need to use an adaptive dictionary learning method for optimization. Therefore, the
K-SVD learning dictionary is used as the spare base to obtain a better sparse represen-
tation. The dictionary atom is dynamically updated through training until an adaptive
over-complete dictionary is obtained. To ensure that the atomic scale in the dictionary
is closer to the atomic scale in the original signal, the training process of dictionary D is
expressed as [33]:

minD‖Y − DA‖ 2
F s.t. ‖ ai‖ 0 ≤ T (6)

In the above equation, Y represents the given training dictionary matrix, A represents a
sparse matrix, and T represents the sparsity of the sparse representation vector to be solved.

Initialization D belongs to a super-complete dictionary, and there is a certain degree of
redundancy. Suppose that when we update the j-th column atom in dictionary D, we also
let Ei be the calculation error after removing the i-th atom; dj represents the j-th column of
dictionary D, and ai represents the i-th row of sparse matrix A. Then, the objective function
is as follows [33]:

‖Y − DA‖ 2
F =

∥∥∥∥∥Y −
K

∑
j=1

djai

∥∥∥∥∥
2

F

=

∥∥∥∥∥(Y − ∑
j �=1

djaj)− diai

∥∥∥∥∥
2

F

=
∥∥∥Ei − diai

∥∥∥2

F
(7)

When directly decomposing Ei, the elements in the obtained ai may not be sparse. Therefore,
only the non-zero elements in ai need to be updated, defined as the following equation:

wi =
{

k
∣∣∣ai(k) �= 0

}
(8)

represents the index collection of the index of the non-zero element in ai. The SVD decompo-
sition method is used to update the atomic vector gradually, and the sparse representation
coefficient matrix A in the dictionary D. Next, we generate a new dictionary through
multiple iterative updates.

2.4. Basic Flow of BSBL-KSVD Algorithm

The algorithm flow of compression and reconstruction of diesel engine vibration
signal based on BSBL-KSVD is shown in Figure 1. The algorithm mainly includes dictionary
training, data compression, and signal reconstruction.

311



Sensors 2022, 22, 3884

Diesel engine equipment Data compression 
sampling

Initialize the 
dictionary

Signal 
block x1

K-SVD Dictionary 
training

Optimize the 
dictionary

Signal 
block x2

Signal 
block xi

x1= 1

y1=A 1

x2= 2 xi= i

y2=A 2 yi=A i

Signal Split

Sparse 
decomposition

Compressed 
sampling

Data network wireless transmission

Transmission observations y

Receive observations y

y1=A 1 y2=A 2 yi=A i

Reconstructed 
signal block

x1

Reconstructed 
signal block

x2

Reconstructed 
signal block

xi

Reconstructed signal
X ’

Original Signal  X

BSBL-BO Reconstruction algorithm

Receive 
signal block

1 Inverse 
transformation

2 Inverse 
transformation

i Inverse 
transformation

Data compression 
reconstruction

Offline training

 

Figure 1. BSBL-KSVD compression reconstruction algorithm flow.

The specific implementation steps are as follows:
Step 1. The signal is divided into blocks. Customize the collected original vibration

signal x into i blocks and the size of the elements in each block;
Step 2. Dictionary training: Initialize the dictionary parameters, set the number of

training samples, use the K-SVD algorithm to train the examples, and obtain an optimized
dictionary Ψ;

Step 3. Data compression: The vibration signal of reciprocating machinery is more
complicated than that of rotating machinery. To further improve the sparsity of the signal,
the optimized dictionary Ψ can map the signal to the sparse transformation, and the original
signal x = Ψθ can obtain the sparse transformation signal θ. The sensing matrix A = ΦΨ
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(that is, observation matrix × sparse matrix) compresses the sparse signal data and obtains
the data compressed signal observation value y = Aθ;

Step 4. Signal transmission: The block-compressed signals y1, . . . ,yi are successively
transmitted through the data network;

Step 5. Signal reconstruction: After receiving the compressed signal block, using the
BSBL-KSVD reconstruction algorithm proposed in this article through the sensor matrix
A1, . . . , Ai and compressed signal y1, . . . , yi to reconstruct, we obtain the restored sparse
signal θ1, . . . , θi. At the same time, we perform inverse sparse transformation to obtain
reconstructed signal blocks x1, . . . , xi and connect the reconstructed signal blocks one by
one and finally form a complete reconstructed signal x′.

The pseudo code of the algorithm (Algorithm 1) is as follows:

Algorithm 1 BSBL-KSVD algorithm pseudo code

1. Input: x = [ x1, x2, . . . , xi], blkLen, N, M;
2. Initialize dictionary parameters: param. L = 5, param. K = 70, param. numIteration = 20,

param. Initialization Method = ‘Data Elements’; group Start Loc = 1:blkLen:N;
3. K-SVD dictionary training: [Ψ, output] = KSVD(xi, param); the core is to use

Equations (6)–(8) to generate a new dictionary Ψ through multiple iterative updates;
4. Sparse transformation: xi = Ψθ;
5. Sensor matrix: Ai = ΦΨ;
6. Using the combination of Equations (1) and (2), the observation value of the data

compression signal is obtained yi = Aiθ;
7. Signal transmission: The block-compressed signals y1, . . . , yi are successively transmitted

through the data network;
8. For i = 1: size(xi,2)/N (signal reconstruction);
9. θi = BSBL_BO (Ai, yi, groupStartLoc, 0, ‘prune_gamma’, −1, ‘max_iters’, 20); the core is to use

Formula (3)–(5) to solve the reconstructed signal θi;
10. Perform inverse sparse transformation to obtain reconstructed signal blocks: x1, . . . , xi;
11. Connect the reconstructed signal blocks one by one to finally form a complete

reconstructed signal: x′ = x1 + x2, + . . . + xi;
12. End;
13. Output: x′.

3. Comprehensive Evaluation Index of Vibration Data Compression Effect

Reciprocating machinery vibration signal components are complex when compared to
rotating machinery vibration signal components, noise pollution is severe, and a consider-
able amount of redundant data is created. There are numerous techniques in extant research
to solve the data compression challenge. However, innumerable metrics are necessary to
evaluate the data compression effect and performance benefits thoroughly. Although data
compression technologies are widely utilized in the voice and image sectors, no standard-
ized complete evaluation approach exists. As a result, while researching the vibration data
compression method used in reciprocating equipment, it is vital to define a standard for
evaluating the data compression effect. The following thorough assessment index of the
data compression effect is produced by combining the structural properties of reciprocating
equipment vibration data.

3.1. Data Compression Rate Evaluation Index

Data compression rate refers to the ratio of compressed data to the original data. It is
a straightforward, intuitive, and easy-to-understand key indicator. Use CR (compressing
ratio, CR) to represent the data compression ratio, and the range is set to (0, 1); then, the
compression ratio is defined as follows [34]:

CR =
N − M

N
(9)
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N represents the original signal in the above equation, and M represents the com-
pressed signal. The larger the CR value, the higher the data compression rate. When the
data compression rate is higher, it does not mean that the data compression and reconstruc-
tion effect is better. It needs to be combined with the standard mean square error index for
comprehensive evaluation.

3.2. Standard Mean Square Error Evaluation Index

The data compression rate is used to evaluate the ability of data compression. It
shows that the loss rate of the original signal in the data compression process is very high.
The accuracy of the reconstructed original signal is closely related to the compression
rate. When the data compression rate is more significant, we cannot accurately restore
the original signal reconstructed from the compressed signal. Therefore, based on data
compression, MSE (mean square error, MSE) is used to represent the standard mean square
error index, which the following equation can calculate [35]:

MSE =

∥∥Z′ − Z‖2
‖Z‖2

(10)

Z represents the original signal in the equation above, and Z′ represents the recon-
structed signal. The smaller the MSE value, the higher the accuracy of the data compression
reconstructed signal. When the data compression rate is more significant, the MSE value is
smaller, indicating better data compression and reconstruction effect.

3.3. Peak Signal-to-Noise Ratio Evaluation Index

The peak signal-to-noise ratio refers to the ratio of the original signal to the data
com-pressed and reconstructed signal. In data compression, the loss of data information
is reduced, and the quality of retaining the original data is improved as much as possi-
ble. PSNR (peak signal-to-noise ratio, PSNR) is used to express the peak signal-to-noise
ratio [35], which the following equation can calculate:

PSNR = 101g(z2
max/(

1
N

N

∑
j=1

(zj − z′j)
2
)) (11)

z represents the original signal in the equation above, z′ represents the reconstructed
signal, and zmax represents the maximum component. The greater the PSNR value, the
higher the accuracy of the data compression and reconstruction signal, the closer it is to the
original signal. It shows that the data compression and reconstruction effect is better.

3.4. Pearson Correlation Coefficient Evaluation Index

In evaluating the effect of data compression and reconstruction of the signal and using
the two indicators of MSE and PSNR, usually, the Pearson correlation coefficient can also be
used to evaluate the degree of correlation between the reconstructed signal and the original
signal. Use r to represent the Pearson correlation coefficient, and the range is set to (−1,1),
which can be calculated by the following equation [36]:

rz,z′ =
N∑ ZZ′ − ∑ Z∑ Z′√

N∑ z2 − (∑ z′)2
√

N∑ (z′)2 − (∑ z′)2
(12)

Z represents the original signal in the equation above, and Z′ represents the recon-
structed signal. When the value of r is closer to 1, the similarity between the compressed
and reconstructed signal and the original signal is higher and, conversely, the lower the
similarity to the actual movement.
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3.5. Comprehensive Evaluation Index in Time Domain

In fault prediction and health management, extracting characteristic parameters from
vibration signals is crucial. Provide input conditions for further relevant analysis. For
compressed data, the compression reconstruction algorithm should be able to recover from
the compressed reconstructed signal similar to the original signal. Furthermore, in theory,
it is identical to the actual feature parameters. Commonly used time-domain characteristic
parameters mainly include mean value, root mean square value, variance and peak value,
and other 12 indicators [37]. Under the same compression ratio, the feature parameters
extracted from the reconstructed signal from compressed data are closer to the feature
parameters extracted from the original signal, indicating that the less loss in the data
compression process, the better the data restoration effect.

To better reflect the compression effect of the reconstructed signal in the time domain
signal, the time domain characteristic index TTi is defined, which can be calculated by the
following equation:

TTi =

∣∣∣∣∣∣ Ti −
∼
Ti

Ti

∣∣∣∣∣∣ , i ∈ {1, 2, 3, · · · , 12} (13)

In the equation, Ti represents the time-domain feature value of the original signal, and
∼
Ti represents the time-domain feature value of the reconstructed signal. The smaller the
TTi value, the closer the time-domain characteristic index of the reconstructed signal and
the original signal and the more accurate the data compression effect and restoration effect.

Similarly, in order to better evaluate the data compression effect of different compres-
sion algorithms, the comprehensive evaluation index KPIt of time domain characteristics is
defined, which can be calculated by the following equation:

KPIt =
12

∑
i=1

ωi · TTi (14)

In the equation, ωi represents the weight coefficient, which satisfies ωi > 0, and
12
∑

i=1
ωi = 1. If there is no special case, the value is set to ωi = 1/12, i = 1,2,3, . . . ,12. The smaller

the KPIt value is, the closer the reconstructed signal data recovery is to the time domain
index of the original signal, and the more accurate the corresponding data compression
effect is.

4. Experimental Data Verification

4.1. Experiment Preparation

Figure 2 is the in-line six-cylinder diesel engine test bench used in the research. The
test bench comprises three parts: diesel engine condition monitoring panel, diesel engine,
and vibration signal data acquisition system. The diesel engine status monitoring panel
can control the ignition, acceleration, and flameout of the diesel engine. The instrument
reflects the engine speed, water temperature, voltage, and remaining oil. Preset 6 intake
valve clearance state modes under different working conditions include one normal status
and five other fault states. The detailed parameters of the dataset are shown in Table 1.
To obtain valid data samples, four vibration sensors are arranged on the cylinder head of
the diesel engine, as shown in Figure 2b. Among them, the sampling frequency of data
acquisition is set to 20 kHz, and the duration of each acquisition is set to 10 s. Each failure
mode collects ten sets of data samples, and each data group contains 200,000 points (20 kHZ
sampling for 10 s), as shown in Figure 3.
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Figure 2. Diesel engine preset failure experiment environment: (a) test bench; (b) intake valve
clearance failure.

Table 1. Experimental Dataset of Valve Clearance in Different Working Conditions.

No. Dataset State Rotating Speed Inlet Valve Clearance

1 Valve_800_3mm Normal Status 800 0.3 mm
2 Valve_800_7mm Fault 1 800 0.7 mm
3 Valve_1200_3mm Fault 2 1200 0.3 mm
4 Valve_1200_4mm Fault 3 1200 0.4 mm
5 Valve_1200_5mm Fault 4 1200 0.5 mm
6 Valve_1200_7mm Fault 5 1200 0.7 mm
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Figure 3. Experimental dataset: (a) Valve_800_3mm; (b) Valve_800_7mm; (c) Valve_1200_3mm;
(d) Valve_1200_4mm; (e) Valve_1200_5mm; and (f) Valve_1200_7mm.

4.2. Comparison of BSBL-BO Algorithm with Other Compression and Reconstruction Algorithms
4.2.1. Evaluation Index of Reconstructed Signal MSE under the Same Compression Ratio

Compare and analyze BSBL-BO algorithm with block sparse Bayesian learning-expectation-
maximization (BSBL-EM), compressive sampling matched pursuit (CoSaMP), BP, OMP, and
ROMP algorithm. Use the Valve_1200_7mm dataset to verify and analyze the reconstruction
algorithm, as shown in Figure 4. To ensure the reconstruction performance of the algorithm,
the data compression rate is uniformly set to 0.5, and the sparse dictionary matrix uniformly
uses the K-SVD generation method. From the analysis results in Figure 4, it can be seen that
the smaller the MSE index, the higher the reconstruction accuracy, indicating that under the
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same parameter setting conditions, the proposed BSBL-BO reconstruction algorithm has more
advantages than its reconstruction algorithm. The recovered reconstructed signal is closer to the
original signal, proving that the data compression and reconstruction effect is better.
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Figure 4. Valve_1200_7mm dataset: (a) BP algorithm (MSE = 0.25746); (b) CoSaMP algorithm
(MSE = 0.40583); (c) OMP algorithm (MSE = 0.42143); (d) ROMP algorithm (MSE = 0.29374);
(e) BSBL(EM) algorithm (MSE = 0.28463); and (f) BSBL(BO) algorithm (MSE = 0.084572).

4.2.2. Evaluation Index of Reconstructed Signal MSE under Different Compression Ratios

A comprehensive analysis of the algorithm’s influence on different compression ra-
tio changes is carried out. Six different datasets are used to verify the compression and
reconstruction algorithm. Among them, each dataset sets 13 kinds of compression ratios.
Each compression rate is performed 100 times of MSE calculation. Find the corresponding
variance σ and average μ, and use the 95% confidence interval (μ − 2σ, μ + 2σ) method
to express, as shown in Figure 5. It can be seen from the analysis result of Figure 5, when
CR < 0.6, the MSE index of the BSBL-BO reconstruction algorithm proposed in this paper
is smaller than other reconstruction algorithms. Know the accuracy, superiority, and ef-
fectiveness of the proposed method. When CR > 0.6, all reconstruction algorithms have a
more considerable MSE value as the compression ratio increases. It means that the data lose
essential information during the compression process, resulting in a significant reduction
in the reconstruction accuracy. The ROMP algorithm has the most considerable MSE value
and the lowest reconstruction accuracy. As the compression ratio increases, the reconstruc-
tion accuracy also decreases. Conversely, the lower the compression ratio, the higher the
reconstruction accuracy. Therefore, after being verified by six different datasets, under the
premise of ensuring a specific data compression rate and sure re-construction accuracy,
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when the CR = 0.5, it is confirmed that the method proposed in this paper is the best for
data compression of vibration signals.
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Figure 5. Comparative analysis of MSE 95% confidence intervals of six datasets: (a) Valve_800_3mm;
(b) Valve_800_7mm; (c) Valve_1200_3mm; (d) Valve_1200_4mm; (e) Valve_1200_5mm; and
(f) Valve_1200_7mm.

4.2.3. Peak Signal-to-Noise Ratio Evaluation and Pearson Correlation Coefficient under
Different Compression Ratios

As shown in Figure 6a, the method proposed in this paper has significant advantages
compared with other methods. When the compression ratio increases, the PSNR value
decreases, indicating that more data information is lost during data compression. The
reconstructed signal is different from the original signal and has a low peak signal-to-
noise ratio. Combining them with the MSE metric is recommended when evaluating
data compression results. The larger the PSNR index, the smaller the MSE index and the
better the data compression effect. As shown in Figure 6b, The BSBL-KSVD method also
outperforms other ways and the Pearson correlation coefficient increases as the compression
ratio decreases. The results show that much of the original signal’s information is preserved
in the data when compressed. Therefore, the reconstructed signal has a high similarity with
the original signal. When evaluating the effect of data compression, it is recommended to
combine the MSE indicator. The smaller the MSE index, the higher the Pearson correlation
coefficient, and the better the data compression effect. From a comprehensive analysis,
when CR = 0.5, it is proven that the method proposed in this paper has the best compression
effect and is more suitable for data compression of vibration signals.
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Figure 6. Comparative analysis of different compression and reconstruction methods: (a) peak
signal-to-noise ratio evaluation and (b) Pearson correlation coefficient.

4.2.4. Comprehensive Evaluation Index of Reconstructed Signal in Time Domain under
Different Compression Ratios

Next, to better evaluate the pros and cons of the recovered reconstructed signal, Using
the same compression and reconstruction algorithm and data in Section 4.2.1 and combined
with the time domain comprehensive evaluation index KPIt for comparative analysis, the
KPIt index weights are all set to 1/12, and the analysis results are shown in Figure 7. It
can be seen from Figure 7 that the smaller the KPIt index is, it means that the restored
reconstructed signal retains most of the original signal. The time-domain characteristics of
the reconstructed signal are closer to the frequency domain characteristics of the original
signal, which proves that the proposed method has the best data compression effect. In a
comprehensive analysis, the corresponding KPIt index is more minor when the compression
rate is lower, indicating that the data compression effect is better. Therefore, it is proven that
when the compression ratio CR = 0.5, the compression effect of the BSBL-KSVD algorithm
proposed in this paper is optimal, which is more suitable for data compression.
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Figure 7. Time-domain comprehensive evaluation index of reconstructed signal under different
compression ratios.

4.3. K-SVD Dictionary and Other Dictionary Effect Verification Comparison

In data compression, the sparse representation of the signal is critical since the sparse
representation of the static dictionary has relatively low complexity. Assuming that the
signal feature information is consistent with the atomic data in the dictionary, a more
accurate and effective sparse representation can be obtained. Commonly used classic fixed
dictionaries to obtain the sparse dictionary matrix include DFT, DWT, DCT, etc.
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Therefore, the K-SVD dictionary is compared and analyzed with the DCT, DFT, and
DWT dictionaries. Use the Valve_1200_7mm dataset to verify and scrutinize the recon-
struction algorithm. First, the 200,000 sampling points of the original signal only select
the first 64,000 sampling points for block compression. The length of each signal block
is set to 80 sampling points, which are divided into 800 blocks. A Gaussian random
matrix uniformly generates the observation matrix. Secondly, for the K-SVD dictionary,
the number of atoms is set to 50, the number of iterations is set to 20, and 300 blocks of
signals are trained each time. The remaining 500 pieces of signs are used to verify the
validity of the dictionary. Finally, the single variable principle is adopted, and the BSBL-BO
compression and reconstruction algorithm is uniformly adopted. It is applied to different
sparse dictionaries and verified from the MSE evaluation index, peak signal-to-noise ratio
evaluation index, and Pearson correlation coefficient evaluation index.

4.3.1. Evaluation Index of Reconstructed Signal MSE under Different Compression Ratios

As shown in Figure 8a, the compression effect of vibration data based on the K-SVD
dictionary is better than that of other dictionaries. The blue lines represents the original signal,
and the red lines represents the reconstructed signal in Figure 8b. Observing Figure 8b, we
can find that when CR = 0.5, the waveform of the reconstructed signal based on the K-SVD
dictionary is closer to the original signal than in other dictionaries. When CR > 0.7, the greater
the MSE index, and the data reconstruction effect is worse. Therefore, it is proven that the
proposed method is more suitable for data compression when CR = 0.5.
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Figure 8. (a) Comparison of MSE indicators of different sparse dictionaries; (b) when CR = 0.5, the
reconstruction signal comparison of different dictionaries.

4.3.2. Peak Signal-to-Noise Ratio of Reconstructed Signal under Different
Compression Ratios

In Figure 9b, the blue lines represents the original signal, and the red lines represents
the reconstructed signal. As can be seen from Figure 9, The data compression effect based on
the K-SVD dictionary is better than other dictionaries. When CR > 0.7, the PSNR indicator
becomes smaller as the compression rate increases. It shows that a great deal of data
information is lost in data compression. The recovered reconstructed signal is quite different
from the original signal, and the peak signal-to-noise ratio will naturally become smaller.
It needs to be evaluated in combination with MSE indicators. When the MSE index of the
reconstructed signal is smaller, and the PSNR index is more extensive, it proves that the
performance of the proposed method is better. Therefore, when CR = 0.5, it is more suitable
for data compression.
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Figure 9. (a) Comparison of PSNR indicators for different sparse dictionaries; (b) when CR = 0.7, the
reconstruction signal comparison of different dictionaries.

4.3.3. Pearson Correlation Coefficient of Reconstructed Signal under Different
Compression Ratios

In Figure 10b, the blue lines represents the original signal, and the red lines represents
the reconstructed signal. As can be seen from Figure 10, The data compression effect
based on the K-SVD dictionary is also better than other dictionaries. When CR < 0.6, as
the compression rate gradually decreases, the more significant the Pearson correlation
coefficient, and the data retains a large amount of original signal information during the
compression process. The similarity between the restored reconstructed signal and the
original signal becomes higher. Therefore, it needs to be used in conjunction with the MSE
indicator. When the MSE indicator is more minor, and the Pearson correlation coefficient is
more significant, it is proven that the compression effect of this method is the best. When
CR = 0.5, it is more suitable for data compression.
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Figure 10. (a) Comparison of r indicators of different sparse dictionaries; (b) when CR = 0.6, the
reconstruction signal comparison of different dictionaries.

5. Application of Compressed and Reconstructed Signal in Fault Diagnosis

To further verify the effectiveness of the BSBL-KSVD compression reconstruction method
proposed in this paper in fault diagnosis, two forms of fault classification accuracy are adopted:
naive Bayes classifier (NBC) and support vector machines (SVM). A comprehensive evaluation
is performed to check the quality of the compressed and reconstructed signal. The higher the
classification accuracy, the closer the reconstructed signal is to the original signal. The fault test
dataset in Table 1 is used for fault diagnosis, and ten sets of samples are taken for each fault
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state. There are 200,000 sampling points in each group, with 5500 sampling points as a group,
divided into 360 groups of samples and six failure states, a total of 6 × 360 = 2160 samples.
Each sensor’s fault state is extracted from the time and frequency domains, including 22 char-
acteristic parameters such as mean values, root mean square values, variance, and peak
values [37,38]. Each sensor forms a 22 × 2160 feature matrix.

5.1. Comparative Analysis of Fault Classification under Different Compression Ratios

Therefore, select sensor 1–4# data to form a feature matrix of 88 × 2160. After dimen-
sionality reduction by the stacked sparse autoencoder (SSAE) method, SSAE input nodes
are set to 88, and the hidden layer parameters are 50 and 22, respectively. The sparsity
ratio is set to 0.1, the weight adjustment coefficient is set to 0.000002, and the sparsity
penalty weight is set to 0.0002. A new 22 × 2160 feature matrix is obtained, divided into
1800 training samples and 360 test samples. Using the built-in classification learning tool
of Matlab 2020. Among them, 1800 training samples adopt the K-fold cross-validation
method and take K = 10. Input to the classifier method: NBC and SVM are trained, and the
optimal training model is obtained. Then, input 360 test samples into the trained model for
fault identification. Obtain the results of fault diagnosis accuracy, as shown in Table 2. The
confusion matrix of the fault diagnosis results is shown in Figure 11. It can be seen from
the effects that the higher the compression rate CR value, the lower the fault classification
accuracy rate. SVM has an accuracy rate of 96.39% for the original signal fault diagnosis,
while NBC has an accuracy rate of 90.83%. When CR = 0.25, the classification accuracy of
SVM reaches 95.56%, while that of NBC is 89.72%. It is very close to the classification result
of the original signal. We obtain the same conclusion as in Section 4.2: The BSBL-KSVD
compression reconstruction method is suitable for high data compression.

Table 2. Comparative analysis of fault classification under different compression ratios.

State
Original Signal CR = 0.25 CR = 0.5 CR = 0.75

SVM NBC SVM NBC SVM NBC SVM NBC

Normal Status 96.67% 91.67% 95.00% 91.67% 93.33% 96.67% 85.00% 88.33%
Fault 1 95.00% 90.00% 91.67% 88.33% 88.33% 81.67% 86.67% 78.33%
Fault 2 93.33% 86.67% 93.33% 78.33% 86.67% 75.00% 88.33% 80.00%
Fault 3 93.33% 88.33% 95.00% 86.67% 93.33% 86.67% 98.33% 91.67%
Fault 4 100.0% 95.00% 100.0% 95.00% 100.0% 95.00% 98.33% 86.67%
Fault 5 100.0% 93.33% 98.33% 98.33% 96.67% 96.67% 100.0% 96.67%

Total Accuracy 96.39% 90.83% 95.56% 89.72% 93.06% 88.61% 92.78% 86.95%

As shown in Figure 11, whether it is the original signal or different compressed
signals, the fault recognition rates for fault 1, fault 2, and fault 3 are relatively low. Among
them, the classification result of defect one increases with the increase of compression
rate, while the accuracy rate gradually decreases. Therefore, the BSBL-KSVD compression
reconstruction method proposed in this paper hopes to find the optimal balance between the
fault diagnosis accuracy and the wireless network transmission. It shows that this kind of
fault signal contains fewer fault features, which increases the difficulty of fault classification.
It can be recognized if the fault diagnosis accuracy rate is more than 90%. Then, when
CR = 0.5, the compressed vibration signal during wireless transmission will significantly
reduce the constraint of network bandwidth and improve the transmission efficiency.
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Figure 11. Comparative analysis of fault classification under different compression ratios: (a) Original
signal SVM classification; (b) original signal NBC classification; (c) CR = 0.25, SVM classification;
(d) CR = 0.25, NBC classification; (e) CR = 0.5, SVM classification; (f) CR = 0.5, NBC classification;
(g) CR = 0.75, SVM classification; and (h) CR = 0.75, NBC classification.

5.2. Comparative Analysis of Fault Diagnosis Results of Different Compression and
Reconstruction Methods

We compare and analyze BSBL-KSVD with other compression and reconstruction
algorithms and use the experimental data in Section 4.1 to verify the method’s effectiveness.
First, use five compression and reconstruction algorithms to process the original data in
Table 1 with three compression ratios (i.e., CR = 0.25, CR = 0.50, CR = 0.75). Then, using
the feature extraction method in Section 5, different fault feature matrices of 88 × 2160 are
extracted from the other reconstructed signals of the four sensors. The SSAE method is
also used for dimensionality reduction where the SSAE parameter settings are the same
as in Section 5.1. Finally, for the three compression ratios under each compression and
reconstruction method. We can obtain a new 22 × 2160 feature matrix after dimension
reduction, respectively, and divide it into 1800 training samples and 360 testing samples. In
addition, use the built-in SVM classification tool of Matlab 2020 for fault diagnosis. The
relevant parameter settings are the same as those in Section 5.1, and the final diagnosis
results under different compression ratios are shown in Tables 3–5.

Table 3. When CR = 0.25, the comparative analysis of fault classification of different compression and
reconstruction methods.

State BSBL(BO)-KSVD BSBL(EM)-KSVD BP-KSVD ROMP-KSVD OMP-KSVD

Normal Status 95.00% 91.33% 83.33% 86.67% 85.33%
Fault 1 91.67% 85.00% 95.00% 86.67% 90.00%
Fault 2 93.33% 83.33% 81.67% 83.33% 82.67%
Fault 3 95.00% 93.33% 88.33% 81.67% 80.67%
Fault 4 100.0% 95.67% 85.00% 95.00% 90.33%
Fault 5 98.33% 100.0% 95.00% 91.33% 92.00%

Total Accuracy 95.56% 91.44% 88.06% 87.45% 86.83%
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Table 4. When CR = 0.5, the comparative analysis of fault classification of different compression and
reconstruction methods.

State BSBL(BO)-KSVD BSBL(EM)-KSVD BP-KSVD ROMP-KSVD OMP-KSVD

Normal Status 93.33% 87.67% 78.33% 80.67% 83.67%
Fault 1 88.33% 83.33% 80.00% 82.33% 72.00%
Fault 2 86.67% 85.00% 75.00% 70.33% 72.33%
Fault 3 93.33% 88.33% 81.67% 76.00% 68.00%
Fault 4 100.0% 95.00% 92.33% 87.67% 82.33%
Fault 5 96.67% 90.67% 88.33% 88.00% 85.67%

Total Accuracy 93.06% 88.33% 82.61% 80.83% 77.33%

Table 5. When CR = 0.75, the comparative analysis of fault classification of different compression and
reconstruction methods.

State BSBL(BO)-KSVD BSBL(EM)-KSVD BP-KSVD ROMP-KSVD OMP-KSVD

Normal Status 85.00% 81.00% 72.67% 76.67% 65.00%
Fault 1 86.67% 77.33% 75.00% 65.00% 74.67%
Fault 2 88.33% 77.33% 71.33% 73.67% 67.33%
Fault 3 98.33% 89.00% 83.33% 67.33% 67.33%
Fault 4 98.33% 82.67% 75.67% 70.00% 72.00%
Fault 5 100.0% 85.33% 80.00% 75.67% 63.67%

Total Accuracy 92.78% 82.11% 76.33% 71.39% 68.33%

From the diagnostic results in Table 3, it can be seen that when CR = 0.25, the diagnostic
results of the BSBL-KSVD method are better than other compression and reconstruction
methods. The diagnostic results of BP, ROMP, and OMP algorithms are less than 90%,
indicating that the reconstruction accuracy of these three types of strategies is not high.
Some critical data information is lost during data compression.

From the analysis of the diagnostic results in Table 4, when CR = 0.5, only the diag-
nostic results of the BSBL-KSVD method are > 90%, The diagnostic results of the other
four compression methods were lower than 90%, and the lowest diagnostic result of the
OMP method was only 77.33%. It shows that with the increase of compression ratio, the
diagnosis result gradually decreases.

From the results in Table 5, when CR = 0.75, the diagnostic results of BP, ROMP, and
OMP methods are all below 80%, while the BSBL-KSVD method can reach more than 90%.
Compared with other compression methods, the method proposed in this paper has good
robustness and superiority.

To sum up, the diagnosis results of the BSBL-KSVD method are better than other
compression and reconstruction methods under different compression ratios. In the case of
weighing various pros and cons, it is assumed that the diagnostic result is >90% and has
a high data compression rate. This is a good reference for applying data compression to
mechanical fault diagnosis.

6. Conclusions

This paper proposes a method of compression and reconstruction of diesel engine
vibration signal based on BSBL-KSVD, which is practical and feasible, and compared with
other methods, there are advantages. To effectively verify the pros and cons of the BSBL-
KSVD algorithm proposed in this study regarding data compression effects, use the CR
indicator, MSE indicator, PSNR indicator, r indicator, and KPIs indicator for verification
and, finally, compressed and reconstructed signals for fault diagnosis case analysis. The
experimental results show that the compression effect of the BSBL-KSVD algorithm is
optimal when the compression rate CR = 0.5. The recovered reconstructed signal is closer
to the original signal, and good classification accuracy is obtained, which has a good
engineering application prospect.
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Although the proposed method has achieved good results, we can still improve it in
the following aspects: First, this research did not focus on using the reconstructed signal to
perform signal repair and noise reduction preprocessing in the follow-up. We will conduct
detailed research using methods such as double sparse dictionary learning; second, it
did not consider integrating the algorithm with the data acquisition hardware. In the
subsequent investigation, embedding the algorithm into FPGA improves front-end data
acquisition, transmission performance, and efficiency.
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Abstract: In order to improve the diagnosis accuracy and generalization of bearing faults, an inte-
grated vision transformer (ViT) model based on wavelet transform and the soft voting method is
proposed in this paper. Firstly, the discrete wavelet transform (DWT) was utilized to decompose
the vibration signal into the subsignals in the different frequency bands, and then these different
subsignals were transformed into a time–frequency representation (TFR) map by the continuous
wavelet transform (CWT) method. Secondly, the TFR maps were input with respective to the multiple
individual ViT models for preliminary diagnosis analysis. Finally, the final diagnosis decision was
obtained by using the soft voting method to fuse all the preliminary diagnosis results. Through mul-
tifaceted diagnosis tests of rolling bearings on different datasets, the diagnosis results demonstrate
that the proposed integrated ViT model based on the soft voting method can diagnose the different
fault categories and fault severities of bearings accurately, and has a higher diagnostic accuracy and
generalization ability by comparison analysis with integrated CNN and individual ViT.

Keywords: vision transformer; integrated vision transformer; fault diagnosis; rolling bearing

1. Introduction

The rolling bearing plays an important role in rotating machinery, its health is related
directly to the overall operating conditions and the quality of the mechanical equipment.
Bearing failure can lead to equipment failure and cause serious economic losses or casualties
to the enterprise. Therefore, it is very important to monitor and diagnose the health
status of rolling bearings through their vibration data to ensure normal production in
enterprises [1–7].

In recent years, more and more deep learning models have been developed and
applied to the fault diagnosis of rolling bearings because of the end-to-end diagnosis ability.
The typical CNN neural network is widely applied in the field of bearing-fault diagnosis
because of its simplistic network structure and high accuracy diagnosis ability [8–11].
Although the feature extraction capabilities of the CNN model from the one-dimensional
time-series signal or two-dimensional image can be increased by continuously stacking
more convolutional layers, the CNN cannot capture long-range feature information [12,13].
To solve this problem, the position embedding method is introduced into the CNN to
analyze the sequential nature of the time series signal or two-dimensional image, the
multihead self-attention and parallel training mechanisms are all incorporated into the
CNN model to capture the globally sensitive features from the time series signal or two-
dimensional image quickly [14], thus the transformer model is proposed and applied in
the field of natural language processing and image recognition [15]. After that, Yifei Ding
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et al. [16] applied the transformer method to the field of fault diagnosis of mechanical
equipment. However, the transformer has low computational efficiency and large memory
consumption. In order to solve this problem, a vision transformer (ViT) which removes the
decoder block of the transformer model is proposed for application in vision processing
with a higher recognition performance, because it can not only inherit the multiheaded
self-attention mechanism and relative position embedding method of the transformer
but can also adopt the parallel learning mechanism and be prone to capture the global
spatiotemporal information of an image [17–19]. Based on the advantages of ViT, a one-
dimensional ViT architecture with multiscale convolution fusion is proposed to capture
the fault features in multiple time scales with the transformer and achieve high diagnosis
accuracy on the bearing fault dataset [20]. However, in the diagnosis process, ViT cannot
thoroughly reveal the fault features concealed in the vibration signals, especially when
fluctuations in the working conditions occur. This can affect the diagnosis performance
of ViT. In addition, the diagnosis accuracy and generalization of the ViT model can be
degraded because of over-fitting.

To capture more fault-related information, some time–frequency signal-processing
methods, such as wavelet transform (WT), empirical mode decomposition (EMD), etc., can
not only denoise the original vibration signal but also decompose the signal into different
scale components which are combined with a deep learning model to extract fault features
for improving the diagnosis accuracy [21,22]. However, the EMD and its variants suffer
from mode mixing which decreases the decomposition performance. WT can overcome
the problem, and discrete wavelet transform (DWT) can decompose the original vibration
signal into the required scale components without reducing the amplitude, Continuous
wavelet transform (CWT) can detect the singularity of the different scale components.
Thus, the DWT over CWT can be utilized to detect the singularity of the required scale
components for bearing fault diagnosis.

Integration learning has been widely applied to the fault diagnosis of bearings by
flexibly fusing the preliminary diagnosis results of multiple base classifiers to obtain diag-
nosis results with higher accuracy and generalization ability because of the complementary
classification behavior among different base classifiers. When integrated deep learning
models combined with the different scale components of the original signal are utilized to
diagnose the fault classes, higher diagnosis accuracy and generalization can be produced.
Currently, some integrated deep learning models have been developed to apply to the field
of fault diagnosis, and achieve good diagnosis results [23–25].

To the best of our knowledge, integrated learning has not been introduced into the
ViT model to diagnose bearing faults. In order to improve the diagnosis accuracy and
generalization of ViT, an integrated ViT model combined with wavelet transform and the
soft voting method is proposed in this paper. The main contributions of the proposed
diagnosis method are summarized as follows:

(1) The integrated ViT based on the soft voting fusion method is suggested to diagnose
the bearing fault with high accuracy and generalization;

(2) DWT is used to decompose the original signal into different subsignals in different
frequency bands and denoise the subsignals. After that, CWT is utilized to transform
the subsignals into time–frequency representation (TFR) maps which can describe the
singularity of the different subsignals;

(3) The ViT model can dig out more hidden fault-related information from the different
TFR maps of the subsignals in different frequency bands.

The rest of the paper is organized as follows: Section 2 introduces the integrated ViT
model which is combined with wavelet transform and the soft voting method; Section 3
presents the fault diagnosis flowchart of the integrated ViT; Section 4 gives the fault diag-
nosis experimental analysis of bearings based on the integrated ViT; lastly, the Conclusion
is shown in Section 5.
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2. Integrated Vision Transformer Model

The integrated ViT model not only inherits the advantages of integrated learning but
also inherits the advantages of the ViT model, which can improve the diagnosis accuracy
and generalization. Figure 1 shows the proposed fault diagnosis scheme diagram of
the proposed integrated ViT model. Firstly, the vibration signal is gradually truncated
through the sliding time window and divided into different data segmentations (data
samples) which are decomposed into n subsignals in different frequency bands by DWT,
and these subsignals are transformed into the corresponding n TFR maps by CWT, and
then n individual ViT models which consist of a linear projection of flattened patches
(embedding layer), the transformer encoder and MLP head are utilized to diagnose these n
TFR maps of subsignals to obtain the preliminary diagnosis results, respectively. Finally,
the final diagnosis decision can be obtained by the soft voting method used to fuse all the
preliminary diagnosis results.

...

...

...

 

Figure 1. The diagnosis scheme diagram of the proposed integrated ViT.

2.1. DWT-Based Signal Decomposition

Referring to Figure 1, TFR maps of multiple subsignals in different frequency bands
are input into multiple individual ViT models to diagnose the fault preliminarily. In order
to reduce the influence of noise, DWT is used to decompose the original signal into different
subsignals in different frequency bands without reducing the amplitude.

The discrete wavelet transform (DWT) can map any stationary or non-stationary signal
to a set of base functions formed by wavelet scaling to obtain subsignals distributed in
different frequency bands with complete information in the pass frequency range [26].
Based on the rules, the fault-related information in different frequency bands can be mined
to diagnose the fault. Thus, through the scaling and translation of wavelet function basis
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and scale function, the original signal can be decomposed into different subsignals with
different scales. The detailed algorithm of DWT is described as follows.

(1) Given a time series signal a0 of length N is decomposed by the Mallat tower wavelet
decomposition algorithm [27], the decomposition process can be expressed as{

a′i+1 = Hai
d′i+1 = Gai

(1)

where H denotes the low-pass filter, G denotes the high-pass filter, ai is the signal to be
decomposed. a′i+1 and d′i+1 are the low-frequency and high-frequency coefficients obtained
by the one-half down-sampling method, respectively.

(2) The obtained low-frequency coefficients can be decomposed repeatedly according
to Equation (1). Thus, the low-frequency coefficients obtained from the decomposition of
level j and the high-frequency coefficients obtained from the decomposition of each level
are reconstructed to obtain subsignals in different frequency bands. For example, Figure 2
shows the 4-level decomposition result of the signal, A4 and a set of subsignals D4, D3,
D2, D1 represent approximate signal and detailed signals with frequency from low to high
respectively. The relationship between the decomposed components (subsignals) and the
original signal X can be expressed as

X = A4 + D4 + D3 + D2 + D1 (2)

 

Figure 2. The DWT decomposition schematic. Ai indicates the ith layer approximate signal, Di

indicates the ith layer detailed signal.

2.2. Time–Frequency Analysis Based on CWT

The time–frequency analysis method is mainly used to reveal the time–frequency
representation (TFR) of the subsignals in different frequency bands which can describe
the relationship between the time and the frequency. At present, there are many time–
frequency analysis methods used to analyze the time–frequency characteristics of vibration
signals, such as short-time Fourier transform (STFT), Wigner–Ville distribution (WVD),
and continuous wavelet transform (CWT). However, the STFT is unable to locate the time
and frequency of non-stationary signals accurately [28]; the WVD is prone to frequency
aliasing and cross-term interference [29]. In contrast, the CWT not only has good time–
frequency resolution and time–frequency localization ability, but also detects the singularity
of the signal. Thus, the corresponding time–frequency map of the subsignals in different
frequency bands can depict the distinguished fault-related information [30,31]. The analysis
process of CWT is described as follows.
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Assume that the mother wavelet or basic wavelet function ψ is satisfied with
ψ ∈ L1(R) ∩ L2(R) and ψ̂(0) ∈ 0, the wavelet function family can be obtained by scal-
ing and translation of function ψ. The wavelet function is written as follows

ψa,b(t) = |a|−1/2ψ

(
t − b

a

)
, a, b ∈ R, a �= 0 (3)

where
{

ψa,b
}

is the analytic wavelet or continuous wavelet, a is the scaling factor of
changing the wavelet shape, b is the translation factor of the wavelet shift. Thus, the CWT
for an arbitrary function f (t) ∈ L2(R) can be expressed as

Wf (a, b) = 〈 f , ψa,b〉 = |a|−1/2
∫

R
f (t)ψ

(
t − b

a

)
dt (4)

where ψ(t) is the complex conjugate of ψ(t), the symbol
〈

f , ψa,b
〉

is the inner product of
the function f and ψ. Wf (a,b) denotes the coefficients of the wavelet function with scale a
and offset b, which represent the similarity between the wavelet function and the original
signal, and both a and b are continuous variables.

In order to obtain the fault-related TFR of a subsignal in different frequency bands
in this paper, the CWT is used to transform the signal into a TFR, which is described
as follows:

Assuming that f s is the sampling frequency and Fc is the wavelet center frequency, the
actual frequency Fa corresponding to scale a is written as

Fa = Fc × fs/a (5)

In order to make the transformed frequency sequence an equal difference sequence,
the scale sequence must take the following values.

c/totalscal, · · · , c/(totalscal − 1), c/4, c/2, c (6)

where totalscal is the length of the scale series used in the wavelet transform of the signal,
which is set as 256 here, and c is a constant.

On the basis of the sampling theorem, the actual frequency corresponding to the
scale c/totalscal should be fs/2. The value of the constant c can be calculated according to
Equation (5), which can be obtained by the following equation

c = 2 × Fc × totalscal (7)

Accordingly, the required scale sequence is obtained by substituting Equation (7) into
Equation (6).

After determining the wavelet basis function and scale, the wavelet coefficients Wf
(a,b) are obtained by applying the continuous wavelet transform principle of Equation (4).
Then the scale sequence is converted into the actual frequency sequence f by Equation (5).
Finally, the TFR map can be plotted.

2.3. Vision Transformer Model (ViT)

A transformer is a typical neural network model that relies entirely on a self-attention
mechanism to establish the relationship between input and output, which can consider
the global information comprehensively and be trained in parallel because of the parallel
architecture that is completely different from the sequential structure of the traditional
recurrent neural network (RNN). Figure 3 shows the architecture of the transformer model
which mainly consists of a positional embedding layer, an encoder and a decoder. The
positional embedding is used to add the relative positional information of the input data
to the data processed by the embedding layer, thus, the transformer can better solve the
long-time dependency problem. Based on these characteristics, the transformer can achieve
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good performance on much vision detection, but it requires a good deal of memory and
computational power.

In order to solve this problem, the vision transformer (ViT) was proposed by Dosovit-
skiy [17]. ViT has been applied widely to the field of image and vision recognition because
of lower computational power and memory consumption, fewer training parameters and
fewer training samples. Figure 4 shows the structure of the ViT model which consists of
a linear projection of flattened patches (embedding layer), a transformer encoder and an
MLP head. The model’s first step is to divide an input image into a sequence of image
patches. These image patches are then passed through a trained linear projection layer
which plays the role of an embedding layer and outputs the vectors of fixed size. Position
embeddings are linearly added to the sequence of image patches so that the images can
retain their positional information. Then this new sequence of image patches is fed into
the transformer encoder which is mainly composed of a multihead attention layer and
a multilayer perceptron (MLP) layer; the multihead attention layer splits the inputs into
several heads so that each head can learn different levels of self-attention. The outputs of
all the heads are then concatenated and passed through the MLP head which is added to
the transformer encoder to give the network’s output classes.

Figure 3. The architecture of transformer model.

Figure 4. The structure of ViT model. * denotes the embedded class label vector.
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2.3.1. Embedding Layer

The embedding layer is mainly for implementing the linear projection of flattened
image patches and retaining the positional information and one-dimensional feature vector
and class labels of the image patches. Suppose the input image x ∈ Rh×w×c, where h
denotes the height of the image, w denotes the width of the image, and c denotes the
number of channels of the image; the image is split into N image patches with length
p and width p firstly, and then the image is flattened into a one-dimensional sequence
xp ∈ RN×(p∗p∗c). After that, a linear projection is conducted on the one-dimensional
sequence x′p ∈ RN×D, these image patches are mapped into the D dimension vector space.

Additionally, the class label and the positional information of the image patch are all
added to the outputs of embedding layer. Thus, a new sequence of image patches that
contains the image features and the positional and class label information is obtained,
which is the input of the transformer encoder.

2.3.2. Transformer Encoder

Each transformer encoder layer consists of multiple identical modular layers arranged
in a stack, its internal structure is shown in Figure 5a. Each module layer contains two
sublayers which are a multiheaded self-attention layer and MLP feed-forward network
respectively, the structure of the MLP feed-forward network can be seen in Figure 5b.
To improve the accuracy of the network model by increasing the depth of the network
generally, each sublayer is internally connected using residuals, and layer normalization
is used at the end of each sublayer to improve the training speed and generalization
performance of the neural network. The output of each sublayer can be expressed as

o = LayerNorm(x + Sublayer(x)) (8)

where Sublayer(x) indicates the multiheaded self-attentive function and MLP function in
each sublayer, LayerNorm(�) denotes the normalization function.

 

Figure 5. The architecture of the transformer encoder module. (a) the architecture of the transformer
encoder module, (b) the internal architecture of the MLP.

The internal structure of the MLP layer and the multihead self-attention layer are
described as follows.
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• MLP layer

The internal structure of the MLP is shown in Figure 5b, which comprises a fully
connected layer, GELU function, and dropout function. To improve the convergence of
the network, in the feedforward layer the ViT uses the Gaussian error linear unit (GELU)
activation function instead of the ReLU activation used in transformer. The output of the
GELU activation is expressed as follows

GeLU(x) = x · 1
2

[
1 + er f

(
x/

√
2
)]

(9)

where x denotes the input, and erf (�) denotes the Gaussian error function.

• Multiheaded self-attention layer

The self-attention mechanism allows the network model to extract local valid features,
but a single attention mechanism can only learn relevant information in one representation
space. To synthetically extract long-distance features from a global image, a multiheaded
self-attention mechanism is used to jointly focus on features from different representation
subspaces at different locations. The structure of the multihead attention layer is shown
in Figure 6. The self-attention mechanism uses scaled dot-product attention to calculate
the attention value of the feature matrix. The calculation formula of the scaled dot-product
attention is written as follows [32],

Attention(Q, K, V) = so f tmax
(

Q · KT
√

dk

)
· V (10)

Q = X f WQ (11)

K = X f WK (12)

V = X f WV (13)

where Q is the query matrix, K is the key matrix, V is the value matrix. These three matrices
are obtained by multiplying the input feature matrix Xf with the parameter matrices WQ,
WK and WV respectively, d is the dimension of Q, K and V.

 

Figure 6. The architecture of multilayer attention layer.

The multihead self-attention mechanism is a combination of multiple self-attention
mechanisms, which use multiple self-attention heads to learn features from different repre-
sentation subspaces, respectively, and then the multiple attention value is combined and
transformed linearly, thus the final attention value is obtained to realize the representa-
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tion under these different constraint conditions. The multihead self-attention mechanism
equation can be expressed as follows

MultiHead(Q, K, V) = Concat(head1, · · · , headh) · WO (14)

headi = Attention
(

Q · WQ
i · K · WK

i , V · WV
i

)
(15)

where WQ
i , WK

i , WV
i are the weight matrices of the ith attention head Q, K and V, WO is the

weight matrix of multihead attention, h is the number of attention heads, Concat function is
to concatenate the output values of each attention head.

2.3.3. MLP Head

Generally, the standard MLP head layer of ViT consists of a fully connected layer
and activation function, which is used to diagnose the fault classes. In order to reduce
the calculation workload of the ViT model, a Gaussian error linear unit (GELU) activation
function is adopted in this paper. Thus, the input data processed by the transformer encoder
layer is input into the MLP head to obtain the probability value of each fault class, and the
final fault class can be obtained according to the maximum probability value.

2.4. Decision Fusion Based on Soft Voting Method

When the output of a single classifier is the probability value of each fault class,
the fusion is most generally performed by the soft voting method [33]. Considering the
classification output of ViT is the probability value corresponding to each fault class, the
soft voting method is adopted to fuse all the outputs of multiple ViTs to obtain the final
diagnosis results. The fusion process based on the soft voting method is shown in Figure 7.
Suppose the output probability vectors yk(xk) of the time–frequency map xk produced by
the kth base classifier {M(k)}, the maximum value Y(X) is taken as the final classification
result, which is defined as follows

Y(X) = max

{
1
K

K

∑
k−1

yk

(
xk
)}

(16)

where xk denotes the CWT time–frequency map of the subsignal in the kth frequency bands
decomposed by DWT on the original data samples x, max() denotes the maximum function,
K is the number of base classifiers.

Figure 7. The fusion process of the soft voting method.

3. Diagnosis Method Based on Integrated ViT Model

The diagnosis flowchart based on the proposed integrated ViT model is shown in
Figure 8. The collected vibration signal is segmented into different data samples by the
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sliding time window, and then these data samples are divided into a training dataset and
test dataset. By the DWT and CWT method, the data samples in the training dataset are
decomposed into different subsignals in different frequency bands to obtain the different
time–frequency representation (TFR) maps which are input into individual ViT models
respectively, and then the multiple trained ViT models can be obtained. In the same way,
the TFR maps of different subsignals in different frequency bands in the test dataset are
also obtained, which are input to the multiple trained ViT models, respectively, to obtain
the preliminary diagnosis results. After that, the final diagnosis result is obtained by using
the soft voting method to fuse all the preliminary diagnosis results.

 

Figure 8. The diagnosis flowchart based on integrated ViT.

In addition, the number of the individual ViT model is determined by the number of
the subsignals in different frequency bands, which is set as five here. The loss functions of
all ViT models are all cross entropy loss functions which are written as follows:

Loss = − 1
N ∑

i
Li = − 1

N

N−1

∑
i=0

K−1

∑
k=0

yi,k · log(pi,k) (17)

where K is the number of fault classes, N is the number of training samples, yi,k is the
symbolic function (0 or 1), which takes 1 if the true fault class of sample i is equal to k,
take 1, otherwise it is 0. pi,k denotes the probability value of fault class k that the data
sample i belongs to. The parameters of each individual ViT model are trained by the TFR
maps, respectively.
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4. Fault Diagnosis of Rolling Bearing

4.1. Acquisition of Bearing Vibration Signal

In order to verify the effectiveness of the proposed integrated ViT model for the
fault diagnosis of the rolling bearing, the diagnosis method was utilized to diagnose the
fault signals obtained from the Case Western Reserve University (CWRU) Bearing Data
Center [34,35]. As shown in Figure 9, the experimental equipment comprised a motor,
rolling bearing, torque sensor, and dynamometer. The bearing under test was 6205-2RS JEM
KSF, a deep groove ball bearing. The drive end (DE) bearing fault signal with a sampling
frequency 48 kHz, a spindle speed 1797 r/min and a load 0 hp was collected.

 

Figure 9. Experimental setup of rolling bearing fault.

The electrical discharge machining (EDM) method was used to simulate the different
fault categories and severity of the bearings. Three different diameters of single point
damage (0.18 mm, 0.36 mm and 0.53 mm) on the inner ring, outer ring and rolling element
of the bearing were introduced, respectively. The statistics of the dataset are described in
Table 1. The dataset contains 10 fault classes, the number of data samples for each fault
class was 500, of which 350 were training samples and 150 were test samples. Thus, the
total number of training data samples and test samples were 3500 and 1500, respectively.
In addition, the number of data points per data sample was 1024.

Table 1. The statistics of bearing fault dataset.

Fault Class
Conditions

Class Label
The Number of

Training Samples
The Number of

Test Samples
Fault Size

(mm)

Normal 1 350 150 0

Slight inner ring 2 350 150 0.18

Medium inner ring 3 350 150 0.36

Severe inner ring 4 350 150 0. 53

Slight outer ring 5 350 150 0.18

Medium outer ring 6 350 150 0.36

Severe outer ring 7 350 150 0. 53

Slight rolling element 8 350 150 0.18

Medium rolling element 9 350 150 0.36

Severe rolling element 10 350 150 0.53
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4.2. Wavelet Transform Analysis of Vibration Signal
4.2.1. Obtaining Subsignals in Different Frequency Bands Based on DWT

Considering that the shape of Daubechies (Db) wavelet function is similar to the
waveform of bearing vibration signal, and in order to obtain a better frequency band
division effect and reduce the calculation time, DWT based on Db5 wavelet function was
used to decompose the data sample into different subsignals in frequency bands in this
paper. Figure 10 shows the four level decomposition results of the bearing vibration signal
which are the original signal, detail signals D1, D2, D3, D4 and approximate signal A4,
respectively. It can be seen that the different detail subsignals and approximate subsignals
depict the vibration characteristics from different scales such as the vibration amplitudes
and frequency, but the relationship between time and frequency cannot be shown.

Figure 10. Decomposition of vibration signal based on DWT.

4.2.2. Time–Frequency Analysis Based on CWT

In order to obtain the TFR maps of subsignals in different frequency bands to describe
the relationship between time and frequency, the different detail subsignals D1, D2, D3, D4
and the approximation subsignal A4 was transformed by the CWT based on the cmor3-3
wavelet basis function which was selected because its shape is similar to the impact signal
of a bearing fault. Figure 11 shows the TFR maps of the original vibration signal and
different approximate and detail subsignals. From the figure, it can be seen that the fre-
quency components of the original vibration signal contained the frequency components of
approximate subsignals A4 and detail subsignals D1 and D2, but the frequency components
of detail subsignals D1 and D2 were obviously different from the frequency components of
the original vibration signal, namely that these detail and approximate subsignals could
reveal more frequency information on the bearing, and they could depict the relationship
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between time and frequency. All these demonstrated that the CWT method can dig out
more fault-related information from the original vibration signal.

Figure 11. TFR maps of subsignal and original vibration signal.

4.3. Diagnosis Analysis

In order to verify the effectiveness of the integrated ViT models based on wavelet
transform and the soft voting method, the TFRs of five different detail and approximation
subsignals in different frequency bands of size 64 × 64 × 3, were input to five individual
ViT models, respectively, to preliminarily diagnose the fault of the bearing, and then the
soft voting method was used to fuse all the preliminary diagnosis results to obtain the final
diagnosis result.

Figure 12 shows the diagnosis results using the individual ViT model with different
detail and approximation subsignals, respectively, decomposed from some vibration data
samples, where the X-axis denotes the test data sample number and Y-axis denotes the
fault-class labels. From the figure, it can be seen that the diagnosis accuracy produced by
ViT model with the detail subsignal D1 achieved 95.07%, which is the highest among all
diagnosis accuracy produced by all the individual ViT models with other detailed and
approximate subsignals; the diagnosis accuracy produced by the individual ViT model
with the detailed subsignal D2, D3 and D4 was 94.80%, 76.47%, respectively, the diagno-
sis accuracy produced by the individual ViT model with approximate subsignal A4 was
74.40%, which was only higher than that of the individual ViT model with D4, the diag-
nosis accuracy of the individual ViT model with D4 was the lowest, only 73.73%. This is
mainly because the different detailed and approximate subsignals in the different frequency
bands contained different amounts of fault-related information, and the amount of fault
information in different frequency bands can affect the diagnosis accuracy of the individual
ViT model directly.
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(a) (b) 

  
(c) (d) 

 
(e) 

Figure 12. Diagnosis results of an individual ViT with different detail and approximation subsignal
TFR. (a–e) Diagnostic accuracy with an individual ViT with D1, D2, D3, D4 and A4 subsignal
TFR, respectively.

The final diagnosis results of the integrated ViT model using the soft voting method for
decision making to fuse all the preliminary results of five individual ViT models with five
different detailed and approximate subsignals in different frequency bands were obtained
and are shown in Figure 13. In addition, to further validate the effect of integrated ViT,
the diagnosis results of the integrated ViTs with the different numbers of individual ViT
models are also shown in Figure 13, where the X-axis and the Y-axis indicate the names
of the detailed and approximate subsignals and the diagnostic accuracy, respectively; the
histogram indicates the diagnosis accuracy of the individual ViT with different TFR maps
of the subsignals in different frequency bands, the curve indicates the diagnostic accuracy
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of the integrated ViT model with the first n TFR maps of subsignals in different frequency
bands. From the figure, it can be seen that the diagnosis accuracy of the integrated ViT
models increased with the number of individual ViT models involved in the integration.
The diagnosis accuracy of the integrated ViT models with first two individual ViT models
can reach 99.13%, and the diagnosis accuracy of integrated ViT with the five individual
ViT models achieved 100.00%, which exceeded the accuracy of all individual ViT models
and the accuracy of other integrated ViT models with different numbers of individual ViT
models. The diagnostic accuracy of all the integrated ViT models with different numbers
of individual ViT models was consistently higher than the highest diagnostic accuracy of
the individual ViT model. All these indicate that the integrated ViT model based on the
soft voting method has a superior diagnosis performance to the individual ViT model,
integrated learning can improve the diagnosis accuracy of the individual ViT model.

Figure 13. Diagnosis accuracy of the integrated ViT models with first n ViT. The histogram indicates
the diagnosis accuracy of the individual ViT with different TFR maps respectively, the red curve
indicates the diagnostic accuracy of the integrated ViT model with the first n TFR maps of subsignals.

4.3.1. Comparison with Other Integrated Models and Individual Models

To verify the superiority of the integrated ViT model, the TFRs of the subsignal in
different frequency bands were also input into the integrated CNN models based on the soft
voting method to diagnose the bearing fault. The structure parameters of the individual
CNN are shown in Table 2.

Table 2. The parameters of CNN model.

Layer Input Size Output Size

Conv2D 64, 64, 3 64, 64, 32

Conv2D 64, 64, 32 64, 64, 32

MaxPooling2D 64, 64, 32 32, 32, 32

Flatten 32, 32, 32 32,768

Dense 32,768 32

Dense 32 10

Figure 14 shows the diagnosis accuracy of the integrated CNN models using the
different numbers of individual CNN models with the TFRs of subsignals in different
frequency bands; the histogram indicates the diagnosis accuracy of the individual CNN
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with different TFR maps of subsignals in different frequency bands, the curve indicates
the diagnosis accuracy of the integrated CNN models using the first n individual CNN
models with the TFR of different subsignals. It can be seen that the diagnosis accuracy
of the integrated CNN models increased with the number of individual CNN models
involved in the integration. The highest diagnosis accuracy obtained by the integrated
CNN model using the different numbers of individual CNN models was 99.13%, which
was higher than the highest diagnosis accuracy of the individual CNN model, i.e., 96.20%.
From Figures 12 and 13, it can be seen that the diagnosis accuracy of the integrated CNN
model was always lower than that of the integrated ViT model with the same number of
individual diagnosis models, and the highest diagnosis accuracy of integrated CNN model
was lower than the highest diagnosis accuracy of the integrated ViT model. This could
indicate that the integrated ViT has superior diagnosis ability.

Figure 14. Diagnosis accuracy of integrated CNN using the first n individual CNN. The histogram
indicates the diagnosis accuracy of the individual ViT with different TFR maps respectively, the
red curve indicates the diagnostic accuracy of the integrated ViT model with the first n TFR maps
of subsignals.

In addition, to verify the stability of the proposed integrated ViT model, the five
diagnosis tests were conducted by the individual ViT model, the integrated ViT model and
the integrated CNN model, respectively. Table 3 shows the average diagnostic accuracy, the
minimum and maximum accuracy produced by the three diagnosis models. From the table,
it can be seen that the mean, minimum and maximum values of the diagnosis accuracy
of the integrated ViT model were 99.87, 99.47 and 100.00%, respectively, which were all
the highest among the corresponding accuracies of three diagnosis models, and the mean,
minimum and maximum values of diagnosis accuracy of the integrated CNN model were
higher than those of the individual ViT model, respectively. All these demonstrate that the
integrated ViT model has higher diagnosis accuracy and diagnosis stability compared with
the integrated CNN and individual ViT, and integrated learning can further improve the
diagnosis accuracy and stability of the individual ViT.
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Table 3. Performance comparison of individual ViT, integrated ViT and integrated CNN.

Diagnostic Model
Mean of

Diagnosis Accuracy
Minimum of

Diagnosis Accuracy
Maximum of

Diagnosis Accuracy

ViT 98.73% 97.76% 99.87%

Integrated ViT model 99.87% 99.47% 100.00%

Integrated CNN model 99.13% 98.53% 99.87%

4.3.2. Generalization Analysis of the Integrated ViT

To validate the generalization of the proposed integrated ViT model based on the soft
voting method, the fault diagnosis analysis of the three diagnosis models was conducted on
three different datasets under three different working conditions (0 hp load and 1797 rpm,
1 HP load and 1772 rpm and 2 HP load and 1750 rpm) which are referred to as dataset
1, dataset 2 and dataset 3, for convenience. Each dataset contained 10 fault classes, the
number of samples for each fault class was 200, including 140 training samples and 60 test
samples. Thus, each dataset had 1400 training samples and 600 test samples. Each sample
had 1024 data points. Table 4 shows the diagnosis results of the integrated ViT, integrated
CNN and individual ViT on the three different datasets.

Table 4. Diagnosis results of three diagnosis models on three datasets.

Diagnosis Model
Diagnosis Accuracy (%)

Dataset 1 Dataset 2 Dataset 3

Integrated ViT 100.00 99.67 99.83

Integrated CNN 99.17 99.33 98.33

ViT 98.83 98.67 97.83

From Table 4, it can be seen that the diagnosis accuracy of the integrated ViT on the
three datasets was 100.00, 99.67 and 99.83%, respectively; the maximum difference among
these three diagnosis accuracies is 0.33%, and the minimum difference among them is 0.17%.
The diagnosis accuracy of the integrated CNN on the three datasets was 99.17, 99.33 and
98.33%, respectively; the maximum difference among these three average diagnosis accura-
cies is 1%, and the minimum difference among them is 0.16%. The diagnosis accuracy of the
individual ViT on the three datasets was 98.83, 98.67 and 97.83%, the maximum difference
among these three diagnoses accuracies is 1%, and the minimum difference among them is
0.16%. The diagnosis accuracies of the integrated ViT on the three datasets are the highest
among the three diagnosis models respectively, the diagnosis accuracies of the individual
ViT on the three datasets are the lowest among the three diagnosis models respectively. In
addition, the maximum difference of the diagnosis accuracy of the integrated ViT on the
three datasets was the lowest among the three diagnosis models, the minimum difference of
the diagnosis accuracy of the integrated ViT was only 0.01% higher than that of integrated
CNN and individual ViT, respectively. All these can demonstrate that the integrated ViT
has stronger diagnosis generalization than the integrated CNN and individual ViT, and
furthermore, has the highest diagnosis accuracy among the three methods.

5. Conclusions

This paper proposes an integrated ViT model with the TFR maps of subsignals in
different frequency bands based on the soft voting method to diagnose bearings. In the
diagnosis process, DWT is used to decompose the vibration signal into different subsignals
in different frequency bands and CWT is utilized to obtain TFRs of subsignals in different
frequency bands, and then the TFR maps of the different subsignals are input into multiple
individual ViT models to diagnose the fault preliminarily, and lastly, the final diagnosis
result is obtained by the fusion method based on the soft voting method.
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The effectiveness and generalization of the proposed integrated ViT model were
verified by comparison with the integrated CNN model based on the soft voting method
and individual ViT model. Through a multifaceted comparison of the three methods on
different experimental datasets, the diagnosis results demonstrated that the proposed
integrated ViT has higher diagnosis accuracy and generalization than the integrated CNN
and individual CNN model for fault diagnosis of rolling bearings. All these show that
the integrated ViT has a promising development prospect in the field of fault diagnosis of
mechanical equipment. However, it was found that the number of ViT models used for
integrated learning affected the diagnosis accuracy in the process of fault diagnosis, so how
to select the number of ViT models with subsignals in different frequency bands will be
studied further in future.
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Abstract: Predicting the degradation of mechanical components, such as rolling bearings is critical
to the proper monitoring of the condition of mechanical equipment. A new method, based on a
long short-term memory network (LSTM) algorithm, has been developed to improve the accuracy
of degradation prediction. The model parameters are optimized via improved particle swarm opti-
mization (IPSO). Regarding how this applies to the rolling bearings, firstly, multi-dimension feature
parameters are extracted from the bearing’s vibration signals and fused into responsive features
by using the kernel joint approximate diagonalization of eigen-matrices (KJADE) method. Then,
the between-class and within-class scatter (SS) are calculated to develop performance degradation
indicators. Since network model parameters influence the predictive accuracy of the LSTM model,
an IPSO algorithm is used to obtain the optimal prediction model via the LSTM model parameters’
optimization. Finally, the LSTM model, with said optimal parameters, was used to predict the degra-
dation trend of the bearing’s performance. The experiment’s results show that the proposed method
can effectively identify the trends of degradation and performance. Moreover, the predictive accuracy
of this proposed method is greater than that of the extreme learning machine (ELM) and support
vector regression (SVR), which are the algorithms conventionally used in degradation modeling.

Keywords: performance degradation; degradation prediction; KJADE; LSTM; IPSO; rolling bearing

1. Introduction

Studies have shown that more than 45% of equipment failures in rotating machinery
are caused by bearing failure [1]. The financial losses and major safety accidents that this
causes in the industry can be avoided by assessing the deterioration status of equipment,
which would bolster an organization’s ability to detect faults in machine bearings [2].

According to previous studies on the topic, data-driven modeling has, over time,
gradually become the most effective forecasting method [3,4]. In order to predict the
remaining useful life (RUL) of bearings, a large number of studies, focusing on data-
driven modeling, have been carried out, including the support vector machine (SVM) and
artificial neural network (ANN) [5,6]. Zheng et al. proposed the ensemble SVM for the
fault detection and diagnosis of rolling bearings, in which composite multiscale fuzzy
entropy was used to discern health indicators [7]. However, traditional machine learning
methods like SVM require a priori knowledge of feature engineering, which is extremely
difficult to implement with regard to bearings due to the complex working conditions
they operate under. Deep learning-based algorithms provide an alternative solution to this
problem [8–10]. Chen et al. proposed a method based on neuro-fuzzy systems (NFSs) and
Bayesian algorithms, which use trained NFSs as predictors to discern the degradation of
a given machine’s fault state over time [11]. Ren et al. proposed the use of the spectral
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principal energy vector method in obtaining bearing signal feature vectors. They adopt
the deep convolutional neural network to predict the RUL of rolling bearings [12]. The
recurrent neural network (RNN), as an important subfield of deep learning, performs well
with regarding time series processing because the RNN can forecast using all available
historical data [13]. Malhi et al. made further strides towards putting forth a long-term
prediction model for machine condition monitoring based on RNN [14]. However, the
disappearance, or even the explosion, of gradients during network training seems to restrict
this method’s applicability [15].

To solve the issue, Hochreiter and Schmidhuber presented a variant of the RNN
network in 1997, namely, the long short-term memory (LSTM) neural network, which
addressed the problem by adding a gating mechanism [16]. At present, LSTMs are widely
used in a variety of different fields, such as speech recognition, time series modeling,
video classification, traffic flow prediction, and so on. Besides this, the LSTM method
has also been used to predict bearing degradation, exploring the correlation between
bearing degradation data and time [17]. Liu et al. proposed the use of an end-to-end
model in predicting the degradation trends of bearings. His model used CNN for data
reduction and feature extraction and a LSTM for time series processing [18]. Elsheikh et al.
proposed bidirectional rocking long-term and short-term memory to predict the RUL of
turbofan engines [19]. Tang et al. used a stacked automatic encoder (SAE) to obtain the
bottleneck characteristics of bearing signals and predicted bearing performance degradation
with a LSTM [20].

In application, the choice of the network structure, the number of hidden layers, and
the learning rate setting will significantly influence the predictive capability of LSTMs [21].
Typically, the complex structure and parameters of LSTM neurons are mostly determined
by experience, or by multiple parameter adjustments with expensive time, which involves
a lot of randomness and reduces the model’s predictive capability. Therefore, a set of
hyper-parametric optimization algorithms were developed to select the parameters au-
tomatically. The particle swarm optimization (PSO) algorithm is commonly used for
model parameter optimization in the field of bearing performance degradation assess-
ment [8,22,23]. However, the traditional PSO algorithm suffers from slow convergence as
well as local optimization problems, which affects the performance of the model. Hence,
a modified PSO algorithm is suggested for the purpose of optimizing the LSTM model’s
parameters. The modified IPSO-LSTM module was applied to predict bearing performance
degradation trends.

2. Methodology

2.1. LSTM

The mechanical degradation process, for example, on a rolling bearing, is a process of
accumulation and continuous fault development [24]. Its degradation is determined by
assessing its currently observable state as compared with its state in the recent past. The
traditional neural network only uses the most recently documented state for its model,
making it difficult to characterize deterioration and performance degradation over time.
The LSTM is a type of RNN. An RNN is a neural network that handles sequential data
and can be used to connect information from the recent past to the current task. However,
as the distance between relevant information and the information taken from the past
increases, the RNN loses its ability to learn and use distant details. Multiple control gates
have been designed to replace the RNN in order to solve this problem. Thus, the LSTM
network is constructed [16].

The LSTM solves the problem of gradient disappearance and explosion through the
use of the aforesaid gates. In the LSTM structure, ft, it, and ot are three gates, which are
designed to control the flow of information. ft controls the information of memory cells
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from time t-1 to time t. it controls the information input to the memory cells at time t, and
ot controls the information of memory cells at time t to the hidden state of ht.

ft = σ(w f cCt−1 + w f hht−1 + w f xxt + b f ) (1)

it = σ(wicCt−1 + wihht−1 + wixxt + bi) (2)

ot = σ(wocCt−1 + wohht−1 + woxxt + bo) (3)

where w f c, wih, and woh are the weight matrix between gate ft and memory cell Ct−1. b f is
the bias of the gate ft. Other weight matrices are derived from the following: Ct and Ct−1
represent the values of memory cells at time t and time t-1. b f , bi, and bo represent the bias.
σ is the activation function. The hiding unit structure of the long and short-term memory
network is shown in Figure 1.

Figure 1. Structure of long short-term memory hidden unit.

The LSTM can predict degradation due to the time-varying characteristics of perfor-
mance degradation and the advantages of LSTMs in modeling and forecasting time series.
However, the structure of the LSTM model is complex. Some parameters need to be set
synthetically, such as the time frame, the batch size, the number of hidden layer units, etc.,
which makes it difficult to meet the highly precise requirements for predicting time series
degradation. Thus, it is necessary to find the optimal model parameters for each iteration
in order to maintain strong predictive accuracy. This optimal model is realized through the
use of a swarm intelligence algorithm, which auto-selects and optimizes the LSTM model’s
parameters to improve the prediction.

2.2. IPSO

A particle swarm optimization (PSO) algorithm is a population intelligent optimization
algorithm used to simulate birds’ foraging behavior. Kennedy and Eberhart first proposed
it in 1995 [25]. A standard particle swarm optimization algorithm sets the particle swarm
size as m, and each particle has an n dimension search region. xi = (xi1, xi2, xi3, . . . , xin)
represents the search position of particle I in space. vi = (vi1, vi2, vi3, . . . , vin) is the velocity
of the particle, i, which represents the moving distance of the particle in each position
update. pi = (pi1, pi2, pi3, . . . , pin) records the search optimal bit value of the particle, i.
pg =

(
pg1, pg2, pg3, . . . , pgn

)
is the optimal particle location in the current population. In a

traditional PSO algorithm, the positions and velocities of particles are updated through
Equations (4) and (5).

vij(t + 1) = wvij(t) + c1R1(pij(t)− xij(t)) + c2R2(pgj(t)− xij(t)) (4)

xij(t + 1) = xij(t) + vij(t + 1) (5)
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where w is the inertia weight factor, and the range of w is (0, 1.4); c1 and c2 are learning
factors; R1 and R2 are random numbers between 0 and 1; vij(t + 1) is the j dimension
velocity component of the particle, i, in the t+1 iteration; xij(t + 1) is the j dimension position
component of the particle, i, in the t+1 iteration; pij(t) is the j dimension optimal position
component of the particle, i, in the t iteration; pgj(t) is the j dimension position component
of the optimal solution in the population in the t iteration; 1 ≤ i, g ≤ m, 1 ≤ j ≤ n.

However, the disadvantages of a PSO algorithm include low convergence accuracy
and premature results. The diversity of the population decreases while the iteration times
increase, the algorithm falls into the local optimal solution and the algorithm prematurely
solves an incomplete problem. To solve this problem, the position updating model and
parameter adjustment strategy of the particle swarm are modified.

1. Parameter adjustment strategy

The inertia weight, w, has a significant influence on the performance of particle swarm
optimization. In the early stages, a strong search ability is needed to search for the best
information quickly. And in the late stages, a fine selection is required to search for accuracy.

wt = wmax − t × (wmax − wmin)/tmax (6)

where wmax and wmin are the upper and lower limits of the preset inertia weight, and in
general, wmax = 0.9 and wmin = 0.4, respectively; tmax is the maximum number of iterations.

In the traditional PSO algorithm, c1 and c2 are fixed values. The improved c1 and c2
can adaptively adjust learning factors and inertia weight. To find the optimal solution,
independent and team learning abilities are adjusted in different search times.

c1 = cmax + (cmax − cmin)(1 − (e−w − 1)2
) (7)

c2 = cmax − (cmax − cmin)(1 − (e−w − 1)2
) (8)

2. Particle swarm position updating model [26]

In the early stages of the searching process, particles have a strong self-learning ability,
and the search iterative step size should be set to large. With the search time increasing,
the space range of solutions becomes smaller. To search for accurate solutions, the search
iteration step size of particles should be reduced accordingly. Therefore, an adaptive
adjustment factor, μ, is added to the particle position updating algorithm.

μ = 1/(1 + e−t/tmax) + 1/2 (9)

where t is the iterations.
The improved particle position update formula is then as follows.

2.3. IPSO-LSTM

As can be seen in Section 2.1, due to the advantage of processing time sequences, a
two-layer LSTM is used as the backbone network for the high dimensional degradation
feature extraction in this paper. The hidden state of each time step in the first layer is
retained to serve as the input of the second layer, which only returns the hidden state of the
last time step. To avoid model overfitting, a dropout regularization strategy is employed
after each LSTM layer. Then, the learned representation features are fed into the fully
connected layer to be mapped into a one-dimensional degeneration metric.

First, the hyper-parameters that need to be determined for the LSTM’s backbone
network include the number of hidden nodes in the first second layer. The hidden layers
play a vital role in extracting high-dimensional features and internal laws. The model’s
performance is affected mainly by the number of hidden nodes. Too many nodes will
increase the training time and may lead to overfitting. Too few will reduce the model’s
learning ability to the extent that the sparse adequate information extracted will not suffice
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in solving the problem. Therefore, the model structure’s complexity and predictive accuracy
should be considered comprehensively in selecting the number of nodes when designing
the network.

In addition, most neural networks are usually optimized by a gradient descent algo-
rithm. The gradient descent is calculated as follows:

g =
1
m
∇

θ̃∑ iL( f (x(i); θ̃), y(i)) (10)

where m is the batch size; y(i) is the target corresponding to m; θ is the updated parameter;
f is the random target function with the parameter, θ.

As seen from Equation (10), increasing the batch size reduces the gradient and makes
the gradient more accurate. This indicates that t stability of the convergence is enhanced by
increasing batch size in the correct range.

As described above, it is clear that the three hyper-parameters, namely the number
of hidden nodes in the first LSTM layer, the number of hidden nodes in the second LSTM
layer, and batch size, are the key factors affecting the performance of the model. The specific
representations and ranges are shown in Table 1. In this paper, the IPSO algorithm is used
to optimize and automatically select the parameters of the LSTM model.

Table 1. Optimized Parameters.

Description Notion

Number of nodes in the first LSTM layer h1
Number of nodes in the second LSTM layer h2

Batch size Sm

h1h2 The flowchart of LSTM parameters optimized by IPSO is shown in Figure 2. The
steps are as follows:

1. Initialize the parameters. Determine the population size range, iteration times, learn-
ing factors, location, and velocity;

2. Initialize the position and velocity of the particles. Generate the population particles
Xi,0(h1, h2, Sm) randomly. Where h1 and h2 denote the number of neurons in the first
and second hidden layer, respectively, and Sm represents the batch size;

3. Determine the evaluative function of the particles. The particle Xi,0, in step 2 above,
is assigned to the LSTM parameter. The data are partitioned into the training samples,
validation samples, and test samples. The fitness value, f it, of individual Xi is defined
as the target function, which is set as:

f it =

√
1
n

n

∑
i=1

(ŷi − yi)
2 (11)

where ŷi is the predicted value; yi is the actual observation;
4. Calculate the fitness value of each particle position, Xi. Individual extreme value and

the population extreme value are determined according to the initial particle’s fitness
value, and each particle’s best position is taken as its historical best position;

5. Update the velocity and position of the particle;
6. Determine whether the end condition of the iteration has been met. If it has, output

the optimal parameter; Otherwise, go to step 4 to continue the iteration.
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Figure 2. Parameter optimization flowchart.

3. Results IPSO-LSTM Method for Bearing Performance Degradation Prediction

In most practical industrial applications, the actual working conditions of mechanical
equipment are complex and dynamic. Bearing vibration signals collected by sensors contain
rich information. A single feature cannot fully describe the state of bearing vibration signals.
The kernel joint approximate diagonalization of eigen-matrices (KJADE) is to map the
observation data X = {x1, x2, . . . , xm} to a high-dimensional feature space F through a
nonlinear function Φ, and the mapped feature space is F = {Φ(x1), Φ(x2), . . . , Φ(xM)}.
The inner product of two vectors in the feature space is calculated following the kernel
function, and an m × m kernel matrix K is established as follows:

Kij = k
(

xi, xj
)
=

〈
Φ(xi) · Φ(xj)

〉
(12)

where xi and xj are the sample vectors. Therefore, the KJADE algorithm is employed to
characterize the bearing degradation state.

The step flow chart of the method is shown in Figure 3. The operations are described
as follows:

1. Original feature extraction. The full life vibration signal of bearing is analyzed in both
the time and frequency domains to avoid the insufficiency of single feature evaluation
ability. Eight features in time-domain and frequency-domain are extracted to form
a high-dimensional feature vector, as shown in Table 2. T1–T8 are the mean value,
root mean square (RMS), absolute average, skewness, waveform index, impulsion
index, and kurtosis index, respectively. Among others are frequency domain features,
where si is a spectrum for i = 1, 2, . . . , N (N is the number of spectrum lines) and fi is
the frequency value of the i-th spectrum line, indicating the degree of dispersion or
concentration of the spectrum and the change of the dominant frequency band;
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Table 2. Original features.

Time-domain
T1 = 1

N ∑N
i=1 xi, T2 =

√
1
N ∑N

i=1 x2
i , T3 =

[
1
N ∑N

i=1
√|xi|

]2
, T4 = 1

N ∑N
i=1|xi|,

T5 = 1
N ∑N

i=1 x3
i , T6 =

√
1
N ∑N

i=1 x2
i

F4 , T7 =
max(x)

1
N ∑N

i=1|xi | , T8 =
1
N ∑N

i=1 x4
i(√

1
N ∑N

j=1 x2
j

)4

Frequency-domain
F1 = 1

N ∑N
i=1 si, F2 = 1

N ∑N
j=1 (sj − 1

N ∑N
i=1 si)

2, F3 = ∑N
i=1 fi si

∑N
j=1 sj

, F4 =
1
N ∑N

j=1 (sj− 1
N ∑N

i=1 si)
3

(
√

F10)
3 ,

F5 =

√
∑N

i=1 f 2
i si

∑N
j=1 sj

, F6 =
√

1
N ∑N

i=1 si( fi − F12)2, F7 =

√
∑N

i=1 f 4
i si

∑N
j=1 f 2

j sj
, F8 = ∑N

i=1 f 2
i si√

∑N
j=1 sj∑N

k=1 f 4
k sk

2. KJADE features fusion. Considering the nonlinear characteristics of bearing vibration,
the redundancy of the original multi-domain degradation characteristics, and some
features that are not sensitive to the bearing degradation state, it is necessary to fuse
multi-domain features. Therefore, the KJADE algorithm based on kernel function is
employed to extract more effective, but low-dimensional, degradation characteristic
indexes [27]. KJADE has better nonlinear processing capabilities for bearing vibration
signals. It maps the observation data to a high-dimensional feature space through a
nonlinear function. Then the JADE can be used in this feature space to change the
nonlinear separable problem into a linear one;

3. Degradation assessment index calculation. The vibration signal collected at the
beginning of the bearing operation is taken as the health state, corresponding to
the health sample after dimension reduction. The subsequent signal is selected as
the monitoring sample. To quantify the dispersion between monitoring and health
samples and the aggregation between different classes, the evaluation factor, SS,
composed of between- and within-class scatter matrix, is used as the performance
degradation index [12];

4. IPSO-LSTM model construction. The number of hidden layer nodes and the batch size
of the LSTM neural network are taken as optimization objects. The LSTM is constructed
according to the corresponding parameters of each particle. The IPSO algorithm is
used to acquire the optimal hyper-parameter set for each iteration automatically;

5. Predicting the performance degradation. The LSTM model is constructed with the
optimal value of hyper-parameters, and the bearing data is used as input for training
and prediction.

Figure 3. Performance degradation prediction by IPSO.
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4. Case Analysis

4.1. Case 1

The Intelligent Maintenance System (IMS) Center of the University of Cincinnati’s
full-life vibration signals of bearings are used to confirm the proposed method [28]. The
experimental platform is shown in Figure 4.

Figure 4. Experimental setup.

The bearing type is ZA-2115, and the experimental conditions were as follows: out-
put speed was 2000 rpm, the radial load was 6000 lbs, and the sampling frequency was
20,480 Hz. A total of 984 sets of vibration signal data were recorded. The whole experiment
was completed in three groups. By the end of the experiment, an inner fault in bearing
3 and a rolling fault in bearing 4 were observed in the first group. An outer fault in bearing
1 in the second group and an outer fault in bearing 3 in the third group were also observed.
Among them, the rolling fault and inner fault in the first group, along with the outer fault
in the second group, were selected as objects for analysis. The corresponding vibration
data of life is shown in Figure 5.

Figure 5. Exemplary diagram of bearing vibration data: (a) rolling fault; (b) inner fault; (c) outer fault.

Based on the method in Section 2, the IPSO algorithm is used to optimize the LSTM
model’s predictive parameters. The initial parameters of the IPSO are as follows: the
number of particles is 10, the dimension of particle swarm is 3, the maximum velocity of
the particle is 1, and the maximum iteration number is 50. The range of particle locations,
namely the number of hidden layer nodes, is set to (100, 300), and the batch size is (30, 200).
The upper and lower limits of the inertia weight are w_max = 0.9 and w_min = 0.5, while
the upper and lower limits of the initial learning factors c_max and c_min are 2 and 1,
respectively. These are the optimal parameters obtained by comparative experiments. In
this study, the first 60% of the performance data is used as the training set, and 20% of the
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rest is saved as a validation set. Besides this, the model is optimized by an Adam algorithm,
and the root mean square error (RMSE) is applied as the target criteria.

To demonstrate the superiority of the proposed method, the performance of conven-
tional LSTMs and PSO-LSTMs have been compared. The resulting real degradation trends,
which can be expressed as a degradation index, are obtained via feature fusion using the
KJADE algorithm. Additionally, the comparison results of the degradation trends predicted
by each model are shown in Figures 6–8, where the y-axis is the degradation index. In
addition, RMSE is used as an additional metric to measure the performance of the model,
with the results shown in Table 3. The RMSE calculation is shown in Equation (13).

RMSE =

√
1
n

n

∑
i=1

(ŷi − yi)
2 (13)

where ŷi is the predicted value; yi is the actual observation; n is the total number of samples
in the faulty bearing.

Figure 6. Performance degradation predictions for outer bearings for the: (a) LSTM; (b) PSO-LSTM;
(c) IPSO-LSTM.

Figure 7. Performance degradation predictions of roller bearings for the: (a) LSTM; (b) PSO-LSTM;
(c) IPSO-LSTM.
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Figure 8. Performance degradation predictions of inner bearings for the: (a) LSTM; (b) PSO-LSTM;
(c) IPSO-LSTM.

Table 3. The RMSE of LSTM with different optimization methods.

RMSE Outer Roller Inner

LSTM 0.042 0.039 0.042
PSO-LSTM 0.025 0.013 0.018
IPSO-LSTM 0.012 0.011 0.013

From Figures 6–8, it can be seen that our proposed IPSO-LSTM method tracks the
degenerate states significantly better than the other two methods in all three failure modes,
especially the LSTM method without the hyper-parameter optimization process. In terms
of quantitative metrics, the RMSE results in Table 3 also illustrate the superiority of the
proposed method.

The above results show that the IPSO algorithm is effective in optimizing the hyper-
parameters of the LSTM based network, which can automatically and accurately search
for the optimal parameters. To further illustrate the advantages of the IPSO algorithm
in optimizing speed and avoiding local extremum, we visualize the parameter search
processes, which are shown in Figure 9.

Figure 9. Optimization iteration results for the: (a) outer bearing; (b) roller bearing; (c) inner bearing.

Overall, the convergence speed and fitness of the IPSO algorithm are better than
the traditional PSO algorithm. Specifically, as Figure 9b,c demonstrate, IPSO has good
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optimization ability and can quickly find the optimal global point. Compared with the
PSO, the IPSO algorithm has a faster convergence speed. Figure 9a shows that although
the final fitness error is the same, the IPSO algorithm converge is faster.

Furthermore, extreme learning machines (ELM) and support vector regression (SVR),
which have been widely used with good performance degradation prediction [29,30], are
compared with the proposed IPSO-LSTM for effectiveness. The comparison results are
shown in Figures 10–12.

Figure 10. Performance degradation predictions of the outer bearings for the: (a) ELM; (b) SVR;
(c) IPSO-LSTM.

Figure 11. Performance degradation predictions of roller bearings for the: (a) ELM; (b) SVR;
(c) IPSO-LSTM.
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Figure 12. Performance degradation predictions of the inner bearings for the: (a) ELM; (b) SVR;
(c) IPSO-LSTM.

The results show that the prediction results of the IPSO-LSTM method are more in line
with the original curve, with greater predictive accuracy. This is demonstrated in the RMSE
values in Table 4. Predictive errors in the proposed method are minimal, which verifies the
effectiveness of the proposed IPSO-LSTM method.

Table 4. The RMSE of different methods.

RMSE Outer Roller Inner

ELM 0.055 0.031 0.029
SVR 0.031 0.027 0.029

IPSO-LSTM 0.012 0.011 0.013

4.2. Case 2

The lab experiments used four HRB6305 bearings. They were fixed on the same shaft
and connected with the motor. A radial load of 750 kg was applied to all bearings to
accelerate the bearing damage process, and the bearing speed was 3000 rpm. Full-life
vibration signals were obtained by the NI PXI acquisition system. The vibration signals
acquisition frequency was 20 kHz, the data were collected every 5 min. The experimental
platform is shown in Figure 13.

Figure 13. Experimental setup.
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The fault in the rolling element is taken as the experimental object. Figure 14 shows
the full-life original vibration signal of the rolling element. The mixed-domain features are
extracted from the bearing data. KJADE is used for feature fusion to acquire an optimal
feature parameter set, and the SS is calculated from fusion features to obtain the degradation
index. The proposed method is used to predict the performance degradation and compared
with the LSTM and PSO-LSTM methods. The prediction curve is shown in Figure 15.

Figure 14. The full-life original vibration signal.

Figure 15. Performance degradation predictions of the roller bearings for the: (a) LSTM; (b) PSO-
LSTM; (c) IPSO-LSTM.

The results demonstrate that the predictive accuracy of the proposed method is greater
than that of the other two methods. The RMSE results of LSTM, PSO-LSTM, and IPSO-
LSTM are shown in Table 5. The iteration results of IPSO and PSO optimization are shown
in Figure 16. It demonstrates that the IPSO algorithm converges earlier and is less likely to
succumb to the local minimum problem, which is an advantage over the performance of
the PSO.

Table 5. The RMSE of LSTM with different optimization methods.

LSTM PSO-LSTM IPSO-LSTM

RMSE 0.065 0.054 0.048
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Figure 16. Optimization iteration results of roller bearing.

Similar to case 1, extreme learning machines (ELM) and support vector regression
(SVR) are compared with the proposed method.

The results of the comparison are shown in Figure 17 and Table 6. It can be seen
that the proposed method is more effective than the other two methods in predicting the
degradation trend of bearings. The RMSE values also reflect that the proposed IPSO-LSMT’s
predictive accuracy is higher than the ELM and SVR methods.

Figure 17. Performance degradation predictions of the roller bearing for the: (a) ELM; (b) SVR;
(c) IPSO-LSTM.

Table 6. The RMSE of different methods.

ELM SVR IPSO-LSTM

RMSE 0.073 0.101 0.048

5. Conclusions

This paper proposes a method based on an improved PSO optimized LSTM (IPSO-
LSTM) to analyse bearing performance degradation. The proposed method can effectively
resolve the problem of online parameter selection and the low predictive accuracy of the
LSTM method. The KJADE method is used to fuse the bearing vibration signal to form
an effective feature vector, and SS is calculated to acquire a performance degradation
index. Then, the improved PSO algorithm is used to optimize the LSTM parameters to
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obtain an optimal performance degradation prediction model. In this study, the proposed
method is compared with the LSTM, PSO-LSTM, ELM, and SVR through lab experiments.
The experiments’ results have verified the effectiveness and superiority of the proposed
method over others. This method has good prospective applications in predicting bearing
performance degradation, and it can also be tailored and applied to other mechanical
systems for online health and prognosis management.
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