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micromachines

Editorial

Editorial for the Special Issue on Droplet-Based Microfluidics:
Design, Fabrication, and Applications
Pingan Zhu

Department of Mechanical Engineering, City University of Hong Kong, Hong Kong 999077, China;
pingazhu@cityu.edu.hk

Microfluidics is a rapidly growing field of research that involves the manip-
ulation and analysis of fluids in small-scale channels, usually with dimensions ranging
from sub-micrometer to sub-millimeter. This technology has widespread applications in
fields such as chemistry, biology, medicine, physics, engineering, and the environment.
One particularly appealing subcategory of microfluidics is droplet-based microfluidics,
which permits the generation, manipulation, and analysis of tiny droplets and bubbles with
exceptional precision and accuracy. Advancing this field necessitates innovative techniques
for droplet/bubble generation and manipulation, as well as the development of novel mate-
rials and technologies for microfluidic devices. The aim of this Special Issue is to showcase
the latest developments in droplet-based microfluidics, with a focus on the fundamentals
of fluid mechanics, fabrication of microfluidic devices, and the generation, manipulation,
and applications of droplets. The fundamentals of fluid mechanics continue to be impor-
tant in the design and optimization of microfluidic devices, while advances in fabrication
techniques have enabled the creation of increasingly complex and precise devices. Droplet
generation and manipulation are also critical for many microfluidic applications, ranging
from materials synthesis to chemical and biological analysis.

1. Fundamentals of Fluid Mechanics

Fluid mechanics is the cornerstone of droplet-based microfluidics as it governs the
behavior of fluids at the microscale. A comprehensive comprehension of the principles of
fluid mechanics is vital to devise and create effective droplet-based microfluidic systems.

Frolov et al. [1] explore the interaction of shock waves with bubbly water for gen-
erating a propulsive force. The study aims to investigate two potential directions for
improving underwater propulsion: (1) replacing chemically inert gas bubbles with chemi-
cally reactive ones and (2) increasing the pulsed detonation frequency from tens of hertz to
kilohertz. This study could offer valuable insights into the behavior of bubbles in microflu-
idic devices that utilize shock waves, thereby paving the way for designing microfluidic
devices that leverage shock waves for various applications, including droplet generation
and manipulation.

In addition to bubble dynamics, Frolov et al. [2] investigate the self-ignition of triethyla-
luminum (TEA) and triethylborane (TEB) microdroplets in air. The authors propose a novel
mechanism of the heterogeneous interaction of gaseous oxygen with liquid TEA/TEB
microdroplets to calculate the self-ignition of a spatially homogeneous mixture of fuel
microdroplets in ambient air under normal pressure and temperature conditions. The
findings provide insights into the combustion behavior of fuel droplets, which can aid
in designing microfluidic devices that involve reactions with highly reactive droplets
for micro-combustion.

Concerning solid–fluid interactions, Sheidaei et al. [3] present a numerical study that
predicts the dispersion rate of nanoparticles in a gas–liquid dual-microchannel separated
by a porous membrane. The dispersion rate of airborne nanoparticles can be regulated by
adjusting the fluid flow velocity, membrane porosity, and particle diameter. This study
offers fundamental insights into the mechanisms of nanoparticle dispersion, which can
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be utilized to optimize the design of lung-on-a-chip microfluidic devices for nanoparticle
separation and filtration with implications for health monitoring.

2. Fabrication of Microfluidic Devices

The fabrication of microfluidic devices requires an understanding of material prop-
erties and manufacturing techniques that can be used to create structures with desired
characteristics. Atmakuri et al. [4] explored the effect of filler materials on the wettability
and mechanical properties of basalt/E-glass woven fabric-reinforced composites, which
could be used to create microfluidic devices with high mechanical strength and tunable wet-
tability. They found that the incorporation of graphite improves both the hydrophobicity
and mechanical properties of the composites.

In the field of 4D printing, Long et al. [5] developed variable stiffness conductive com-
posites that can change their stiffness and conductivity properties in response to external
stimuli by alternately printing liquid metals and silicone elastomers. This technology has
potential applications in microfluidics, where materials with programmable properties can
be used to fabricate droplet-based microfluidic devices with on-demand manipulation of
droplets and fluid flows.

Thermal imprinting is a common technique for creating microfluidic structures with
high aspect ratios, but the accuracy of microstructures can be compromised due to the
thermal behavior of the materials during imprinting. Ciganas et al. [6] developed a finite el-
ement model for accurately predicting the thermal imprint of high-aspect-ratio microfluidic
structures fabricated from different polymers, providing insights into the behavior of these
materials during imprinting. The models can provide guidelines for optimizing imprinting
conditions and parameters, which is conducive to the fabrication of microfluidic devices
with improved accuracy of microstructures.

Finally, Cai et al. [7] develop a method for the fabrication of transparent and flexible
digital microfluidic devices with improved optical properties and mechanical flexibility
by laser ablation. The device can perform different droplet manipulation functions and
provides an alternative to conventional digital microfluidic devices that are based on glass
or silicon wafers.

3. Droplet Generation

The fabrication of microfluidic devices for droplet generation has been a major focus
of recent research in the field. Anyaduba et al. [8] demonstrate a novel approach to
generating picoliter-sized droplets with high precision and efficiency using microfluidic
devices fabricated via 3D printed molds. By utilizing complex geometries made possible
by 3D printing, the authors provide a promising avenue for high-throughput biological or
chemical assays.

The control of droplet generation in microfluidic devices heavily relies on the sur-
face wettability of microfluidic channels. In this regard, Warr et al. [9] investigate the
surface modification of 3D printed microfluidic devices to achieve controlled wetting
in two-phase flow. By utilizing hydrophobic monomers, the authors have developed a
technique to render the surfaces of microfluidic devices more hydrophobic, providing a
means to regulate droplet generation in microfluidic devices. This advancement in surface
modification technology is expected to have significant implications in the field of chemical
and biological assays.

Dai et al. [10] delved into the dynamic behavior of double emulsion formation in
a tri-axial capillary device. The study provides insights into the mechanisms of double
emulsion generation in microfluidic devices by developing a semi-analytical model for
predicting the droplet size distribution with the wall effect and various flow conditions. By
utilizing a one-step process and controlling the size of the droplets, the authors provided a
promising avenue for monodisperse double emulsion generation in microfluidic devices.

Trossbach et al. [11] presented a portable, negative-pressure actuated, dynamically
tunable microfluidic droplet generator. The authors demonstrate the capabilities of the

2
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device by using it to produce monodisperse droplets with varied volumes, dynamically
tune the droplet composition, and create droplet-templated cell spheroids from primary
cells. This device’s portability and easy-to-use nature make it a valuable tool for a range of
applications, especially for non-specialists.

4. Droplet Manipulation

Microfluidic droplet manipulation is a rapidly growing field that has potential appli-
cations in various scientific and technological domains. In this regard, researchers have
focused on investigating the fundamental mechanisms behind droplet manipulation and
exploring new techniques for precise control over droplet generation, sliding, and transfer.

Chen et al. [12] present a study on the asymmetric jetting phenomenon that occurs
during the impact of liquid drops on superhydrophobic concave surfaces. The study
reveals that the deformation of the liquid-liquid interface during the droplet impact causes
asymmetric jetting, with the droplet’s impact position and surface curvature playing
crucial roles. These findings provide insights into the underlying mechanisms of droplet
manipulation and have significant implications for designing open-space microfluidic
devices with controlled droplet manipulation and generation.

Yonemoto et al. [13] investigate the sliding behavior of droplets on an inclined solid
substrate. The study highlights the dependence of the onset of droplet sliding on factors
such as droplet size, substrate inclination angle, and contact angle. The results contribute to
the fundamental understanding of droplet manipulation mechanisms and provide a basis
for designing open-space microfluidic devices in applications such as droplet-based assays
and droplet-based microreactors.

In addition to droplet impact and sliding, precise control over the amount and location
of liquid deposition is another critical aspect of droplet manipulation. Liu et al. [14] present
a novel technique that utilizes a micropipette to transfer ultra-small volumes of liquid
adhesive onto a substrate in the femtoliter to picoliter range. The method enables precise
control over the amount and location of adhesive, opening up new avenues for designing
and developing microfluidic devices with controlled material distribution.

5. Applications of Droplet-Based Microfluidics

Droplet-based microfluidics has found numerous applications in various fields, in-
cluding medical diagnostics, materials science, and wearable electronics. In this regard,
Tiemeijer et al. [15] present a single-cell droplet microfluidics platform for analyzing the
functional heterogeneity of cytotoxic T-cells (CTLs). The platform utilizes soluble stim-
uli and artificial antigen-presenting cells (APCs) to activate CTLs and identify functional
heterogeneity based on various parameters. The tool proposed provides a means for
high-throughput and single-cell analysis of CTLs, paving the way for the selection of
potent CTLs for cell-based therapeutic strategies.

In continuous crystallization processes, the suitability of material systems is critical to
achieving high-quality crystals. Kufner et al. [16] propose a strategy for fast decision making
on the suitability of material systems for continuous crystallization using a microfluidic
slug flow crystallizer. The approach involves pre-selection of the solvent/solvent mixture,
verifying slug flow stability, and modeling temperature-dependent solubility in the material
system. The strategy represents a general approach for optimizing the design and operation
of continuous crystallization processes.

Choe et al. [17] present a novel wearable strain sensor that utilizes droplet-based
technology. The sensor is made of ultrasoft and ultrastretchable silicone elastomers filled
with conductive liquid-metal droplets, exhibiting anisotropic conductivity, and maintaining
metallic conductivity when strained. The sensors can be integrated into clothing and
conform to the body, making them suitable for use in healthcare and sports applications,
including the development of wearable electronics and soft robotics.

In summary, the articles presented in this Special Issue showcase the extensive range
of research being conducted in the field of droplet-based microfluidics and emphasize
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the significance of droplet-based microfluidics as a versatile and robust tool for scientific
research and technological advancement. From fundamental studies of fluid mechanics
to the design of innovative devices and their applications in various fields, droplet-based
microfluidics provides a plethora of exciting research opportunities. Further exploration of
this field will undoubtedly uncover new discoveries and applications in the near future.

Lastly, I extend my sincere gratitude to all the authors for their valuable contribu-
tions to this Special Issue, and to the reviewers for their dedicated efforts and time spent
enhancing the quality of the papers.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.
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Interaction of Shock Waves with Water Saturated by
Nonreacting or Reacting Gas Bubbles
Sergey M. Frolov 1,2,3,* , Konstantin A. Avdeev 1, Viktor S. Aksenov 1,2, Illias A. Sadykov 1,
Igor O. Shamshin 1,3 and Fedor S. Frolov 1,3

1 Department of Combustion and Explosion, Semenov Federal Research Center for Chemical Physics of the
Russian Academy of Sciences, 119991 Moscow, Russia

2 Institute of Laser and Plasma Technologies, National Research Nuclear University “Moscow Engineering
Physics Institute”, 115409 Moscow, Russia

3 Department of Computational Mathematics, Federal State Institution “Scientific Research Institute for System
Analysis of the Russian Academy of Sciences”, 117218 Moscow, Russia

* Correspondence: smfrol@chph.ras.ru

Abstract: A compressible medium represented by pure water saturated by small nonreactive or
reactive gas bubbles can be used for generating a propulsive force in large-, medium-, and small-
scale thrusters referred to as a pulsed detonation hydroramjet (PDH), which is a novel device for
underwater propulsion. The PDH thrust is produced due to the acceleration of bubbly water (BW) in
a water guide by periodic shock waves (SWs) and product gas jets generated by pulsed detonations
of a fuel–oxidizer mixture. Theoretically, the PDH thrust is proportional to the operation frequency,
which depends on both the SW velocity in BW and pulsed detonation frequency. The studies reported
in this manuscript were aimed at exploring two possible directions of the improvement of thruster
performances, namely, (1) the replacement of chemically nonreacting gas bubbles by chemically
reactive ones, and (2) the increase in the pulsed detonation frequency from tens of hertz to some
kilohertz. To better understand the SW-to-BW momentum transfer, the interaction of a single SW and a
high-frequency (≈7 kHz) sequence of three SWs with chemically inert or active BW containing bubbles
of air or stoichiometric acetylene–oxygen mixture was studied experimentally. Single SWs and SW
packages were generated by burning or detonating a gaseous stoichiometric acetylene–oxygen or
propane–oxygen mixture and transmitting the arising SWs to BW. The initial volume fraction of gas
in BW was varied from 2% to 16% with gas bubbles 1.5–4 mm in diameter. The propagation velocity
of SWs in BW ranged from 40 to 580 m/s. In experiments with single SWs in chemically active
BW, a detonation-like mode of reaction front propagation (“bubbly quasidetonation”) was realized.
This mode consisted of a SW followed by the front of bubble explosions and was characterized by a
considerably higher propagation velocity as compared to the chemically inert BW. The latter could
allow increasing the PDH operation frequency and thrust. Experiments with high-frequency SW
packages showed that on the one hand, the individual SWs quickly merged, feeding each other and
increasing the BW velocity, but on the other hand, the initial gas content for each successive SW
decreased and, accordingly, the SW-to-BW momentum transfer worsened. Estimates showed that for
a small-scale water guide 0.5 m long, the optimal pulsed detonation frequency was about 50–60 Hz.

Keywords: bubbly water; bubbly detonation; shock wave-to-bubbly water momentum transfer;
bubble explosion; underwater propulsion

1. Introduction

A novel type of underwater propulsion device for producing hydrojet thrust, referred
to as the pulsed detonation hydroramjet (PDH), was proposed in [1]. This propulsion
device is a flow-through pulsed detonation tube inserted in a flow-through water guide.
The pulsed detonation tube periodically (with a frequency of tens of hertz) generates shock
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waves (SWs) and produces gas jets due to ignition and deflagration-to-detonation transition
in the combustible mixture filling the tube, and it transmits these SWs and product gas jets
to water in the water guide, thus creating the compressible flow of bubbly water (BW) in
it. The water guide takes pure outboard water through an intake and ejects BW through
a nozzle. Hydrojet thrust is produced due to the acceleration of BW in the water guide
by periodic SWs and product gas jets. Theoretically, the PDH thrust is proportional to the
operation frequency depending on both the SW velocity in BW and on the frequency of
pulsed detonations. The PDH can contain no moving parts and can be used for generating
a propulsive force in large-, medium-, and small-scale underwater thrusters. Similar
principles can potentially be used in microrobotics to provide the driving force [2] and in
medicine for needle-free injections [3].

There are many publications on the processes inherent in PDH operation, including
SW propagation in BW, submerged gas jet penetration and bubble formation, SW coales-
cence, etc. The basic phenomenon in the PDH is SW propagation in compressible BW.
This phenomenon was earlier studied experimentally in a vertical hydroshock tube [4,5]
containing a high-pressure chamber (HPC) and low-pressure chamber (LPC) separated by
a bursting diaphragm, and a measuring section filled with BW with a certain volumetric
gas content α. In experiments, after the rupture of the bursting diaphragm, an SW of
known intensity (very weak, weak, or strong depending on the gas pressure in the HPC)
was formed in the LPC and transmitted to BW. The evolution of SW velocity and other
parameters in BW was monitored with pressure sensors mounted along the measuring
section and with a high-speed video camera through optical windows. Experiments on
very weak (quasiacoustic) SW propagation in BW with different α [6] showed that the
speed of sound passed through a deep minimum as α increased from zero to 100% and
was much less than the speed of sound in pure water (1500 m/s) and in pure air (340 m/s).
This result corresponded well to the known theoretical relationships [7,8]. Experiments on
weak SW propagation in water with air bubbles at α ranging from 1 to 20% showed [9] that
the SW velocity in BW was supersonic and varied from 150 to 100 m/s when α increased
from 2 to 5%, and it dropped to 50 m/s when α increased to 20%. The measured velocity
of an SW reflected from a rigid wall appeared to be higher than that of the incident wave
because of bubble shrinking in the BW compressed by the incident SW and therefore the
lowering of α. Video recording of single bubble motion behind a weak SW in BW with
α ≈ 1–3% showed [10] that the shock-induced bubble velocity attained a value of 3–4 m/s.
Experiments with strong SWs in BW with α ranging from 0.5 to 6% showed [11] that the
measured SW velocities were considerably greater than those registered in [9], other condi-
tions being equal, and it attained 400 m/s at α = 2% and 250 m/s at α = 5%. Depending on
BW parameters such as bubble size, gas thermal conductivity, liquid viscosity, etc., the SWs
propagating in BW were found to exhibit various pressure profiles [12,13], namely, with
a smooth or oscillatory pressure time history [14]. Experiments with SWs propagating in
BW with α = 8% and air bubbles 0.1, 0.48, and 0.69 mm in diameter indicated [15] that the
pressure oscillation frequency behind SWs decreased with bubble diameter. The authors
of [16] used high-speed photography and image post-processing to register time-resolved
structural changes in a submerged gaseous jet emanating from a Laval nozzle. In [17],
the results of experimental study on gas jetting by an underwater detonation tube were
reported, and the mechanism of shock wave propagation and bubble deformation was
discussed. The effect of the nozzle attached to a detonation tube on the underwater SW and
gas detonation bubble was investigated in [18]. Three types of nozzles (converging, straight,
and diverging) were examined. The converging nozzle was shown to enhance water–gas
mixing and increase the peak pressure of the SW compared with the straight nozzle as well
as to essentially inhibit the bubble pulsation process. The diverging nozzle was shown to
suppress water–gas mixing, increase the gas jet velocity, and enhance the bubble pulsation
process. High-speed photography, digital particle image velocimetry, underwater pressure
field measurements, and CFD calculations were used in [19,20] to study the two-phase flow
nearby the open end of the detonation tube submerged in water. Stoichiometric explosive
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mixtures of methane, hydrogen, and acetylene with oxygen were detonated in the tube
under the same fill conditions. The oscillation frequencies and directional growth of the
detonation gas bubble were investigated. The dynamic behavior of the bubble in the first
oscillation was found to be very similar to that of a conventional underwater explosion.

Theoretical and computational studies of SW propagation in BW were commonly
based on one-dimensional conservation equations of mass, momentum, and energy for
two mutually penetrating continua, water and gas. The simplest isothermal models of
SWs in BW [15,21] assumed a small gas volume fraction in incompressible water and
noninteracting spherical gas bubbles moving in water without velocity slip. The range
of validity of the governing equations used in [15,21] was studied in [22]. Shock wave
propagation in BW with both compressible phases was considered in [23]. A more detailed
model of SW propagation in bubbly liquid accounting for the thermal conductivity of
phases was proposed in [24]. The authors of [25] generalized the nonisothermal model
formulation to an arbitrary number of fluids with interphase mass and energy transfer. The
surface tension force at a curved interface of phases in BW was introduced in [26,27] to
account for different pressures in phases. Shock-induced chemical energy release in SWs
propagating through BW saturated with reactive gas bubbles was investigated numerically
in [28,29]. The effect of bubble polydispersity on shock wave propagation in a bubbly liquid
was investigated numerically in [30]. The averaged shock structure in one-dimensional
calculations was shown to become less oscillatory and tending to monotonic when the
bubble size distribution broadened. The authors of [31] computationally studied the
interaction of shock waves generated by two underwater detonation tubes. The dynamics
of detonation gas bubbles and spectral characteristics of pressure field were analyzed,
and the formation of a high-pressure zone in the region between the tubes was revealed.
In the up-to-date models, the governing equations are supplemented with the various
semiempirical relationships for interphase mass, momentum, and energy exchange caused
by shock-induced phase velocity slip and temperature differences.

Momentum transfer from a single strong SW to BW with chemically inert air bubbles
was studied computationally [32,33] and experimentally [34,35]. It turned out that the
highest efficiency of momentum transfer was achieved at a volumetric gas content α of
about 20–25%. With such a gas content, the increment of the absolute velocity of BW
behind a strong traveling SW attained a value as high as 30 m/s. The first low-frequency
valveless and valved models of PDH were designed, manufactured, and tested in [36,37].
The performance of PDH models operating at a pulse generation frequency of up to
20 Hz was investigated in [38,39]. The time-averaged specific impulse of PDH models
attained 550 s [40], which was higher than that of the most advanced liquid propellant
rocket engines.

The possible directions of the improvement of PDH thrust performances are to use
BW with bubbles of chemically active rather than inert gas (i.e., to increase the SW velocity
in BW) and to increase the frequency of pulsed detonations from tens of hertz to some
kilohertz (i.e., to replace pulsed detonations by continuously rotating detonations [41]).
The former direction is substantiated by the following findings. When an SW penetrates
a liquid containing bubbles of a chemically reactive gas uniformly distributed over the
volume, “bubbly detonation”, that is a self-sustaining detonation-like solitary pressure
wave propagating quasi-steadily at a supersonic velocity, may occur. Bubbly detonation was
apparently observed for the first time in experiments [42] conducted in a hydroshock tube
of a square 50 × 50 mm cross-section 1985 mm long and aimed at studying the interaction
of SWs with a chain of reactive gas bubbles (a mixture of 70% Ar + 30% (2H2 + O2))
placed in glycerin. The bubble chain length was ≈670 mm, and the mean bubble diameter
was ≈10 mm. Later, systematic experimental studies of bubbly detonation in water with
bubbles of a reactive gas (stoichiometric acetylene–oxygen mixture) were conducted in a
vertical hydroshock tube with an inner diameter of 35 mm and a total height of 5635 mm
(the height of the BW column was 4195 mm) [43]. In experiments [44,45], bubbly detonation
was initiated by transmitting gaseous detonation into the BW column with α of up to 10%.
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Bubbly detonation occurred only at α less than 6% (upper limit) at a considerable distance
from the gas–BW interface attaining 2.5 to 3.5 m. At larger gas contents, bubbly detonation
failed to occur. At very low gas contents (less than 0.5%), bubbly detonation was also not
observed (lower limit). The influence of liquid viscosity on the limits of the existence of
bubbly detonation in terms of α was studied experimentally in [46]. Experiments were
conducted under conditions similar to those in [44,45]. An increase in liquid viscosity
(by adding up to 50%vol glycerol to water) at α ranging from 1 to 6% made it possible to
initiate bubbly detonation at a lower SW intensity (less than 1.7 MPa instead of 4–5 MPa).
The main specific features of bubbly detonation were outlined in these studies. Firstly,
its propagation velocity was always higher than the SW propagation velocity in a liquid
with bubbles of a chemically inert gas under similar conditions and higher than the speed
of sound in bubbly liquid. For example, in [44] at α ≈ 2%, the propagation velocities of
bubbly detonation and SW, as well as the speed of sound in BW were ≈560 m/s, ≈425 m/s,
and ≈85 m/s, respectively. Secondly, the process of propagation of bubbly detonation
was self-sustaining [44], whereas SWs in a liquid with bubbles of a chemically inert gas
gradually decayed. For using bubbly detonations in the PDH (e.g., for boosting thrust), it
is necessary to know whether it is possible to obtain bubbly detonation in water without
thickening additives at short distances (less than about 1 m) in a wide range of α and
whether bubbly detonation gives any noticeable effect as compared to a SW. As for the
increase in the frequency of pulsed detonations from tens of hertz to some kilohertz, one
has to take into account that the volumetric gas content and mean bubble diameter in BW
filling the PDH water guide may depend on the operation frequency, so that the initial
parameters of BW in each subsequent operation cycle will be determined by the parameters
of previous cycles. Therefore, there is a need in detailed studies to measure the effect of the
SW generation frequency on the flow pattern in the PDH water guide and on the efficiency
of SW-to-BW momentum transfer. No such studies are available in the literature.

In view of these two possible directions of the improvement of PDH thrust perfor-
mances, the objective of the present work was twofold. On the one hand, the phenomenol-
ogy of single SW propagation in pure water saturated with nonreacting or reacting bubbles,
specific features of SW-to-BW momentum transfer, and the phenomenology of propagating
bubbly detonations was studied experimentally. On the other hand, the specific features
of the interaction of high-frequency (≈7 kHz) SW pulses with water saturated with air
bubbles was studied experimentally. These objectives, as well as the obtained results, are
the novel and distinctive features of the present work.

2. Materials and Methods
2.1. Test Rig for Studies of Single Shock Wave Propagation in Bubbly Water

Figure 1a shows a schematic of the test rig used in experimental studies of single
SW propagation in BW. A vertical hydroshock tube with a cross-section of 50 × 100 mm
consisted of the HPC and LPC separated by a bursting diaphragm, two optical sections with
Plexiglas windows (a slit 10 × 200 mm in the upper section of LPC and six rectangular win-
dows 55 × 55 mm in the lower section of LPC), and a bubble generator. The overpressure
in HPC is measured by the low-frequency pressure sensor P0 (Metronic KURANT-DI200).
The error of determining the overpressure in HPC was estimated at 1%. Along the LPC,
6 piezoceramic pressure sensors P1 to P6 were installed (four KISTLER 211B2 and two PCB
113B24) flush with the inner surface of the tube. The natural frequency of pressure sensors
P1 to P6 was 500 kHz. The error of determining the pressure amplitude in experimental
conditions was estimated at 10%. To maintain atmospheric pressure, P0,LPC = 0.1 MPa,
above the BW column surface, the LPC had a hole 3 mm in diameter at a distance of 1 cm
below the diaphragm. To obtain contrast video frames, video recording was carried out
in backlight.
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Figure 1. Schematics of test rigs for studies of (a) single shock wave and (b) shock wave package
propagation in bubbly water. Inserts show the photo of bubble generator and schematic of shock
wave generator. Dimensions are given in millimeters.

The bubble generator was made in the form of a steel plate 9 mm thick, in which
50 capillaries with an inner diameter of 0.26 mm were mounted in the nodes of a square
grid with a step of 10 mm. Gas (air or a premixed C2H2 + 2.5 O2) was supplied to the
bubble generator from the receiver with a volume of 6 L at a given pressure through the
solenoid valve. The volumetric content of gas, α, in BW depended on the initial pressure in
the receiver, the value of which was determined during preliminary experiments. For the
sake of convenience, in what follows, water with air bubbles will be referred to as inert BW,
and water with bubbles of a reactive gas mixture will be referred to as active BW.

The experimental procedure was as follows. Based on the required α, the height of
the water column, h − ∆h = h(1 − α), was calculated. Thereafter, the LPC was filled with
water up to the required level. Next, a bursting diaphragm consisting of several sheets of a
50-micron polyethylene terephthalate film was installed between the HPC and LPC. The
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number of film sheets in experiments varied from 2 to 10 depending on the target pressure
in the HPC, P0, HPC. After evacuation, the HPC was filled with a combustible mixture
(C2H2 + 2.5 O2) up to pressure P0,HPC. Then, the control and data acquisition systems
were put into a standby mode, and a signal was sent from the remote control to the control
system, which first opened the solenoid valve for gas supply from the receiver to the bubble
generator for a time sufficient to form uniform BW over the entire water column height
(≈8 s in the present experiments), and then, it simultaneously issued a synchronization
signal to ignition, video camera (Phantom Miro LC310), and analog-to-digital converter
(ADC, R-Technology QMBox QMS20).

2.2. Test Rig for Studies of Shock Wave Package Propagation in Bubbly Water

Figure 1b shows a schematic of the test rig used in experimental studies of SW package
propagation in inert BW. In general, this test rig was somewhat similar to that shown in
Figure 1a but differed from it in that the HPC was replaced by the SW generator and the
LPC was equipped with more windows for optical access. The SW generator was installed
in the upper part of the measuring section and was used for generating a series of three
successive SWs in inert BW. For the sake of clarity, Figure 2 shows the photograph with
the explosive view of the SW generator. The SW generator consisted of a curved donor
detonation tube 20 mm in inner diameter and 1250 mm long and three acceptor detonation
tubes attached to it, which were each 0.9 m long. The donor detonation tube included a
predetonator installed at the tube inlet, a KISTLER 211B2 piezoceramic overpressure sensor
installed at a distance of 200 mm from the tube inlet, and a bursting diaphragm installed at
the tube outlet for preventing water suction into the tube after the expansion of detonation
products to BW.
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Figure 2. Photograph of the test rig for studies of shock wave package propagation in bubbly water
with the explosive view of the SW generator (insert).

The experimental procedure was as follows. First, the required value of α was adjusted
as described in Section 2.1. Then, the donor and acceptor detonation tubes were purged
with air for 1 min with the removed bursting diaphragm to relief detonation products
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remaining from the previous experiment and filled with the stoichiometric propane–oxygen
mixture. Next, the bursting diaphragm was installed, and the tube was blown with a
combustible mixture until a control signal was sent by the control system to simultaneously
trigger the ignition system, the data acquisition system (based on the QMBox QMS20
ADC), and the high-speed video camera. After ignition, a detonation wave was initiated in
the predetonator, which then propagated along the donor detonation tube and, passing
through the attachment points of acceptor detonation tubes 1–3 (see insert in Figure 1b),
branched into a detonation wave running along the donor detonation tube and a detonation
wave running along the corresponding acceptor detonation tube. Taking into account that
the tube branching did not actually affect the detonation velocity D in its different parts,
detonation in the second acceptor detonation tube occurred with a delay τ = Ld/D with
respect to the first acceptor detonation tube, whereas in the third acceptor detonation tube,
it occurred with the same delay with respect to the second acceptor detonation tube (here,
Ld is the distance between the corresponding cross-sections of the donor detonation tube
branching), providing the same delay in the release of detonation from the acceptor tubes
into BW. The experimental value of detonation velocity in the acceptor detonation tubes
was obtained by processing the pressure records of sensor P2 and video records (see below).

3. Results and Discussion
3.1. Single Shock Wave Propagation in Bubbly Water

To obtain the gas pressure in the HPC at a level feasible for hydrojet propulsion (up to
6–8 MPa [1]), the HPC was filled by the stoichiometric acetylene–oxygen mixture, which
was ignited and burned to rupture the bursting diaphragm. The initial pressure of the
mixture in the HPC was P0,HPC = 0.4–0.6 MPa. In all experiments, prior to diaphragm
rupture, the LPC was filled with an inert or active BW to a height of ≈196 cm with bubbles
of initial diameter d0 = 1.5–4 mm. The remaining part of the LPC with a height of 2–5 cm
above the BW column surface was filled with gas at atmospheric pressure. The initial
volume fraction of gas in BW, α, varied from 2.0 ± 0.1% to 10.0 ± 0.5%. The air and water
were at room temperature T0 = 298 K.

Figures 3 and 4 show the records of pressure sensors P1 to P6 in two experiments
conducted under the same initial conditions with inert and active BW, respectively. The
time was counted from the launch of synchronization signal. At the initial stage of SW
propagation (see records of sensor P1 in the bottom of Figures 3 and 4), the amplitude
and shape of the curves in both cases were very similar: the average SW amplitude was
≈7 MPa, which was superimposed by pressure fluctuations with a frequency of 23–27 kHz.
In the SW propagating through inert BW, the amplitude of pressure fluctuations reached
15 MPa at sensor P2 and decreased with time attaining ≈5 MPa at sensor P6, while the
characteristic frequency of pressure fluctuations was 25–50 kHz. This frequency was close
to the frequency of transverse acoustic oscillations of the BW column. The SW front in
inert BW on all sensors was gentle with a duration of 0.2–0.3 ms. Pressure fluctuations
in the records of Figure 3 were mainly observed within ≈200 µs after the passage of the
SW front. When the SW propagated through active BW (see records of sensors P2 to P6
in Figure 4), the peak pressure fluctuations in the wave were significantly higher (up to
22 MPa) than in Figure 3 and did not decrease with time. The characteristic frequency of
pressure fluctuations was very high (100–500 kHz) and approached the natural frequency
of pressure sensors. As in Figure 3, pressure fluctuations in the records of Figure 4 were
mainly observed within ≈200 µs after the passage of the SW front; however, the duration
of the peak intensity of pressure pulsations was only 20–40 µs. The pressure wave front in
this case had a much shorter duration (0.02–0.1 ms vs. 0.2–0.3 ms) than in Figure 3.
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Figure 3. Records of pressure sensors P1 (bottom) to P6 (top) in the experiment with inert bubbly
water (α = 2%, P0,HPC = 0.6 MPa).

Figure 5 shows a sequence of video frames illustrating SW propagation through
active BW at α = 2%. Video recording was made through the top three windows of the
lower optical section of the LPC (see Figure 1a). Shock wave propagation in active BW
is accompanied with shock-induced explosions of individual bubbles, which appear as
multiple luminous spots behind the propagating SW. The apparent propagation velocity
of the luminocity front determined by its slope to the horizontal line is seen to be nearly
constant. When such a SW–luminosity front complex reflects from the bottom of the
hydroshock tube, the arising pressure is so high that the 9 mm thick steel plate of bubble
generator is bent down by 3 mm (see insert in Figure 1a).

Figure 6 compares the measured dependences of the average SW velocity on the
distance traveled in inert and active BW at two values of α: 2% (Figure 6a) and 10%
(Figure 6b). Although the SW structure in active BW did not contain a solitary wave
inherent in bubbly detonation [42–46] (see Figure 4), the SW velocity in active BW was
approximately 100 m/s (at α = 2%) and 50 m/s (at α = 10%) higher than in inert BW
with other conditions being equal. In other words, the replacement of inert bubbles with
active bubbles increased the SW velocity significantly: by 20–30%. The increase in the SW
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propagation velocity in active BW was obviously caused by chemical energy deposition
due to shock-induced explosions of individual bubbles. At a segment between 600 and
1200 mm, the SW velocity in active BW was about constant and equal to ≈500 m/s at
α = 2% and ≈270 m/s at α = 10% (horizontal dashed lines in Figure 6a,b, respectively). A
further decrease in the SW velocity with distance could be attributed to the nonuniform
structure of BW closer to the bubble generator near the tube bottom, in particular at
α = 2%. As compared to the bubbly detonation velocity measured in [44] for active BW
with bubbles of acetylene–oxygen mixture at α = 2% (≈650 m/s), a constant propagation
velocity of 500 m/s in the present experiments was 23% less, but it was attained at a
considerably shorter distance: 600 mm vs. 2300 mm in [44]. The latter is important for
practical applications in the small-scale PDH, because the elevated SW velocity could allow
increasing the PDH operation frequency and thrust. As the constant-velocity mode of
SW propagation in active BW is associated with shock-induced explosions of individual
bubbles, this mode will be further referred to as bubbly quasidetonation.
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Figure 6. The SW velocity vs. distance (P0,HPC = 0.6 MPa) in inert and active bubbly water at
(a) α = 2% and (b) 10%.

Figure 7 is plotted for better understanding the difference between SW propagation
velocities in inert and active BW. It compares video frames of experiments with inert and
active BW at α = 2%. As in Figure 5, video recording was made through the top three
windows of the lower optical section of the LPC. Note that pressure sensor P5 was installed
65 mm above the upper edge of the upper window, and sensor P6 was in the field of view
in the lower window 10 mm below the horizontal bridge separating the lower window
from the middle one. The red dashed lines mark the SW positions determined from the
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moments of the onset of bubble deformation between two successive video frames (at time
intervals of 25 µs). During SW propagation in inert BW (upper row with frames (a) to
(d)), the deformation and collapse of bubbles behind its front, as expected, did not lead
to any glow. When SW propagated in active BW, bright flashes of light from explosions
of individual bubbles were clearly visible. The average SW velocity in the tube section
under consideration, obtained from the processing of video records of experiments with
inert and reactive gas bubbles, was 320 and 400 m/s, respectively. These values were very
close to the SW velocities determined from the shock front arrival time at sensors P5 and
P6: 310 and 430 m/s, respectively (see Figure 6a). In Figure 7, during the exposure time
of one frame ∆t = 25 µs, the SW front traveled a distance ∆x ≈10 mm. Individual frames
show all the bubbles reacted over a time interval of ∆t and were located in a band with a
width of ∆x. It is interesting that the luminous exploded bubbles were located at a distance
of 10–20 mm behind the SW front; i.e., their self-ignition delay was 25–50 µs. Thus, the
pressure fluctuations in the records of Figures 3 and 4 were associated with shock-induced
fluctuations of gas bubbles, and the peak pressure fluctuations in Figure 4 were associated
with bubble explosions.
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Figure 7. Video frames of SW propagation in inert (a–d) and active (e–h) bubbly water at α = 2% and
P0,HPC = 0.6 MPa. Time countdown is from the moment of ignition. Frame size 160 × 448 pixels, video
recording rate 40,000 fps. The red dashed lines show the positions of the SW front at (a) t = 4.091 ms;
(b) 4.166 ms; (c) 4.366 ms; (d) 4.591 ms; (e) 3.250 ms; (f) 3.325 ms; (g) 3.475 ms; and (h) 3.650 ms.

Figure 8 shows a sequence of video frames made at a speed of 500,000 fps in one of
the experiments with active BW. Based on these frames, one can trace the dynamics of
compression of an individual gas bubble behind the SW and determine the moment of its ex-
plosion and subsequent thermal expansion. Red circles mark two bubbles used to trace the
entire process of bubble–SW interaction. Bubbles with an initial diameter d0 ≈ 2.5–3.5 mm
(frames 1 and 15 in Figure 8) decrease in size to d ≈ 0.5–1.0 mm before explosion (frames
13 and 28), i.e., the bubble size decreases by a factor of d0/d ≈ 3.5–5 before explosion. After
explosion, bubbles thermally expand to sizes exceeding the initial size: d ≈ (1.5–2)d0. The
bubbles which explode in frames 14 and 15 are compressed in a propagating SW during
18–26 µs, which is in good agreement with the estimate made earlier in this paper based on
the positions of the SW front and the glow. The time of intense chemical transformation
(luminescence time) does not exceed the exposure time of a single frame (2 µs). The average
rate of bubble collapse can be estimated from the change in the bubble size over the time
interval from the moment of SW arrival at a bubble to bubble explosion, and it reaches
40–60 m/s. After explosion, the rate of bubble expansion reaches 100–125 m/s. It is worth
noting that the error in calculating the sizes and rates is estimated at 30%–50% due to the
limited spatial resolution. If one assumes that bubble compression is adiabatic, the gas
temperature, T, inside bubbles can be estimated as T = T0(d0/d)3(γ−1). At d0/d ≈ 3.5–5,
the estimated temperature is higher than 1100 K. At such a temperature and a pressure of
≈7 MPa in the SW (see Figures 3 and 4), the self-ignition delay of undiluted stoichiometric

15



Micromachines 2022, 13, 1553

acetylene–oxygen mixture is several microseconds [47]. It should be noted, however, that
judging by the registered glow, not all bubbles explode, which indicates the presence of
heat losses and nonadiabatic bubble compression. One of the possible reasons for this effect
is the instability of the bubble surface due to its uneven shock loading, which leads to the
intensification of interfacial heat transfer. In order to register the development of instability,
it was necessary to increase the spatial resolution of video filming and conduct experiments
with weaker SWs.
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with an interval of Δt = 2 µs. The frame size is 24 × 48 pixels. The top edge of the images is 6.5 cm 

below pressure sensor P5. 

As an example, Figure 9 shows video frames of the behavior of a single air bubble in 

inert BW with α = 2% when interacting with a relatively weak SW (amplitude ΔP = 0.13 

Figure 8. Video frames of SW propagation in active bubbly water at α = 3% and P0,HPC = 0.55 MPa.
The first frame corresponds to t1 = 4.9 ms, the following frames (numbered from 1 to 30 are made
with an interval of ∆t = 2 µs. The frame size is 24 × 48 pixels. The top edge of the images is 6.5 cm
below pressure sensor P5.

As an example, Figure 9 shows video frames of the behavior of a single air bubble in in-
ert BW with α = 2% when interacting with a relatively weak SW (amplitude ∆P = 0.13 MPa,
propagation velocity D = 100 m/s, low-frequency speed of sound C = 85 m/s [48], Mach
number M = 1.2). The passage of the SW through the bubble is seen to induce the formation
of a cumulative jet that penetrates the bubble (frames 14 to 20). This phenomenon was
discussed earlier in the literature, e.g., in [49]. Obviously, under such conditions, the
intensity of interfacial heat transfer increases and the self-acceleration of chemical reactions
leading to bubble explosion becomes more difficult.
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Figure 9. Video frames of SW propagation in inert bubbly water at α = 2%, ∆P = 0.13 MPa and
D = 100 m/s. Bubble size d0 = 2.8 mm. Frames are numbered sequentially from 1 to 20 with an
interval of ∆t = 50 µs.
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Another possible reason for the observed effect is the nonuniform distribution of
bubbles in water. Closely spaced bubbles influence each other even at a low volumetric
gas content. As an example, Figure 10 shows video frames of deformation of two closely
spaced bubbles in the same experiment as in Figure 8. The size of the bubble in the
foreground is about 2.5 mm (the average size of the ellipsoid along two semiaxes), and
there is a larger bubble with a diameter of about 4.5 mm in the background. In this case, the
effect of bubble “piercing” by cumulative jets is much less pronounced, and after a single
compression–expansion phase, the bubbles acquire the shape of a “sphere” with a strongly
perturbed surface.
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Figure 10. Video frames of SW propagation in inert bubbly water at α = 2%, ∆P = 0.13 MPa, and
D = 100 m/s. The sizes of the bubbles in the foreground and background are d0 = 2.5 mm and 4.5 mm,
respectively. Frames are numbered sequentially from 1 to 30 with an interval of ∆t = 50 µs.

Figure 11 shows fragments of video frames for the same experiment as shown in
Figure 7e–h relevant to active BW. As the SW propagated from top to bottom, several
closely spaced bubbles were first compressed (frames 1–4). Then, three bubbles with a
diameter of d ≈2 mm exploded almost simultaneously (frame 5). Thereafter, a larger
bubble with a diameter of d ≈3.5 mm exploded with a time delay (frame 6), despite it
being subjected to shock compression earlier, being somewhat upstream with respect to the
two bubbles that exploded earlier. Furthermore, this bubble expanded (frame 7), shrank
again (frame 8) and expanded again (frames 9–11), taking the shape of a parachute (frames
12–14), and then broke up into small fragments (frames 15–20).
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Figure 11. Fragments of video frames of SW propagation in active bubbly water at α = 2% and
P0,HPC = 0.6 MPa. The first frame corresponds to t1 = 3.175 ms. Frames are numbered sequentially
from 1 to 20 with an interval of ∆t = 25 µs. Time countdown starts from the moment of ignition in
the HPC.

The processing of video records made it possible to gain information on the shock-
induced motion of individual bubbles behind the traveling SW. Thus, Figure 12a,b show the
measured time histories of the bubble velocity in inert and active BW, respectively. In both

17



Micromachines 2022, 13, 1553

cases, the bubble initial position was chosen near pressure sensor P6. The corresponding
records of pressure sensor P6 are also shown in Figure 12a,b. The pressure records were
averaged over time intervals equal to the exposure time of video frames (25 µs). The
pressure profiles behind the SWs in both cases were almost identical. The initial ascending
parts of curves Ub(t) and their maxima (100–200 µs after SW arrival) corresponded to the
velocity of the initial bubble, whereas the plateaus following the decline of the curves
corresponded to the velocity of bubble microfragments formed after shock-induced bubble
fragmentation. The plateau at the Ub(t) curves represented the equilibrium velocity of
phases (gas and water) behind the traveling SW. The bubble velocity fluctuations on the
plots were the results of errors in determining bubble coordinates during data digitization.
Quantitatively, in both cases, the velocities of initial bubbles in the SWs reached the value
of ≈30 m/s, while the velocities of bubble microfragments in Figure 12a,b decreased to
≈17 m/s and ≈13 m/s, respectively, after about 1 ms after the passage of the SW. With
additional averaging over time (in the interval of 0.25 ms after SW arrival) and over
the ensemble of bubbles, the average bubble velocity in the tests of Figure 12a,b was
24 m/s and 25 m/s, respectively. Thus, in relatively weak SWs (at P0,HPC = 0.6 MPa), the
characteristic velocities of chemically inert and active bubbles in BW with α = 2% were
approximately identical; i.e., bubble explosions did not contribute much to the SW-to-BW
momentum transfer.
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Figure 12. Measured time histories of pressure P6 registered by pressure sensor P6 and bubble
velocity Ub near this sensor at α = 2% and P0,HPC = 0.6 MPa: (a) inert; (b) active bubbly water.

3.2. Shock Wave Package Propagation in Bubbly Water

In all experiments with SW package propagation in inert BW, a column ≈903 mm
high with α ranging from 2% to 16% and air bubbles of mean diameter d0 = 3–4 mm were
formed in the measuring section. The air and water were at room temperature. Figure 13
shows typical records of several signals: a signal triggering the video camera (a), the signal
of electronic shutter (b), the record of pressure sensor P2 (c), and the record of pressure
sensor P3 (d) installed in BW at a depth of 95 mm from the free surface of the BW column
and at a distance of 50 mm from the exit sections of acceptor detonation tubes. The blue
vertical line corresponds to the moment of time t0 when the countdown of video frames is
launched. The error of determining this point in time depends on the sampling frequency
(±1 µs at 1 MHz) and the trigger response time (±5 µs). The average detonation velocity in
the acceptor detonation tubes was 2100 ± 150 m/s and the pressure behind the front of
the detonation wave reached 4–6 MPa (estimated from the maximum pressure recorded
by sensor P2 after applying the low-pass filter with a cutoff frequency of 100 kHz; see
Figure 13).
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Figure 13. Typical recorded signals in an experiment with SW package propagation in BW at α = 2%:
(a) a signal triggering the video camera, ST; (b) electronic shutter, ES; (c) pressure sensor P2, and
(d) pressure sensor P3; numbers 1, 2, and 3 indicate the successive SWs.

The procedure of determining the detonation velocity in the acceptor detonation tubes
was as follows. The pressure record (see signal (c) in Figure 13) was used to determine the
moment of time when a detonation wave reached pressure sensor P2 (see Figure 1b). Then,
using the signal of the electronic shutter (signal (b) in Figure 13), the number of the video
frames corresponding to this moment in time was determined. Based on the known number
of video frames (37 pcs) from the initial moment of time and the time interval between
frames (20 µs at a shooting rate of 50,000 fps), the time t1 when the detonation wave arrived
at sensor P2 (green vertical line in Figure 13) was determined as t1 = 37 × 20 = 740 µs. The
time moment when the detonation wave exited from the tube (t2) was determined from the
video record (see below).

For the experiment presented in Figure 13, t2 = 68 × 20 = 1360 µs. Knowing the distance
between pressure sensor P2 and the tube cut, L = 1265 mm, it is possible to determine the
average detonation propagation velocity D = L/(t2 − t1), which in this case was equal to
2040 ± 60 m/s. The time interval between SW pulses can be estimated from the distance
(≈300 mm) between adjacent acceptor detonation tubes and from the average detonation
velocity (≈2100 m/s). Calculation gives a value approximately equal to 140 µs (frequency
≈ 7 kHz). In the experiment of Figure 13, the same time interval separates the pressure
maxima at sensor P3 (signal (d) in Figure 13). Note that the fourth pressure maximum in
the record of sensor P3 arises due to SW propagation not only in the longitudinal but also
in the transverse direction in the BW column.

Table 1 shows the measured values of the velocity of the leading front of the SW
package in BW with different α at three measuring segments: between pressure sensors
P3 and P4, P4 and P5, and P5 and P6. The front velocity Dij was calculated as the known
distance Lij between the pressure sensors (see Figure 1b) divided by the time interval
required for the front to travel between the sensors, ∆tij: Dij = Lij/∆tij. The maximum error
in measuring the front velocity is estimated at 3%. It follows from Table 1 that the velocity
of the leading front of the SW package exceeds the corresponding low-frequency speed
of sound in BW by a factor of 1.5–2; i.e., the front propagation velocity is supersonic. In
addition, it is seen that the velocity of the leading front of the wave package at the position
of sensor P3 decreases with α.
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Table 1. Measured values of the SW package front velocity, Dij, at measuring segments ij in bubbly
water with different α.

α, % C, m/s D34, m/s D45, m/s D56, m/s

2 85 180 140 126
4 61 115 92 82
8 44 75 60 55
16 32 50 40 40

Figure 14 shows examples of records of pressure sensor P3 for different values of
α. The following specific features of SW package propagation in BW can be highlighted.
Firstly, the shape of the leading front of the wave package in BW differs significantly from
the shape of an SW front in gas: the time of pressure rise in the front of the SW package in
BW varies from 0.2 (Figure 14a–c) to 0.4 ms (Figure 14d). Secondly, as α increases, the time
intervals between the individual pressure maxima in the successive SWs decrease, i.e., the
SWs catch up with each other and merge, and the profile of the SW package is smoothed
and approaches a triangular shape. These effects are associated with a stepwise decrease in
the volumetric gas content after each successive SW and, accordingly, with an increase in
the low-frequency speed of sound in BW ahead of each successive SW (see Table 1). Thirdly,
with an increase in α, the SW amplitudes in the SW package decrease, which is consistent
with the decrease in the propagation velocity of its leading front noted above (see Table 1).
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High-speed video filming makes it possible to measure the penetration depth of
gaseous detonation products, Lp, and the velocity of BW behind the SW package, ucs, by
tracking the motion of the contact surface “detonation products–BW” [35]. Table 2 shows
the measured depths of product gas jets and the contact surface velocities at different
distances (20 mm (usc,20-mm), 40 mm (usc,40-mm), and 60 mm (usc,60-mm)) from the cutoff of
acceptor detonation tubes, which was determined from video frames. It can be seen that
with an increase in α from 2% to 16%, the longitudinal velocity of the contact surface near
the cut of the acceptor detonation tubes (20 mm) decreases. However, at greater depths
(40 and 60 mm), the longitudinal velocity of the contact surface increases by a factor of
2 with such an increase in α. Interestingly, as α increases, the depth of penetration of
product gas jets changes insignificantly.
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Table 2. Measured depths of product gas jet penetration, Lp, and velocities of the contact surface
“detonation products–bubbly water” for SW packages in bubbly water with different α.

α, % Lp, mm usc,20-mm, m/s usc,40-mm, m/s usc,60-mm, m/s

2 66 35 13 3
4 56 39 13 4
8 56 35 20 4
16 57 26 26 6

For illustration, Figure 15 shows video frames of the penetration of detonation prod-
ucts from three successive detonation waves into BW at α = 2%. The first detonation wave
enters BW from the central acceptor tube (frame #70); then, with a delay of ≈140 µs (frame
#77), the second detonation wave leaves the right acceptor tube, and after another ≈140 µs
(frame #84), the third detonation wave leaves the left acceptor tube. With the growth of
the product gas bubble, the height of the BW column noticeably increases (in frame #200,
it comes close to the upper border of the image). It is interesting that the shape of the
product gas bubble does not show any signs of asymmetry: over time, the product gas
bubble is elongated mainly in the longitudinal direction, while its transverse dimensions
change insignificantly.
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water with α = 2%; frame size 168 × 320 pixels, frame rate 50,000 fps; shutter speed 18 µs.

The results of experiments show that the use of high-frequency SW pulses in the PDH
is pointless because the interference of pulses impairs the SW-to-BW momentum transfer.
For efficient operation of the PDH, it is necessary to maintain the required SW intensity
and the required level of volumetric gas content (≈20–25% [35]) in its water guide. The SW
intensity is mainly determined by the fuel mixture used. Thus, the detonation velocity in
propane–oxygen and propane–air mixtures is ≈2360 and ≈1800 m/s, respectively, and the
overpressure at the Chapman–Jouguet point is ≈3.52 and ≈1.73 MPa, respectively. As for
the volumetric gas content, its required level can be provided either by the forced aeration
of seawater or by using gaseous detonation products of the previous cycle. In the former
case, for implementing the operation process, the frequency of SW pulses must be such as
to exclude cycle interference; i.e., by the beginning of the next cycle, both the SW and the
product gas bubble from the previous cycle must leave the water guide, whereas the water
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guide must be filled with a new charge of BW. With a small-scale water guide length of 0.5
m and a BW velocity in the water guide of 25 m/s [39] (at an approaching water velocity of
10 m/s), the required operation frequency should not exceed ≈50 Hz. In the latter case,
the required PDH operation frequency must exceed ≈50 Hz, but a new cycle must begin
after the water guide is filled (more or less uniformly) with the detonation products of the
previous cycle. If one takes into account that the volume occupied by detonation products
in the water guide should be at a level of ≈20–25%, then the operation frequency should
not exceed ≈60 Hz.

4. Conclusions

Compressible bubbly water can be used for generating a propulsive force in large,
medium, and small-scale underwater thrusters referred to as pulsed detonation hydro-
ramjets. Thrust in such thrusters is produced due to the acceleration of bubbly water in
a flow-through water guide by periodic shock waves and product gas jets generated by
pulsed detonations of a fuel–oxidizer mixture in a detonation tube inserted into the water
guide. The experimental studies reported herein were aimed at exploring two possible
directions of the improvement of thruster performances, namely, (1) the replacement of
chemically nonreacting gas bubbles by chemically reactive bubbles, and (2) the increase in
the pulsed detonation frequency from tens of hertz to some kilohertz.

Experiments on single shock wave propagation in bubbly water with chemically re-
active gas bubbles revealed the possibility of obtaining a bubbly quasidetonation wave
propagating at the velocity, exceeding by up to 50% the velocity of shock wave propagation
in bubbly water with chemically nonreacting gas due to shock-induced energy release
caused by bubble explosions. Such quasidetonation waves were obtained in bubbly wa-
ter with bubbles of acetylene–oxygen mixture 1.5–4 mm in diameter without thickening
additives, at volumetric gas content up to 10% and at distances less than 1 m. The regis-
tered increase in the shock wave velocity can be used for increasing the thruster operation
frequency and thrust.

Experiments on high-frequency (≈7 kHz) shock wave package propagation in bubbly
water with air bubbles of different diameters (3–4 mm) at volumetric gas content up to
16% showed that the use of high-frequency shock wave pulses is pointless for the thrusters
under consideration: the resulting interference of pulses worsens the shock wave-to-bubbly
water momentum transfer. On the one hand, the shock waves penetrating bubbly water
quickly merge, feeding each other and increasing the velocity of bubbly water, while on
the other hand, the initial gas content of bubbly water for each subsequent shock wave
decreases and, accordingly, the efficiency of shock wave-to-bubbly water momentum
transfer decreases. Estimates show that for a small-scale water guide of 0.5 m length, the
optimal frequency of detonation pulses is about 50–60 Hz.
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Abbreviations

ADC Analog-to-digital converter
BW Bubbly water
ES Electronic shutter
HPC High-pressure chamber
LPC Low-pressure chamber
PC Personal computer
PDH Pulsed detonation hydroramjet
SW Shock wave
ST Signal trigger
C Low-frequency speed of sound in bubbly water
D Detonation velocity
Dij Detonation velocity at measuring segment ij
d Bubble diameter
d0 Initial bubble diameter
h Height of bubbly water column
L Distance
Ld Distance between the cross sections of the donor detonation tube branching
Lij Distance between measuring ports i and j
Lp Penetration depth of gaseous detonation products into bubbly water
M Mach number
P0,HPC Initial pressure in the HPC
P0,LPC Initial pressure in the LPC
T Gas temperature
T0 Room temperature
t1 Time taken to detonation wave to arrive at sensor P2
t2 Time taken to detonation wave to exit a tube
ucs Contact surface velocity
α Volumetric gas content
γ Specific heat ratio
∆h Cumulative height of gas volume
∆P Pressure amplitude
∆t Time interval
∆tij Time taken to the wave front to travel between measuring ports i and j
∆x Distance interval
τ Delay time
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Abstract: Triethylaluminum Al(C2H5)3, TEA, and triethylborane, B(C2H5)3, TEB, are transparent,
colorless, pyrophoric liquids with boiling points of approximately 190 ◦C and 95 ◦C, respectively.
Upon contact with ambient air, TEA, TEB, as well as their mixtures and solutions, in hydrocarbon sol-
vents, ignite. They can also violently react with water. TEA and TEB can be used as hypergolic rocket
propellants and incendiary compositions. In this manuscript, a novel scheme of the heterogeneous
interaction of gaseous oxygen with liquid TEA/TEB microdroplets accompanied by the release of
light hydrocarbon radicals into the gas phase is used for calculating the self-ignition of a spatially
homogeneous mixture of fuel microdroplets in ambient air at normal pressure and temperature
(NPT) conditions. In the primary initiation step, TEA and TEB react with oxygen, producing an ethyl
radical, which can initiate an autoxidation chain. The ignition delay is shown to decrease with the
decrease in the droplet size. Preliminary experiments on the self-ignition of pulsed and continuous
TEA–TEB sprays in ambient air at NPT conditions are used for estimating the Arrhenius parameters
of the rate-limiting reaction. Experiments confirm that the self-ignition delay of TEA–TEB sprays
decreases with the injection pressure and provide the data for estimating the activation energy of the
rate-limiting reaction, which appears to be close to 2 kcal/mol.

Keywords: triethylaluminum; triethylborane; oxygen intrusion reaction; rate constant; activation
energy; droplet; self-ignition delay; formation of radicals; detailed kinetics; computational code

1. Introduction

Triethylaluminum Al(C2H5)3 (TEA) and triethylborane B(C2H5)3 (TEB) are trans-
parent, colorless, pyrophoric liquids with boiling points of approximately 190 ◦C and
95 ◦C, freezing points of approximately −46 ◦C and −93 ◦C, and densities of 0.832 and
0.677 g/cm3 (at 25 ◦C), respectively [1,2]. Their solutions remain stable when stored away
from heat sources in a dry, inert atmosphere, but, at elevated temperatures, they slowly
decompose to form hydrogen, ethylene, and elemental aluminum and boron. Upon contact
with air, TEA and TEB and their solutions in hydrocarbon solvents ignite. They also react
violently with heated water [3–5]. TEA, TEB, and their solutions should only be handled
under a dry, inert atmosphere such as nitrogen or argon. TEA is used as a component of
the Ziegler–Natta catalyst for the polymerization of olefins [6–8]. It is also used in reactions
with ethylene for the growth of hydrocarbon radicals at the aluminum atom and, with the
subsequent hydrolysis of the resulting higher aluminum alkyls, to obtain fatty a-alcohols.
In addition, TEA is used as an alkylating agent in the synthesis of other organoelement and
organic compounds. TEB is used in organic chemistry as an initiator in low-temperature
radical reactions [9], in the deoxygenation of alcohols [10], and in other processes. Both
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TEA and TEB are used as a hypergolic rocket propellant, in napalm and incendiary com-
positions [1,11,12], as well as in micropropulsion [13] and microrobotics [14]. The SpaceX
Falcon 9 rocket is known to use a TEA–TEB mixture as a first- and second-stage hyper-
golic ignitor [15]. TEA–TEB mixtures were also used for motor ignition in the Atlas and
Delta commercial launch vehicles. According to [16], “Triethylaluminum market valued
at 225.1 million USD in 2020 is expected to reach 255.2 million USD by the end of 2026,
growing at a Compound Annual Growth Rate of 1.8% during 2021–2026”.

In experiments with liquid TEA sprayed through a nozzle in air in the form of micro-
droplets, spontaneous combustion of the mixture is observed. Complete combustion of
TEA in air corresponds to the overall reaction [17]

2Al(C2H5)3 + 21O2 → Al2O3 + 12CO2 + 15H2O + QA (1)

where QA is the heat of reaction (1). The value of QA is approximately 2444 kcal [2],
2293 kcal [18], and 1955 kcal [19]. The latter value is based on the quantum-mechanical
calculation of the structures and energy characteristics of all molecular complexes involved
in the TEA self-ignition process. Complete combustion of TEB in air corresponds to the
overall reaction

2B(C2H5)3 + 21O2 → B2O3 + 12CO2 + 15H2O + QB (2)

where QB is the heat of reaction (2). The value of QB is approximately 2100 kcal [20],
i.e., it is close to the value of QA. In a complex chemical process of transformation of the
initial components into the products of overall reactions (1) and (2), in which the reacting
components participate in many heterogeneous and gas-phase elementary reactions, two
stages can be distinguished: the stage of self-ignition and the stage of rapid explosive
combustion [21]. In applied terms, the kinetic analysis of the former stage seems to be
the most important, since it is this stage that determines the time of the entire process.
According to the literature, the self-ignition of TEA and TEB in air occurs through radical
reactions [17,22,23]. In the primary initiation step, TEA and TEB react with oxygen, pro-
ducing an active ethyl radical, which can initiate an autoxidation chain in competition with
termination or other pathways.

This work deals with the development of a theoretical model and preliminary experi-
mental studies of the first stage, i.e., the self-ignition. Based on the model, the self-ignition
delays of TEA–TEB droplets in air at normal pressure and temperature (NPT) conditions
are calculated, whereas experiments are used for estimating the Arrhenius parameters of
the rate-limiting reaction. For the sake of definiteness, the kinetic analysis is performed for
TEA. However, the model proposed herein can be directly applied to the self-ignition of
TEB and TEA–TEB mixtures.

2. Materials and Methods
2.1. Kinetic Model of TEA Droplet Self-Ignition in Air at NPT Conditions

For a kinetic analysis of the self-ignition stage, it is necessary to draw up a scheme
of elementary reactions. By definition, the primary reaction in the scheme should be a
heterogeneous reaction that occurs when oxygen molecules available in air collide with
TEA droplets. Such a reaction, leading to the self-ignition of a mixture occupying a limited
volume, should be characterized by a sufficiently low activation energy. Presumably, this
may be a heterogeneous reaction of the intrusion of an O2 molecule to TEA with the
formation of the (C2H5)2Al–O–O–(C2H5) molecule directly in the collision of TEA and
O2 molecules

Al(C2H5)3 + O2 = (C2H5)2Al–O–O–(C2H5) + QI (3)

or by forming an intermediate complex Al(C2H5)3O2 according to the scheme [17]

Al(C2H5)3 + O2 = Al(C2H5)3O2 → (C2H5)2Al–O–O–(C2H5) + QI (4)
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where QI = 113 kcal/mol. Reaction (3) or (4) can be followed by the monomolecular
decomposition reaction through two channels:

(C2H5)2Al–O–O–(C2H5) → (C2H5)2Al–O + O–(C2H5) + QII; (5)

(C2H5)2Al–O–O–(C2H5) → (C2H5)2Al–O–O + C2H5 + QIII (6)

where QII = −77.9 kcal/mol and QIII = −90.5 kcal/mol [17]. Reactions (3 or 4) + (5) and (3
or 4) + (6) can be considered as exothermic bimolecular reactions. These reactions occur
during collisions of gas-phase molecules with the surfaces of TEA droplets (heterogeneous
reactions). In this case, volatile active radicals C2H5 and C2H5O enter the gas phase
(air) and interact with oxygen, releasing heat and giving rise to other sequential and
parallel reactions, the same as in the gas-phase kinetics of the oxidation, self-ignition,
and combustion of light alkanes (methane, ethane, and butane) and their derivatives.
Kinetic schemes, corresponding equations of chemical kinetics, algorithms, and codes that
describe similar gas-phase processes exist, and they can be readily used as subroutines
for the numerical solution of the problem under consideration. It is worth emphasizing
that we consider only the initial stage of the self-ignition process, rather than the entire
process of TEA droplet combustion. At this stage, the size and chemical composition of
droplets, as well as the oxygen concentration in the gas, change only a little, and can be
considered constant.

Based on this prerequisite, the following kinetic model of TEA self-ignition in air at
NPT conditions is proposed. The rate constant of reactions (3 or 4) + (5) and (3 or 4) + (6) is
approximated as

K = A exp
(
− ε

RT

)
(7)

where A is the preexponential factor; T is the temperature; and ε is the activation energy.
The consumption rate of TEA molecules per unit volume of the mixture can be expressed
by the formula

dnTEA

dt
= −nO2 uO2

4
SNw, w ≈ λ exp

(
− ε

RT

)
(8)

where nTEA is the number of TEA molecules per unit volume; nO2 is the number of oxygen
molecules per unit volume; uO2 is the thermal velocity of oxygen molecules;

nO2 uO2
4 is the

number of collisions of oxygen molecules with a unit surface of a droplet per unit time;
S = 4πr2

d is the surface area of a TEA droplet; rd is the TEA droplet radius; N is the number
of TEA droplets per unit volume; w is the reaction probability in one collision; and λ is the
steric factor. This latter factor is unknown. Its value is probably in the range of 0.1–0.01.
According to the kinetic theory of gases, the thermal velocity uO2 at temperature T is

uO2 = (8RT/32π)1/2 (9)

By definition, the derivative dnTEA
dt can be also expressed as

dnTEA

dt
= −KnO2 nTEA,s = −KSd1nO2 nTEA,dN (10)

where d1 is the thickness of the outer molecular monolayer in a TEA droplet; Sd1 is the
volume of the outer molecular monolayer in a TEA droplet; nTEA,d is the number of
TEA molecules per unit droplet volume; nNEA,s is the number of TEA molecules in the
volume Sd1N. Substituting Equation (7) into Equation (8) and comparing Equation (8) with
Equation (10), one obtains

A =
λuO2

4nTEA,dd1
(11)
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Equation (11) has a simple physical meaning. The values of d1 and nTEA,d are expressed
in terms of the effective radius, r1, of the TEA molecule: d1 = 2r1, 1

nTEA,d
= 4πr3

1/3. From
here and from Equation (11), one obtains

A =

(
2
3

)
λuO2 πr2

1 =

(
2
3

)
λuO2 σ (12)

where σ = πr2
1 is the effective collision cross-section. Formula (12) coincides with the defi-

nition of the preexponential factor in the thermal theory of the rate constants of bimolecular
reactions in gases [24] up to a factor of 2/3. It follows from Equations (7), (10), and (11) that

dnTEA

dt
= −λ

4
uO2 SNnO2 exp

(
− ε

RT

)
(13)

It follows from Equation (13) that the rate of reactions (3 or 4) + (5) and (3 or 4) + (6)
depends on the TEA droplet size, rd, the oxygen concentration in the environment, nO2 ,
and the local instantaneous air temperature, T:

dnTEA

dt
∼ nO2

rd
exp

(
− ε

RT

)
(14)

Therefore, it could be expected that the self-ignition delay of TEA spray in ambient
air could be a function of the spray injection pressure, as the droplet diameter generally
depends on the injection pressure: the higher the injection pressure, the smaller the droplet
size and the shorter the self-ignition delay. According to Equation (14), the self-ignition
delay is shorter if the environment contains more oxygen, and if the local instantaneous air
temperature is higher.

In addition to the uncertainty in the value of λ, the rate constant (7) contains an
unknown activation energy ε. There exist empirical formulae establishing the relationship
between ε and the heat of the exothermic reaction, Q, in a linear approximation:

ε = a− bQ (15)

with positive parameters a and b. The values of a and b vary depending on the type (set) of
reactions. These formulae include the well-known Polanyi–Semenov rule [24]:

ε = 11.5− 0.25Q kcal/mol (16)

This rule, when applied to bimolecular reactions (3 or 4) + (5) and (3 or 4) + (6),
gives, respectively,

ε = 2.7 and 5.9 kcal/mol (17)

As noted in [21], the formulae such as (16) must be used with great caution. The same
is true for estimates (17). They can only be considered as a rough approximation, which
must be verified and refined experimentally. In experiments, the parameters of the reaction
rate in Equation (13) are not measured directly. However, the induction period before the
self-ignition of TEA droplets and some other kinetic and thermodynamic parameters can
be measured, which depend on the rate constant (7). In this case, the activation energy ε
can be found by solving the inverse problem. To do this, one must first solve the direct
problem, which consists in calculating the self-ignition delay with a variation in activation
energy ε.

2.2. Self-Ignition Delays for C2H5–Air and C2H5O–Air Mixtures

The mathematical statement of the problem is the statement of the standard problem
of the self-ignition of a gas mixture [25] with a given detailed kinetics [26], which is
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supplemented by a heterogeneous mechanism for the formation of C2H5 or C2H5O radicals.
The equations for the conservation of the energy and mass of the components have the form

cpρ
dT
dt

= Φ (18)

ρ
dYj

dt
= wj + Ψ, j = 1, 2, . . . , M (19)

where t is time; M is the number of components in the gas mixture; Yj is the mass fraction
of the jth component; cp is the heat capacity of the gas mixture at constant pressure; ρ is
the density of the mixture; Φ is the heat release in chemical reactions; wj is the component
consumption in chemical reactions; and Ψ is the formation of C2H5 or C2H5O in reaction
(6) or (5), respectively. The system of Equations (18) and (19) is supplemented by the ideal
gas equation of state, expressions for Φ and wj [27], and by the polynomial relationship for
the heat capacity, while the polynomial coefficients are taken from [28].

Compared to the standard problem formulation for gas mixture self-ignition, the
expression for Ψ and all other considerations associated with this circumstance are new. It
is assumed that the mixture is initially represented by pure air, and radicals C2H5 or C2H5O
appear in the gas due to the heterogeneous reaction (6) or (5), respectively. Self-ignition
delays depend on the rates of formation of C2H5 and C2H5O radicals in heterogeneous
reactions (6) and (5) and on the rates of their interaction with oxygen in the gas phase. As
both reactions, (6) and (5), are possible, for determining the effect of these radicals on the
self-ignition delay, the problem must be solved for two options: (i) for a C2H5–air mixture
and (ii) for a C2H5O–air mixture.

2.2.1. Option i: C2H5–Air Mixture

The expression for Ψ is

Ψ =

{
WC2H5

dnC2H5
dt for C2H5

0 for other species
(20)

Here, WC2H5 is the molecular mass of C2H5;
dnC2H5

dt is the rate of change in the con-
centration (mol/cm3/s) of C2H5 radicals in the heterogeneous reaction (6), which, in
accordance with reaction (6) and Equation (13), satisfies the equation

dnC2H5

dt
=

λ

4
uO2 SNnO2 exp

(
− ε

RT

)
(21)

2.2.2. Option ii: C2H5O–Air Mixture

For this option, the same system of equations is solved as for option i, but in
Equations (20) and (21) everywhere in the rows and in the indices, C2H5 must be replaced
by C2H5O. To solve the problem for these two options, a special computational code has
been developed.

2.3. Experimental Setup

Before designing the experimental setup, it was implied that the self-ignition delay,
τi, of the TEA/TEB spray in ambient air could be estimated experimentally either by
measuring the time delay between the start of spray injection and the appearance of self-
ignition luminosity, if TEA/TEB is sprayed in a short pulse mode, or by measuring the
width of the dark zone between the injector nozzle face and the luminous combustion
plume, if the TEA/TEB is sprayed continuously. It could be assumed that ignition occurs
much later than the pulsed injection of TEA/TEB. During this time, TEA/TEB droplets slow
down, causing the ignition to occur in a virtually quiescent and spatially homogeneous
mixture. With an average droplet path of around 10 cm and a speed of escape from the
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injector nozzle of the order of 104 cm/s, the deceleration time is around 1 ms. This time
is much shorter than the expected self-ignition delay time, even at the lowest estimated
value of activation energy in Equation (17), ε ≈ 2 kcal/mol. With the continuous spraying
of TEA/TEB into the ambient air, one could expect the appearance of a quasi-stationary
luminous combustion plume. In this case, TEA/TEB droplets ignite due to the air flow
around them, and the self-ignition delay, τi, of the spray is determined by the time given
to a droplet to enter the zone of the luminous combustion plume. The value of τi can be
estimated experimentally based on the width, L, of the dark zone between the injector
nozzle face and luminous combustion plume measured along the spray axis. The value τi
is related to L and the speed of the TEA/TEB spray at the nozzle exit, U, as τi ≈ L/U.

Based on these implications, the experimental setup for fuel spraying in air was
designed and manufactured. The experimental setup consisted of an electromagnetic fuel
injector (BOSCH 0 280 158 017) and a system for ensuring its operation (hydraulic system
and microprocessor control unit), an optical system, a high-speed camera (Phantom Miro
LC310), and a safety system. The elements of the setup are shown in Figure 1a. The injector
nozzle had 4 holes with a diameter of 0.2 mm. The microprocessor control unit monitored
the current through the injector and the voltage applied, and issued synchronization
and trigger signals for the high-speed video camera. In the preliminary experiments,
the standard 13%TEA–87%TEB mixture provided by the production company was used.
The density of the TEA–TEB mixture was 0.703 g/cm3. To prevent clogging of the setup
communications by the condensed reaction products of the TEA–TEB mixture with air, the
injector was sprayed with n-heptane before and after each experiment. n-heptane (density
0.684 g/cm3) was also used for estimating the flow rate and characteristic droplet size
in the spray at different injection pressures. The nominal flow rate of n-heptane at an
overpressure of 3 and 6 atm was 2.55 ± 0.08 mL/s (1.74 ± 0.05 g/s) and 5.1 ± 0.2 mL/s
(3.5 ± 0.1 g/s), respectively. The droplet diameter in n-heptane sprays at the injection
overpressure of 3 and 6 atm measured by the slide sampling method [29,30] was ~80–120
and ~30–50 µm, respectively. The operation frequency of the injector in the pulsed mode as
well as the injection duration time were varied (see below).
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Figure 1. (a) Experimental setup and (b) the hydraulic scheme of fuel supply.

Figure 1b shows the hydraulic scheme of the experimental setup. The experimental
procedure was as follows. (i) Before supplying the TEA–TEB mixture to the injector, all
communications were thoroughly purged with argon; (ii) liquid n-heptane was poured
into the transparent measuring tank through the funnel and pressurized by argon to an
overpressure of 3 atm using valve 1; (iii) with valves 2, 4, and 5 closed, valve 3 open, and
the injector turned on, the communications were spilled with n-heptane; (iv) valve 3 was
closed and the pressure was relieved by briefly turning on the injector; (v) valves 6 and 7
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were opened and the TEA–TEB tank was pressurized by argon to the overpressure of 3 to 6
atm; valve 8 was used to control the pressure level; (vi) valves 6 to 8 were closed and valves
1, 4, and 5 opened; (vii) using a rotameter, a small flow rate of argon (around 1 L/min)
was established around the injector nozzle to avoid nozzle clogging by the condensed
reaction products of the TEA–TEB mixture with air available in the vicinity of the nozzle
face; and (viii) the injector was turned on and operated for a preset time either in the pulsed
or continuous injection mode.

Figure 2 shows two options used for fastening the injector in the housing, which
differed in the means of supplying argon and the geometry of the insulating cavity. The
first series of experiments was performed using the recessed injector of Figure 2a and direct
video registration of spray self-luminosity during ignition and combustion in ambient air
(see Section 3.3). As the dark zone between the flame and the nozzle mouth could be quite
short, the second series of experiments was performed using the flat Injector of Figure 2b
(see Section 3.3). In the latter case, spray self-ignition and combustion was registered both
by direct video registration of self-luminosity and by the schlieren method.
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3. Results and Discussion
3.1. Self-Ignition of Stoichiometric C2H5–Air and C2H5O–Air Mixtures at NPT Conditions

Before conducting the calculations for options i and ii, we calculated the self-ignition
delays for stoichiometric C2H5–air and C2H5O–air mixtures in the absence of heterogeneous
reactions, i.e., at ΨC2H5 = ΨC2H5O = 0. The overall reaction of C2H5 with oxygen reads

4C2H5 + 13O2 → 8CO2 + 10H2O.

The stoichiometric composition of the C2H5–air mixture is XC2H5 = 0.061; XO2 = 0.197;
and XN2 = 0.742. Self-ignition delays were calculated for the C2H5–air mixture of stoichio-
metric composition for NPT conditions: T0 = 300 K and p = 1 atm.

The self-ignition delays obtained using the developed kinetic code were compared
with the results of calculations using the standard kinetic code KINET, developed by
M. G. Neigauz at the Institute of Chemical Physics of the Russian Academy of Sciences for
homogeneous gas mixtures [31]. In both cases, the same kinetic mechanism was used: the
detailed kinetic mechanism of combustion and oxidation of alkanes up to C4 [26]. It should
be noted that the KINET code applies somewhat different thermodynamic data than [28]:
the polynomial dependence of heat capacity on temperature has fewer terms.

Table 1 shows the values of the self-ignition delays τi, the temperature of the reac-
tion products Te, volume fractions of C2H5 radical,

(
XC2H5

)
e, oxygen,

(
XO2

)
e, and water,(

XH2O
)

e, in the reaction products, as well as the maximum value of methane volume
fraction,

(
XCH4

)
max, obtained by calculations using the two indicated codes. Figure 3a

shows the calculated time histories of temperature obtained by the two indicated codes.
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Both the data in Table 1 and the curves in Figure 3a are in satisfactory agreement with
each other. The slight differences in the results seem to be caused by the differences in the
thermodynamic data used.

Table 1. Estimated values of the main variables.

Code τi, s Te, K (XC2H5 )e (XO2 )e (XH2O)e (XCH4 )max

New code 0.10 2455 0 0.007 0.14 0.0053
KINET 0.09 2336 0 0.010 0.13 0.0057
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Then, the self-ignition delays of the stoichiometric C2H5O–air mixture were calculated
under NPT conditions: T0 = 300 K and p = 1 atm. The overall reaction of C2H5O with
oxygen reads

4C2H5O + 11O2 → 8CO2 + 10H2O.

The stoichiometric composition of the C2H5O–air mixture is XC2H5O = 0.063; XO2 = 0.172;
and XN2 = 0.765. Figure 3b shows the calculated time histories of temperature for the
stoichiometric C2H5O–air mixture. The self-ignition delays obtained with the new code
and KINET are 118 and 124 s, respectively, i.e., the results differ by less than 5%. Thus,
calculations show that the self-ignition delay of a stoichiometric C2H5O–air mixture is much
longer than that of a stoichiometric C2H5–air mixture at NPT conditions. This indicates the
much greater reactivity of the C2H5 radical in air compared to the C2H5O radical. In view
of this, the option with the C2H5O radical can be omitted.

3.2. Self-Ignition of TEA Droplets in Air at NPT Conditions

The problem for option i (see Section 2.2) was solved numerically for several values of
ε, from 2 to 6 kcal/mol (see Equation (17)), to compare the calculated self-ignition delays
with the experiment. For the sake of definiteness, the parameters entering Equation (21)
were assumed to have the following values: λ = 0.1; uO2 = 4.46·104 cm/s; rd = 50 µm;
S = 3.14·10−4 cm2; N = 210 cm−3; cp = 1.33·10−3 J/(cm3K) (see Appendices A and B).
Initial NPT conditions are t = 0; T = T0 = 300 K; pressure p = 1 atm; volume fractions of
oxygen and nitrogen XO2= 0.21 and XN2 = 0.79. All other components: Xj = 0; nC2H5 = 0;
nO2 = XO2/22,400 = 9.37 · 10−6 mol/cm3.

Calculations show that the self-ignition delay τi depends very strongly on ε (Table 2).
Figure 4 shows the calculated time histories of temperature within 0 ≤ t ≤ τi at ε = 5 and
6 kcal/mol. The upper limit of the specified time interval is chosen equal to τi because, at
t > τi, the reactions leading to the complete burnout of TEA, which are not included in
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the reaction scheme, become significant. Figure 5 shows the calculated time history of the
C2H5 radical concentration, nC2H5(t), at ε = 6 kcal/mol.

Table 2. Self-ignition delays for option i.

ε, kcal/mol τi, s

2 0.045
4 0.62
5 2.6
6 11.1
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3.3. Experimental Results

Figures 6 and 7 show selected video frames of TEA–TEB spray self-ignition during
pulsed (Figure 6) and continuous (Figure 7) spraying from the recessed injector of Figure 2a
at injection overpressure 3 atm. The duration of the single-shot pulsed spray in the ex-
periment of Figure 6 is 20 ms. After the termination of spray injection in Figure 6, one
can see the successive appearance of haze and smoke in the spray core, followed by the
formation of a luminous self-ignition spot of a green color, characteristic of TEB combustion
(see frame #35 in Figure 6). The first hot spot is located at a distance of around 130 mm
from the nozzle face. Subsequently, while this hot spot rapidly grows with time, several
other hot spots appear, grow, and overlap with each other, moving in lateral, downstream,
and upstream directions and forming a luminous combustion plume. The evolution of the
continuous spray in Figure 7 has much in common with that of Figure 6, but the first hot
spot is located somewhat closer to the nozzle face (at around 100 mm) and the luminous
combustion plume looks more elaborated. The characteristic spray velocity at the nozzle
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exit estimated based on the mass flow rate and injector nozzle diameter is approximately
20 m/s.
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Figure 6. Sequence of video frames of pulsed TEA–TEB spray self-ignition and combustion in ambient
air at NPT conditions: recessed injector. Frame numbers correspond to time in milliseconds from the
start of injection. Injection overpressure is 3 atm. Frame size is 672 × 456 pixels (213 × 145 mm2),
frame rate 1000 fps, shutter speed 400 µs.
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Figure 7. Sequence of video frames of continuous TEA–TEB spray self-ignition and combustion
in ambient air at NPT conditions: recessed injector. Injection overpressure is 3 atm. Frame size
is 672 × 456 pixels (213 × 145 mm2), frame rate 3200 fps, shutter speed 300 µs, injection duration
500 ms.

The measured self-ignition delays in Figures 6 and 7 are approximately 30 and 20 ms,
respectively. The distance between the nozzle face and luminous plume in a continuous
spray appeared to be variable with time (Figure 8) rather than quasi-stationary, as was
expected. Thus, while the first ignition event in Figure 8 appeared at a distance of ~100 mm
from the nozzle face, it dropped to zero in 100 ms after the start of injection (see Figure 8).
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This means that the apparent velocity of self-ignition spreading toward the nozzle face was
higher than the spray velocity (~20 m/s).
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Figure 8. Sequence of video frames of continuous TEA–TEB spray combustion in ambient air at
NPT conditions: recessed injector, the same test fire as in Figure 7. Injection overpressure is 3 atm.
Frame size is 1280 × 456 pixels (406 × 145 mm2), frame rate 3200 fps, shutter speed 300 µs, injection
duration 500 ms.

Consider Figure 9 for a better understanding of the circumstances of TEA–TEB spray
self-ignition. This figure shows a sequence of synchronized schlieren (left column) and
self-luminosity (right column) video frames of TEA–TEB spray injection by the flat injector
of Figure 2b, followed by spray self-ignition and combustion. The injection overpressure
is 6 atm, and the spray velocity is ~40 m/s. The schlieren images in the left column are
superimposed by the self-luminosity images reflected from the mirror of the schlieren
system. Schlieren images contain thin droplet trajectories. After a certain delay, the
trajectories inflate, forming cloud-like swellings, which can be attributed to the liquid mist
and gas, self-heated due to the spontaneous reaction in air. The latter is substantiated by
the fact that the luminous self-ignition plume is located exactly in these swellings of the
droplet trajectories. Furthermore, Figure 10 shows the pulsed injection of the TEA–TEB
spray into the ambient air at NPT conditions with a very short pulse duration of 0.7 ms.
Similar to Figure 9, the schlieren images here are also superimposed by the self-luminosity
images reflected from the mirror. One can see the appearance of the cloud-like trajectory
swellings lagging behind the moving droplets and growing with time in the form of conical
tongues of hot matter. It is seen from the schlieren images that the luminous self-ignition
plume is also located exactly in these swellings.
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Figure 9. Sequence of schlieren ((left) column) and self-luminosity ((right) column) video frames
of continuous TEA–TEB spray self-ignition and combustion in ambient air at NPT conditions: flat
injector. Injection overpressure is 6 atm. Frame size is 590 × 392 pixels (192 × 127 mm2), frame rate
12,000 fps, shutter speed 81.5 µs, injection duration 100 ms.
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Figure 10. Sequence of schlieren ((upper) raw) and self-luminosity ((lower) raw) video frames of
self-ignition and combustion of the pulsed TEA–TEB spray in ambient air at NPT conditions: flat
injector. Injection overpressure is 6 atm. Frame size is 480 × 320 pixels (156 × 104 mm2), frame rate
5000 fps, shutter speed 190 µs, injection duration 0.7 ms.

Tables 3 and 4 show the statistics of self-ignition events in the case of four successive
injection pulses with a pulse duration of 10 ms and time interval between pulses of 1000 ms
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(Table 3) and six successive pulses with a pulse duration of 5 ms and time interval between
pulses of 400 ms (Table 4). The mean self-ignition delay is seen to be shorter for the
conditions of Table 4, thus indicating that the shorter interval between pulses (400 ms vs.
1000 ms) promotes self-ignition, presumably due to the availability of hot residual air on
the spray path, which is in line with Equation (14). The results of Figures 6–8, as well as
Tables 3 and 4, indicate that the activation energy of TEA–TEB mixture self-ignition in
Equation (7) is approximately ε ≈ 2 kcal/mol (see Table 2).

Table 3. Measured self-ignition delays in the test fire with 4 successive injection pulses with a pulse
duration of 10 ms and time interval between pulses 1000 ms; injection overpressure is 3 atm.

Test No. 1 2 3 4 Mean RMS

τi, ms 35 32 28 28 31 3

Table 4. Measured self-ignition delays in the test fire with 6 successive injection pulses with a pulse
duration of 5 ms and time interval between pulses 400 ms; injection overpressure is 3 atm.

Test No. 1 2 3 4 5 6 Mean RMS

τi, ms 24 20 19 19 17 17 19 2

Tables 5 and 6 show the statistics of self-ignition events in the case of 15 successive
injection pulses with a pulse duration of 1 and 2 ms, respectively, and a time interval
between pulses of 100 ms. Contrary to Tables 3 and 4, the injection overpressure for the
test fires of Tables 5 and 6 was 6 atm rather than 3 atm. The mean self-ignition delay is
seen to be around 6 ms, which is shorter than that for the lower injection overpressure by a
factor of 3 to 5. This result is also in line with Equation (14) as the characteristic droplet size
decreases with the injection pressure.

Table 5. Measured self-ignition delays in the test fire with 15 successive injection pulses with a pulse
duration of 1 ms and time interval between pulses 100 ms; injection overpressure is 6 atm.

Test No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 Mean RMS

τi , ms 5 5.6 5.8 5.8 5.4 5.6 5.8 5.6 5.4 5.6 5.6 6 6.4 6 6.8 5.8 0.4

Table 6. Measured self-ignition delays in the test fire with 15 successive injection pulses with a pulse
duration of 2 ms and time interval between pulses 100 ms; injection overpressure is 6 atm.

Test No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 Mean RMS

τi , ms 5 5 4.8 5.2 5.4 5.2 5.2 5.8 5.8 6 5.4 6.2 6.2 6.2 6.2 5.6 0.5

4. Discussion

The proposed kinetic model of the self-ignition of TEA–TEB droplets at NPT con-
ditions, implying the intrusion of oxygen to the condensed phase with the formation of
(C2H5)2Al–O–O–(C2H5) and (C2H5)2B–O–O–(C2H5) molecules, seems plausible due to
the indisputable experimental fact of the self-ignition of liquid TEA, TEB, or TEA–TEB
mixture upon contact with air. The model shows that the rate of decomposition of these
molecules with the formation of the active ethyl radical depends on the size of the liquid
droplets, as well as the local instantaneous oxygen concentration and temperature in the
environment, implying that the ignition delay is shorter for the higher injection pressure
and hotter air. The results of preliminary experiments on the self-ignition of pulsed and
continuous TEA–TEB sprays in air at NPT conditions have confirmed these implications
and provided the data for estimating the activation energy of the rate-limiting reaction,
which appeared to be close to 2 kcal/mol.
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It must be noticed that the existence of reactions (5) and (6) and their supposed role in
the TEA self-ignition process still remain questionable. For example, in [4], on the basis
of molecular dynamics simulation of the reaction of TEA (in the condensed phase) with
gaseous oxygen at a temperature above 2000 K, it is assumed that the reaction begins with
the rapid removal of a hydrogen atom by an oxygen molecule, with the formation of the
HO2 radical in the gas phase, and subsequently H2 molecules (the latter is associated with
air humidity), i.e., the rapid occurrence of reactions in the gas phase is associated with
the high reactivity of hydrogen. For the kinetic parameters A and ε in the analogue of
formula (7), the values 9.67·109 s−1 and 0.3 kcal/mol, respectively, were obtained. Another
example is Ref. [19], where the priority is given to the channel of TEA decomposition
through the breaking of the bond between oxygen atoms in the (C2H5)2Al–O–O–(C2H5)
molecule with the formation of the C2H5O radical. In this case, the total process of oxygen
intrusion and (C2H5)2Al–O–O–(C2H5) molecule decomposition is exothermic and proceeds
with the release of 15.4 kcal/mol, whereas the same process proceeding through the
C2H5 radical is claimed to be endothermic. The question of which mechanism is actually
implemented can only be answered after systematic experiments, which are planned for
the future. Note that the model proposed herein, even if it is not implemented in relation to
the self-ignition of TEA, TEB, and TEA–TEB mixtures, can be applied to other reactions,
the rate constant of which depends on temperature according to the Arrhenius law.

5. Conclusions

A novel scheme of the heterogeneous interaction of gaseous oxygen with liquid TEA–
TEB droplets accompanied by the release of light hydrocarbon radicals C2H5 and/or C2H5O
into the gas phase was used for calculating the self-ignition of a spatially homogeneous
mixture of TEA–TEB droplets in ambient air at normal pressure and temperature conditions.
Calculations were performed with the variation of the activation energy of the rate-limiting
reaction intended for comparison with experiments. Calculations showed that the self-
ignition delay of a stoichiometric C2H5O–air mixture was much longer than that of a
stoichiometric C2H5–air mixture, indicating the much greater reactivity of the C2H5 radical
compared to the C2H5O radical in air. The proposed kinetic model with the formation
of (C2H5)2Al–O–O–(C2H5) or (C2H5)2B–O–O–(C2H5) molecules seems plausible due to
the indisputable experimental fact of the self-ignition of liquid TEA, TEB, and TEA–TEB
mixtures upon contact with air. Experiments on the self-ignition of pulsed and continuous
TEA–TEB mixture sprays in air at normal pressure and temperature conditions provided
the data for estimating the activation energy of the rate-limiting reaction, which appeared
to be close to 2 kcal/mol. The ignition delay was shown to decrease with the decrease in
the droplet size, both in the model and in the experiment.
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Appendix A. Heat Capacities of TEA–Air Mixture

According to reaction (1), there are 10.5 moles of O2 per 1 mole of TEA. The heat

capacities cv and cp of 1 cm3 of air under normal conditions are
5

2R
22,400 = 9.3× 10−4 J/(cm3K)

and
7

2R
22,400 = 1.3× 10−3 J/(cm3K). Moreover, 1 cm3 contains 0.21

22,400×10.5 = 8.9·10−7 moles
of TEA. The heat capacity of such an amount of TEA is much less than the heat capacity
of air, and it can be taken into account approximately, equating it to the heat capacity of,
e.g., oil. The heat capacity of oil is roughly half that of water and is approximately 4.5R per
mole. Hence, in terms of the number of moles in 1 cm3, one obtains 9× 4.18× 8.9 × 10−7 =
0.33× 10−4 J/(cm3K). The heat capacities of the mixture are

cv = 9.6× 10−4 J/
(

cm3K
)

;

cp = 1.33× 10−3 J/
(

cm3K
)

.

Appendix B. The Number of TEA Droplets in 1 cm3

The number of droplets, N, is determined by the ratio

N =
nTEA

nTEA,d
, cm−1

where nTEA is the number of TEA molecules in 1 cm3; nTEA,d is the number of such
molecules in one droplet. Considering that the number nTEA is 10.5 times less than the num-
ber of oxygen molecules in air, nO2 = 0.21NA/22, 400 cm−3, one obtains nTEA = nO2 /10.5.
The number nTEA,d is equal to the ratio of the droplet mass, 4πr3

dρd/3, to the mass of one
TEA molecule, equal to WTEA/NA, where ρd ≈ 0.83 g/cm3 [1] is the drop density, and
WTEA = 114 g is the molecular mass of TEA. Substitution of all indicated quantities and
rd = 5× 10−3 cm into the equation for N gives N = 210 cm−3.
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Abstract: Recently, there has been increasing attention toward inhaled nanoparticles (NPs) to develop
inhalation therapies for diseases associated with the pulmonary system and investigate the toxic
effects of hazardous environmental particles on human lung health. Taking advantage of microfluidic
technology for cell culture applications, lung-on-a-chip devices with great potential in replicating
the lung air–blood barrier (ABB) have opened new research insights in preclinical pathology and
therapeutic studies associated with aerosol NPs. However, the air interface in such devices has been
largely disregarded, leaving a gap in understanding the NPs’ dynamics in lung-on-a-chip devices.
Here, we develop a numerical parametric study to provide insights into the dynamic behavior of the
airborne NPs in a gas–liquid dual-channel lung-on-a-chip device with a porous membrane separating
the channels. We develop a finite element multi-physics model to investigate particle tracing in
both air and medium phases to replicate the in vivo conditions. Our model considers the impact
of fluid flow and geometrical properties on the distribution, deposition, and translocation of NPs
with diameters ranging from 10 nm to 900 nm. Our findings suggest that, compared to the aqueous
solution of NPs, the aerosol injection of NPs offers more efficient deposition on the substrate of the air
channel and higher translocation to the media channel. Comparative studies against accessible data,
as well as an experimental study, verify the accuracy of the present numerical analysis. We propose a
strategy to optimize the affecting parameters to control the injection and delivery of aerosol particles
into the lung-on-chip device depending on the objectives of biomedical investigations and provide
optimized values for some specific cases. Therefore, our study can assist scientists and researchers in
complementing their experimental investigation in future preclinical studies on pulmonary pathology
associated with inhaled hazardous and toxic environmental particles, as well as therapeutic studies
for developing inhalation drug delivery.

Keywords: lung-on-a-chip; porous membrane; gas–liquid dual-channel chip; nanoparticle; numerical
simulation

1. Introduction

As a main component of the lungs, alveoli, with a sizeable capillary interface, enable
mass transfer and gas exchange in the human body through their air–blood barrier (ABB)
(see Figure 1a) [1]. They are consistently exposed to various inhaled NPs, which due to
their small size, can easily transfer throughout the airways and reach them. Some NPs are
deposited on the alveolar epithelial cells, while others tend to cross the high-permeable
ABB and transfer toward other organs and tissues through the vascular system [2–4]. Over
the last few decades, morbidity statistics have demonstrated a significant increase in severe
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pulmonary disorders, including asthma, emphysema, chronic obstructive pulmonary
disease, and lung cancer, and highlighted inhaled exposure of alveoli to ambient toxic
NPs as the main cause [5,6]. Moreover, new evidence unexpectedly reveals a growing
list of other extrapulmonary diseases associated with the translocation of inhaled toxin
NPs from the alveoli to the other organs such as brain, kidney, and liver [7]. On the
other hand, this transfer mechanism has been recently taken into account in inhalation
therapies to develop inhaled nano-drug delivery systems as a targeted and noninvasive
method for the treatment, with fewer side effects, of pulmonary and even other organs’
diseases [5]. Therefore, all of this results in a burgeoning demand for pathology, toxicology,
and therapeutical studies linked with the inhaled NPs in the alveolar region in order to
assess the adverse and beneficial effects of inhaled NPs on the target organ or tissue.
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Lung-on-a-chip devices have recently drawn attention in biomedical studies owing
to their unique potential in bio-mimicking the physiology of the lung alveolar ABB and
providing more accuracy in cellular responses as compared to conventional cell-culture
models. First introduced by Huh et al. [8] in 2010, the lung-on-a-chip comprises air/blood
(alveolar/vascular) microchannels separated by a thin, porous membrane to enable the
co-culturing of epithelial and endothelial cells neighboring on the opposite sides of the
membrane and two side vacuum chambers to emulate a breathing lung (see Figure 1b).
Adventitiously, this device has opened new research doors in toxico-pharmacological fields,
in addition to promising an enormous capacity in recapitulating complex biological pul-
monary malfunctions such as edema formation and thrombosis [9,10]. Lung-on-a-chip
devices could be conveniently utilized to inject toxic and medical aerosol NPs to replicate
inhaled delivery into the alveoli for pathological and therapeutic studies, avoiding unnec-
essary clinical trials and animal tests. While the air interface in the lung-on-a-chip makes it
tremendously unique among the other common liquid-based cellular microsystems, most
of the relevant experimental studies aim at streaming an aqueous solution of NPs [8,11,12],
and exposure of cultivated cells to the aerosols has been disregarded. Controlled injection
of NPs into the lung-on-a-chip will return appropriate sedimentation and distribution in
the target area, which is critical for attaining the desired physiochemical efficacy. However,
a big research gap exists in the comprehensive understanding of the dynamics of NPs in
the lung-on-a-chip device. Accordingly, the distribution and deposition of particles on the
endothelial cells in the air channel, as well as their translocation to the media channel, are
imperative subjects that should be examined carefully. It is evident that the dynamic behav-
ior of particles in microdevices is determined by many crucial factors, such as the geometry
of the device and properties of fluid flow and particles. Nevertheless, optimizing all these
parameters is challenging for an enhanced delivery process. Complications associated with
fabricating the lung-on-a-chip device and especially the membrane with micro-scale pores,
aerosol delivery, and transient monitoring of NPs, which consequently lead to costly and
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laborious optimization procedures, are the prime suspects responsible for such deficiencies
in the field [13–15].

Many efforts have been directed toward employing numerical approaches to overcome
challenges associated with experimental analyses of various cell-based microfluidic devices
to improve their functionality [16,17]. A few recent investigations are devoted to studying
the dynamic behavior of solid particles in the lung-on-a-chip. According to their research
objectives, these studies follow two main perspectives, namely, the Eulerian approach,
which focuses on the concentration of particles considering the problem governed by typ-
ical convection–diffusion phenomena, and the Lagrangian approach, which deals with
individual particles, tracing the trajectory of each particle separately. For instance, Frost
et al. [18] numerically investigated the effect of a porous membrane, one modeled by molec-
ular diffusivity, on the molecular convection–diffusion transport in a bilayer microfluidic
device. Their results showed that the molecular concentration at the outlet of the bottom
channel increased by membrane porosity augmentation, while it was invertedly affected
by the upper channel height.

Although molecule-sized particles are widely considered in many biomedical studies
because of their simple diffusivity, particular attention has also been recently paid to
particles with diameters ranging between 10 nm to 10 µm due to some other advantages,
such as high uptake capacity by cells [19,20]. Because the Eulerian method investigates
the average behavior of particles with less computational cost, it is often favored over its
more precise counterpart, i.e., the Lagrangian approach. However, the outcome of these
two perspectives would not converge for investigating large particles’ dynamics, especially
when the total number of released particles is relatively low [21]. Using the Lagrangian
approach, Arefi et al. [22] studied the deposition of NPs in an air microchannel under
a pulsatile bidirectional flow to simulate breathing patterns. They found that increased
airflow rate and breathing frequency raise the deposition rate of particles on the substrate of
the channel. In another similar study using finite element simulation, Moghadas et al. [23]
reported that airborne delivery of NPs to the cellular region in a microchannel is affected
by airflow velocity as well as particle diameter.

The lung-on-a-chip device, which enables particle tracing in air and media phases,
allows for simultaneously investigating the particles’ deposition and translocation. Thus, it
is an essential prerequisite for precise toxicological and pharmaceutical studies. Despite
its great potential in mimicking the in vivo conditions, the dynamics of NPs in a typical
lung-on-a-chip device with a porous membrane and air/blood channels have never been
investigated, to the best of our knowledge. To bridge this research gap, the current paper
aims to conduct a comprehensive numerical parametric study to provide a clear insight
into the role of various hydrodynamical and geometrical properties on the dynamics of
airborne NPs in the lung-on-a-chip system. The impact of fluid-flow velocity, membrane
porosity, and particle diameter as dominant factors is examined on the dispersion of the
particles in both air and media channels as well as their deposition and transfer rates.

This paper is organized as follows: the numerical modeling of the lung-on-a-chip, the
governing equations, and the boundary conditions are introduced in Section 2; comparative
studies against accessible data and an experimental study are conducted in Section 3 to
establish the accuracy of the present numerical study; a case study and parameter sensitivity
are discussed in Section 4; and finally, Section 5 provides the conclusions and summarizes
the results.

2. Governing Equations and Boundary Conditions

In the current work, the dynamics of airborne NPs in the gas/liquid (air/blood)
channels of a lung-on-a-chip device separated by a thin, porous membrane are investigated
against variations in fluid flow velocity, membrane porosity, and particle diameter. For this
purpose, a 2D numerical model is developed using Laminar Flow and Particle Tracing for
Fluid Flow modules in COMSOL Multiphysics 5.6 finite element software (see Figure 2) [24]
to trace the motion of NPs. For simplicity, the system of governing equations is assumed to
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be one-way coupled, considering only the effect of the fluid regime on particles and ignoring
the reactive effect due to the tiny size of particles. Therefore, first, the time-dependent
velocity profile of the fluids is calculated in the channels, and then the obtained solutions
are employed to solve the particle tracing. Here, it should be noted that small dimensions
and low fluid velocity generally result in laminar fluid flow in microchannels and also allow
the airflow to be treated as an incompressible fluid. Moreover, with a Knudsen number
smaller than the critical value (Kn ∼= 0.0004 < 0.01), the continuum hypothesis and no-slip
velocity condition are valid for the airflow field in the channel [25]. The Knudsen number
for the airflow is calculated using the hard-sphere collision model as follows [26]:

Kn =
λ

2h
=

kB

2
√

2πσ2ρaRh
, (1)

where λ is the mean free path and h is the channel height. In this model, σ (= 346 pm)

demonstrates the collision diameter of fluid molecules, R
(
∼= 290 J.K−1/Kg

)
and ρa repre-

sent the specific gas constant and air density, and kB is the Boltzmann constant.
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In many experimental studies, blood flow is mainly replaced by a medium flow to
supply the cells with required nutrition in microfluidic devices, which could be conve-
niently considered as a Newtonian fluid with similar hydrodynamic properties of water at
37 ◦C [23]. Consequently, the Newtonian and incompressible air and medium phases are
governed by continuity and momentum equations as follows [27]:

∇·ui = 0, (2)

ρi

(
∂ui
∂t

+ ui·∇ ui

)
= −∇pi + µi∇2ui + ρig, (3)

where u and p represent the fluid velocity field and pressure, and t is the time, while the
subscript (i = a, m) stands for air and media, respectively.

The Lagrangian approach is used to model the dynamics of NPs under the action of
gravity and hydrodynamic forces arising from the motion of the fluid:

mp
dui

p

dt
= Fi

d + Fi
b + mp

(
1− ρi

ρp

)
g, (4)

where mp and ρp are the particle mass and density, and ui
p indicates the particle velocity in

air and media channels, respectively. The right-hand side of Equation (4) is the summation
of drag force (Fi

d), the Brownian force (Fi
b), and the particle’s buoyant weight, while the
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gravity acceleration is considered to be perpendicular to the flow direction. The drag force
in Equation (4) is determined in accordance with Stokes law as follows [28]:

Fi
d = 3πµi

(
ui − ui

p

)
dp, (5)

where dp is the particle diameter. Also, the Brownian force exerted on particles at each time
step taken by the numerical solver could be calculated as [29]:

Fi
b = ζi

√
6πkBµiTidp/∆t, (6)

where Ti is the fluid temperature, which is considered to be at a constant level of 37 ◦C,
and ∆t represents the time step. In this calculation, ζi, which indicates the direction of
Brownian force, refers to a vector whose components are randomly selected with a Gaussian
distribution [29]. Inertial lift force contribution is neglected in Equation (4) since the particle
Reynolds number is significantly smaller than 1 (ReP = ρiuid2

p/µil), resulting in viscous
forces dominancy [30].

Fluid flow boundary conditions in the air and media channels are considered as
constant inlet velocity, zero outlet pressure, and no-slip on all solid-fluid interfaces. Fur-
thermore, the top surface of the membrane is employed as the sticky boundary condition
for the injected airborne NPs allowing evaluation of particle deposition in the air channel.
On the other hand, the pass-through boundary condition is applied to the air-media inter-
faces to allow NPs to enter the media channel unimpededly. It is worthwhile to note that
the numerical simulation is terminated once all the transferred particles flow out of the
media channel.

3. Model Verification

In this section, comparative studies against accessible data as well as an experimental
study are conducted to establish the accuracy of the present numerical study. Accordingly,
four limiting-case verifications are considered by setting the membrane’s porosity equal
to zero.

3.1. Verification of Numerical Results with Analytical Data

In the absence of solid particles, the first verification study compares the dimensionless
axial fluid velocity in the middle of the air channel with analytical data for a 2D steady
laminar flow between two fixed parallel plates in Ref. [31]. For this purpose, fluid velocity
and vertical distance from the substrate (y) are normalized with respect to the inlet velocity
of 0.3 mm/s and the channel height of 100 µm. As depicted in Figure 3a, a fair agreement
is observed between the results of the current study and those of Ref. [31].

3.2. Verification of Numerical Results with Other Numerical Studies
3.2.1. Verification with a 2D Model

Next, the normalized mean concentration of particles with a diameter of 1 µm along the
air channel is compared with that obtained by Saidi et al. [21], who developed a customized
numerical code to track 2D dynamics of particles under drag and Brownian forces between
two parallel plates. Accordingly, a fully developed inlet flow regime with a mean velocity
(u) of 0.05 m/s and channel height (h) of 1 mm is considered. The concentration of particles
is calculated by partitioning the computational space into equal bandwidths along the
channel length and then dividing the number of particles in each band to the volume of
each bandwidth. Finally, distance from the entrance (x) and particle concentration (C)
are nondimensionalized, respectively, with respect to a specific length of 3hPe/16, and
initial concentration (C0 = 105/m2) [21]. Pe = 2uh/D stands for the Peclet number, where
D
(
= 2.96× 10−11 m2/s

)
is the diffusion coefficient. The outcome, as shown in Figure 3b,

demonstrates a good agreement with Ref. [21].

47



Micromachines 2022, 13, 2220Micromachines 2022, 13, x FOR PEER REVIEW 6 of 18 
 

 

 
 

Figure 3. Comparison of the present numerical results with (a) analytical data in Ref. [31] for a 2D 
airflow between two parallel plates. Axial fluid velocity and vertical distance from the substrate are 
normalized with respect to the inlet velocity of 0.3 mm/s and the channel height of 100 µm. Subse-
quently, (b) numerical data in Ref. [21] is shown for the mean concentration of particles with a 
diameter of 1 µm along two parallel plates. Distance from the entrance and particle concen-
tration are nondimensionalized, respectively, with respect to a specific length of 3ℎ𝑃𝑒/16, and ini-
tial concentration ( 𝐶 = 10 /m ). 𝑃𝑒 = 2𝑢ℎ/𝐷  is the Peclet number, and where 𝐷 (= 2.96 ×10 m /s) is the diffusion coefficient. Finally, the (c) the numerical result of Ref. [22] for deposition 
rate of NPs with various diameters on the substrate of an air channel is shown. 

3.2. Verification of Numerical Results with Other Numerical Studies 
3.2.1. Verification with a 2D Model 

Next, the normalized mean concentration of particles with a diameter of 1 µm along 
the air channel is compared with that obtained by Saidi et al. [21], who developed a cus-
tomized numerical code to track 2D dynamics of particles under drag and Brownian 
forces between two parallel plates. Accordingly, a fully developed inlet flow regime with 
a mean velocity (𝑢) of 0.05 m/s and channel height (ℎ) of 1 mm is considered. The concen-
tration of particles is calculated by partitioning the computational space into equal band-
widths along the channel length and then dividing the number of particles in each band 
to the volume of each bandwidth. Finally, distance from the entrance (𝑥) and particle con-
centration (𝐶) are nondimensionalized, respectively, with respect to a specific length of 3ℎ𝑃𝑒/16, and initial concentration (𝐶 = 10 /m ) [21]. 𝑃𝑒 = 2𝑢ℎ/𝐷 stands for the Peclet 
number, where 𝐷 (= 2.96 × 10 m /s)  is the diffusion coefficient. The outcome, as 
shown in Figure 3b, demonstrates a good agreement with Ref. [21].  

3.2.2. Verification with a 3D Model 
Subsequently, the correctness of the developed finite element model is examined to 

evaluate the deposition of airborne NPs. With the definition of “the ratio between the 
number of deposited particles on the substrate and the number of total released particles” 

Figure 3. Comparison of the present numerical results with (a) analytical data in Ref. [31] for a 2D
airflow between two parallel plates. Axial fluid velocity and vertical distance from the substrate
are normalized with respect to the inlet velocity of 0.3 mm/s and the channel height of 100 µm.
Subsequently, (b) numerical data in Ref. [21] is shown for the mean concentration of particles with a
diameter of 1 µm along two parallel plates. Distance from the entrance and particle concentration are
nondimensionalized, respectively, with respect to a specific length of 3hPe/16, and initial concentra-
tion (C0 = 105/m2). Pe = 2uh/D is the Peclet number, and where D

(
= 2.96× 10−11 m2/s

)
is the

diffusion coefficient. Finally, the (c) the numerical result of Ref. [22] for deposition rate of NPs with
various diameters on the substrate of an air channel is shown.

3.2.2. Verification with a 3D Model

Subsequently, the correctness of the developed finite element model is examined to
evaluate the deposition of airborne NPs. With the definition of “the ratio between the
number of deposited particles on the substrate and the number of total released particles”
for the deposition rate (ε), the third verification study compares the deposition rate obtained
through the current 2D model with that reported for a 3D model developed by Arefi
et al. [22]. All adjustments for boundary conditions are taken into account, according to
Ref. [22]. Here, the effect of channel depth is also surveyed, enabling the “Shallow Channel”
interface in the 2D model. Figure 3c compares the results obtained for a 2D channel
with finite and infinite depth and the 3D model of Ref. [22], where the independence of
deposition rate and the channel depth as well as an excellent agreement between these
three is perceivable.

3.3. Qualitative Verification of the Numerical Results with Experimental Data

Besides verification against the analytical and numerical data in the literature, an
experimental study was accomplished to support the results of the present numerical
model. The experiment was carried out with the injection of particles into a microchannel
under a water flow. Therefore, a numerical simulation was developed in accordance with
the experimental parametric values to compare the obtained results from the two studies.
Accordingly, a polydimethylsiloxane (PDMS) microchannel with rectangular cross-section
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was fabricated using a silicone mold (see Figure 4a). The mold was made with maskless
ultraviolet (UV) lithography method, as shown in Figure 4b. A silicon wafer coated with
a positive photoresist was exposed to direct UV laser to transfer the channel design on it.
Subsequently, the wafer was dry etched to engrave the microchannel mold. Then, a 10:1
mixture of PDMS was cast on the mold and the microchannel was sealed with a glass slide
to finalize the fabrication procedure (see Figure 4b). A syringe pump was used to inject the
particles into the channel under different fluid velocities (see Figure 5 for the experimental
setup). In order to have a similar inlet boundary condition to that of the numerical model,
the particles were first accumulated at the entrance of the inlet and injected altogether into
the channel. Fluid injection was stopped once the particles reached the channel outlet or
deposited entirely.

Micromachines 2022, 13, x FOR PEER REVIEW 7 of 18 
 

 

for the deposition rate (𝜀), the third verification study compares the deposition rate ob-
tained through the current 2D model with that reported for a 3D model developed by 
Arefi et al. [22]. All adjustments for boundary conditions are taken into account, according 
to Ref. [22]. Here, the effect of channel depth is also surveyed, enabling the “Shallow 
Channel” interface in the 2D model. Figure 3c compares the results obtained for a 2D 
channel with finite and infinite depth and the 3D model of Ref. [22], where the independ-
ence of deposition rate and the channel depth as well as an excellent agreement between 
these three is perceivable. 

3.3. Qualitative Verification of the Numerical Results with Experimental Data 
Besides verification against the analytical and numerical data in the literature, an ex-

perimental study was accomplished to support the results of the present numerical model. 
The experiment was carried out with the injection of particles into a microchannel under 
a water flow. Therefore, a numerical simulation was developed in accordance with the 
experimental parametric values to compare the obtained results from the two studies. Ac-
cordingly, a polydimethylsiloxane (PDMS) microchannel with rectangular cross-section 
was fabricated using a silicone mold (see Figure 4a). The mold was made with maskless 
ultraviolet (UV) lithography method, as shown in Figure 4b. A silicon wafer coated with 
a positive photoresist was exposed to direct UV laser to transfer the channel design on it. 
Subsequently, the wafer was dry etched to engrave the microchannel mold. Then, a 10:1 
mixture of PDMS was cast on the mold and the microchannel was sealed with a glass slide 
to finalize the fabrication procedure (see Figure 4b). A syringe pump was used to inject 
the particles into the channel under different fluid velocities (see Figure 5 for the experi-
mental setup). In order to have a similar inlet boundary condition to that of the numerical 
model, the particles were first accumulated at the entrance of the inlet and injected alto-
gether into the channel. Fluid injection was stopped once the particles reached the channel 
outlet or deposited entirely.  

 
Figure 4. (a) Microfluidic device, which is bonded to a glass slide and contains a channel with one 
inlet and one outlet; (b) Schematic diagram of the fabrication process of the microfluidic device. 

Figure 4. (a) Microfluidic device, which is bonded to a glass slide and contains a channel with one
inlet and one outlet; (b) Schematic diagram of the fabrication process of the microfluidic device.

Micromachines 2022, 13, x FOR PEER REVIEW 8 of 18 
 

 

 
Figure 5. Schematic diagram of the experimental setup for injecting the particles into a microfluidic 
device using a syringe pump and monitoring their dynamics throughout the device with a micro-
scope. 

Magnetic particles of diameter 1 µm and 10 µm were used in the experiments to in-
vestigate their sedimentation on the channel substrate under three different water flow 
velocities. In addition to more deposition efficiency due to their higher inertia and domi-
nant buoyant weight, better control on injection and easier tracing are other main reasons 
for selecting these particles. The experimental parameter values, including the physical 
properties of particles, fluid velocities, and the dimension of the microchannel, are listed 
in Table 1.  

Table 1. The values of the parameter used for the experimental test. 

Diameter of Particles 
(𝒅𝐩) [µm] 

Density of Particles 
(𝝆𝐩) [kg/m3] 

Dimension of Channel 
(𝒘 × 𝒉 × 𝒍) [µm3] 

Fluid Velocity 
(𝒖𝒎,𝟎) [mm/s] 

Flow Rate 
[µL/min] 

1 2200 2000 ×  100 × 15,000 0.03 and 0.1 0.36 and 1.2 
10 1470 2000 × 300 × 15,000 0.1 and 0.3 3.6 and 10.8 

Figure 6 qualitatively compares the trend of particle deposition obtained from the 
numerical and experimental studies under four different cases. The experimental results 
are actual images showing the particle deposition rate on the bottom layer of the micro-
channels. These images were obtained from two different parts of the channel substrate, 
one from the first half of the channel and the other from its second half.  

Figure 5. Schematic diagram of the experimental setup for injecting the particles into a microfluidic
device using a syringe pump and monitoring their dynamics throughout the device with a microscope.

Magnetic particles of diameter 1 µm and 10 µm were used in the experiments to
investigate their sedimentation on the channel substrate under three different water flow
velocities. In addition to more deposition efficiency due to their higher inertia and dominant
buoyant weight, better control on injection and easier tracing are other main reasons
for selecting these particles. The experimental parameter values, including the physical
properties of particles, fluid velocities, and the dimension of the microchannel, are listed in
Table 1.
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Table 1. The values of the parameter used for the experimental test.

Diameter of Particles
(dp) [µm]

Density of Particles
(ρp) [kg/m3]

Dimension of Channel
(w×h×l) [µm3]

Fluid Velocity
(um,0) [mm/s] Flow Rate [µL/min]

1 2200 2000 × 100 × 15,000 0.03 and 0.1 0.36 and 1.2
10 1470 2000 × 300 × 15,000 0.1 and 0.3 3.6 and 10.8

Figure 6 qualitatively compares the trend of particle deposition obtained from the
numerical and experimental studies under four different cases. The experimental results are
actual images showing the particle deposition rate on the bottom layer of the microchannels.
These images were obtained from two different parts of the channel substrate, one from the
first half of the channel and the other from its second half.
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First, the particles with a diameter of 1 µm were injected into the channel with a height
of 100 µm under a fluid velocity of 0.3 mm/s. Due to the dominancy of drag force over the
buoyant weight, all the particles were washed out from the channel without any deposition
on the substrate (data not shown). Then, the dynamics of particles were examined with
a lower fluid velocity of 0.1 mm/s and 0.03 mm/s. Under the fluid velocity of 0.1 mm/s,
the particles again streamed quickly toward the microchannel outlet, resulting in a low
deposition rate along the channel length (see Figure 6a). The fluid velocity, therefore, was
reduced to 0.03 mm/s so that the particles could be uniformly distributed all over the
channel substrate and demonstrate a higher deposition rate, Figure 6b.

There is a mild deposition gradient along the channel width due to the parabolic profile
of the fluid velocity in the channel. Moreover, on the substrate next to the channel side
walls, the deposition rate is very low as a consequence of the no-slip boundary condition.
In the second part of the experiment, particles with a diameter of 10 µm were examined
under fluid velocities of 0.1 mm/s and 0.3 mm/s (see Figure 6c,d). The height of the
microchannel was increased to 300 µm to allow the particles easily to move inside the
channel. The distribution of particles on the substrate of the channel reveals that particles
with a diameter of 10 µm under the fluid velocity of 0.1 mm/s provide a concentrated
deposition at the channel’s entrance. However, an increase in the fluid velocity to 0.3 mm/s
drives the particles quickly forward, resulting in a uniform distribution on the channel
substrate. The experimental results for deposition and distribution of the particles on the
substrate of the microchannel show a good agreement with the numerical results.
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4. Numerical Results

The current numerical parametric study investigates the dynamics of airborne NPs
in a gas–liquid dual-channel lung-on-a-chip device with a thin, porous membrane using
Equations (2)–(4). Accordingly, the impact of fluid flow velocity, membrane porosity, and
particle diameter, as dominant factors, are analyzed on the dispersion of the particles in
both air and media channels as well as their deposition and translocation. Numerical
results are confined only to some specific cases due to computational limitations, as well as
for the sake of brevity. The diameter of solid particles is assumed to be ranging between 10
to 900 nm, according to their high deposition rate reported in the alveolar region [4]. The
effect of membrane porosity is examined for pore diameters (d) of 3 and 10 µm, and pore to
pore distances (p− p) of 5 and 10 µm. The other numerical values used for simulations are
all listed in Table 2.

Table 2. The values of the parameter used for the numerical simulations.

Parameters Values Descriptions Reference

h 100 µm Height of the channels [32]
l 2 mm Length of the channels [22]
d 10 µm, 3 µm Diameter of the membrane pore [32,33]
b 10 µm Thickness of the membrane [8]
ρp 1180 kg/m3 Density of particles [22]
ρm 1000 kg/m3 Density of media [34]
µm 0.718 mPa.s Viscosity of media [34]
ρa 1.123 kg/m3 Density of air [35]
µa 0.019 mPa.s Viscosity of air [35]
um,0 0.3 mm/s, 1 mm/s Media velocity at inlet [23,32]
ua,0 0.3 mm/s, 1 mm/s Air velocity at inlet [22]

Before presenting the main results, a brief discussion is presented here to investigate
the dynamics of NPs injected with an aqueous solution, which substitutes aerosol injection
in many relevant experimental studies [8,11,12]. Accordingly, the pore diameter of 10 µm
and pore-to-pore distance of 10 µm are taken into consideration, and the deposition rate
and transfer rate are compared in Figure 7 for NPs injected via air and media flow into the
upper channel of the device. As previously mentioned, the deposition rate is referred to as
the proportion of the total released particles that are deposited on the channel substrate.
Similarly, the transfer rate defines the ratio between the number of particles transferred to
the media channel and the number of released particles. The results obtained demonstrate a
noticeable decrease in deposition/transfer rate when media flow is used for the injection of
NPs, regardless of their size. To put it clearly, particles follow the fully-developed parabolic
profile of media velocity with a lower chance of settling on the substrate or passing through
it (data not shown for brevity). Buoyant weight almost fades for submerged particles with a
density of the same order as the fluid, which explains the reduction in deposition/transfer
rate, especially for large particles. Furthermore, by increasing the fluid viscosity, the drag
force dominates the Brownian force, which plays a key role in the deposition of small NPs.
Thus, one can draw the conclusion that injecting through an aqueous solution leads to less
efficient particle deposition/translocation, and accordingly, air flow injection should be
taken into consideration.

4.1. Deposition of Nanoparticles

This section deals with the sedimentation of airborne NPs in the air channel of the lung-
on-a-chip device with a focus on the deposition rate and distribution efficiency. Figure 8
depicts the deposition rate against particle diameter for different membrane porosities
and air inflow velocities of 0.3 and 1 mm/s. The results show that the deposition rate
declines by increasing the particle diameter up to 200 nm regardless of the inlet velocity.
The reason behind this decay is related to the dominancy of Brownian diffusion, which
is the main particle deposition mechanism for particles of diameter less than 100 nm
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according to Stokes–Einstein expression [28,36,37]. On the other hand, as could be deduced
from Equations (4)–(6), gravity acceleration becomes more dominant by increasing the
particle diameter, while the Brownian effect diminishes. This consequently results in
higher deposition rates as the particles enlarge, which can be observed in Figure 8 for
diameters larger than 200 nm. A comparison within Figure 8a,b implies an overall decrease
in deposition rate by intensifying the inlet flow rate, which makes a larger fraction of NPs
leave the device through the air channel outlet. However, both cases follow a similar trend
except for particles larger than 700 nm, demonstrating a downtrend of deposition rate for
inflow velocity of 0.3 mm/s. By comparing the results of Figure 8a and those of Figure 12a,
it is observed that more than 95% of these injected big particles tend to either sediment on
the air channel substrate or pass through the perforated membrane with a growing transfer
rate against the particle size. Therefore, one can conclude that this unexpected behavior
is not linked with blowing NPs off the device but rather with a higher transfer rate into
the media channel. Indeed, lower inflow velocity magnitude results in slower axial fluid
velocity in the boundary layer above the porous area and prolonged regional residence
time, which consequently provide more probability for heavier particles to pass through
the membrane. The idea is explicitly illustrated through a series of snapshots in Figure 9,
where the trajectory of an initially inert 900 nm particle is compared in the porous region
for inflow velocities of 0.3 and 1 mm/s. Such behavior also leads to more dependency of
larger NPs’ deposition on membrane porosity, which is supported by the divergence of
deposition rate curves corresponding with different porosities in Figure 8.
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In addition to the high deposition rate of the injected solid NPs, their better distribution
on the channel substrate is another significant factor in toxicological and pharmaceutical
studies to attain an effective biochemical impact on cultured cells. Here, the distribution
of NPs is mathematically described in terms of the mean value and standard deviation of
their position [38].

Figure 10 depicts dimensionless distribution indexes of deposited NPs on the air
channel substrate under two air inflow velocities, which are normalized with respect
to channel length here. Since membrane porosity has no significant effect on statistical
characteristics of particle distribution due to the regular alignment of pores, only a single
case with a pore diameter of 10 µm and pore-to-pore distance of 10 µm is considered.
Distribution efficiency can simply be assessed against an ideal uniform deposition with
normalized mean value of 0.5 and a standard deviation of 1/

√
12 (shown with a solid red

line in Figure 10) [38].
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Figure 10. Normalized (a) average position and (b) standard deviation of deposited NPs of diameter
ranging from 10 nm to 900 on the substrate of the air channel with pore diameter and pore to pore
distance of 10 µm under two different fluid velocities of 0.3 mm/s and 1 mm/s. The solid red line
corresponds with an ideal deposition.

Under an airflow velocity of 0.3 mm/s, both small and large particles demonstrate low
values of the mean location and standard deviation, indicating a concentrated deposition at
the entrance of the channel. Increasing the airflow velocity would not alter the results unless
for particles larger than 600 nm or smaller than 50 nm, giving rise to a significantly widened
distribution range. Although the uniform distribution achieved by higher inflow velocity
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seems to be desirable, it should be noted that the deposition rate would be unfavorably
affected in this case. Therefore, depending on the application, a tradeoff between deposition
rate and distribution uniformity should be considered to obtain proper particle size and
inflow velocity values. To provide a better insight into the problem, snapshots from the
distribution of 900 nm particles are provided in Figure 11.
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4.2. Translocation of Nanoparticles

This section deals with the translocation of airborne NPs into the media channel of the
lung-on-a-chip device, mainly analyzing transfer rate and distribution efficiency. Figure 12
compares the transfer rate of NPs for different membrane porosities and inflow velocities.
A higher translocation efficiency seems achievable by increasing the former and decreasing
the latter. The obtained results show that for constant membrane porosity and inlet velocity,
the transfer rate declines by increasing the particle diameter up to 200 nm, whereafter it
starts to go up. Higher transfer rates arise from Brownian diffusivity for small particles
and dominancy of gravity force, as well as longer residence time in the porous regions for
large particles.
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Distribution of NPs inside the media channel is also of great importance, especially for
targeted particle delivery applications. Since submerged particles with a density close to
that of fluid would follow the media velocity profile regardless of inflow velocity, the results
are presented only for the inlet velocity of 0.3 mm/s. Accordingly, vertical distribution
of transferred NPs are assessed at the outlet of media channel utilizing Equations (4) and
(5) with N representing the number of transferred particles and xn showing the vertical
position of each particle. Here, the average position and standard deviation are normalized
with respect to media channel height, and, similar to the previous section, are then assessed
against an ideal uniform distribution (shown with the solid red line in Figure 13). Higher
average position and smaller standard deviation for large particles in Figure 13 indicate
their tendency to accumulate close to the media channel’s top surface, where the endothelial
cells are normally cultured. On the other hand, smaller particles demonstrate a higher
penetration power, which is due to their higher vertical velocity magnitude while crossing
the membrane as well as their krelatively strong Brownian force in the medium. Moreover,
a more uniform distribution is observed for medium-sized particles with a diameter range
of 100–300 nm. For a better vision of the impact of size, one can compare the snapshots
from the distribution of 10 nm particles in Figure 14 with those obtained from 900 nm
particles in Figure 11a.
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Figure 13. Normalized (a) average position and (b) standard deviation of transferred NPs of diameters
ranging from 10 nm to 900 at the outlet of the media channel in the lung-on-a-chip device with
different membrane porosities under the fluid velocity of 0.3 mm/s. The solid red line corresponds
with an ideal distribution in the media channel.

In addition to distribution efficiency, the current study investigates the transient
evolution of transferred NPs as a significant factor in toxico-pharmacokinetic analyses [39].
First, the relative concentration, which is defined by the ratio of total injected particles
that flow out through the outlet of the media channel, is recorded, and then, a numerical
differentiation is utilized to obtain the time derivative of the data. After a Gaussian curve
fitting, final results are depicted in Figure 15 for different membrane porosities and inlet
velocities. Figure 15, which is known as the so-called concentration-time plot [38], provides
important details describing the behavior of transferred NPs to the media channel, such as
area under each curve, which is equal to the transfer rate (see Figure 12), maximum relative
concentration rate (cmax), and time to reach this maximal value (tmax). For example, it is
shown that 10 nm particles demonstrate the highest cmax, which is significantly augmented
by increasing the inflow velocity. Moreover, it is evident that smaller particles display
a faster transmission with a lower tmax. Although the overall value of cmax grows by
increasing the membrane porosity and inflow velocity, it should be noted that this may also
considerably change tmax depending on the particle size.
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5. Conclusions

With a promising potential in recapitulating in vivo conditions, lung-on-a-chip tech-
nology has recently attracted the attention of researchers. This dual-channel device with
a sandwiched porous membrane enables particle tracing in air and media phases simul-
taneously, which is an essential prerequisite for further toxicological and pharmaceutical
studies. Despite this remarkable capability, a detailed investigation into the dynamics of
NPs in this device has been overlooked by the literature. Here, a comprehensive numerical
parametric study was conducted to study the role of various hydrodynamical and geomet-
rical properties on the dynamics of airborne NPs. Accordingly, the impacts of fluid flow
velocity, membrane porosity, and particle diameter were examined on the dispersion of the
particles in both air and media channels, as well as their deposition and translocation. Con-
sistent with the experimental observation reported in the literature, we numerically showed
that the aerosol injection of NPs provided far more efficient deposition/translocation than
the aqueous solution. Although very small particles (dp < 50 nm) as well as very large
ones (dp > 700 nm) demonstrated a high deposition rate, they tended to sediment close
to the entrance of the channel for low inflow velocities, which could be undesirable for
many applications demanding a uniform distribution. On the other hand, a higher inflow
velocity provided a more uniform distribution; however, it also resulted in lower deposi-
tion and translocation rates. Therefore, it can be concluded that medium-sized particles
(500 nm < dp < 700 nm) are more appropriate for uniform distribution with lower inflow
velocities. It was demonstrated that the translocation of NPs into the media channel became
more efficient by reducing the particle size as a factor of Brownian diffusivity and also by
increasing the particle residence time in the porous region as a consequence of the gravity
force’s dominancy in large particles. However, smaller particles showed a better distribu-
tion in the media channel than did larger ones. Therefore, the results of this paper propose
optimizing particle size as well as inflow velocity and membrane porosity, depending on
the objectives of biomedical investigations. Even though the current numerical analysis is
carried out with some simplifications, such as neglecting the cultured cell layers, it takes the
first step towards a perceptive insight into the dynamics of the NPs in the lung-on-a-chip
device. As a reliable complementary method seeking to reduce experimental cost, time and
efforts, this study can be beneficial for future preclinical studies on pulmonary pathology
associated with inhaled hazardous and toxic environmental particles, as well as therapeutic
studies for developing inhalation drug delivery.
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Abstract: This paper presents the development of novel hybrid composites in the presence of filler
particles and manufactured using a proposed new fabrication technique. The hybrid composites
were fabricated using a basalt and E-glass woven fabric–reinforced epoxy resin matrix combined with
graphite powder nanoparticles. Six sets of samples were fabricated using the vacuum-assisted free
lamination compression molding technique. After the fabrication, wettability, mechanical properties
(tensile, flexural and impact properties) and moisture properties were evaluated. Surface morphology
and chemical composition of the composite samples were examined using a scanning electron
microscope (SEM) and spectroscopy. The obtained results showed that the use of filler materials in
hybrid composites improves the properties of hybrid composites. Basalt/E-glass hybrid composites
with 10% graphite material exhibited superior mechanical properties over the other composites,
with high-quality, improved adhesion and surface morphology. Thus, novel composites with the
combination of exceptional properties may be integrated in the design of flexible electronics and
microfluidics devices as a structural layer of the system. High flexibility and good surface tension
of the designed composites makes them attractive for using the thermal imprint technique for
microfluidics channel design.

Keywords: basalt; E-glass; epoxy resin; graphite particles; wettability; mechanical properties

1. Introduction

The importance of natural fibers in the development of fiber-reinforced hybrid polymer
composites is increasing day by day in the modern era because it is directly associated
with environmental concerns as well as with a circular economy [1,2]. The combination of
natural fibers with synthetic fibers in reinforced hybrid polymer composites offers several
attractive features such as light weight, condensed lifecycle costs, high adhesion properties,
flexibility and superior mechanical properties [3]. Nature is a decent source for the creation
of composite materials using hemp, flax, sisal, palm [4], okra, banana, wood, bamboo, jute,
sugarcane, or cowhide. Thus, all these natural materials can be a portion of the regular
fiber composites, providing exceptional properties and expanding the application areas in
various fields [5].

In recent years, synthetic fiber-based composites have become the leading progressive
composite materials for automotive, construction, marine, sporting goods, biomedical,
microfluidics and other engineering applications due to their ease of availability, high
strength and modulus and also good corrosion and fatigue resistance behavior [6]. Despite
the advantages to the presence of natural fibers in composite materials, there are some
disadvantages, such as fiber shrinkage, poor adhesion and moisture, which may have
a high effect on the mechanical properties. At the same time, most synthetic fibers are
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brittle in nature, which may cause a catastrophic mode of failure in the composite mate-
rial [7]. Synthetic fibers such as carbon, glass, mica and nylon also play a prominent role in
the composite industry. Fiber-reinforced composite materials have a better strength and
modulus than numerous conventional metallic materials. These composites exhibit low
explicit gravity, high strength-to-weight ratio and higher modulus–weight proportions [8,9].
Moreover, natural fibers are lower in weight compared with metallic fibers and may be
applied in many weight-basic applications such as those in the aviation, civil industry and
automotive areas [10].

Many researchers found interest in developing hybrid composites. The reason can
be attributed to the adverse effects of polymer composites on nature (environment), their
high cost and other unfavorable mechanical properties [11]. The hybridization of poly-
mer composites is known for the improvement of mechanical properties over individual
fiber composites. It is obtained by joining two or more reinforcement materials under
the same matrix (thermoset or thermoplastic) material. The possible combinations are
natural fiber–natural fiber, natural fiber–synthetic fiber and synthetic fiber–synthetic fiber
hybrid composites [12,13]. These hybrid composites have been established to overcome the
drawbacks of individual fiber composites. Thus, properly configured hybrid composites
produce high-quality composites and offer good mechanical properties such as strength,
stiffness, flame retardance and corrosive resistance properties [14].

Among all the prominent methods for understanding the wettability properties of com-
posite material, various droplet based techniques are used [15], such as gravitational [16,17],
acoustic [18] and magnetic [19] driving methods. Among these droplet driving methods,
contact angle measurement is widely popular due to its accuracy, lower operational cost and
low complex procedure. The wettability of composite material is used to understand the
material’s surface properties, such as its hydrophilic or hydrophobic nature, and is also used
to understand the surface tension of driven droplets. Thus, the mechanical properties of
thermoset and thermoplastic resin-based hybrid polymer composites with synthetic fibers,
such as carbon, nylon, glass, rayon, spandex, acrylic fibers and natural fibers, such as hemp,
flax, sisal, jute, bamboo and palm fibers, have been broadly investigated by many researchers.
Various researchers stated that hybrid composites have superior properties over individual
fiber composites. Static and dynamic mechanical properties of basalt fiber–reinforced polymer
composites showed their sensitivity to the strain rate. The mechanical properties such as
tensile strength, elastic modulus and failure strain were increasing quickly with strain rate
when the strain rate was over 120 s−1 [20]. Thus, replacing glass fiber with basalt fiber in the
composites enhances mechanical properties by 35–42%, i.e., compressive strength, impact
energy and Young’s modulus [21], and replacing glass fiber with E-glass fiber composites
gives superior tensile strength [21,22]. Moreover, when applying the plasma treatment to
basalt fibers during the fabrication, the adhesion properties and surface roughness may be
improved compared to those of commercial fibers [22]. The influence of waste basalt powder
on rigid polyurethane foams had some influence, too. It was observed that the addition of
basalt powder triggered an increase in the reactivity of the polyurethane system during the
foaming process, but it caused a reduction of mechanical properties [23]. Additionally, the
basalt powder can be used as an eco-friendly modifier for the epoxy resin, improving the
thermo-mechanical properties for an increase in filler content [24]. The mechanical properties
of composites reinforced with fabrics having the same areal density confirmed that basalt fiber
composites possess an elastic modulus higher than the corresponding glass fiber composites,
while their tensile strength approaches that of equivalent carbon fiber composites, and the re-
sults of fatigue behavior confirmed the better performance of basalt fiber composites than the
corresponding glass fiber composites, with higher stiffness retention at low fatigue loads and
better damping properties [25]. Thus, basalt and hybrid laminates with an added configura-
tion exhibited higher impact energy absorption capacity than glass fiber composites applying
hybridization with reinforcement material [26–32]. However, the lack of filler material in
the composite fabrication may improve adhesion but significantly reduces its mechanical
properties. To overcome these problems, an attempt was made in the present paper.
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In this paper, basalt-fiber (BF) and E-glass-fiber (EF)-reinforced epoxy polymer com-
posites including graphite filler material with various weight fractions (5%, 10% and 15%)
were fabricated using the vacuum-assisted free lamination compression molding technique.
After, the samples were allowed the heat treatment process and then tested for mechanical
properties. The mechanical characterization was carried out by conducting tensile, flexural,
impact, hardness and moisture analyses. The contact angle measurement technique was
used to evaluate the wettability of composite materials and to understand the material’s
surface properties, such as its hydrophilic or hydrophobic nature and the surface tension
of driven droplets. Surface morphology and chemical composition were examined using
scanning electron microscopy (SEM) and spectroscopy methods. Thus, the obtained results
proved the relevance of properly configured hybrid composites possessing high quality
and good mechanical and adhesion properties together with qualitative surface morphol-
ogy. The obtained results proved the relevance to use novel composites in the design of
microelectromechanical devices, flexible electronics and microfluidics.

2. Materials and Methods
2.1. Materials and Fabrication

Basalt (B) and E-glass (E) woven fabrics were used as a reinforcement, and graphite
(G) powder nanoparticles were used as a filler material. Epoxy resin, along with hardener,
was used as a matrix material. Both basalt and E-glass fabrics have the same areal density
of 198 g/m2, and the fabrics were taken in a square shape (300 mm × 300 mm) to fabricate
the composites. The mechanical properties and chemical characteristics of the materials
were considered before the experimentation in order to understand the nature and behavior
during the process (Table 1).

Table 1. The mechanical properties of materials [33–36].

Property Basalt (B) E-Glass (E) Epoxy Resin

Density (g/cm3) 2.40–2.72 2.48–2.62 1.15–1.18
Diameter (µm) 15 6 -
Tensile Strength (MPa) 4800 3200 72
Young’s Modulus (GPa) 90.0 70.0 2.9
Elongation (%) 3.15 4.00 5.30
Maximum Temp. (◦C) 645 450 -
Color Brown White Pale

A total of six sets of hybrid composites were fabricated using the vacuum-assisted free
lamination compression molding technique. In each set of composites, a total of six sheets
were taken to fabricate 3 mm thickness composite plates. To make the hybrid composites
with filler material, the graphite powder nanoparticles with varying weight fractions (5%,
10% and 15%) were mixed in epoxy resin for 20 min and then applied to the composite
panels. The ply sequence and orientation for each composite are described in Table 2.

Table 2. Ply sequence and orientation of basalt and E-glass hybrid composites.

Composite
No. of Plys

% Of Graphite Filler Material Ply Sequence Orientation
(◦)B E

B 6 0 0 B-B-B-B-B-B 0-90-0-90-0-90
E 0 6 0 E-E-E-E-E-E 0-90-0-90-0-90
B/E 3 3 0 B-E-B-E-B-E 0-90-0-90-0-90
B/E/G5 3 3 5 B-E-B-E-B-E 0-90-0-90-0-90
B/E/G10 3 3 10 B-E-B-B-E-E 0-90-0-90-0-90
B/E/G15 3 3 15 B-E-B-E-B-E 0-90-0-90-0-90
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After degassing, a nominal pressure of 1.5 MPa was applied, and the composite
panels were cured under the same pressure and vacuum for 8 h at room temperature.
Then, the composite panels were taken for a heat treatment process for eliminating the
moisture content, which also serves as a post-curing process for composites. The heat
treatment process was carried out for 8 h at 90 ◦C. Total of six sets and in each five samples
were developed using different materials and filler concentrations (in total 30 samples
manufactured). Thus, the composite notations are considered as pure basalt (B), pure
E-glass (E), basalt and E-glass (B/E), basalt and E-glass with 5% filler (B/E/G5), basalt
and E-glass with 10% filler (B/E/G10) and basalt and E-glass with 15% filler material
(B/E/G15) (Table 2).

2.2. Analytical Equipment

After the fabrication process, composites were allowed wettability testing and me-
chanical characterization by conducting various tests. In each set of composite groups,
samples were tested according to ASTM standards (30 measurements in total). Thus,
performed mechanical tests were: the flexural test, tensile test, impact test and moisture
analysis. The morphological studies were carried using the scanning electron microscope
(SEM) and the chemical compositions of the composite samples were tested using the
SEM-EDX spectrometer.

Since fabricated hybrid composites contain the filler material throughout the surface,
and in future research are intended for use in flexible electronics and microfluidics devices,
the wettability property of the fabricated composite surface plays a crucial role. The same
test was conducted on composites without filler material for comparison purposes as well.
The wettability properties of novel composite materials were measured using the contact
angle measurement technique (Figure 1).
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Figure 1. A contact angle measurement setup.

The experiment was carried out in a dim laboratory space with ambient lighting.
It was vital for the measurement accuracy and image analysis that the liquid drop look
black, and thus the light settings were set up accordingly. The experiment was set up to
eliminate any light reflections that would have tampered with the measurement (Figure 1).
Additionally, precautions were taken to keep airborne contaminants such as dust and
particulates from contaminating the drips. Additionally, the critical distances between the
parts were kept constant during the measurements (Figure 2).

Further, flexural tests were performed on fabricated samples to analyze the flexural
strength and modulus, i.e., three-point bowing tests were performed on each set of com-
posites according to ASTM D-790M-86 testing standards (total of 30 measurements). The
dimensions of the samples were considered as 100 mm × 25 mm × 3 mm (length, width,
thickness). The three-point bowing tests were conducted on an electronic tensiometer
(METM 2000 ER-1 model (Plate II-18), provided by M/S Microtech Pune, Maharashtra,
India), with outside rollers in diameter of 70 mm. Thus, composites were loaded at a strain
rate of 0.2 mm/min (Figure 3).
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Figure 3. Electronic tensiometer for flexural and tensile properties testing.

Tensile tests were performed on the same electronic tensiometer which was used
for flexural tests, at a crosshead speed of 0.2 mm/min. An electronic micrometer was
utilized to quantify the necessary thickness and width of composite examples. The check
length, width and thickness were estimated with a 0.001 mm negligible count mechanized
micrometer. This electronic tensiometer was fixed with weight and expansion pointers,
which had an insignificant count of 0.01 kg and 0.01 mm, independently. The tensile tests
were performed according to ASTM-D3039 testing standards. The specimen dimensions
were considered 165 mm × 20 mm × 3 mm (length, width, thickness). In each set of
composites, a total of five samples were tested (total 30 measurements).

Impact tests were performed on a falling dart impact testing machine (Impact analyzer
M/S International equipment, Mumbai, India). The composite samples were tested as
per ASTM D256-97 testing standards, and the specimen dimensions were 63.5 mm long,
12.36 mm wide and 3 mm in thickness. Designed composites were fixed in the vertical
position and a pendulum was used to break the composite. The pendulum sled was
delivered from the locking position, which is at a state of 1500 mm and hits the sample
with a striking rate of 2.46 m/s. The sample was stripped and energy was exhibited in
joules by the pointer on the specific scale.

The amount of moisture absorbed by the composite samples when exposed to moisture
was analyzed using the moisture analysis test. The tests were performed according to
ASTM-D 570 testing standards. The sample specifications were considered as 60 mm long,
20 mm wide and 3 mm in thickness. The samples were placed in a container full of water
at room temperature and the amount of moisture gained by the composites was measured
for six weeks’ duration (readings taken after every 7 days).

Finally, morphological studies such as surface morphology, porosity content and
fracture mechanism were investigated using SEM and the chemical composition of the
composite samples was analyzed by using SEM-EDX spectroscopy.

3. Results and Discussion

The basalt and E-glass fiber hybrid composites (B, E, B/E, B/E/G5, B/E/G10 and
B/E/G15) in the presence of graphite filler (with varying weight fractions 5%, 10% and 15%)
were tested to evaluate their mechanical characteristics, wettability and surface morphology.
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3.1. Wettability Analysis

The wettability properties of composite materials were investigated using the contact
angle measurement technique imaging water droplet images on the composite surface
(Figure 4). The volume of the water droplet was kept constant and the values are noted
from the left lower endpoint to the right lower endpoint.
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Figure 4. The droplet profile’s polynomial fit was achieved by using knots that go from the left to
the right while accounting for the contact angle (a) B, (b) E, (c) B/E, (d) B/E/G5, (e) B/E/G10 and
(f) B/E/G15.

Results (Figure 5) showed the assessment of contact angle measurement of basalt and
E-glass woven-fabric hybrid composites and that all sample surfaces exhibited hydrophilic
properties. The measured contact angle formed by the water droplet on the B/E/G15
hybrid composite was 86.45◦ with an error of ±2.36◦, being the maximum among all,
whereas for individual basalt (B) composites, the least contact angle of 61.76◦ with an error
of ±1.84◦ was exhibited. Thus, if the contact angle is less than 90◦, then it is considered
hydrophilic, and if it is more than 90◦, then it is hydrophobic [37–39]. Moreover, hybrid
composites with graphite filler material tended to exhibit hydrophobic surface properties.
To extend the analysis, the same tests were conducted varying the measurements in time,
and the results showed that the contact angle decreased with an increase in time (at the
continuous intervals of time such as 10 s, 20 s, 30 s) in all the cases due to the seeping
of a water droplet on the composite surface. The hydrophilic surface properties of the
composite material play a prominent role during the formation of micro channels on solid
surfaces (composite material).

3.2. Flexural Properties

The flexural properties, such as the flexural strength and flexural modulus, of basalt
and E-glass woven-fabric reinforced with epoxy matrix composites, including filler material
(graphite powder particles) were investigated (Figure 6). Results showed that, the strength
and modulus were superior in hybrid composites compared to pure composites. The
flexural properties increased with filler material and the impact of hybridization was
observed, i.e., there was a slight increment in both strength and flexural modulus in basalt
and E-glass hybrid composites over pure basalt and pure E-glass woven-fabric composites.
The epoxy composites compared to pure basalt (B) composites exhibited the least flexural
strength and modulus at 27.82 MPa and 2.06 GPa, respectively. Thus, basalt and E-glass
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(B/E/G15) hybrid composite with 15% graphite filler material showed the highest values
of 43.81 MPa flexural strength and 3.57 GPa flexural modulus (Figure 7). Many researchers
found that the incorporation of filler materials into the composite material increased both
flexural strength and flexural modulus [40,41]. The reason is attributed to the uniform
distribution of filler material and the strong adhesion properties between polymer matrix
and filler material. Hence, the composites with graphite filler material exhibited superior
flexural strength and modulus properties.
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Experimental investigations showed that incorporation of the filler in to different
matrices played a crucial role in improving the mechanical performance of the designed
novel composite materials.

3.3. Tensile Properties

The experiments with basalt and E-glass woven-fabric composites were conducted by
performing tensile testing (Figure 7). Thus, the obtained results showed, that the impact
of filler material in the hybrid composites was quite noticeable and effective. Unlike the
flexural properties, the tensile strength and tensile modulus were increased up to 10%
with a graphite filler material. Results for basalt and E-glass (B/E) hybrid composites and
basalt and E-glass hybrid composites with 5% graphite particles (B/E/G5) were almost
identical. The epoxy-based basalt fiber composite showed the least tensile strength and
modulus of 14.68 MPa and 4.07 GPa, respectively (Figure 7a,b). Thus, epoxy-based basalt
and E-glass hybrid composites with 10% filler material showed the highest results, i.e.,
tensile strength of 27.68 MPa (Figure 7a) and tensile modulus of 6.25 GPa (Figure 7b).
Hence, the composition in B/E/G10 could act as a very good reinforcing filler in the
hybrid composites.

The presence of a filler material in the composites may improve the adhesion properties
and also reduce the porosity content. The hybrid composites in the presence of graphite
filler material possessed great strength and modulus over the individual fiber composites.
Hence, these exceptional properties lead to a potential replacement of other conventional
materials used for microfluidics, in the formation of various dimension groves and channels
or in absorbent-coated microchannels.

3.4. Impact Properties

Further, investigations were performed on the impact energy absorbed by the compos-
ite samples (Figure 8). It was defined that the amount of energy was absorbed by an object
when an external load (impact load or sudden load) was applied to it. Tests were conducted
using a Charpy impact tester at room temperature with a relative humidity of 30%. The
results followed previously obtained results, i.e., the impact energy increased with an
increase in filler material. The pure basalt composites showed the least impact energy at
3.1 kJ/m2, and B/E/G15 hybrid composites showed the highest at 4.9 kJ/m2. Furthermore,
the B/E hybrid composites and B/E/G5 hybrid composites had almost the same impact
energy. Composite B/E/G15 exhibited the highest impact energy, and the pure composites
showed the lowest impact energy values (Figure 9). This rise in hybrid composites is the
result of energy-dissipating fiber-related phenomena such as fiber debonding, pull-out,
bridging and fracture, which cause the resin matrix to flex plastically prior to failure. A
set of glass fibers with a length greater than the crucial value for effective reinforcement is
likely to result in bridging and fiber fractures, while a set of glass fibers with a length less
than the critical value is likely to result in debonding and fiber pull-out. Similar to these re-
sults, many researchers reported that the hybridization of composites improves the impact
strength [42,43]. The same was observed in this research, stating that the hybridization of
composites improved the impact strength by two times.

3.5. Moisture Analysis

To measure the amount of moisture absorbed by the composites, a moisture analysis
test was conducted (Figure 9). After fabrication, the composite samples were placed in
an electric oven to eliminate the moisture in them. To analyze the moisture properties,
the composite samples were placed in a jar containing distilled water. The readings were
noted by differentiating the initial weight and the final weight (after moisture gain) of the
composite samples for 6 weeks. After 6 weeks, results showed that the presence of the
filler material in a composite sample absorbed less moisture (Figure 9) because the filler
material occupied the porosity content in a composite. Thus, pure samples absorbed more
moisture than hybrid composites, meaning that the hybrid composites with filler particles
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have the property of repelling the water when it comes into contact with it. This occurrence
was due to unbalanced molecular forces in the water and the solid interface bringing out
surface tension. It was observed that the increase in moisture increased over time in all the
composites, and after about 5 weeks it reached a steady state.
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3.6. Morphological Studies

The surface morphology and porosity formation in basalt and E-glass woven-fiber
hybrid composites were studied using the SEM. Thus, the presence of pores in a composite
may affect the mechanical performance of a composite material. Previous researchers
focused on evacuating the air trapped in voids by keeping the volatiles in solution and
resin intrusion of the evacuated pore spaces. However, these methods can drive additional
problems such as shrinkage and are not suitable for all composites [44,45]. Hence, the
graphite powder particles were introduced into the composite material to avoid the micro-
bial effect in it. The SEM results showed that the presence of pores in the form of spherical,
cylindrical and helical shapes were observed in the hybrid composites without filler parti-
cles (Figure 10a–c). The percentage of porosity in hybrid composites with graphite filler
material was smaller when compared to the pure composites (Figure 10d–f). Most of the
pores were replaced with nanoparticles in the B/E/G hybrid composites and that can be
attributed to improving the mechanical performance and adhesion properties.

The morphological studies were conducted on fractured hybrid samples to understand
the chemical composition of the composites. It was observed from SEM-EDX results that
hybrid composites exhibited good adhesion properties as well as the surface roughness on
composite materials (Figure 11). The map data of chemical composition allowed to evaluate
the dominant materials in designed composites: the color notations are red for carbon (C),
green for oxygen (O), blue for chlorine (Ci), yellow for calcium (Ca), light blue for sodium
(Na) and orange for aluminum (Al). The dominance of carbon in the B/E/G10 hybrid
composite was observed clearly, i.e., it was more at fracture over the surface position. In
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the B/E hybrid case, the presence of oxygen on the surface position was observed. Thus, a
detailed description of atomic and weight concentrations is given in the Table 3.
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The chemical composition of basalt and E-glass woven-fabric hybrid composites with
and without filler materials was analyzed by using SEM-EDX spectroscopy, too. The
chemical composition of a hybrid composite at surface and fracture position was observed
for comparison purposes. The highest peak was observed for carbon followed by oxygen.
The results stated that the carbon percentage was higher at a fractured place than the
surface position (Figure 12).
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Table 3. The chemical composition of basalt and E-glass hybrid composites at surface and fracture
position.

Element
B/E Surface B/E Fracture B/E/G10 Surface B/E/G10 Fracture

Weight (%) Atom. (%) Weight (%) Atom. (%) Weight (%) Atom. (%) Weight (%) Atom. (%)

Carbon (C) 39.85 48.31 53.56 58.98 67.62 73.24 78.09 81.86
Oxygen (O) 58.77 51.10 45.18 40.57 31.89 26.51 10.85 16.74

Calcium (Ca) 0.00 0.00 0.42 0.14 0.24 0.11 0.08 0.10
Chlorine (Cl) 0.94 0.39 0.00 0.00 0.17 0.08 1.92 1.28
Sodium (Na) 0.44 0.20 0.28 0.13 0.08 0.06 0.00 0.00

Silicon (Si) 0.00 0.00 0.56 0.18 0.00 0.00 0.06 0.02
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Figure 12. SEM-EDX spectrum analysis on hybrid composites at surface and fracture position.

Due to the presence of graphite particles in B/E/10G, the percentage of carbon reached
78.09% at the fracture position, whereas at the surface position it was 67.72% (Table 3).

Overall, the results proved that the mechanical performance of basalt and E-glass
woven-fabric hybrid composites increased with the addition of filler material. The effect
of the hybridization concept on woven-fiber laminates was quite impressive. Thus, the
designed novel hybrid composites in the presence of filler material can be useful for various
engineering applications such as automobiles, construction, biomedical and microfluidics
applications. The deeper research into microchannel formation was left for future research.

4. Discussion

Novel composite materials with graphite filler were designed for the future design of
composite microfluidics chips. Since microfluidics channels are usually made by layering,
these channels need to be perfectly aligned on top of each layer. Moreover, the behaviors
of fluidic flow mainly dominate because of the interfaces between the fluids and the
microchannels’ surface walls, playing critical roles in the regulation of the microflow in
the channel. The pressure in microfluidics channel is an important factor, too. Too much
pressure in the channel could cause delamination or fracture, depending on the strength
of the bonding. Thus, evaluation of surface morphology, wettability and mechanical
properties, chemical bonding, etc. are crucial in the design of composites used as the base
material for the formation of channels in microfluidics.

Implementation of novel composite materials opens the opportunity to integrate
high-complexity physical and chemical surface modification strategies in the design of
microchannels in microfluidics devices. The future work will be focused on the formation
of such microchannels using designed composite materials as the basic material, evaluating
these materials from the perspective of interfacial interactions between the inner surface
and the fluid and determining the behavior of the microflow.
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5. Conclusions

Basalt and E-glass woven-fiber-based epoxy hybrid composites in the presence of
graphite filler material were fabricated using a vacuum-assisted free lamination compres-
sion molding fabrication technique.

Novel hybrid composites showed superior mechanical properties over individual
basalt and E-glass fiber composites. The addition of filler material to the composite material
improved its mechanical performance. It was observed that all the composites exhibited
hydrophilic surface properties with a contact angle of less than 90◦, and the contact angle
increased with an increase in filler material in the composite. From the flexural results, the
individual basalt fiber composites exhibited the least flexural strength of 27.82 MPa and
flexural modulus of 2.06 GPa. Thus, the B/E/G15 composite showed the highest flexural
strength of 43.81 MPa and flexural modulus of 3.57 GPa. From the tensile results, the epoxy-
based B/E/10G composites exhibited the highest tensile properties, and epoxy-based basalt
composites showed the lower tensile properties. The impact energy values observed in
individual basalt and E-glass were 3.1 KJ/m2 and 3.5 KJ/m2, respectively. The amount
of moisture gained by the composites was investigated using moisture analysis. It was
observed that all the composites followed the same trend for up to 5 weeks and remained
the same even after a 6-week period.

Moreover, the porosity content in hybrid composites with filler material was less than
that of composites without filler material. The presence of filler material in hybrid compos-
ites showed a sudden peak in carbon weight concentration, proving that incorporation of
filler material and the application of the hybridization concept gave superior mechanical
performance. Thus, the obtained exceptional composite properties enable future research
in the application of microfluidics and microchannels.
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Abstract: Materials that can be designed with programmable properties and which change in response
to external stimuli are of great importance in numerous fields of soft actuators, involving robotics,
drug delivery and aerospace applications. In order to improve the interaction of human and robots,
materials with variable stiffness are introduced to develop their compliance. A variable stiffness
composite has been investigated in this paper, which is composed of liquid metals (LMs) and silicone
elastomers. The phase changing materials (LMs) have been encapsulated into silicone elastomer by
printing the dual materials alternately with three-dimensional direct ink writing. Such composites
enable the control over their own stiffness between soft and rigid states through LM effective phase
transition. The tested splines demonstrated that the stiffness changes approximately exceeded 1900%,
and the storage modulus is 4.75 MPa and 0.2 MPa when LM is rigid and soft, respectively. In the
process of heating up, the stretching strain can be enlarged by at least three times, but the load
capacity is weakened. At a high temperature, the resistance of the conductive composites changes
with the deformation degree, which is expected to be applied in the field of soft sensing actuators.

Keywords: liquid metal; variable stiffness; 4D printing; thermal response; phase change

1. Introduction

In contrast to the uniaxial or torsional displacements of traditional actuators, soft
elastomers can be programmed to undergo changes throughout the whole structure with
the significant advantages in low density, high mechanical flexibility and multidimensional
movement. As an aspect that has received a lot of attention surrounding soft actuators
recently, tunable stiffness refers to the ability of materials or systems to transform between
a compliant and rigid load-bearing state after applying external stimulus. Until now, such
controllable stiffness materials have been applied in a wide range of fields, such as more
efficient catheters and endoscopes to perform non-invasive procedures [1] in medicine,
adaptive wings that improve aircraft performance [2] in aeronautics and building materials
that lower the damages from wind and earthquakes [3] in architecture. To avoid time and
material consuming with the tedious fabrication process, a suitable approach with additive
manufacturing (AM) is required for effective fabrication of 3D structure with complex
topographical feature. Taking a particular instance, various 3D printing techniques have
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been applied for designing versatile microfluidic systems [4] to detect different analytes [5]
and different clinically relevant diseases [6].

The additive manufacturing technique, also known as three-dimensional printing (3D
printing), can enable one-step patterning of multi-materials, such as plastics [7], metals [8],
ceramics [9] and woods [10]. Traditional processing techniques such as milling, molding
and engraving result in high ambient temperatures, which have been a hindrance to pattern
metal and polymeric materials directly. The conventional 3D printing objects are considered
as statistic, whose dynamic evolutions were restricted in potential applications. Recently,
the significant efforts on 3D printing have yielded four-dimensional (4D) printing structures
that the structure or properties change over time; in other words, it is an updated version
of 3D printing technologies with stimuli-materials involving heat [11], light [12], magnetic
field [13], electrical field [14], etc. Until now, 4D printing has attached worldwide attention
from micro- to macroscale as a result of various functional applications in soft robotics,
flexible electronics, and biomedicine [15].

The materials with significant variable stiffness can be primarily classified into three
groups that are shape memory polymers (SMP), smart materials and low melting point ma-
terials. Shape memory materials can experience the irreversible transitions from metastable
to globally stable states [16] or response to environmental conditions to undergo reversible
changes (such as LCEs [17]). The phase transition of major shape memory materials op-
erates through temperature change, in detail that SMPs must be heated indirectly using
external heaters [18]. For smart materials (for example, electrorheological fluids (ERF) [19]
and magnetorheological fluids (MRF)) [20], the principle of phase transitions depends on
the order of the inner nanometer or micrometer to change own viscosity. Low melting
point materials represented by metal alloys [21] can be heated directly due to the thermal
conductivity, and its heating rate is almost 100 times of SMPs with 18 W/mK [22]. Since
both smart fluids and low melting point materials will exist as flowing state in a compliant
state, they must be encapsulated to perform stiffness-changing functions without the loss
of fluids.

As one of the low melting point materials, liquid metals (LMs) exhibit the properties
of traditional rigid metal in a solid state, while it can be dispensed, stretched and deformed
easily after melting. With the inherent soft state, LMs are suitable for applications in the
devices where the desired materials need to endure varying degrees of stress, such as soft
actuators and soft robotics. In addition, the features in high electrical and thermal conduc-
tivity can be applied in cases where design stretchable circuits and strain sensors [23], such
as heat dissipation [24]. However, the surface tension of LMs is high with approximately
700 mN/m [25], that is poor wettability with solid substrates, resulting in the leakage or
spillage problems when utilizing devices [26]. Cheng et al. [27] reported that the oxidized
LMs have ability to reduce surface tension and improve wettability, but its lower thermal
conductivity with around 1 Wm−1 K−1 will deteriorate severely. Until now, to balance
wettability and thermal performance, Cu particles have been mixed by various shapes
and sizes [26]. Due to LMs fluidity in the liquid state and inherent brittleness in the stiff
state, it is difficult to pattern in the solid form for further processing [28]. It is possible to
introduce direct ink printing (DIW) that is a common approach in the AM field in spite
of existing challenges to print LM directly [29], so the precise control of distance between
nozzle and surface enables the direct printing of non-spherical shapes by shearing metal
from the nozzle. As the printed structures maintain a liquid state at room temperature,
further encapsulations are required for most applications.

In this paper, a controllable stiffness composite has been proposed, which consisted of
LM as functional materials and silicone elastomer as the encapsulation layer, respectively.
Here, to explore the absolute stiffness and hardness, three types of silicone have been
selected, including Ecoflex00-30, PDMS Sylgard 184 and SE 1700. Additionally, different
mixing ratios of silicone have been adjusted to satisfy the necessary rheological conditions
for DIW. Through printing dual materials alternately, simple splines, hollow flower patterns
and Poisson structures can be fabricated. The stiffness change of LM composites can be
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controlled by the thermal response of LMs, which results in large changes in stiffness
after LM melting completely, while the silicone guarantees that the melted LMs retain the
pre-molten shape. The DIW of LMs has broken through the difficulty of filling approach
and can achieve a larger volume content of LM composites that were promoted a wider
range of stiffness change. At a temperature above the melting point, the addition of LM
will greatly increase the tensile deformation capacity, but the load-carrying ability will be
weakened to a certain extent. Owing to the electrical conductivity of LMs, their resistance
can change during stretching and the recyclability has certain advantages compared to
previous studies, which is expected to be applied into soft sensing actuators.

2. Experimental
2.1. Dual Phase Direct Write Printing

A challenge for LM elastomers is that filling LM into the cured silicone mold is difficult
at the room temperature due to the high surface tension of LM. A multi-material alternate
printing approach, previously used for water-soluble support in 3D bioprinting systems
has been proposed to stabilize the surface contact between materials. Bodaghi et al. [30]
has fabricated dual-material lattice-based meta-structures by fused deposition modelling
technology. In this study, the progress of dual phase direct write printing (Figure 1a)
has been divided into three layers as a ‘sandwich’ structure, shown as in Figure 1b. In
the DIW printing process, the relevant typical parameters can refer to the 3D printing of
stretchable elastomers by Zhou et al. [31]. With a suitable pressure P = 0.1 MPa, the slurries
are extruded from the narrow nozzle with a diameter D of 450 mm at a speed c which
is pressure dependent. Since the extruded slurries will experience die-swelling [32], the
diameter of the filament can be defined as αD, in which α is die-swelling ratio. Meanwhile,
the deposited slurries are extruded from the moving nozzle at a speed V of 8 mm/s and a
height H of 0.05 mm which is the distance between the printer layer and the nozzle. As
the surface tension between the LM in solid state and the silicone elastomer in semi-solid
state is relatively small [33,34], cooling LMs to solid can alleviate such tough problems.
In detail, after completing the first layer, the carrier platform needs to be cooled down
to −10 ◦C for printing the second layer, which ensures that LMs can be cured quickly
after printing to contact with the first layer in the solid state. Finally, the third layer is
printed to encapsulate the LMs. This one-step additive manufacturing technology can
complete complex structures in a short time, effectively reducing preparation time and
saving costs. The process of extruding the slurries from the narrow nozzle can be regarded
as preparing the tiny droplets under the microfluidic control, so the rheological parameters
are extremely significant.
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2.2. Materials

The liquid metal applied in this research is composed of 75.5% gallium (Ga) and
24.5% indium (In), purchased from Jintai Alloy Corporation, Guangdong, China. The
selected LMs start to melt from 20 ◦C to 40 ◦C approximately, which has been verified
by DSC measurements, as shown in Figure S1. At room temperature, LMs remain liquid
state of high surface tension with around 0.624 N/m and low viscosity with 0.0024 Pas;
the above data were provided by supplier, which are consistent basically with previous
study by Koster [35]. Here, there are three types of silicon elastomers selecting in this study,
containing EcoflexTM 0030 (Smooth-On, Macungie, PA, USA), PDMS 184 (DOWSILTM,
Sylgard, Midland, MI, USA) and PDMS 1700 (DOWSILTM, SE, Midland, MI, USA). Ecoflex
0030 was prepared in a 1:1 base to curing agent weight ratios, while two kinds of PDMS
were mixed at 1:10. In order to obtain the printable slurries, Ecofelx 0030 and SE1700 would
be mixed at 1:1 in weight, while Sylgard 184 and SE 1700 should be mixed at 1:2. The
printable substrates have been mixed with a planetary mixer (VM300SA3, Miantangshinuo
Corporation, Jiangsu, China).

2.3. Measurements
2.3.1. Thermal Characterization

The experiments on the melting point of LMs were used a DCS 214 (NETZSCH, Selb,
German) with high purity alumina ceramic crucible that can withstand 100 ◦C and bear the
corrosion of Ga. The measurement temperature range was from −40 ◦C to 40 ◦C, and the
heating rate was 10 K/min.

2.3.2. Rheological Characterization

The experiments on rheology were conducted by Discovery HR-20 (TA, New Castle,
DE, USA), equipped with a 20 mm parallel plate geometry. To minimize the effect by
measuring, all samples were pre-sheared and tested for three times. Additionally, the
specific steps have been discussed in further detail in the ESI.

2.3.3. Mechanical Characterization

Mechanical experiments were conducted using Dynamic Mechanical Analyzer DMA
Q800 (TA, New Castle, DE, USA) and universal testing machine UTM Roell Z030 (Zwick,
Ulm, German). Both instruments have been equipped with the heating function, and the
detail settings have been shown in the ESI.

2.3.4. Electrical Characterization

A high-precision LCR digital bridge TH2827c (Tonghui, Changzhou, China) was used
to confirm whether the elastomer is conductive. The change of resistance during the stretch
progress was monitored, and related electrical data has been synchronized directly to
the computer.

3. Results and Discussions
3.1. Rheological Properties of Matrix

In the progress of DIW, the slurries pass through the narrow constriction of a needle
which generates high shear force; once extruded, such shear force disappears instantly.
Thus, it is required that the printed slurries can be smoothly extruded from the nozzle and
perform well self-supporting after extrusion. In other words, the proportioning material
should meet the characterization in both shear thinning [36] that viscosity decreases with
shear strain, and viscoelastic inversion [37] that the changes of storage modulus and
viscoelastic modulus show an intersection with the increase in shear strain. Inspired by
Sangchul et al. [38], the above characterization can be obtained by adding other polymers.
Here, SE 1700 was mixed with Ecoflex 00-30 and Sylgard 184, respectively, at a ratio of
1:1 and 1:1.5 in weight. Prior to combining, rheological tests have been carried out on
these three silicones, all of which occurred shear thinning, but merely SE 1700 has the
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characteristic of viscoelastic inversion (Figure 2a–c). The plateau value of storage modulus
of SE 1700 is two orders of magnitude larger than that of the other two silicone rubbers,
while its loss modulus is larger as well (Figure 2d,e). Furthermore, two types of mixed
silica gels were also conducted systematic rheological investigations that reflect direct write
printability (Figure 2f). The combination of SE 1700 and Sylgard 184 at a weight ratio of
1:1.5 (as shown in Figure S2) has both the properties of shear thinning and viscoelastic
inversion. Additionally, the above materials have been mixed in a 1:1 ratio (consistent
with Ecoflex 0030), and G’ and G” have no intersecting trajectories (Figure S3), that is, they
cannot be applied to DIW printing.
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SE 1700. (d) The storage modulus and (e) loss modulus versus strain for silicone elastomer. (f) The
viscoelastic inversion characteristics of the combination of Ecoflex 0030 and PDMS SE 1700.

The shear thinning behavior can be derived from a power−law variant of Herschel
and Bulkley model [39], in detail that if the value of n is between 0 and 1 in the fitted linear
function relationship based on the Equation (1), the material possesses the characteristics
of shear thinning.

τ = τ0 + k
.
γ

n (1)

where τ is shear stress, τ0 > 0 is the yield stress, k > 0 is the consistency parameter, and
n > 0 is the power index. Figure 3b can be obtained by fitting a linear function by taking a
logarithmic relationship to Equation (1), and all value of n below 1. As the increasing of n,
the phenomenon of shear thinning becomes more obvious. So, the joint of a certain amount
of SE 1700 can effectively make the substrate printable.
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3.2. Mechanical Properties of Matrix

The stiffness is a vital metric for defining the forces changing that the composites can
support. After the printed splines are cured (Figure 4a, and the detail dimensions has been
labeled in the engineering drawing), a series of DMA measurements have been established
that all the tested LM composites are elastomeric in nature. As shown in Figure S4a, the
storage modulus of silicone elastomer mixed with Ecoflex 0030 and SE 1700 is smaller than
that of Sylgard 184 but greater than that of SE 1700, which is more conductive to highlight
the effect of LM additive. So, the former mixed matrix has been focused on, while the latter
analysis can be referred to in the Supporting Information section. Despite that LMs possess
fluidity in the liquid state at room temperature, the storage modulus of LM composites
increases with LM volume fraction (Figure 5a), compared to the unfilled LM composites
with 0.429 ± 0.01 MPa, storage modulus at 60 vol% experienced increasing by a factor of
around 11 to 4.71 ± 0.1 MPa. The incorporation of liquid inclusions enables to improve the
stiffness of polymer composites to a certain extent, which has been demonstrated [40,41]. In
addition, the stiffness is also influenced by the interfacial tension between LM and silicone
matrix [42]. Taking example of the composites with 60 vol%, its storage modulus decreases
gradually as temperature rises, but a plunge has been occurred when the temperature
reaches the melting point Tm of LM. Such a dip becomes more pronounced as the LM
volume content increases, and the change of storage modulus can be over 200% during
the transformation between the rigid and soft state. Moreover, the relationship between
deformation strain and load bearing of LM composites has been explored by UTM, as
shown in Figure 5b. As a result of the solid-liquid transformation taking place below 60 ◦C,
it can be stretched much more than that keeping at 0 ◦C, particularly, up to 3.5 times for LM
(60 vol%) composites mixed with Ecoflex 0030 and SE 1700. Meanwhile, the corresponding
carrying load has been weakened due to the soft state of LM. Similar changes occurred in
the LM composites with Sylgard 184 and SE 1700 as the carrier (Figure S5).

Apart from the simple splines, the flower-shaped and Poisson structure have been
designed (shown in Figure 4b–e). The modeling and fabrication of relatively complex struc-
tures in a short period of time further confirm the high efficiency of additive manufacturing.
As the temperature rises, the changes on tensile strength of the above designed structures
have been recorded in Movies S1 and S2. In terms of Poisson structures, the connection
between bearing capacity and deformation degree at high temperature has been displayed
in Figure S6.
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3.3. Resistance Changes in the Process of Stretching

As the typical types of PCMs, LMs possess good electrical conductivity. The state of
LM can be judged by monitoring changes in resistance, thereby determining the softness of
composites. In theoretical, the resistance of LM composites can be referred as the standard
equation for the wire:

R =
ρL
A

(2)

in which ρ is the electrical resistivity, L is the length and A is the cross-sectional area of
conductor. It can be seen that the resistance varies with the geometry for a certain material.
During the stretching process at high temperature, the samples will not only undergo
thermal expansion but also length elongation, and the length increases faster than the
cross-sectional area.

To characterize the change in resistance, the samples have been clamped on UTM,
connecting with LCR digital bridge simultaneously. The relative resistance change has
been introduced:

∆R
R0

=
R − R0

R0
(3)

R and R0 are corresponding to the resistance values with and without deformation,
respectively. The ∆R/R0 increases with stretching deformation, which proves that the
external strain has a certain influence on the relative resistance change. To investigate
the sensing performance in terms of tensile strain, its sensitivity can be defined by gauge
factor (GF):

GF =
∆R/R0

∆L/L0
(4)

where, L0 represents the initial size of the splines, and ∆L indicates the size change. As
shown in Figure 6a, with the good corresponding consistency, the highest strain can reach
9400% approximately, and GF value is around 60 at this point. Moreover, the relationship
between resistance changes and deformation of LM composites with Sylgard 184 and SE
1700 has been explored (Figure S8a), which can be up to around 120% with the GF value of
1.28 approximately.
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According to the maximum strain obtained from the measurement, the sample of LM
composites mixed with Ecoflex 0030 and SE 1700 have been applied to the strain from
0% to 120% at a constant rate of 10 mm/min, and then released until they return to the
initial state. The relative resistance change versus time has been achieved in Figure 6b
by applying and releasing pressure several times repeatedly, and the spline takes place
fracture when the number of cycles is about 10 times. With the increase in strain, ∆R/R0
improves gradually; and after reaching the peak value, ∆R/R0 deceases as a result that

82



Micromachines 2022, 13, 1343

the external force is released. The sample can basically return to its original shape when
the external force disappears. However, the stretching process will cause a certain degree
of permanent loss for no contract of internal LMs fracture due to elastomer stretching,
which will make the value of resistance become larger when returning to the origin point.
At the tenth stretch, the sample has broken. Moreover, the reproducibility test graph for
LM composites with Sylgard 184 and SE 1700 have been demonstrated in the Supporting
Information (Figure S8b).

4. Conclusions

We have developed a variable stiffness composite that consists of LM and silica gel
with different mixing ratios, which can change properties in response to the thermal stimuli.
In DIW printing, the process of slurry extrusion can be regarded as material prepared by a
microfluidic channel, so the related rheological properties are necessary for the combined
slurries. With a certain printability, dual material printing alternately has been applied
to fabricate LM composites in one step for the relative complex structures. The samples
presented here illustrate the stiffness change of greater than 1900% from a stiff to soft
state, while the storage modulus decrease from 4.75 MPa and 0.2 MPa after heating up.
Furthermore, by changing the inner structure design or volume fraction between LMs and
silicon elastomer, different stiffness values for these two steady states can be achieved.
Owing to the electrical conductivity of LMs, the composite exhibits electrical resistance
that changes with stretching. However, each stretch will lead to irreversible damage in the
elastomer to a certain extent; the spline fracture is generated after about ten repetitions
of the tensile test. Overall, this work has demonstrated the LM composites undergo the
changes in mechanical and electrical properties under temperature stimuli. With the tuning
capability, LM composites are expected to be used in the field of soft sensing actuators,
even towards artificial muscle applications after enhancing adhesion.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/mi13081343/s1; Figure S1: The thermal properties of LM by DSC
measurements; Figure S2: a. Shear thinning and b. Viscoelastic inversion measurement of the
combination of PDMS Sylgard 184 and PDMS SE1700 with 1:1.5 in weight ratio; Figure S3: a. Shear
thinning and b. Viscoelastic inversion measurement of the combination of PDMS Sylgard 184 and
PDMS SE1700 with 1:1 in weight ratio; Figure S4: The storage modulus of splines composed by
different silicone elastomer a. Comparison with Sylgard 184, SE 1700 and their mixture based on
1:2 in volume fraction. b. Comparison with Ecoflex 0030, SE 1700 and their mixture on the basis
of volume fraction with 1:1; Figure S5: Th storage modulus of LM composites that subtracted by
Sylgard184 and SE1700 with the LM increasing volume fraction; Figure S6: The load capacity versus
the stretchable strain at low and high temperature for the Poisson structure with 60 vol% in LM;
Figure S7: The Schematic diagram of real-time monitoring resistance measurements; Figure S8: At
high temperature (60 ◦C), the relative resistance of LM composites (that based on the mixture of
Sylgard184 and SE 1700) changes with the stretchable strain, and b. the stretch repeatability over
time; Movie S1: Flower; Movie S2: Poisson Structure.
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Abstract: Polymeric microstructures and microchannels are widely used in biomedical devices, optics,
microfluidics and fiber optics. The quality, the shape, the spacing and the curvature of microstruc-
ture gratings are influenced by different mechanisms and fabrication techniques used. This paper
demonstrates a cost-effective way for patterning high-aspect-ratio thermoplastic microstructures
using thermal imprint technology and finite element modeling. Polymeric materials polypropylene
(PP), polyethylene terephthalate glycol (PETG), polyvinyl chloride (PVC) and styrene-acrylonitrile
(SAN) were chosen for the experimental investigations. A finite element model was constructed to
define the most suitable parameters (time, heating temperature, pressure, etc.) for the formation of
microstructures using the thermal imprint procedure. To confirm the relevance of the finite element
model, different types of PP, PETG, PVC and SAN microstructures were fabricated using theoretically
defined parameters. Experimental investigations of imprinted microstructures’ morphological and
optical properties were performed using scanning electron microscopy, atomic force microscopy
and a diffractometer. Obtained results confirmed the relevance of the created finite element model
which was applied in the formation of high-aspect-ratio microstructures. Application of this model
in thermal imprint would not only reduce the fabrication time, but also would highly increase the
surface quality and optical properties of the formed structures.

Keywords: microstructure; finite element simulation; thermal imprint; polymer

1. Introduction

In recent years, novel micro- and nanomanufacturing technologies have been in-
tensively developed for fabrication of microstructures [1]. Different applications require
different grating parameters and materials to be used (shape, size and structure) in mi-
crofluidics. The developed microstructures are used in different applications, such as
biosensors, wavelength division multiplexing devices, optical devices, nano- and microflu-
idics, electronics, sample separation or single-molecule analysis [2–5], to transport particles
or materials, separate, dispense or mix liquids [6].

Because of the precision required for fabrication of microchannels, the lack of suitable
and effective conventional technologies is hindering the development of microstructure-
based devices. Processes such as photolithography, laser processing or etching are conven-
tional, but mostly time-consuming grating manufacturing technologies. A thermal imprint
technology is one of the possible choices for forming microstructures in thermoplastics
at a relatively high speed and low cost. Basic advantages of this technique include low
material flow and low flaw rates, which allows to avoid internal stress resulting in more
delicate gratings [7]. The mostly used thermoplastics for fabrication of microchannels are:
polypropylene (PP), polyethylene terephthalate glycol (PETG), polyvinyl chloride (PVC)
and styrene-acrylonitrile (SAN). PP thermoplastic is distinguished by being biocompatible
and is mostly used in MEMS devices such as thermal microactuators [8]. PETG plastic
has a higher glass transition temperature (Tg), meaning that a formed microstructure can
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encounter higher temperatures. In some cases, PETG thermoplastic is used as a template for
embossing in plastics with low glass transition temperature [9]. PVC microstructural film
can be used as an anti-reflection layer on solar cells with a high efficiency [10]. The glass
transition temperature of SAN thermoplastic is higher than 100 ◦C, which makes the ma-
terial resistant to boiling water [11]. Thus, selected plastics are widely used in thermal
printing and have different applicability in MEMS devices.

However, to create high-aspect-ratio microstructures and microchannels using the
thermal imprint technique, it is necessary to study the behavior of the materials in the
plastic deformation stage. High-aspect-ratio microchannels need to be designed in order to
avoid uneven flow of the liquid, to achieve a larger active surface area, to create massive
microdevices with parallelization functionality or to achieve higher system throughput.
Thus, finite element modeling was used in order to optimize and better understand struc-
tural changes in thermoplastics and analysis of the thermomechanical changes throughout
the process. It allowed to define the optimal thermal imprint parameters of the plastics (PP,
PETG, PVC and SAN) used in the formation of gratings on the surface. This paper covers
the numerical simulation and experimental investigations used to find the basic parameters
for formation of microstructures on different types of thermoplastics, PP, PETG, PVC and
SAN. Evaluation of thermoplastic properties and tensile experiment showed the behavior
of PP, PETG, PVC and SAN under stress. Obtained results were used in the interpolation of
temperature, stress and strain, i.e., the properties of the plastics were determined by multi-
linear isotropic hardening using finite element modeling. Further, determined parameters
were used in thermal imprint procedures to form qualitative microstructures of four differ-
ent thermoplastics. Surface properties were evaluated using scanning electron microscopy
(SEM) and atomic force microscopy (AFM), and optical properties were analyzed using a
He-Ne laser diffractometer.

2. Materials and Methods

Materials. Four thermoplastics, polypropylene (PP), polyethylene terephthalate gly-
col (PETG), polyvinyl chloride (PVC) and styrene-acrylonitrile (SAN), were used for the
investigations. Theoretical material characteristics of PP, PETG, PVC and SAN are given in
Table 1, including Young’s Modulus, Poisson’s Ratio, Bulk Modulus, etc.

Table 1. Properties of PP, PETG, PVC and SAN plastics [12–14].

PP PETG PVC SAN

Young’s Modulus (MPa) 1325.0 2950.0 3275.0 3650.0
Poisson’s Ratio 0.43 0.4 0.4 0.4

Bulk Modulus (MPa) 3888.9 4868.0 5458.3 4055.6
Shear Modulus (MPa) 1296.3 1054.3 1169.6 1351.9

Isotropic Secant Coefficient of Thermal
Expansion (1/◦C) 6.8 × 10−5 4.3 × 10−5 3 × 10−5 6.8 × 10−5

Tensile Ultimate Strength (MPa) 32.94 67.4 52.0 85.0
Tensile Yield Strength (MPa) 26.1 58.7 54.8 83.4

For analysis of geometrical behavior of formed microstructures using the thermal
imprint technique, it is necessary to define additional properties of investigated thermoplas-
tics. Deformations of the elastic part can be described by Young’s modulus, but additional
data are required at the onset of plastic deformation, i.e., multilinear isotropic hardening.

Tensile testing. Behavior of thermoplastics in the plastic deformation stage can be
described in several ways. One of the most popular, the Mooney–Rivlin model, was used in
these investigations. So, first of all, experiments on tensile tests of four thermoplastics were
performed at room temperature, i.e., analysis of materials’ behavior as the temperature
reaches the glass transition temperature in order to observe the direct multilinear isotropic
hardening.
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The tensile experiment was performed with an Instron E10000 test apparatus (Figure 1c).
The test machine consists of standard tensile components and an additional thermal cham-
ber (Figure 1c), which was used to create the temperature medium. Standard ISO 527-2
dog bone specimens were made from PP, PETG, PVC and SAN laser-cut sheet plastic. Each
thermoplastic was prepared in five blanks that were stretched at different temperatures
(Figure 1a,b). All the samples were stretched out (Figure 1d), except the specimens made
from SAN (numbered as 3.7–3.10). Since SAN is brittle, after reaching the glass transition
temperature, the thermoplastic changed its properties.
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Figure 1. Tensile experiment. Specimens after the experiment: (a) 1.7–1.12—PVC, 3.7–3.11—SAN;
(b) 4.7–4.11—PP, 2.7–2.11—PETG; (c) Testing machine Instron E10000: 1—control computer,
2—heating chamber and testing machine; (d) The test sample in the grippers placed in the heat-
ing chamber.

Thermal imprint. A master grating for formation of microstructures on analyzed
thermoplastics was fabricated by lithography and reactive ion etching technologies, using
crystalline silicon material deposited on the nickel base. Thus, a fabricated microstructure
consisted of a series of two-dimensional grooves, with defined parameters of 2 µm width,
4 µm periodicity and 1 µm depth (Figure 2a).
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Figure 2. (a) SEM image of the master matrices. (b) Tensile testing experimental equipment:
1—a computer that controls the test machine, 2—temperature controller, 3—cathode element,
4—sample.

A ‘Tinius Olsen’ test machine, together with a punch (in this case, the basis for the
microstructure), the heating element and the controller were used for the fabrication of
different thermoplastics’ microstructures (Figure 2b). Before starting the embossing process,
a mold with a thermoplastic plate was first heated to a defined temperature and allowed to
stabilize. The force, temperature and time acting on the structure were varied in response
to the resulting structure view. Accuracy of the machine was within ±0.5% of the indicated
load from 0.2% to 100% of capacity.

Atomic Force Microscope. Surface morphology was investigated using Atomic Force
Microscope NT-206 in the static/dynamic mode at 10 µm/s.

Diffractometer. Diffraction efficiency measurements at different peaks (Figure 3a)
were performed using a He-Ne laser diffractometer system (Figure 3b) to measure the
efficiency at all peaks of the microstructure. Thus, samples were mounted on a rack (Figures
3b and 2) and illuminated with a green laser light of wavelength 532 nm. An Extreme Low
Power Laser Detector 11XLP12-3S-H2 (Figure 3b, element 3) was used for the low power
µW regime with very low thermal drift and a repeatability of ±0.5%, calibration uncertainty
±2.5% and sensitivity of 200 mV/W. Thus, transmitted light peaks were collected by a
photodiode and measured with a Maestro energy monitor (Figures 3b and 4).
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Figure 4. Stress and strain curves of (a) PP, (b) PETG, (c) PVC and (d) SAN thermoplastics.

Basically, the efficiency of the microstructure depends on the geometry and the quality
of the formed gratings. One of the main parameters evaluating the optical properties of a
structure is relative diffraction efficiency (RDE), which can be calculated by the equation:

RDEi,j =
Pi,j

∑i Pi,j
(1)

where RDEi,j is the relative diffraction efficiency and Pi,j is the light power intensity of the
maximum.

3. Results
3.1. Tensile Testing of Termoplastics

The specimens were stretched until they were broken or the maximum limits of the test
machine were reached. One of the grippers was moving at a constant speed of 20 mm/min.
The thermal integrity of the samples was ensured by heating, i.e., the samples were allowed
to heat up and then to stabilize as the temperature in the chamber changed. Registered
experimental stress–strain curves for different thermoplastics are given in Figure 4.

Using obtained stress–strain curves and the tangent lines, passing through the slopes,
Young’s modulus for each thermoplastic was calculated defining the behavior of the
material under the stress and results are given in Table 2. Thus, increasing the temperature
lead to decreasing Young’s modulus for different plastics.

91



Micromachines 2022, 13, 1655

Table 2. Young’s modulus of PP, PETG, PVC and SAN thermoplastics at different temperatures.

PP
Temperature, ◦C 80 90 100 110 120

Young’s modulus, MPa 420.0 320.0 240.0 152.0 113.3

PETG
Temperature, ◦C 120 130 142 150 160

Young’s modulus, MPa 3125.0 3000.0 2666.7 333.3 250.0

PVC
Temperature, ◦C 48 60 68 80 90

Young’s modulus, MPa 3750.0 2916.7 2333.3 187.5 -

SAN
Temperature, ◦C 65 75 85 95 105

Young’s modulus, MPa 6000.0 5692.3 5142.9 4222.2 1846.1

Experimental results, given in Table 2, showed that, for PP thermoplastic, the temper-
ature range was chosen from 80 to 120 ◦C and Young’s modulus decreased, respectively,
with increasing temperature. During the experiment with PETG thermoplastic, because
of the temperature change, PETG suddenly changed its color and became matte (matting
appeared at 142 ◦C when the thermoplastic began to stretch). Temperature limits for PVC
thermoplastic were from 48 ◦C to 90 ◦C, however, at 90 ◦C, it did not have enough ac-
celeration to exceed the stress limit, i.e., PVC thermoplastic relaxed more quickly due to
temperature than stresses formed. Finally, for SAN, the temperature range was chosen from
65 ◦C to 105 ◦C, thus, Young’s modulus decreased with increasing temperature until the
sample broke. Working temperature ranges were chosen according to the thermoplastics’
theoretical thermal properties.

Thus, experimental results show that temperature changes have a significant influence
on Young’s modulus, i.e., decreasing with increasing temperature. These results can be
interpolated to find intermediate Young’s modulus values.

3.2. Numerical Simulation of Thermal Imprint

Finite element modeling was used to investigate the geometrical behavior during
the thermal imprint of PP, PETG, PVC and SAN. The designed model analyzed the hot
stamping technology at the micro-level using the parameters defined during the tensile
testing (given in Table 2).

In the numerical simulation, parameters of the fabricated nickel master grating with
two-dimensional grooves of 2 µm width, 4 µm periodicity and 1 µm depth (Figure 5)
were used.
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Figure 5. (a) Template of nickel master grating plate; (b) drawing of one master-grating element
with boundary conditions: 1—substrate, 2—stamp, 3—fixed support, 4—symmetry region and
5—an external force.

Further, ANSYS software was used for the finite element model and the geometry
of the microstructure with a mold (or master grating) (Figure 6a) was simplified to half
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of single element of master grating, and defined under boundary conditions (Figure 6b).
Application of the Mooney–Rivlin model, when the glass transition temperature (Tg) was
reached or exceeded, was used to analyze and simulate the thermoplastic properties of PP,
PETG, PVC and SAN obtained during the experimental research. Defined properties were
used in the interpolation of the temperature, stress and strain. Thus, in the finite element
model, the properties of the materials were determined by multilinear isotropic hardening.
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Figure 6. Simplified microstructure. (a) Cross-sectional shape of the mold and thermoplastic sub-
strate; (b) analyzed model: 1—fixed support, 2—frictionless support and 3—remote displacement;
(c) meshing of the model; (d) deformed analyzed model.

The created mathematical model consists of a flexible thermoplastic (in stiffness) and
a non-deformable mold. It was described as two-dimensional and the parameters were
defined as 1 mm long. Frictional contact with a 0.2 friction coefficient was used between
thermoplastic and metal. Thus, the coefficient of friction, due to plastic deformations and
constraints, is not significant in these investigations [15]. The model was divided into
0.2 µm elements, but in the contact areas the scale was reduced to 0.05 µm (Figure 6c).
In the simulation, the plastic base was rigidly fixed. Frictionless support was used to assess
the integrity of the model. The mold moved toward the plastic in automatic steps up to
2.25 µm and then retracted (Figure 6d). A nonlinear adaptive region was used to modify
the grid during formation in order to obtain more accurate results. Output data for total
deformation, equivalent elastic strain, equivalent stress and reaction were selected to obtain
the plot of stress and strain (Figure 7).
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(b) residual stress image with the equivalent elastic strain legend.

The grid-independent verification study showed that the influence of the grid is
not significant in these calculations. The results of strain, stress and reaction did not
significantly change after grid compaction. The mesh can be of coarse quality to optimize
the calculations (Table 3).
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Table 3. The grid-independent verification.

Elements Strain, µm/µm Stress, MPa Reaction, µN

Coarse 1533 1.2107 × 10−2 5.0409 16,655

Medium 2873 1.2383 × 10−2 5.2205 16,701

Fine 5129 1.2089 × 10−2 5.2511 16,647

After all simulations, the maximum stresses, strains and reaction forces were found
(Table 4). The reaction force was calculated for an area of 2000 µm2. To maintain the same
pressure, the total force required for a full mold embossing must be increased, respectively.

Table 4. Simulation results of thermoplastics’ behavior during thermal imprint.

PP

Temperature, ◦C 80 90 100 110 120
Stress, MPa 5.0409 3.793 2.668 1.5368 0.8648

Strain, µm/µm 0.012 0.011 0.011 0.010 0.0076
Reaction force, µN MAX 16,655 12,458 8736 5024.9 2804.8

PETG

Temperature, ◦C 120 130 142 150 160
Stress, MPa 26.923 22.966 10.703 2.927 1.0588

Strain, µm/µm 0.0086 0.00765 0.00401 0.00878 0.00423
Reaction force, µN MAX 87,723 74,711 35,215 9585 3454.8

PVC

Temperature, ◦C 48 60 68 80 90
Stress, MPa 42.387 30.351 12.75 5.793 -

Strain, µm/µm 0.0113 0.0104 0.00546 0.0308 -
Reaction force, µN MAX 138,500 99,140 41,886 18,974 -

SAN

Temperature, ◦C 65 75 85 95 105
Stress, MPa 37.457 38.379 36.66 26.987 8.0495

Strain, µm/µm 0.0062 0.0067 0.0071 0.00639 0.00436
Reaction force, µN MAX 125,080 126,100 119,700 88,337 26,436

Thus, the simulation result (Table 4) proved the relevance of the finite element model
because the maximum stresses reached the maximum described limits in all cases. Thus,
the reaction force decreased steadily with decreasing stresses. Further, a created finite
element model will be applied in the formation of high-aspect-ratio microstructures, i.e.,
applying theoretically determined forces during the thermal imprint process would not
only reduce the fabrication time but also would highly increase the quality of the formed
structures. Knowing the properties of the material helps to find out what reaction force
is needed to perform thermal imprint. So, the simplification of the model optimizes the
calculation time and allows to obtain the highest quality and repeatability of the deformable
plastics during the thermal imprint procedure.

3.3. Thermal Imprint Process Based on Finite Element Modeling Data

To prove the relevance of the created finite element model, fabrication of PP, PETG,
PVC and SAN microstructures, using defined theoretical parameters, was performed.
A numerical simulation allowed to determine the exact value required for the formation of
a microstructure during thermal imprint technology. In the experiment, a ‘Tinius Olsen’
test machine (Figure 2b) with a nickel (Ni) master grating (Figure 2a) was used. By varying
the force, temperature and time during the process, microstructures in thermoplastics were
imprinted (Figure 8a–d).
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Figure 8. Formation of microstructures: (a) microstructure formed in PETG; (b) microstructure
formed in PP; (c) microstructure formed in PVC; (d) microstructure formed in SAN.

Thus, microstructures were embossed in all four thermoplastics—PP, PETG, PVC
and SAN—and their 3D views were made using a scanning electron microscope (SEM)
(Figure 8). Thus, PETG and PP showed higher-quality reproduction and smoother surfaces
than PVC and SAN thermoplastic microstructures.

3.3.1. Surface Morphology of Imprinted Microstructures

Surface view and geometry of the microstructures’ topographic profiles were exam-
ined using an atomic force microscope. Best results were obtained of the microstructure
formed in PETG thermoplastic (Figure 9a,b): a rather smooth surface with the average
surface roughness Ra = 174.6 nm and an average grating depth of 400 ± 20 nm. The mi-
crostructure from PP thermoplastic had a smooth surface relief of average surface roughness
Ra = 340.2 nm with a geometry similar to master grating with an average grating depth
of 330 ± 30 nm (Figure 9c,d). PVC and SAN microstructures had many defects on the
surface with an average roughness of Ra = 437.6 nm and Ra = 298.7 nm, respectively
(Figure 9e,g). From profile views, it is seen that the geometry of the gratings is uneven in
depth, width and the form itself (Figure 9f,h), compared to parameters of nickel master
grating (Figure 9i,j).
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Figure 9. AFM topography images and surface profiles of embossed microstructures in thermoplastics
with topography: (a,b) PETG; (c,d) PP; (e,f) PVC; (g,h) SAN; and (i,j) a nickel master grating.

Thus, results of SEM and AFM measurements imply that the most qualitative mi-
crostructures were obtained from PP and PETG thermoplastics. This might influence not
only on the thermal imprint procedure, but also on the thermal properties of the plastics
themselves. Thus, PVC and SAN are more brittle materials compared to PP and PETG, and
the results of the imprinted microstructures were less accurate.

3.3.2. Optical Properties of Imprinted Microstructures

The quality of microstructures is defined not only by geometrical parameters
of the formed gratings, but also by optical properties. In this paper, diffraction
efficiency measurements in different peaks were performed using a He-Ne laser
diffractometer. Due to the non-optical nature, the PP material was not examined. So,
only diffraction efficiencies of PETG, PVC and SAN microstructures were measured
and evaluated.

Measurements of diffraction efficiency were performed for 12 samples of each
thermoplastic, fabricated at different embossing conditions (load, embossing time and
temperature) (Table 5). Thus, the best relative diffraction efficiency RDE = 34.62% was
observed in the PETG microstructure, fabricated at the following embossing conditions:
load of 2000 N for 10 s at 125 ◦C (Table 5). For the SAN microstructure, the best values
of RDE = 29.04% were obtained when embossing parameters were 5000 N for 10 s at
130 ◦C. The PVC microstructure showed best results of RDE = 22.44% when a load of
5000 N was applied for 10 s at 80 ◦C during a thermal imprint procedure. Applying
theoretical calculations and experimental maximum diffraction efficiency of plastics,
the grating depth of the plastics were obtained: SAN—0.62 µm, PETG—0.57 µm and
PVC—0.72 µm. The relative error between the measured spectral diffraction efficiencies
using the diffractometer is 1.24% in the case of SAN, 1.13% in the case of PETG and for
PVC the relative error is 1.57%. The load and time are constant values during the hot
imprint process.
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Table 5. Diffraction efficiency measurement results.

SAN PETG PVC

Load
(N)

Time
(Sec)

Temp.
(◦C)

RDE
(%)

Load
(N)

Time
(Sec)

Temp.
(◦C)

RDE
(%)

Load
(N)

Time
(Sec)

Temp.
(◦C)

RDE
(%)

5000 10 100 27.07 4000 10 100 24.31 5000 10 100 5.39

5000 10 120 26.49 5000 5 100 31.43 5000 5 100 12.63

5000 15 120 24.94 5000 10 100 30.50 4000 10 100 7.28

5000 10 140 22.52 4000 5 100 23.49 4000 5 100 11.59

4000 10 140 23.28 2000 10 125 34.62 3000 10 100 5.43

4000 5 140 17.85 2000 10 100 28.81 3000 5 100 11.66

3000 10 140 28.12 2000 5 100 32.31 4000 10 125 10.44

3000 5 140 26.85 3000 10 100 30.67 4000 5 125 7.38

3000 10 130 28.23 2000 10 90 24.85 5000 5 90 6.03

5000 2 130 27.76 2000 5 90 29.86 5000 10 80 22.44

5000 10 130 29.04 2000 10 80 23.54 2000 10 125 6.74

4000 10 130 25.25 2000 5 125 6.65

To prove the relevance of the experimental results, theoretical diffraction efficiencies
of microstructures were calculated. The following refractive indexes of plastics were used
for the calculations: SAN—1.572 [16], PETG—1.57 [17] and PVC—1.531 [18]. The direct
influence of the grating depth on diffraction efficiency was determined. Thus, results
implied that the grating depth can be determined from the diffraction efficiencies using the
theoretical calculations (Figure 10).
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It may be concluded that the diffraction efficiency of all microstructures (PETG, PVC
and SAN) was higher when the temperature exceeded the plastic glass transition tempera-
ture, i.e., exceeding the glass transition temperature impairs the properties of thermoplastics.

4. Discussion

Microfluidics requires high-aspect-ratio microchannels to be designed in order to avoid
uneven flow of the liquid, to achieve a larger active surface area, to create a massive MEMS
device with parallelization functionality or to achieve higher system throughput [19,20].
Using the thermal imprint procedure, there are some important factors which should be
evaluated in advance, and final element modeling is a great way to do it. The advantages
of the finite element model give the opportunity to change the geometry, i.e., in this
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case, it is much easier to find the parameters required for forming qualitatively replicated
structures by the hot imprint procedure. Thus, the results confirmed that is better to form
the microstructure when the temperature is near the glass transition temperature and when
the plastic can flow slowly into the mold. Time, here, also plays an important role leading
to better surface morphology and optical properties.

5. Conclusions

The behavior of thermoplastics can be simulated using multilinear isotropic hardening
and applying the created finite element model. Using the results of the tensile experiment,
successfully interpolated stress and strain distributions at different temperatures of PP,
PETG, PVC and SAN thermoplastics were obtained.

Using the numerical simulations, optimal working parameters, stress and strain
distribution were defined and applied in the thermal imprint process for formation of
microstructures. AFM results showed that the PETG thermoplastic microstructure had the
best surface properties compared to other PP, PVC and SAN microstructures. Its optical
properties were proved with diffraction efficiency measurements, which showed the best
quality of the PETG microstructure under the following conditions: grating formation
under load of 2000 N for 10 s at 125 ◦C. Thus, the best diffraction efficiency measurement
results for the PVC microstructure were observed when it was formed at 5000 N for 10 s
at 80 ◦C. For the SAN microstructure, the best results were obtained when it was formed
under a load of 5000 N for 10 s at 130 ◦C.

The created finite element model is a useful tool for fabrication of high-aspect-ratio
microstructures with great surface morphological and optical properties. The model may
easily help to control the thermal imprint process to ensure the quality of microstructures
when slow formation occurs.
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Abstract: This study proposed a fabrication method for thin, film-based, transparent, and flexible
digital microfluidic devices. A series of characterizations were also conducted with the fabricated
digital microfluidic devices. For the device fabrication, the electrodes were patterned by laser ablation
of 220 nm-thick indium tin oxide (ITO) layer on a 175 µm-thick polyethylene terephthalate (PET)
substrate. The electrodes were insulated with a layer of 12 µm-thick polyethylene (PE) film as the
dielectric layer, and finally, a surface treatment was conducted on PE film in order to enhance the
hydrophobicity. The whole digital microfluidic device has a total thickness of less than 200 µm
and is nearly transparent in the visible range. The droplet manipulation with the proposed digital
microfluidic device was also achieved. In addition, a series of characterization studies were conducted
as follows: the contact angles under different driving voltages, the leakage current density across the
patterned electrodes, and the minimum driving voltage with different control algorithms and droplet
volume were measured and discussed. The UV–VIS spectrum of the proposed digital microfluidic
devices was also provided in order to verify the transparency of the fabricated device. Compared
with conventional methods for the fabrication of digital microfluidic devices, which usually have
opaque metal/carbon electrodes, the proposed transparent and flexible digital microfluidics could
have significant advantages for the observation of the droplets on the digital microfluidic device,
especially for colorimetric analysis using the digital microfluidic approach.

Keywords: digital microfluidics; lab-on-a-chip; ITO; PET

1. Introduction

Compared with the conventional microfluidic devices that continuously handle the
fluid flow inside of the microchannel on polymer- or silicon/glass-based microfluidic chips,
the digital microfluidic chips (DMF) can precisely manipulate the discrete fluid flow (i.e.,
droplet) without the requirement of physical pumps, valves, or complex microchannel
structures. Each droplet in the digital microfluidic approach is an isolated reaction chamber
containing reagents. The precise handling of the droplet down to picoliter can be achieved
with digital microfluidic devices [1]. Digital microfluidics has been widely used in various
applications, such as cell manipulation [2], virus detection [3], nucleic acid amplification [4],
and ion detection [5]. Several commercial digital microfluidic products were also put on
the optical and biomedical market in the past few years [6].

Various droplet driving methods have been used in digital microfluidics, including
magnetic [7,8], acoustic [9], gravitational [10], and electrowetting-on-dielectric (EWOD) [11].
Currently, the EWOD is the most widely used approach for digital microfluidics with the
advantage of precise control of the droplet movement. The electrowetting induces the
interfacial tension gradient inside of the droplet in order to trigger the droplet movement.
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Multiple functions can be achieved with electrowetting control, such as droplet dispensing,
translocation, merging, and splitting.

The digital microfluidic devices with single-plate configuration usually consist of the
substrate, electrodes, insulation dielectric layer, and the hydrophobic layer on the top sur-
face of the devices. The substrate of the digital microfluidic device is of decisive significance
for digital microfluidic devices. The substrate is usually made of glass or silicon material,
with the electrodes (e.g., chromium, chromium, gold) fabricated with photolithography
method [12,13], the dielectric layer is commonly fabricated with chemical vapor deposi-
tion of parlance or silicon nitride [14]. The glass/silicon-based digital microfluidics have
high electrode patterns precision but are costly on materials and processing instruments.
On the other hand, various low-cost approaches for digital microfluidics have also been
invented, as follows: electrodes were fabricated on PCB (printed circuit board) [15]; screen-
printing was used for the fabrication of carbon electrodes on thin polymer films or paper as
substrate [16]; xurography or even hand-painting were also used for the low-cost digital
microfluidic approach [17].

In this study, a thin, transparent, and flexible fabrication approach is proposed for
digital microfluidic devices. The commercially available ITO (indium tin oxide) coated PET
(polyethylene terephthalate) film was used as the substrate. Additionally, the Nd: YLF
laser was used for the patterning of the conductive ITO layer on PET substrate in order to
form electrodes. Finally, a thin PE (polyethylene) film was used as the dielectric layer with
hydrophobic surface treatment by Rain-X water repellent.

Compared with the previous studies on digital microfluidics using the photolithog-
raphy method for patterning electrodes on silicon/glass substrate, the fabricated digital
microfluidic device has a total thickness of less than 200 µm and is flexible and transparent
in the visible range. On the aspect of fabrication and cost, the proposed method is much
more rapid, with less requirement on the highly sophisticated instrument, also with a
lower cost of materials. The proposed fabrication approach for digital microfluidic devices
provides a new alternative to the conventional fabrication method for digital microfluidic
devices, with the advantage of transparency in the visible range, and may have significant
importance for observing the colorimetric change in the droplets in some applications.

2. Materials and Methods
2.1. Materials and Instruments

The ITO-coated PET film was obtained from MSE supplies, Arizona, AZ, USA, the
PET film had a thickness of 175 µm and was covered with an ITO layer of around 220 nm
in thickness. The measured resistance of the ITO layer ranged from 5.6 to 6.1 Ohm/sq. The
polyethylene film (Glad cling wrap, W300N, Clorox China Limited, Guangzhou, China)
was used as a dielectric (insulation) layer, with a thickness of around 12 µm. Rain-X
water repellent, which was used for surface treatment, was obtained from ITW GlOBAL
Brands, San Luis Obispo, CA, USA. Sodium chloride was sourced from Shanghai Aladdin
Biochemical Technology Co., Shanghai, China. All materials and chemicals were used
as received.

Several fabrication and testing instruments were used in this study. Nd: YLF laser
(LSF20D, HGTECH, Wuhan, China), with a wavelength of 1064 nm, was used for the
patterning of the ITO layer on PET substrate. The laser worked at the multi-plus overlapped
mode and the pulse duration was 10 ps with the repetition rate adjustable from 0 to 200 kHz.
The oscilloscope used in this study was Tektronix TDS1012B (Tektronix, Inc., Beaverton,
OR, USA), and the function generator (UNI-T UTG9005C) was sourced from Uni-Trend
Technology Co., Ltd., Dongguan, China. ATA-2161 high-voltage amplifier is capable of
amplifying the AC/DC signal with gain adjustable from 0 to 240, up to 1600 Vpp. To
control the voltage supply to each of the electrodes in the proposed digital microfluidic
device, a control circuit with STC 8051 microcontroller (STCmicro Technology Co., Ltd.,
Beijing, China) was also designed and assembled. Olympus ols5000 laser scanning confocal
microscope (Olympus Corporation, Tokyo, Japan) was used to observe and measure the
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laser fabricated electrodes. The optical images of the system setup and fabricated devices
were taken with a Nikon D3000 Digital SLR Camera (Nikon Corporation, Tokyo, Japan).

2.2. Fabrication

The fabrication process of the proposed digital microfluidic device is shown in
Figure 1a, the PET substrate (175 µm in thickness) covered with ITO layer (~220 nm in
thickness) was selectively laser-ablated for the fabrication of electrodes array. It is worth
pointing out that, other than the laser ablation that is usually strong enough to directly
evaporate the materials, the role of the Nd: YLF laser in this study was to induce the
thermal stress between the ITO layer and PET substrate, which finally caused the ITO
film fracture and ejection from the PET substrate. The following section will discuss more
details of the laser ablation process.
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Figure 1. The design and fabrication process of the proposed digital microfluidic devices. (a): The
fabrication process of the digital microfluidic device, a pulsed Nd: YAG laser was used to pattern
the ITO layer on PET substrate to form electrodes array, then the ITO layer was insulated with a
layer of PE film, finally, Rain-X water repellent was applied on the surface of PE film to enhance
the hydrophobicity. (b): The digital microfluidic device for droplets merging. (c): The digital
microfluidic device for droplets moving straight and turns. Video footages for the two proposed
digital microfluidic devices are provided in the Supplementary Files.

After laser ablation to fabricate electrodes on PET substrate, a layer of 12 µm-thick
PE film (i.e., cling wrap) was used to insulate the electrodes. The PE film was cut in the
same size as the PET substrate and gently attached by hand. The “bonding” between the
PE film and PET substrate was achieved with the help of electrostatic charge as follows: by
unrolling the PE film, the PE film becomes charged by losing or gaining electrons, when
in touch with another insulator (i.e., PET substrate), the electrostatic charge induces an
opposite charge and bonds the two layers.

Two types of devices were designed and fabricated for the demonstration in this study,
as shown in Figure 1b,c. Figure 1b shows the design and fabricated digital microfluidic
device for single droplet manipulation and two droplets merging. Figure 1c shows another
electrode configuration that enables droplets to move straight and turn. The electrodes
in Figure 1b,c have the same dimension of 2 mm by 2 mm with 0.5 mm spacing. The
Supplementary Files also provide video footage for the droplet movement in Figure 1b,c.

The ITO-based electrodes on PET substrate were defined by laser ablation. The
fabrication process of the electrodes is shown in Figure 2a. Compared with other laser
ablation methods (e.g., CO2 laser) that directly meltdown and vaporize the material on the
radiated spot, the Nd: YLF laser only induces the tensile stress at the laser radiated spot.
When the tensile stress strength is exceeded at the laser radiated spot, the ITO film will
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fracture and eject from the PET substrate at the laser radiated spot [18], and finally forms
the desired ITO patterns on the PET substrate.

Figure 2. Laser ablation process on the ITO-covered PET substrate. (a): Laser fabrication process for
patterning the ITO electrodes on PET substrate. (b): Optical microscope image of the laser-ablated
areas on the PET substrate.

The optical image of the patterned ITO electrodes on PET substrate is shown in
Figure 2b, the relatively dark area was laser scanned and the covered ITO material has been
removed, the bright area is the unaffected part that the ITO layer, and PET substrate was
still firmly attached. In order to effectively remove the ITO layer without damaging the PET
substrate, an overlap laser scan method was used in this study. During the laser scanning
process, an overlap rate of 90% was used between the adjacent pulses (two adjacent laser
radiated spots had an overlap of 90%).

During laser ablation, the PET substrate unavoidably received the thermal energy,
which may cause the meltdown and solidification of the PET material along the laser-
scanned route, the visible trace can be found along the laser-scanned route, as shown in
Figure 2b. To minimize the thermal damage to the PET substrate during laser ablation,
the pulse energy was set at 1 J/cm2 in this study, after several trials. The repeatability
of the proposed patterning method was relatively reliable, the deviation of 8 repeated
experiments was less than 10%.

The system setup for the transparent and flexible digital microfluidic device is shown
in Figure 3. As shown in Figure 3, a function generator was used to generate a sinusoidal
signal with a frequency of 1 kHz, then the generated signal was further amplified with
a high-voltage amplifier. The final output voltage was adjustable from 0 to 500 Vrms in
this study.

Micromachines 2022, 13, x 4 of 9 
 

 

ablation methods (e.g., CO2 laser) that directly meltdown and vaporize the material on the 
radiated spot, the Nd: YLF laser only induces the tensile stress at the laser radiated spot. 
When the tensile stress strength is exceeded at the laser radiated spot, the ITO film will 
fracture and eject from the PET substrate at the laser radiated spot [18], and finally forms 
the desired ITO patterns on the PET substrate. 

 
Figure 2. Laser ablation process on the ITO-covered PET substrate. (a): Laser fabrication process for 
patterning the ITO electrodes on PET substrate. (b): Optical microscope image of the laser-ablated 
areas on the PET substrate. 

The optical image of the patterned ITO electrodes on PET substrate is shown in Fig-
ure 2b, the relatively dark area was laser scanned and the covered ITO material has been 
removed, the bright area is the unaffected part that the ITO layer, and PET substrate was 
still firmly attached. In order to effectively remove the ITO layer without damaging the 
PET substrate, an overlap laser scan method was used in this study. During the laser scan-
ning process, an overlap rate of 90% was used between the adjacent pulses (two adjacent 
laser radiated spots had an overlap of 90%). 

During laser ablation, the PET substrate unavoidably received the thermal energy, 
which may cause the meltdown and solidification of the PET material along the laser-
scanned route, the visible trace can be found along the laser-scanned route, as shown in 
Figure 2b. To minimize the thermal damage to the PET substrate during laser ablation, 
the pulse energy was set at 1 J/cm2 in this study, after several trials. The repeatability of 
the proposed patterning method was relatively reliable, the deviation of 8 repeated exper-
iments was less than 10%. 

The system setup for the transparent and flexible digital microfluidic device is shown 
in Figure 3. As shown in Figure 3, a function generator was used to generate a sinusoidal 
signal with a frequency of 1 kHz, then the generated signal was further amplified with a 
high-voltage amplifier. The final output voltage was adjustable from 0 to 500 Vrms in this 
study. 

 

Figure 3. Testing system setup for the digital microfluidic device. The function generator provides
the AC signal and is amplified with a high-voltage amplifier. A control circuit with microcontroller
was used to control the AC voltage supply to each electrode on the digital microfluidic device.

104



Micromachines 2022, 13, 498

To independently control the voltage supply to each electrode, a control circuit with
an STC 80C51 microcontroller was used to control a series of relays (blue blocks in Figure 3)
that can independently control the voltage supply to each of the ITO electrodes. The
control circuit is also able to adjust the gain of the high-voltage amplifier that finally
controls the voltage output. An oscilloscope was used to monitor the signal output from
the function generator.

3. Result and Discussion
3.1. Surface Properties

The fabricated digital microfluidic device is shown in Figure 4, the device has a total
thickness of less than 200 µm. The device is flexible (bendable) and transparent in the
visual range. The insert shows the enlarged image of the laser-ablated ITO electrodes on
the PET substrate.
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For easier manipulation of the droplets, it is necessary to enhance the hydrophobicity
on the surface of the PE film, as illustrated in Figure 1a, a layer of commercial water
repellent Rain-X was sprayed on the surface of the PE film and was allowed to air-dry
at room temperature in order to increase the water contact angle from 78.3◦ to 103.2◦ (as
shown in Figure 5). The device fabrication is completed after surface treatment.
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A laser scanning confocal microscope was used to explore the profile of the laser
fabricated ITO electrodes on the PET substrate. As shown in Figure 6, the ITO electrodes
are about 500 nm higher than the PET substrate (the original ITO layer had a thickness
of 220 nm), which indicates that some of the PET material may have melted and been
vaporized during the laser scan process. Another interesting finding is the formation of the
bugles at the edge of the ITO patterns, during the laser ablation process, the material on
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the laser radiated spot meltdown and vaporize, and some of the PET material was ejected
and re-solidified on the edge of the scan route. Such a bulge forming phenomenon after
laser ablation is also commonly reported in the CO2 laser ablation on thermoplastics [19].
In Figure 6, the inset on the left is the image captured by an optical microscope at the
gap between the electrodes, the insert on the right illustrates the formation principle of
the bulges.
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The UV–VIS spectrums of the ITO-covered PET substrate and the PET substrate after
laser ablation (covered ITO layer has been removed) are shown in Figure 7 (measured with
UV-2600i UV–VIS Spectrophotometer, Shimadzu, Kyoto, Japan). As shown in Figure 7, the
absorption of the light in the visible range (380–750 nm) is relatively low, indicating the
relatively good transparency of the proposed digital microfluidic device.
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3.2. Leakage Current and Droplet Control

The leakage current density across the proposed digital microfluidic device was
measured with the AC voltage supply, ranging from 250 Vrms to 450 Vrms. As shown in
the inset of Figure 8, two electrodes were placed on the Rain-X-covered PE film and the
bottom of the PET substrate and the current was measured five times with the voltage
increased from 250 Vrms to 450 Vrms with an increment of 25 V. The error bar in Figure 8
is the statistical representation of the measured leakage current density variability after
five measurements at each data point. The leakage current density increased with a higher
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voltage supply. Generally, the leakage current is ignorable within the operation range of
the proposed digital microfluidic device. The low leakage current also indicates the thin PE
film is acceptable as the dielectric layer.
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The measured contact angles under different AC voltage (with a frequency of 1 kHz,
droplet volume of 10 µL) with three different solutions are shown in Figure 9a. The DI
water, 0.1 M, and 1 M sodium chloride were used for the contact angle measurement. The
0 V shows the contact angles without the voltage supply, when the voltage was supplied
and increased, the contact angles of all three of the solutions decreased almost linearly and
gradually reached contact angle saturation.
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The minimum droplet driving voltages with different volumes of DI water droplets
under different electrode on/off time is shown in Figure 9b. The minimum driving voltage
depends on many factors, including the volume of the droplet, the thickness of the dielectric
layer, and the gap between the electrodes etc. In this study, we explored the minimum
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driving voltages that were influenced by the electrode on/off time. As previously described,
the voltage supply to each of the electrodes was independently controlled by a series of
relays. We found in our experiment that the electrode on/off time also significantly
influenced the minimum driving voltage, as shown in Figure 9b, and a slower electrode
on/off action (droplet moving slowly) required a lower driving voltage while the faster
electrode on/off action (droplet moving fast) required higher driving voltage.

4. Conclusions

This study proposed a fabrication method for a thin, transparent, and flexible digital
microfluidic device. The ITO layer on PET substrate was patterned with laser ablation
for the fabrication of electrodes, a thin layer of PE film was used as the dielectric layer
with the enhanced surface hydrophobicity with a commercial water repellent. The whole
device has a thickness lower than 200 µm, which is easily bendable and also transparent
in the visible range. In order to demonstrate the proposed fabrication technique, several
digital microfluidic devices were fabricated with various droplet manipulation functions
achieved. The leaking current density, the contact angle under different voltage supply,
and the minimum driving voltage were also discussed in this study.

The limitation of the proposed study comes from two aspects. Compared with the
conventional digital microfluidic devices that are fabricated on quartz or silicon wafer, the
minimum achievable microstructures on ITO film are limited, thus, the gap between the
electrodes is relatively wide and requires a higher driving voltage. In addition, compared
with the conventional digital microfluidic devices, the chemical resistance of the ITO film
also has limitations on some organic solvents.

The proposed transparent digital microfluidics suggests an alternative to conventional
digital microfluidic devices on glass or silicon wafers. The transparency of the proposed
digital microfluidic device could be of significant importance for observing the droplets
inside of the device.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/mi13040498/s1, Video S1: Droplet manipulation with digital
microfluidic device; Video S2: Droplets fusion on the proposed digital microfluidic device.
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Abstract: Picoliter-scale droplets have many applications in chemistry and biology, such as biomolecule
synthesis, drug discovery, nucleic acid quantification, and single cell analysis. However, due to the
complicated processes used to fabricate microfluidic channels, most picoliter (pL) droplet generation
methods are limited to research in laboratories with cleanroom facilities and complex instrumentation.
The purpose of this work is to investigate a method that uses 3D printing to fabricate microfluidic
devices that can generate droplets with sizes <100 pL and encapsulate single dense beads mechanis-
tically. Our device generated monodisperse droplets as small as ~48 pL and we demonstrated the
usefulness of this droplet generation technique in biomolecule analysis by detecting Lactobacillus aci-
dophillus 16s rRNA via digital loop-mediated isothermal amplification (dLAMP). We also designed
a mixer that can be integrated into a syringe to overcome dense bead sedimentation and found that
the bead-in-droplet (BiD) emulsions created from our device had <2% of the droplets populated with
more than 1 bead. This study will enable researchers to create devices that generate pL-scale droplets
and encapsulate dense beads with inexpensive and simple instrumentation (3D printer and syringe
pump). The rapid prototyping and integration ability of this module with other components or
processes can accelerate the development of point-of-care microfluidic devices that use droplet-bead
emulsions to analyze biological or chemical samples with high throughput and precision.

Keywords: microfluidics; picoliter droplets; rapid prototyping; bead encapsulation; 3D printing

1. Introduction

Droplet microfluidics uses devices with channels dimensions tens or hundreds of
microns wide to generate and manipulate discrete µL or less volumes. Dividing a sample
of interest into fL to µL scale volumes reduces reagent usage, increases the sensitivity
of chemical analyses, and provides enhanced control over reagent delivery, mixing, and
chemical interactions [1]. There are many applications of droplet microfluidics in chem-
istry, biology, and biomedical engineering, such as therapeutic agent delivery, biomedical
imaging, biomolecule synthesis, diagnostic chips, drug discovery, cell culture, biochemical
characterization, and single cell analysis [2]. The implementation of droplet microfluidics
in these applications are accomplished through lab-on-a-chip devices. These lab-on-a-chip
devices may require droplet manipulation processes such as mixing, fission and/or fusion,
sorting, and transportation of droplets [3,4], which can be accomplished via electrowetting,
magnetic actuation, dielectrophoresis, surface acoustic waves, optical methods, or thermal
methods [3–7]. However, due to the complicated processes used to fabricate channels
that are tens or hundreds of microns wide, most droplet microfluidic methods are limited
to research in laboratories with cleanroom facilities and complex instrumentation (e.g.,
photolithography with silicon wafers [8–10] or wet etching [11–13]). The few droplet gener-
ation technologies commercially available for diagnostic use are expensive ($89 k–$100 k
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for an instrument and $24–$240 per disposable cartridge) and not integrated with other
assay steps such as chemical reaction incubation and droplet analysis [14].

To make the droplet generation process simpler, less time-intensive, and less expensive,
many innovative methods have been created. Some researchers have used glass capillaries
to generate pL-scale droplets. For example, Li et al. bonded microscope glass slides to
pulled glass capillaries to generate monodisperse multiple emulsions [15], Gu et al. created
and manipulated pL droplets for single cell assays with a 75 µm fused-silica capillary [16],
and Li et al. used an asymmetrical beveled capillary to generate pL to nL droplets and
execute a digital PCR assay [17]. While the instrumentation costs for these devices are lower
than for photolithography, devices made from glass capillaries are difficult to integrate into
other upstream or downstream modules and not amenable to rapid prototyping due to
the intricate procedures for fabricating capillaries <1 mm in diameter. Other groups rely
on micromachining to generate droplets, such as direct milling of polycarbonate [18,19]
or micromachining in PMMA [20]. These methods have demonstrated consistent and
controllable droplet generation; however, the droplet sizes are large (>1 nL) or when ply-
sized droplets are achieved, a centrifuge is needed to create the droplets in a reaction tube,
which precludes its ability to be integrated into other microfluidic modules [20].

3D printing is now commonly used to create molds for PDMS devices, which elim-
inates the need for cleanroom facilities, photolithography, or etching and enables rapid
prototyping and fabrication [21–24]. Researchers have also used 3D printers to build mono-
lithic devices out of resin for droplet generation, albeit with larger channel dimensions
and therefore larger droplets (>1 nL) [25–31]. Picoliter-scale droplets are important for
several applications, such as increasing the precision, sensitivity and dynamic range of
digital PCR [32], or preventing cross contamination and target dilution in single cell analy-
sis [16,33]. The small channel sizes required for pL-scale droplets are typically fabricated
with complex processes insides a cleanroom, usually photolithography [8–10], and have
not been made with 3D printed molds or 3D printed monolithic devices. The methods
described above have significantly advanced droplet generation for the picoliter scale via
photolithography or glass capillaries, and the nanoliter scale via 3D printing; however,
there remains a need for <100 pL droplet generation from a rapid prototyping method (e.g.,
3D printed molds) that can be easily integrated into other sample preparation, analysis,
and detection modules.

An important area of investigation in droplet microfluidics are methods that en-
capsulate a single bead in a droplet (BiD). These BiD platforms have enabled exciting
advancements in biomedical research and diagnostics, including genome sequencing [34],
enzyme evolution and screening [35,36], detecting rare genetic mutations [37,38] single cell
analysis [39], and molecular diagnostics [40]. While these devices have high throughput
and multiplexing capabilities, they are limited to laboratories with sophisticated instru-
mentation for photolithography and bead encapsulation. Additionally, they have shown
Poisson or better distributions of BiDs for particles with a similar density to water, such as
gel particles [41], polystyrene beads [42–44], agarose beads [39], or biological cells [39,44,45].
Particles with a higher density than water sediment to the bottom before being encapsulated
in droplets and cause the first fraction of droplets to have more than 1 bead per droplet
and the remaining fraction to not have any beads. To use beads of varying densities in BiD
platforms, this sedimentation effect must be overcome.

The purpose of this work is to overcome current limitations of droplet microfluidic
devices by creating a droplet generation device with the following features: (i) a simple and
inexpensive fabrication process that is amenable to rapid prototyping and integration with
other modules, (ii) droplet volumes <100 pL, and (iii) the ability to encapsulate dense beads
in aqueous droplets with a Poisson-like distribution. We found that using 3D printing to
create a mold instead of photolithography or etching is a suitable fabrication method to
accomplish this purpose. Our device generated monodisperse droplets as small as ~48 pL
and we demonstrated the usefulness of this droplet generation technique in biomolecule
detection by quantifying nucleic acids via digital loop-mediated isothermal amplification
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(dLAMP). We also designed a mixer that can be integrated into a syringe to overcome dense
bead sedimentation and found that the BiD emulsions created from our device had less than
2% of the droplets populated with more than 1 bead when the average input concentration
was 0.15 beads/droplet, in line with Poisson statistical projections. This study will enable
researchers to create devices that generate pL-scale droplets and encapsulate dense beads
with inexpensive and simple instrumentation (3D printer and syringe pump). The rapid
prototyping and integration ability of this method can accelerate the development of point-
of-care microfluidic devices that generate droplet-bead emulsions and analyze samples
with high throughput and precision.

2. Materials and Methods
2.1. Device Fabrication

3D models of the master molds were designed using SolidWorks CAD software (Dassault
Systems, Velizi-villacoublay, France) to have flow channel dimensions of 100 µm × 100 µm
and inlet/outlet ports of 750 µm (Figure 1A). Stereolithography (SLA) files were prepared
for 3D printing by orienting them at a 45◦ angle and avoiding cups and overhangs in
Form Labs’ Preform software. The models were then printed using the Form3 SLA 3D
printer (Form Labs) in Clear resin (FLGPCL04) at a layer thickness of 25 µm. The printed
master molds were thoroughly cleaned with isopropyl alcohol to remove excess resin, then
UV-cured for 30 min.
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Figure 1. Microfluidic device design and fabrication. (A) A solid master mold was designed
with Solidworks CAD software and printed with FormLabs Form3 SLA printer. (B) PDMS device
fabrication process.

To make polydimethylsiloxane (PDMS), SYLGARDTM 184 Silicone Elastomer Base
and SYLGARDTM 184 Silicone Elastomer Curing Agent (Dow Corning, Midland, MI,
USA) are combined at 10:1 w/w ratio to make up ~3 gm needed to fill each mold. Prior to
pouring the mixture into the mold, it is degassed in a Cole Parmer Diblock oven at room
temperature until no bubbles can be seen in the PDMS mixture. After filling the molds with
the degassed PDMS, the degassing process is repeated to ensure complete filling of the
corners of the channels before curing at 65 ◦C for 45 min. Once cured, the PDMS is gently
peeled from the master mold and bonded onto glass microscope slides (Amscope BS-72P
100S-22) after surface activation using flame treatment as an alternative to oxygen plasma
bonding [46] (Figure 1B). The device is then placed in an 85 ◦C oven overnight to allow
the PDMS to harden. Next, the devices are examined for binding strength of the PDMS by
gently prying at them. They are also checked for channel dimensions under a microscope.
A ± 10% tolerance is allowed for the channel widths measured from micrographs prior to
the attachment of the flow tubing (Scientific Commodities, Lake Havasu City, AZ, USA,
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BB31695 PE/3). The tubing is attached to the chip by plumbing them into the inlet and
outlet ports, making sure to leave a clearance space between the tubing nozzle and the
slide surface. The tubing is further held in place using cold weld steel-reinforced epoxy (JB
Weld, Marietta, GA, USA).

2.2. Droplet Generation

Droplets were generated using the designed flow-focusing PDMS microfluidic devices
described above. The oil phase consisted of mineral oil (Sigma Aldrich M3516-1L), 0.1 wt%
Triton X-100 (Fisher Scientific, Waltham, MA, USA), and 3 wt% ABIL EM 90 (Evonik, Essen,
Germany), and was pumped at various volumetric flow rates (20, 25, 50, 75, 100 µL/min).
The aqueous phase (DI water) was maintained at a volumetric flow rate of 1 µL/min. The
oil and aqueous phases were pumped to an intersection in the device by syringe pumps (KD
Scientific, Holliston, MA, USA), at which point droplets were generated and subsequently
collected from the outlet in Eppendorf tubes. A fraction of the droplets were imaged using
confocal imaging (Leica SP5, Wetzlar, Germany) and the respective planar areas of the
droplets were deduced using ImageJ software after segmentation processing. The spherical
diameter of each droplet is calculated from the deduced area.

2.3. Droplet Digital Loop-Mediated Isothermal Amplification for DNA Quantification

Lactobacillius acidophilus (L. acid.) obtained from MicroKwik vials (Carolina Biological
Supply, Burlington, NC, USA) was cultured in de Man, Rogosa and Sharpe (MRS) agar
formulated in-house using Millipore-Sigma formulation (CCW4691). The QuickExtractTM
one-step DNA extraction kit (Lucigen, Middleton, WI, USA) was used to extract DNA from
the colonies. Extracted genomic DNA was quantified via absorbance measurements from a
Nanodrop One instrument (ThermoFisher Scientific, Waltham, MA, USA) and diluted in
nuclease-free water to concentrations ranging from 0 to 9.5 × 106 copies/mL.

LAMP master mix was prepared with final concentrations of 1× isothermal ampli-
fication buffer (New England Biolabs, NEB), 8 mM of MgSO4 (NEB), 1.4 mM dNTPs
(NEB), 320 U/ mL Bst 2.0 WarmStart polymerase (NEB), primer mix, and 1× SybrGreen
(Life Technologies). The primer mix was designed in-house to target the L. acidophilus
16S rRNA gene and consisted of 1.6 µM each of forward inner primer (CTGCACTCAA-
GAAAAACAGTTTCCGAGTCTGATGTGAAAGCCCTC) and backward inner primer (AA-
GAGGAGAGTGGAACTCCATGTGAGACCAGAGAGCCGCCTT), 0.2µM each of forward outer
primer (TAAAGCGAGCGCAGGC) and backward outer primer (CCTCAGCGTCAGTTGC),
0.4 µM each of forward loop primer (GCAGTTCCTCGGTTAAGCC) and backward loop
primer (ATGCGTAGATATATGGAAGAACACC) (Integrated DNA Technologies, Clarville,
IA, USA). L. acid DNA dilutions were added to LAMP master mix to yield final concen-
trations of 0, 1.0·× 107, 2.5·× 107, 5.0 × 107, 4.0·× 108 DNA copies/mL (quantified by
Nanoquant absorbance measurements). Four replicates of each dilution (10 uL/well) were
amplified at 68 ◦C for 60 min using a LightCycler®96 Instrument (Roche, Basel, Switzerland)
as positive controls.

The LAMP mix + L. acid DNA samples were infused into a droplet generation device
as described in “Droplet Generation”, with oil flow rate 75 µL/min and aqueous flow rate
1 µL/min. Droplets from the microfluidic devices were collected in amber SepCap vials
(Thermoscientific, Waltham, MA, USA C4015-99) and incubated at 68◦C for 60 min using
a Multi-Therm shaker (Benchmark Scientific, Sayreville, NJ, USA). After incubation, the
droplets were imaged using a Leica SP5 confocal microscope, and images were analyzed
with Image J to determine the relative fluorescence intensity (RFI) of each droplet. A
threshold was determined by computing µNTC + 3·σNTC, where µNTC is the mean and
σNTC is the standard deviation of the RFI of the 0 cop/mL sample droplets. Droplets with
RFI greater than the threshold were classified as positive while the droplets less than or
equal to the threshold are classified as negative. One can then use Poisson statistics with the
number of positive and negative droplets to calculate a concentration for each sample [47].
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2.4. Bead Mixer

A blind hole with a diameter of about 9 mm was drilled into the side of a 3 mL plastic
syringe (CareTouch, Westminster, CO, USA) at the 0.5 mL mark. A small DC motor with
a plastic impeller which was originally designed for a bead-beating sample preparation
device (Claremont Bio 01.340.48 OmniLyse®Kit) was retrieved and carefully positioned
into the syringe through the blind hole. The motor with the impeller was affixed to the
syringe with cold weld steel-reinforced epoxy (JB Weld, Marietta, GA, USA) such that the
blind hole was completely sealed and airtight. The epoxy was allowed to set for 48 to 72 h.
The impeller mixer was powered by a 1.5 V DC power supply (SI, Figure S1).

2.5. Bead-in-Droplet Emulsions

Hard shell Polymethyl Methacrylate (PMMA) beads (PolyAn Microshperes Po-105 00 020
and Alpha Nanotech colloidal PMMA) of 20 µm in diameter were used in the bead encap-
sulation experiment. A mixture of the beads and 0.1 %v/v Tween 20 in nuclease-free water
at working concentrations of 0.15, 0.2 and 0.3 beads/droplet (λ) were used as the dispersed
phase for the experiments. A mixture of mineral oil (Sigma Aldrich-M3516-1L), 0.1 wt%
Triton X-100 (Fisher Scientific, Waltham, MA, USA) and 3 wt% ABIL EM 90 (Evonik, Essen,
Germany) was used as the continuous phase. The dispersed phase (bead suspension) was
aspirated into a modified syringe and loaded onto a syringe pump (KD Scientific, Holliston,
MA, USA, KDS100). A 1.5 V DC power supply was connected to the mixer to keep the
beads solution homogenous. The continuous phase was put into a 10 mL plastic syringe
(CareTouch, Westminster, CO, USA) and loaded onto a syringe pump. The continuous and
dispersed phases were introduced into the droplet generation device using syringe pumps
at flow rates of 30 µL/min and 1–7 µL/min, respectively. A period of about 5 min was
allowed for the cartridge to be primed and for the droplet generation to be stabilized. The
droplets were collected from the cartridge into 1 mL amber SepCap vials (Thermoscientific,
Waltham, MA, USA, C4015-99). The excess oil from the continuous phase was poured
off and the droplets were put onto a microscope slide and mounted onto a microscope
(Omax microscope 3152102) for imaging. Micrographs of the droplets were taken using the
Amscope microscope camera md35 and Amsocpe software version 4.

2.6. Image Analysis

The images were opened in Image J. The scale was set according to the scale bar on the
images and the unit was set to µm. The images were converted to 8-bit gray scale images
and speckles and noise were filtered from the images. The threshold of the images was
adjusted to convert them to binary images. The images were converted to mask to invert
the black to white, making the droplets appear white. The droplets were then analyzed to
calculate the area of each droplet. The diameter and volume of each droplet were calculated
from the area of the droplets. The droplets containing beads were manually counted and
the number of beads in each droplet was recorded. The data were compiled in Excel
(Microsoft Office) and parsed into Python 3.0 for further analysis and visual presentation.

3. Results and Discussion
3.1. Picoliter-Scale Droplet Generation

The physics of droplet generation via flow focusing has been well documented with
theory and experiments showing an inverse logarithmic relationship between Capillary
number (Ca = µave(2Qo + Qw)/σhw) and non-dimensionalized droplet diameter, Dd/Dh,
where µave is the average viscosity of the two fluids, Qo is the oil flow rate, Qw is the water
flow rate, σ is the surface tension, h is the channel height, w is the channel width, Dd is the di-
ameter of the droplet, and Dh is the hydraulic diameter of the channel, 2hw/(h + w) [48,49].
These flow focusing studies demonstrate that <100 pL droplets can theoretically be gener-
ated with Ca > 0.001 (faster flow rates (Qo,Qw) relative to channel dimensions (h,w)) and
144 µm > Dh > 39 µm, or with Ca < 0.001 (slower flow rates (Qo,Qw) relative to channel
dimensions (h,w)) and 14 µm < Dh < 39 µm [48] (SI, Section S2). Experimentally, the
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authors test devices with maximum channel heights of 27 µm [48] or widths of 71 µm [49].
In these studies and others [8–13], pL droplets are generated by using small channel widths
(<100 µm) facilitated by photolithographic processes in cleanrooms. As our objective was
to develop a device that generates pL droplets without complex fabrication processes, we
were limited to the channel widths 100 µm or greater that an SLA 3D printer is capable of
printing in a mold. Therefore, our device design would need to be in the Ca > 0.001 regime
with faster flow rates relative to channel dimensions.

With the limits on our device’s physical features established, we 3D printed a mold
and made a PDMS cast of 100 µm channel width and 100 µm channel height without a
cleanroom, photolithography processes, or complex instrumentation (Figure 1). We chose
oil and water flow rates such that the droplet generation device would have Ca � 0.001,
with Qo = 25 to 100 µL/min and Qw = 1 µL/min (SI, Section S2), which resulted in droplets
of diameters 45 to 112 µm (48 to 736 pL) (Figure 2). The droplets generated from this device
are monodisperse (Figure 2B, coefficient of variation (CV) from 2–12%), which is in the
range of droplets generated from other devices [50,51]. As expected, there is an inverse
power relationship between droplet volume and oil flow rate [49], showing that devices
fabricated with 3D printed molds give similar consistency and expected performance at
the picoliter scale as devices made with photolithography in a cleanroom. Because this
device is made from a 3D printed mold, researchers can iterate prototypes rapidly without
undergoing the time and resource-consuming processes of photolithography; additionally,
the droplet generation module can be part of a larger 3D printed mold that includes
modules for executing other upstream or downstream assay processes.
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Figure 2. Picoliter-scale droplet generation. (A) Micrograph of the droplets retrieved from microflu-
idic cartridge outlet. (B) Droplet diameter distribution and CV at each flow condition. (C) The droplet
diameter changes with volumetric flow rate of the oil phase. The volumetric flow rate of the aqueous
phase was kept constant at 1 µL/min.

3.2. Droplet Digital Loop-Mediated Isothermal Amplification

To explore the utility of this droplet generation device in molecular diagnostic applica-
tions, droplet digital loop-mediated isothermal amplification (ddLAMP) was performed to
detect and quantify a DNA target. Digital LAMP is an emerging nucleic acid (NA) ampli-
fication method that can quantify the NA concentration of a sample with high accuracy
and precision, even in the midst of temperature, reaction time, or imaging variance [52].
NA quantification via dLAMP is useful in several applications, such as viral load measure-
ments for HIV [53], hepatitis C virus genotyping [54], and rapid antibiotic susceptibility
testing [55]. Current dLAMP methods partition the sample into pL to nL droplets with mi-
crofluidic devices made using photolithography [56,57], wet etching [52–55], or fused-silica
capillaries [58]. Our droplet generation device made from a 3D printed mold could make
dLAMP more accessible by eliminating the need for complex facilities or instruments and
enabling integration with other amplification or detection modules.

We tested the feasibility of encapsulating LAMP reagents with target DNA and primers
into droplets with our device (Materials and Methods). After generation, the droplets
were incubated at 68 ◦C for 60 min for amplification of DNA via LAMP and SybrGreen
fluorescence was measured to indicate the presence or absence of amplification product
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within each droplet (Figure 3A). Five DNA dilutions were tested, and the positive droplet
percentage was plotted against the prediction from Poisson statistics (Figure 3B), assuming
a 10% LAMP efficiency and 300 pL droplet volume (SI, Section S3).
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3.3. Dense Bead-in-Droplet Emulsions

Interest in using microparticles as delivery systems in various technologies has been
widely researched, especially in combination with microdroplets for biological applica-
tions [59–62]. This is due to the high surface-to-volume ratio and the ease of immobilizing
biorecognition molecules on them, as well as the potential for compartmentalized single-
molecule assays [63–65]. Single particle encapsulation in droplets, however, faces two
major challenges: sedimentation due to particle density [62], and mechanistic single parti-
cle encapsulation [41,66].

Particle density poses a challenge when loading microparticles into encapsulation
devices because the higher density particles (>1 gm/mL) sediment in the syringe and
delivery tubing, causing nonhomogeneous distribution of microparticles in droplets (SI,
Figures S1A and S2). This can be solved by the dissipation of the bead density by suspend-
ing them in denser fluids such as glycerol [62]; however, such fluids may not be compatible
with the intended bio-application. For example, glycerol at 50% v/v inhibits NA amplifica-
tion, thereby defeating the purpose of using microbeads for NA applications (SI, Figure S4).
To circumvent this challenge, researchers used gel beads with similar density to water,
which ensured a binary distribution of beads in the droplets [65,67–69]. However, this
method is time-consuming, requiring a particle velocity of ~50 µm/h [41] to achieve single-
particle encapsulation; furthermore, some multiplexed nucleic acid detection methods are
not compatible with beads made in gel form [70–72].

Price et al. presented a potentially simple solution by exploiting the sedimentation
potential of the beads using a hopper system [62]. They, however, showed that it took
0.8 h (17 µm Tetangel resin beads) and 3.8 h (2.8 µm magnetic beads) for bead introduction
before achieving single bead encapsulation. Kim et al. successfully developed a pneumatic
system which is capable of trapping and releasing beads, thus creating a deterministic
encapsulation of a defined number of beads per droplet [62]. This system is not simple to
develop or operate, thus, unfit for low-cost point-of-care devices that can integrate with
other modules.

Our goal was to present a simple, easy-to-fabricate method to encapsulate single dense
beads in droplets that can be used for further downstream analysis. It is important to encap-
sulate single beads as opposed to multiple beads to avoid cross-contamination or confusion
of which target molecule or bead is in the droplet. The idea is to vertically orient the syringe
pump while keeping the beads suspended by mechanical agitation (which prevents loss of
beads due to sedimentation in the flow tubing and in the syringe) (Figure S1B), then pump
the contents directly into the droplet generation cartridge (Figure 1B). Using this principle,
we set up bead encapsulation with the droplet generation device such that λ ≈ 0.15, 0.2 and
0.3 beads/droplet, where λ represents the average number of beads per droplet input into
the device (Figure 4). We observed that our dense bead encapsulation method agreed well
with Poisson predictions (Figure 4B). Importantly, the droplet generation device resulted in
<2% of droplets containing more than 1 bead at λ ≈ 0.15, <4% of droplets containing more
than 1 bead at λ ≈ 0.2, and <6% of droplets containing more than 1 bead at λ ≈ 0.3.
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4. Conclusions

Using design principles from droplet microfluidic device literature, we designed and
developed a microfluidic device fabricated without complex equipment or cleanroom
facilities that can generate sub-100 pL droplets and encapsulate dense beads with a Poisson-
like distribution. Because the device is made from a 3D printed mold, researchers can
iterate prototypes rapidly without undergoing the time and resource-consuming processes
of photolithography; additionally, the droplet generation module can be part of a larger 3D
printed mold that includes modules for executing other upstream or downstream assay
processes, such as sample preparation, NA amplification, or single cell analysis.

While simple instrumentation was used to fabricate the microfluidic device, we still
needed a syringe pump for operation of the device to generate consistent and controlled
droplet sizes. Further improvements need to be made to our design to make it more
amenable to point-of-care settings, such as a pumping lid [73], or other equipment-free
pumping mechanisms [74]. Another limitation is that due to the 3D printer’s minimum
channel dimension (~100 µm), the lowest droplet diameter achieved was 45 µm (48 pL).
Lower sizes could be possible in the future with the next generation of 3D printers that
print channels down to 15 µm [75].

Other microfluidic devices have encapsulated beads in a non-random distribution
and thus have a much higher percentage of droplets with a single bead [41,43], though
the beads in those studies have a similar density to water. While the phenomenon for
the non-random distribution is unexplained, similar designs could potentially be used
with the dense bead mixing method studied here for higher percentages of droplets with
single beads. In its current form, this device enables research and innovation into assays or
methods that need to use beads with a density greater than water and thus overcome the
sedimentation effect, such as PMMA or magnetic beads. Because it can easily be printed
and combined with others as part of a larger device, microfluidic sorting mechanisms can
also be used to concentrate the beads downstream if desired [76].

Future research directions from this work can include: eliminating the need for a
syringe pump for <100 pL droplet generation, adapting the device to other biological
assay applications beyond digital LAMP, beating Poisson encapsulation statistics for dense
beads to reduce the waste of empty droplets, or adapting the BiD method for tagging
multiple biomarkers. Due to the simple instrumentation used, this work enables rapid
prototyping for a variety of biological applications of droplet microfluidic devices and
dense bead encapsulation.
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Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/mi13111946/s1, Section S1: Syringe with mixer to overcome sedi-
mentation effect of dense beads; Section S2: Capillary number calculations for picoliter-scale droplet
generation design; Section S3: Poisson prediction of positive droplet percentage; Section S4: Effect
of Glycerol on LAMP Amplification; Section S5: Pitalls of 3D Printing Fabrication of Microfluidic
Cartridges. Figure S1: (A) Tube connecting syringe containing bead suspension to the droplet gener-
ation cartridge; red arrow shows region of bead sedimentation. (B) Syringe design for mechanical
resuspension and homogenization of dense particles for vertical delivery. The DC motor is powered
using a 3V battery. Figure S2: Without the syringe mixer in Figure S1, bead sedimentation happens in
the syringe and tubing, leading to the encapsulation of multiple beads per droplet. Figure S3: Denser
fluids, such as glycerol, may improve bead buoyancy but it inhibits LAMP amplification (blue trace vs.
red trace). Bead Density = 1.18 g/ cm3, Glycerol Density = 1.26 g/cm3. Figure S4: Microcapillary lines
imprinted by 3D printed mold. This is often due to printer-head misalignment that often occurred
during prolonged prints. Figure S5: Micrograph showing curved vertices imprinted from 3D-printed
mold. Figure S6: Irregularities in chamber dimensions due to myriad factors, including incompletely
cured PDMS and build-up PDMS deposit due to mold reuse. Note that the displayed images contain
channels designed to have widths of 50 and 100 µm. Figure S7: Frosted PDMS molded on improperly
cleaned 3D printed mold. Figure S8: Image of final fabricated PDMS device and 3D printed mold.
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Abstract: Microfluidic devices (MFDs) printed in 3-D geometry using digital light projection to
polymerize monomers often have surfaces that are not as hydrophobic as MFDs made from poly-
dimethylsiloxane. Droplet microfluidics in these types of devices are subject to droplet adhesion
and aqueous spreading on less hydrophobic MFD surfaces. We have developed a post-processing
technique using hydrophobic monomers that renders the surfaces of these devices much more hy-
drophobic. The technique is fast and easy, and involves flowing monomer without initiator into the
channels and then exposing the entire device to UV light that generates radicals from the initiator
molecules remaining in the original 3-D polymerization. After treatment the channels can be cleared
and the surface is more hydrophobic, as evidenced by higher contact angles with aqueous droplets.
We hypothesize that radicals generated near the previously printed surfaces initiate polymerization of
the hydrophobic monomers on the surfaces without bulk polymerization extending into the channels.
The most hydrophobic surfaces were produced by treatment with an alkyl acrylate and a fluorinated
acrylate. This technique could be used for surface treatment with other types of monomers to impart
unique characteristics to channels in MFDs.

Keywords: 3D printing; microfluidic device; droplet formation; surface energy; post-polymerization
processing; wetting

1. Introduction

Microfluidic devices have been rapidly gaining a foothold in advanced technology
applications, including biomedical applications such as diagnostic analysis and personal-
ized medicine [1,2]. Several manufacturing methods have been developed for microfluidic
devices (MFD) [3], which we will define herein as devices with flow channels less than
1 mm in characteristic diameter. Both image projection (DLP) stereolithography and multi-
jet printing methods have been applied to MFD fabrication, with the former demonstrating
significantly higher resolution microfluidic features [4,5]. 3D printing microfluidic devices
allows for more complex 3D geometries than some traditional manufacturing methods
such as injection molding, but scale-up can be an issue [6]. However, with advancements in
the field of 3D printing it has been theorized that by printing many devices at a time (~100)
the cost and scalability of this manufacturing method may be commercially viable down
the road [7]. While our interest is in medical devices, the same principles of manufacturing
and of application apply to MFDs in other technology sectors [8].

One of our main areas of research focuses on forming aqueous droplets in a continuous
oil phase [9]. Such droplets have been used as microreactors of pL to nL size in which to
interrogate single cells (or particles) in a fluid environment to isolate the cell from other cells
and from the external environment. These individualized microreactors have been used for
genetic and proteomic analysis of cells [10,11] and of general cell growth when challenged
with chemical or biological factors (antimicrobial agents) [12,13]. Often analytical output
is conveyed by reporter molecules or reporter reactions from within the droplet. Because
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these microreactors are used for single cells analysis, it is essential to preclude merging
with other droplets. It is also important to eliminate sticking of the droplets to the walls
of the channels so the droplets can be conveyed through the MDF to an analytical station.
Most often, anti-merging is accomplished by adding surfactants to the oil or aqueous phase,
and sometimes by electrostatic charge on the droplets.

In two-phase flow with dispersed aqueous droplets, the oil phase generally consists
of fluorocarbons because its high oxygen solubility provides adequate oxygen over time
to growing cells [14,15]; however, sometimes hydrocarbon oils can be employed. For
droplets in an oil phase, sticking to walls has not been reported to be a large problem,
most likely because most MFDs are made by templating silicone rubber in molds etched in
silicon [16]. These silicone rubber casts (such as polydimethylsiloxane, PDMS) are bonded
to a transparent glass slide or plate using RF plasma treatment [17–19], forming an adhesive
bond that is sufficiently tight and leak-proof. The silicone rubber walls and floor of the
MFD are very hydrophobic, but the upper surface is hydrophilic glass, which is often
treated with a commercial surfactant like Rain-X (ITW Global Brands, Houston, TX, USA)
to render it fairly hydrophobic [19,20]. When passing 2-phase droplet suspensions, the
silicone rubber and hydrophobized glass are sufficiently hydrophobic that aqueous droplets
do not adhere in the presence of hydrocarbon or fluorocarbon oils. Wetting by water is
precluded because contact of an aqueous fluid with a hydrophobic surface by displacing
a hydrophobic fluid is not energetically favorable and does not occur spontaneously [21].
Thus wetting in 2-phase flow in 2-D silicone rubber MFDs has not been an issue for most
aqueous droplets in oil.

Our lab has developed and promoted a novel 3-D printing process using acrylate
monomers that produces a surface that is less hydrophobic than MFDs made from silicone
rubber. This process was developed using a tetrafunctional PEG-diacrylate monomer to give
sufficient flexibility (compliant) to the resulting polymer structures that thin film membranes
can remain structurally intact during repeated flexing. The PEG diacrylate monomer used in
this printing is amphiphilic. PEG is inherently hydrophilic, and the polymer acrylate sections
of the polymerized network are much less hydrophilic. Thus the overall polymer chain
structure is amphiphilic and is sufficiently dynamic that when confronted with a hydrocarbon
based liquid at an interface, the PEG chains can be buried under the acrylate linkages to
present a less hydrophilic surface to hydrocarbon surface. We suspect that similar dynamic
rearrangement will bury PEG chains when presented with a fluorocarbon or hydrocarbon
liquid at the surface. On the other hand, when presented with an aqueous phase at the
interface, the PEG quickly migrates to the surface and creates a hydrophilic interface which
interacts favorably with the aqueous phase. In the lab, such phenomenon produces what
is called “contact angle hysteresis”, in which the surface changes character over time to act
more favorably with the liquid it is currently in contact with [22,23]. In a polymeric MFD this
phenomenon is manifest by a channel wall being stably wetted by an oil phase (hydrocarbon
or fluorocarbon oil) driven by the dynamic burial of hydrophilic groups (like PEG) under hy-
drophobic polymer groups; in such a case a very brief contact with aqueous droplets will not
give time for molecular rearrangement to promote sticking to the wall. However, a prolonged
contact (perhaps even shorter than a second) results in dynamic polymer rearrangement and
attachment of an aqueous droplet to the surface, and perhaps subsequent spreading of that
droplet over seconds or minutes [24].

Our previous publication on MFD design explored forming droplets in our unique an-
nular channel-in-channel (ACC) microfluidic devices printed from various acrylic monomers.
In properly designed droplet generators and flow channels, the sticking of droplets to chan-
nel walls could be avoided by using more hydrophobic acrylic monomers or by better
mechanical design of the droplet generator. However, our previous devices used continual
flow (fairly constant flow rate) of at least the continuous phase in order to continually pull
off the droplet (dispersed phase) from the orifice of the ACC droplet generator [9]. In that
type of flow, adjusting the base monomer was sufficient to form excellent droplets.
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One of our current efforts is the development of a digital droplet-on-demand (d-
DoD) system in which the flow of the aqueous droplets and the continuous oil phases
are intermittent and are driven by digital positive displacement pumps built into the
microfluidic device [5,7,9,25–27], as opposed to constant pressure flows or forced flows
from syringe pumps. During these start and stop flows, a droplet may contact a wall for
more than a few hundred milliseconds. Even more problematic is that during formation
of aqueous droplets with digital pumping systems, the aqueous droplet is perched on or
in the orifice of the droplet generator. This leads to wetting and spreading of the aqueous
phase at the aqueous-oil interface at the orifice of the droplet generator. The pulsatile
nature of our d-DoD system produces a pause in time during droplet formation in which
the aqueous phase rests at the water/oil junction at the top of the droplet generator (called
the pedestal). During each pause of several hundred milliseconds, it appears that the
aqueous phase slightly but progressively spreads along the amphiphilic polymer material
and progressively increases the wetted area at the top of the pedestal. As this wetted area
increases over time the droplet formation arises from a wider base, resulting in satellite
droplets forming in the d-DoD system. As seen in Figure 1a, the wetted region on top of
the pedestal is much larger than the designed area intended for the release of fluid for
droplet formation (Figure 1b). These droplets are often accompanied by more satellite
droplets (see Figure 1d) whose number increases over time as the top of the pedestal
is progressively wetted by the spreading aqueous phase. Ideally, all particles or cells
intended to be encapsulated should be captured within a main droplet, not inside satellite
droplets. Production of satellite droplets also decreases the volume of the primary drop.
We hypothesized that increasing the hydrophobicity of the 3D-printed PEGDA material
would decrease the magnitude (both number and size) of these satellite droplets.
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Figure 1. Droplet-on-demand generator printed from PEG-diacrylate monomer. (a) Microphotograph
of the pedestal of the droplet generator showing the darker aqueous phase spreading over the top of
the cone-shaped pedestal. Oil flows up from the outside of the cone, and the aqueous phase flows up
the channel in the central core of the cone. (b) Schematic showing a side view of the polymerized
polymer (in yellow) and the open channels in green forming the cone and pedestal. (c) Schematic
showing an upward-looking view of the pedestal, which is the light green disk at the top of the
darker-green cone. (d) Example of droplets and satellites formed when the upper surface of the
pedestal is wetted with the aqueous phase.

Initial experimentation to coat the internal microfluidic channels of the 3D-printed
PEGDA polymer showed that it is possible to coat the channels using an acrylate monomer
with a hydrophobic group attached to it. The current processing protocol for our 3D-
printed devices involves a post-exposure which increases the degree of polymerization in
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the printed material, thus increasing the lifespan of delicate features. This post-exposure is
done using a 430 nm light source, which is outside of the effective range of the UV absorber,
but still within the range of the photoinitiator. Thus additional polymerization can occur
after the initial printing and removal from the printer. The fact that this increases the
lifespan of these features and the hardness of the material means that there must be viable
photoinitiator and perhaps monomer still present in the polymer [7,25]. It was postulated
that some unreacted acrylate groups were also present on the surface of the channel walls
and that those may still be available to react with additional monomer. We theorized that
this viable photoinitiator and possible unreacted monomers could be used to locally react
with a “post-printing-added” acrylate monomer on the surface of the channel walls. Our
results show that this is the case and that more hydrophobic surfaces can be attained.

Other published approaches to controlling material and surface properties for parts
made by stereolithographic printing include using more than one material in the same
print [28,29]. While potentially possible for producing hydrophobic surfaces on a channel
by using a hydrophobic print material, this greatly slows down the printing while one
material is being swapped out for another material in the printer. For multiple channels
with complex geometries, such a process may not be feasible because formation of a vertical
channel would require manually swapping monomers during every layer of print.

2. Materials and Methods
2.1. Custom 3D Printer

The 3D printer used in this study was custom made and is described in more detail
in other publications [5,7,25,27,30,31]. Briefly, the printer is a digital light projection (DLP)
style 3D printer using a Visitech 2560 × 1600 pixel light engine with a 365 nm LED
as the projection source and a 100 mm linear Griffin Motion stage as the z-axis control.
Additionally, it has several other tip/tilt and focus calibrations built in to bring the custom
resin tray in planar focus with the light engine. Custom Python software is used to control
calibration parameters and handle printing such that individual printing layers can have
their own (or multiple) exposure times depending on the image projected onto the focus
plane. This allows for precise control over printing parameters and features.

2.2. Materials

Custom resins were made according to a previously established procedure [30,31]
which includes mixing a photopolymerizable acrylate monomer with a UV absorber and
photoinitiator. The resin used in this study has been used in several other published
studies [5,7,25,27,30,31] and works well to produce consistent features and to print uni-
formly. It contains a polyethylene glycol diacrylate (PEGDA) monomer, 1% Irgacure 819 as
a photoinitiator, and 0.38% avobenzone as a UV absorber. This absorber and photoinitiator
combination works well with the 365 nm LED in used in the Visitech light engine. In
addition to the 3D printing resin, three other acrylate monomers were used as experimental
surface treatments for the study; they are hexanediol diacrylate (HDDA), lauryl acrylate
(LA), and tridecafluorooctyl acrylate (FA), which were used as received and whose chemi-
cal structures are depicted in Figure 2c. These particular acrylate monomers were chosen
because of their hydrophobic chemistry, which potentially could be imparted to the surface
of the 3D printed channels. It is worth noting that HDDA is the only difunctional acrylate
monomer used in the treatment and has the potential of forming a branched or networked
polymer coating. The LA and FA monomers have a single acrylate group with a long
hydrophobic tail and are capable only of forming linear polymers attached to the surface.
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Figure 2. T-junction geometry and monomer chemistry: (a) Schematic of cutout cross section of the
T-Junction droplet generator with the appropriate dimensions of the oil and aqueous flow channels.
(b) Micrograph of dyed aqueous fluid forming droplet during operation. In this top-down view
the width of the aqueous channel is 76 µm and the width of the oil channel is 200 µm. (c) The four
photopolymerizable acrylate monomers used in study, including the 3D printing polymer (PEGDA)
and the three monomers used for surface treatment (HDDA, LA, FA).

2.3. Optical System

The optical system used to visualize and photograph the MFDs and droplets in this study
is a Nikon TE300 inverted microscope equipped with a FLIR Blackfly S USB3 (Teledyne FLIR,
Wilsonville, OR, USA) monochrome camera. This camera has high sensitivity and allows
computer control of exposure and gain for consistent and comparable image capture.

2.4. 3D Printed T-Junction

A central T-junction droplet generator was chosen for this study because it forces
contact between the dispersed aqueous phase and the wall during the formation of droplets
and is sensitive to any change in surface hydrophobicity. This droplet generator was chosen
over other geometries, such as co-flowing (pinch off), because while these other geometries
are more practical for MFD design, they are not considered as sensitive for this type of
testing in which we encourage (and even force) the aqueous phase to contact the wall.
Throughout this study the T-junction droplet generator geometry was held consistent with
dimensions as shown in Figure 2a. Briefly, the continuous oil channels have a square cross
section with 200-µm height and width, while the aqueous flow channel has an almost
square cross section with a 76-µm width and 80-µm height. These dimensions utilize the
7.6 pixel pitch of the light engine as well as the standard 10-µm layer height used in this
custom printer. As seen in Figure 2a, the water outlet has smaller channel dimensions than
the continuous oil channel and is centered on the face of the wall. This was done in order
to avoid contact of the forming droplet with the top (ceiling) and bottom (floor) surfaces
but force direct contact of the forming droplet with the adjacent sidewall of the oil channel.
Also of note, the dispersed aqueous phase was dyed to aid in visual differentiation between
the two immiscible phases.
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2.5. Acrylate Monomer Treatment and Optical Exposure

The acrylate monomer postprint treatment was performed according to the following
procedure. (1) The device was removed from the printer and thoroughly washed with
isopropyl alcohol (IPA) including all internal microfluidic channels. (2) The hydrophobic
monomer was then injected through the relevant fluid channels by hand with a small
syringe. (3) The device was then immediately placed under the postexposure station for
the UV treatment. The post exposure station consists of a UV postexposure using a 430 nm
LED within a 3D printed housing. As mentioned above, this wavelength LED was chosen
because it falls within the excitation range of the photoinitiator while being outside of the
effective range of the UV absorber, which means that additional polymerization could
occur within the polymer (or on the polymer surface) after the initial print is complete. A
postprint exposure like this is very common among commercial printers using this same
polymerization method. In the experimental design, the treatment dose was varied by
changing the exposure time each device had within the post curing station. The maximum
treatment dose was initially determined to be a dose sufficient to form walls around a
channel, but not cause polymerization within a channel during the normal MFD print-
ing protocol. For example, an optical dose in which during normal printing caused the
monomer to not be cleared (by flushing with isopropanol) from the channel, was decreased
by 20%; this optical dose was tested again (and decreased again if needed) to iteratively
find a dose that would repeatedly clear, and above which the channel would not clear of the
monomer. This was the UV dose (time and intensity) used subsequently during postprint
treatment with candidate monomers in the channels. In some experiments, multiple treat-
ments were executed sequentially. Since the monomers used in postprint surface treatment
did not contain photoinitiator, we did not expect polymerization to occur in the lumen of
the channels, but only upon the surface where residual photoinitiator from the original 3D
print might reside.

3. Results and Discussion

We hypothesized that it would be possible to use the postulated presence of unreacted
initiator at the surface of previously formed channels to polymerize a layer of hydrophobic
acrylate monomer. We evaluated this hypothesis by evaluating any change in the surface
hydrophobicity by forming water-in-oil droplets in these devices and forcing them against
the treated surface. This method of using residual initiator and fresh acrylate monomer
to polymerize a surface coating could in theory be used for many other applications to
impart particular surface chemistry in MFD channels; however in the study we only inves-
tigated the surface hydrophobicity. Several different treatment conditions were examined
using three hydrophobic monomers, and then the monomer that best enhanced surface
hydrophobicity was used on the ACC droplet generator to investigate how digital droplet
generation was influenced.

3.1. Treatment Conditions Using Acrylate Monomers with Residual Initiator

3D printed microfluidic devices were manufactured containing the previously de-
scribed T-Junction droplet generator followed by a long serpentine channel, a section of
which had a narrow channel to force contact between the droplets and the channel wall.
Using the treatment protocol described above, some MFDs were put through several cycles
of treatment with each of the monomers in order to increase any effect the hydrophobic
monomers may have had on the channels. Evaluation involved rating the effectiveness of
various treatments on both droplet formation and static (no flow) droplet contact in the
narrow channel.

The results are shown in Figure 3, in which the darker phase is the dispersed aqueous
phase. Both “formation” and “static” images are shown to reveal how a droplet forms at
the T-junction (formation) and how the droplet wets after formation during static (no flow)
contact with the channel walls. Micrographs of the flow in the base PEGDA material are
shown in column A of Figure 3. No consistent droplet formation was observed in the native
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PEGDA material, and downstream of the droplet generator a coflowing phase separated
flow was seen as previously reported [9]. Initial testing of the hydrophobic monomer
treatments showed that there was indeed a difference in the droplet formation ability of the
material after a single treatment. Furthermore, we found that multiple cycles of identical
treatment enhanced the hydrophobicity, so three serial treatments were performed with the
different hydrophobic monomers. As shown in column B of Figure 3, one treatment of lauryl
acrylate was insufficient to allow for consistent droplet formation dramatically different
from the PEGDA control. However, when serial treatments were applied, the qualitative
hydrophobicity was improved with each subsequent treatment; after the third treatment a
non-spreading droplet can be seen forming with the T-junction geometry. Columns C and
D of Figure 3 show a similar trend for the results of treatments using hexanediol diacrylate
and the fluorinated acrylate. All three individual hydrophobic monomers show progressive
improvement for subsequent treatments, and after three photo-treatments all monomer
types show comparable droplet formation results.
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Figure 3. Droplet generation from T-junction with various hydrophobic acrylate coatings; each
treatment involved a coating of the acrylate monomer followed by a UV exposure and washing
with IPA. Multiple treatments were used to increase the effectiveness of the coatings. Column
(A): PEG-diacrylate-polymerized T-junction (lower) and serpentine channel (upper) showing 2-phase
flow and no droplets formation on untreated polymer. (B): Droplet formation on base-polymer treated
once (lower), twice (middle) or three times (upper) with lauryl acrylate. (C): Droplet formation on
base-polymer treated once (lower), twice (middle) or three times (upper) with hexanediol diacrylate.
(D): Droplet formation on base-polymer treated once (lower), twice (middle) or three times (upper)
with fluorinated acrylate. (E): Droplet formation on base-polymer treated once with hexanediol
diacrylate and then treated once (lower), twice (middle) or three times (upper) with lauryl acrylate.

An additional test condition was performed which used a single hexanediol diacrylate
base treatment followed by three standard lauryl acrylate treatments (see column E of
Figure 3). Rationale for this treatment was based on the postulate that the HDDA monomer
may present additional functional groups on the surface after the first treatment because
of its two acrylate groups, compared to the other two monofunctional acrylates tested.

129



Micromachines 2023, 14, 6

However, after three treatments of the lauryl acrylate following the HDDA base layer, no
significant improvement was observed compared the other monomer treatments.

These results show that the method of attaching hydrophobic acrylates via residual
UV initiator at the surface increases the hydrophobic quality of the microfluidic channels
such that droplet formation becomes practical, as demonstrated with a variety of monomer
treatments. It is also worth noting that there is likely some interaction between the continu-
ous oil phase and the hydrophobic monomer that has an effect on droplet formation. For
example, a hydrocarbon mineral oil was used as the continuous phase for these tests, which
may be more chemically compatible with the lauryl acrylate compared to the fluorinated
acrylate; likewise, a fluorinated oil may wet the channel wall better when coated with the
fluorinated acrylate.

We propose that a significant benefit of this technique is that it provides a covalent
attachment of the modifying molecules to the surface of channels in the MFD. Other
methods that involve surfactact coatings or non-reactive processes may have potential to
be removed over time. More research is needed to validate the persistence of the surface
coating over hours or days of flow. These results suggest that this technique may be
useful to covalently attach other functional groups onto the surface of a DLP 3D-printed
microfluidic device—molecules such as proteins for biological anchorage, carbohydrates
for cell signaling, fluorescent acrylates for visualization, or other such applications. We note
that the results presented herein only explored a small subset of possible surface treatments.
In addition to other types of monomers, future work can include more variations in post-
exposure time, intensity, and wavelength, and perhaps in the initiator concentration.

3.2. Application in Annular Channel-in-Channel Droplet Generator

For subsequent investigations on our ACC droplet generator, the three-fold treatment
with lauryl acrylate was used because of the ease of use of the monomer (low viscosity),
low cost, and rapid curing treatment times. The three-fold surface treatment with FA
was applied to the d-DoD system. Figure 4a shows the droplets formed with the native
PEGDA polymer without any additional treatment. Many satellite droplets were seen (see
Figure 1d), and the top of the pedestal of the droplet generator had an obvious aqueous
ring around it that was hypothesized to be creating spurious satellite droplets during drop
formation. We hypothesize that the stretched aqueous phase has a larger cross section that
breaks into a primary drop and many satellite droplets, rather than a single primary drop.
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Figure 4. Before and after images of droplet generator. (a) Microphotograph of droplet generator
made from PEG-diacrylate with no surface treatment after several minutes of droplet generation,
showing an aqueous phase in the form of a cap attached to the top of the pedestal. (b) Microphoto-
graph of droplet generator made from PEG-diacrylate with three serial treatments of lauryl acrylate,
showing no aqueous cap on the pedestal after several minutes of droplet generation. (c) Microphoto-
graph of droplets flowing in a serpentine channel, which droplets were formed in the MFD made
with three serial treatments of lauryl acrylate.
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Figure 4b show the same d-DoD geometry during droplet formation (there is aqueous
phase in the core of the cone) after the three treatments of lauryl acrylate post-processing,
which shows no aqueous film attachment at the top of the pedestal and much cleaner
droplets formed throughout the production of droplets (Figure 4c), indicating the effec-
tiveness of the lauryl acrylate postprocessing treatment in forming better (consistently
reproducible) droplets. For example, please compare Figure 4c to Figure 1d. Future work
with high speed cameras could be used to confirm this hypothesized formation process.

4. Conclusions

We have successfully investigated and developed a post-printing process that reduces
the wetting and adhesion of aqueous droplets in a continuous oil-phase flow in a microflu-
idic device. The procedure consists of taking a 3D printed microfluidic device made from
PEG diacrylate monomers, rinsing the unprinted monomer from the flow channels, refilling
the flow channels with a different and more hydrophobic monomer not containing initiator,
and then exposing the entire device to UV light to initiate polymerization of the hydropho-
bic monomer to the channel surfaces. Following exposure the unpolymerized monomer
was rinsed from the MFD. Results show that lauryl acrylate, fluorinated acrylate, and hex-
anediol diacrylate increased the hydrophobicity of the channel surfaces. Repeated surface
treatments increased the hydrophobicity further. This same method can have application
in applying other surface coatings to MFDs, such as acrylate monomers having functional
groups that are fluorescent, that possess unique chemistry or that present charged groups
at the surface, that bind or repel targeted chemicals in the flow, or that contain proteins or
nucleic acid groups for binding of cells or DNA to the surface. This surface treatment has
great potential to provide unique chemistry in MFDs.
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Abstract: We investigated experimentally, analytically, and numerically the formation process of
double emulsion formations under a dripping regime in a tri-axial co-flow capillary device. The
results show that mismatches of core and shell droplets under a given flow condition can be captured
both experimentally and numerically. We propose a semi-analytical model using the match ratio
between the pinch-off length of the shell droplet and the product of the core growth rate and its pinch-
off time. The mismatch issue can be avoided if the match ratio is lower than unity. We considered a
model with the wall effect to predict the size of the matched double emulsion. The model shows slight
deviations with experimental data if the Reynolds number of the continuous phase is lower than 0.06
but asymptotically approaches good agreement if the Reynolds number increases from 0.06 to 0.14.
The numerical simulation generally agrees with the experiments under various flow conditions.

Keywords: double emulsion; core–shell droplet; microfluidics; tri-axial capillary; computational fluid
dynamics; dripping regime

1. Introduction

Double emulsions core–shell droplets are referred to as dispersed droplets containing
a smaller one as the core. Double emulsions are highly desired for applications in drug
delivery, food science, controlled release of substances, etc., because they can encapsulate
a cargo in the core. Due to its significance, various designs for the formation of double
emulsions have been extensively studied. Double emulsions are performed either simulta-
neously or successively and categorised accordingly into one-step and two-step processes.
The former is simple and robust [1], while the latter is more efficient and controllable [2].
The one-step approach is the focus of our present work. One-step formation of double
emulsions has been achieved with microfluidic devices. The working principle relies on
the so-called Rayleigh-Plateau instability, where a liquid jet becomes unstable with its
wavelength larger than the circumference. The jet consequently breaks up into segments
with minimum surface area, forming a spherical shape [3,4]. Utada et al. [5] connected
a glass cylindrical capillary with a square glass one and forced all liquid phases through
an exit downstream. Varying the dimension of the outlet orifice can adjust the size of the
droplets. The team also employed the breakup mechanism of a single emulsion to explain
the size distribution of the double ones and defined an effective capillary number to classify
the formation process as dripping and jetting regimes. Nie et al. [6] developed a co-flow
microfluidic device in polyurethane elastomer to form double emulsions. The sizes of the
core and the outer droplets were tuned with the flow rates of the three liquid phases. In
general, double emulsion droplets with diameters from ten to hundreds of micrometres
can be formed [1,5,7,8]. However, larger core–shell droplets with diameters ranging from
hundreds of micrometres to several millimetres are also required for applications such as
cell manipulations [9,10], macrocapsules [11], and microreactors [12]. Producing double
emulsion droplets in this size range using typical microfluidic devices requires a signif-
icantly low flow rate of the outer phase, usually resulting in a drop accumulation issue
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because the gravity or buoyancy effect dominates the inertial drag. To prevent this problem,
capillary devices were oriented vertically and scaled up to the so-called “millifluidics” [13].
Note that the term “microfluidics” is still valid for droplet smaller than a millimetre even if
the device dimension is larger than that [14,15]. Shao et al. [15] experimentally investigated
double emulsions in a dual-coaxial capillary with a 2.2 mm diameter tube as the outer
channel. Adjusting the relative position of the ends of the inner and middle capillaries can
switch the operation between two-step and one-step process. Their results demonstrated
that the dynamic effect of the inner phase on the size of shell droplet is insignificant in the
two-step set up, but drastically affecting it in the one-step process. Additionally, the team
found that the mismatch in formation frequencies of core and shell droplets in the two-step
process can be avoided with the one-step device. Schmit et al. [16] utilised a pendant drop
method to produce millimetre-size double emulsions in a capillary tube with a 4 mm outer
diameter. Their experimental results quantitatively demonstrated the effects of the inner
and middle phase flow rates on the number as well as the size of the core in each droplet.

Though it is ultimately essential to obtain experimental data on double emulsions,
numerical simulations are also of great importance for understanding and optimising the
operation parameters for droplet formations. The velocity and pressure fields can be readily
visualised, which are not always accessible with experimental methods. Zhou et al. [17]
simulated double emulsions in a capillary device using a diffuse-interface framework. The
calculation domain was simplified as a 2-dimensional axisymmetric geometry. The interfa-
cial thickness and position were determined by a phase-field variable. By applying a similar
method, Park and Anderson [18] successfully predicted the dripping and jetting regimes as
well as their transition for the capillary device reported by Utada et al. [5]. Vu et al. [19]
numerically investigated double emulsions in a capillary device using the front-tracking
method proposed by Tryggvason et al. [20]. The results showed that the jetting mode
can be promoted by increasing the Reynolds number (Re) and the Webber number (We).
Fu et al. [21] established a model based on the ternary Lattice Boltzmann method to simu-
late the one-step process. Herrada et al. [22] carried out numerical simulations to validate
their linear stability analysis on double emulsions in a capillary device. The team adopted
the volume-of-fluid (VOF) method to simulate multiphases and interfaces. The effects of
viscosity ratio, flow rate ratio, and interfacial tension ratio on the one-step process were
also quantitatively demonstrated using the VOF method [23,24]. Azarmanesh et al. [25]
simulated both one-step and two-step processes using the VOF method and found that the
Capillary number (Ca) of the inner phase can significantly affect the outer droplet size in
the two-step process, while the Ca of the outer phase plays a significant role in one-step
counterpart. More recently, Yang et al. [26] numerically investigated the deformation be-
haviours of one-step double emulsions using VOF method. Examining the streamlines in
the channel, the team discovered that the core moving forward relative to the shell was
caused by the large vortex passing through the core–shell interface.

The dripping regime is well known to produce a monodisperse droplet size distribu-
tion while the jetting regime leads to a polydisperse counterpart. For most applications, a
monodisperse emulsion is preferred. As a result, a simple force balance might be conducted
to elucidate the formation mechanism and to predict the size distribution for various flow
conditions. In general, the forces exerted on a double emulsion are the same as those on a
single emulsion. These forces are kinetic, drag, interfacial tension, buoyancy, and Laplace
pressure forces [27]. Note that the Laplace pressure was commonly neglected in symmetric
and axisymmetric flows but has to be considered in a T-junction configuration due to the
significant difference between the head and tail curvatures [28,29]. In addition, the drag
force may have various forms while the others remain the same. The deviations were
mainly caused by the different wall effect corrections when extending the Stokes drag
of unbounded flows to confined counterparts [30,31]. Adjusting the continuous phase
flow rate can tune the size of the droplets as its changes the drag force. Temperature
can affect the surface tension and the viscosity and thus can be used to tune the droplet
size [32,33]. Furthermore, to connect the model of the single droplet with the core–shell
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droplet, an equivalence of droplets volume ratio and input flow rates ratio was usually
introduced [13,34]. Note that this hypothesis is valid if each droplet contains a single core.

Although efforts have been dedicated to double emulsion formation with microfluidics,
most reported works were mainly based on either experiments or CFD simulation. Only
a few can provide a relatively simple analytical model. Often, results from experiments,
theory, and numerical simulation are inconsistent, preventing effective optimisation of
devices and operation parameters for the generation of double emulsion. To our best
knowledge, no past studies concurrently examined experiments, CFD simulations, and
analytical models under the same condition. We propose in the present study a simple
experimental setup, a vertically oriented tri-axial co-flow capillary device, to generate
core–shell droplets in a one-step process. We investigate the mechanism of the double
emulsion formation both experimentally and numerically. Furthermore, we develop and
validate a simple but effective analytical model for predicting the droplet size distribution
with the wall effect and according to various flow conditions.

2. Experimental Materials and Methods
2.1. Design and Fabrication of the Capillary Device

The tri-axial needles were purchased from Ramé-Hart instrument Co. (Succasunna,
NJ, USA). The device structure and dimensions are detailed in Figure 1A and Table 1, with
an inner needle tip extension ∆z = 0.1 mm. A straight circular channel was connected with
the outlet of the needles. The outlet channel was made of poly-dimethylsiloxane (PDMS)
moulded on a straight wire with the same diameter as that of the needles. The inlets of the
needles are individually connected with three syringes via tubing. Figure 1B,C show the
schematic diagram and the images of the experimental setup.
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Table 1. The dimensions of the tri-axial needles.

Needle/Phase Inner Diameter (µm) Outer Diameter (µm) Thickness (µm)

1 178 356 89
2 508 813 152
3 1190 1650 229

2.2. Materials

Fluorinated oil (HFE, Novec 7500 3 M, Merck, Darmstadt, Germany) was used as the
core dispersed phase, whose density and dynamic viscosity are 1.61 g/mL and 1.31 mPa·s,
respectively [8]. The shell dispersed phase was a polymer consisting of 0.06 g ethyl-
4(dimethylamino) benzoate (Merck, Darmstadt, Germany), 0.05 g camphorquinone (Merck),
and 10 g trimethylolpropane trimethacrylate (TMPTMA, Merck). The corresponding den-
sity and dynamic viscosity are 1.07 g/mL and 42 mPa·s, respectively [35]. The continuous
phase was 80% glycerol dissolved in 20% DI water, with 0.1% Tween 20, and its density
and dynamic viscosity are 1.21 g/mL and 75.42 mPa·s, respectively [36]. The laboratory
temperature was maintained at 23 ◦C.

The interfacial tension σij between each pair of two liquid phases were measured
using the reverse pendant drop method with an optical tensiometer (Theta Flex from
Biolin Scientific, Gothenburg, Sweden). Figure 2A reports the mean contact angles of
each pair of two phases, while Figure 2B,C show the images of the pendant drops. The
interfacial tensions of the inner and outer interfaces were measured for 10 s for each case
with 33 frames per second, and the measured time-averaged mean interfacial coefficients
are 3.45 and 8.48 mN/m, respectively.
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Figure 2. The interfacial tension coefficients measurement: (A) the mean contact angles (error bars
represent the standard deviations and n = 7); (B) middle-phase reversed pendant drop in inner phase;
(C) Middle phase reversed pendant drop in outer phase.

2.3. Experimental Setup and Data Analysis

The three phases were delivered into the capillary device at specific flow rates using
syringe pumps (MNT-SPM-100, Welland, Austrlia). The formation and detachment of
the droplets from the needle tips under various flow conditions were recorded using a
high-speed camera (Photron FASTCAM SA3, San Diego, CA, USA, attached with a 25 mm
F2.8 Ultra Macro 2.5-5.0X lens) at 250 frames per second. The open-source software ImageJ
1.53 m (National Institutes of Health USA, Bethesda, MD, USA) was adopted to analyse the
captured videos.
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3. Numerical Methodology
3.1. Governing Equations

All phases were modelled as incompressible fluids and laminar flows. The continuity
and momentum equations are expressed as:

∂ρ

∂t
+∇·(ρ→v ) = 0 (1)

∂(ρ
→
v )

∂t
+∇·(ρ→v→v ) = −∇p +∇·[µ(∇→v +∇→v T

)] + ρ
→
g +

→
F (2)

where ρ, t, v, p, µ, g, and F denote density, time, velocity, pressure, dynamic viscosity,
gravitational acceleration, and a source term, respectively. The Navier–Stokes equations
above are related to the volume fraction of each phase αi. The density and viscosity in
every single computational cell were calculated as follows:

(ρ, µ) =
3

∑
i=1

αi(ρi, µi) (3)

The volume of fluid (VOF) method was adopted to model the fluid–fluid interfaces as:

∂αi
∂t

+∇·(αi
→
v ) = 0 (4)

The sum of volume fractions of three phases within each computational cell follows
the constraint:

3

∑
i=1

αi = 1 (5)

The continuous surface force (CSF) model developed by Brackbill et al. [37] was used

to model the surface tension via the source term
→
F in the momentum equation as:

→
F = ∑pairs(i,j), i<j σij

αiρiκj∇αj + αjρjκi∇αi
1
2
(
ρi + ρj

) (6)

where κ stands for the interface curvature determined by:

κi = ∇·n̂i (7)

and n̂ is defined as:
n̂i =

∇αi
|∇αi|

(8)

3.2. Computational Domain and Boundary Conditions

As the droplets are formed at the needle outlet, the corresponding circular cross-section
channel downstream was selected to be the computational domain. The centreline was
regarded as the axis due to the axisymmetric geometry. Boundary conditions at the entrance,
exit, and walls were set to be velocity inlet, pressure outlet, and no-slip wall, respectively,
Figure 3. The contact angles between each interface and the needle wall were determined
based on experimental results in Figure 2B,C because the tri-axial needle and the hook
needle used in the interfacial tension measurement are both made of stainless steel. The
hydrodynamic entrance length for each needle inlet was estimated by lent,i = 0.0575ReiDi
assuming a laminar pipe flow [38]. The corresponding order of magnitude in this study
was calculated as lent,1 ∼ O(1 µm), lent,2 ∼ O(0.1 µm), lent,3 ∼ O(10 µm), respectively.
To ensure each flow inlet is fully developed before reaching the expansion region, the inlet
lengths for inner, middle, and outer needles in the simulation were fixed, respectively as
300, 200, and 200 µm, much longer than the hydrodynamic entrance lengths. Note that the
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inner needle inlet length was determined by considering its extension length. Structural
meshes were generated, and a grid independence analysis was conducted with three
cell sizes: 15 µm, 10 µm, and 5 µm with corresponding grid numbers of 23,652 (coarse),
51,785 (medium), and 204,428 (fine), respectively. The results showed that the medium and
fine meshes, under the same input conditions, can model the interfaces with insignificant
differences. Since the fine mesh drastically increases the computational resources, the
medium one was selected for this study.
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a growing double emulsion droplet.

We performed simulations using the commercially available CFD software package
ANSYS 2022. The SIMPLE algorithm was utilised for the pressure-velocity coupling.
A PRESTO scheme was selected to calculate the exact value of the pressure term. We
implemented the Geo-Reconstruct algorithm to acquire the interface interpolation. The
governing equations were discretised by a second-order implicit scheme for the spatial
terms and transient formulation. The time step was determined by the Courant–Fredrichs–
Lewy number lower than 0.25.

4. Analytical Model

Both experiments and CFD simulations can capture the droplet formation in detail, but
building empirical relations based on these methods usually requires relatively intensive
case studies. Since we focus on the dripping regime, a simpler analytical model is more
convenient for elucidating the droplet breakup mechanism and approximately predicting
the droplet size. In the dripping regime, several forces are exerted on the growing droplets
along the axial direction: viscous drag FD and kinetic FK forces pull them downstream
while surface tension Fσ and buoyancy FB forces act as opposite counterparts, Figure 3.

The assumptions for the analytical model are (i) the continuous flow is in the Stokes
regime (Re3 << 1, where Re3 = ρ3rchannel v3

µ3
); (ii) the droplet formation is in the dripping

regime (Ca3 < 1, where Ca3 = µ3v3
σ23

); (iii) the shape of droplets is spherical; (iv) laminar and

138



Micromachines 2022, 13, 1877

incompressible flow are also presumed as per ansatzes in CFD simulations. The forces
involved in the formation process are [13,27,39]:

FK = ρ1Q1v1 + ρ2Q2v2 (9)

Fσ = πdo1σ12 + πdo2σ23 (10)

FB =
4
3

π

(ddrop

2

)3

ρg (11)

where Q and d represent volume flow rate input and diameter, respectively; subscripts o
and drop denote the outer and the whole droplet. As for the Stokes drag force, we employed
the model with the wall effect considered since the diameter of the droplets formed in our
device has a similar magnitude as that of the channel [31,40]:

FD = 3πµ3ddrop

(
v3K1 − vdropK2

)
(12)

where v3 and vdrop are the mean velocities of the continuous phase and the whole droplet:

v3 =
4Q3

πd2
channel

(13)

FD = 3πµ3ddrop

(
v3K1 − vdropK2

)
(14)

with K1 and K2 being the wall effect correction coefficients as:

K1 = 1/
[
1− 2.10443λ + 2.08877λ3 − 0.94813λ5 − 1.372λ6 + 3.87λ8

−4.19λ10 + O
(
λ11)] (15)

K2 = K1

[
1− 2

3
λ− 0.1628λ3 − 0.4059λ7 + 0.5236λ9 + 1.51λ10 + O(λ11)

]
(16)

where λ is the dimensionless droplet diameter as follows:

λ =
ddrop

dchannel
(17)

Note that Equations (15) and (16) have been proven to show good agreements with
the exact solution with λ ≤ 0.8 [31,40]. For larger λ, we may need higher order expansions
or the exact solution of Haberman and Sayre [41], which is too long to be expressed here.

By scaling ddrop ∼ do2, we can obtain the orders of magnitude:

FD ∼ O(10−5 N), FK ∼ O(10−9 N), Fσ ∼ O(10−5 N), FB ∼ O(10−7 N) (18)

Thus, the force balance equation in the current study can be reasonably simplified as:

FD = Fσ (19)

Now the diameter of the whole droplet ddrop can be obtained by numerically solving
the algebraic system above. To estimate the size of the core, we employed [13,34]:

(
dcore

2

)3
=

Q1

Q1 + Q2

(ddrop

2

)3

(20)

5. Results and Discussion

We first examined the formation process with the continuous phase flow rate Q3 of 250,
500, and 1000 µL/min, while the inner and middle phase flow rates Q1 and Q2 were fixed
at 3 µL/min and 30 µL/min, respectively. Figure 4 presents the double emulsion formation
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in the case of Q1 = 3 µL/min, Q2 = 30 µL/min, Q3 = 250 µL/min over a formation period.
The Experimental (top row) and the corresponding simulation results (bottom row) are
obtained at nine time steps, with an excellent agreement in the droplet formation pattern.
However, the total formation time showed a 16% relative deviation. We observed that the
core droplet breaks up before the shell does. A satellite droplet also forms after the break-up
of the shell droplet. Over the entire formation process, double emulsions are formed in a
regular pattern, with each shell droplet containing a core. In addition, as the whole droplet
flows downstream, the core droplet moves downwards quicker than the shell one due to
the higher density. This phenomenon is slightly overpredicted in the simulation; see the
second image in Figure 4. This might also be caused by the fact that the needles are not
precisely tri-axial due to the manufacturing error, evidently by the left skewness in the
experimental results.
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Figure 4. Droplet formation with regular double emulsions at Q1 = 3 µL/min, Q2 = 30 µL/min,
Q3 = 250 µL/min.

Furthermore, the other two cases with a continuous phase flow rate Q3 of 500 and
1000 µL/min, while the inner Q1 and middle Q2 phase flow rates were fixed at 3 µL/min
and 30 µL/min, respectively, Figure 5. Figure 5A shows that with Q3 = 500 µL/min, dou-
ble and single emulsions occur alternately, meaning that only one of every two droplets
contains a core. Although the time period still shows a 14% deviation between the experi-
ment and simulation, the flow patterns and droplet sizes were captured with remarkable
agreement. Worse conditions can be found with Q3 is 1000 µL/min, Figure 5B, where only
one in three droplets contains a core in the experiment, and one in four droplets contains
a core in the simulation. Now the flow patterns show a difference within a period. Since
it is necessary to avoid the mismatch in applications, the deviation on the mismatched
frequencies is not discussed in detail. These unmatched phenomena can be explained
by the mismatch of pinch-off locations. The pinch-off location of the middle phase is
stretched downwards due to the increased capillary number of the continuous phase, while
the pinch-off location of the inner phase remains near the needle tip. Additionally, we
also observed the negligible difference between the size of the double emulsion and the
single droplet in both experiments and simulations, meaning that the inner phase flow rate
only has a slight effect on the whole droplet size. This observation agrees with previous
studies [24,26].
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Figure 5. Droplet formation with mismatch at Q1 = 3 µL/min, Q2 = 30 µL/min and: (A) Q3 = 500 µL/min;
(B) Q3 = 1000 µL/min.

The mismatch phenomenon can be further illustrated along with the velocity stream-
lines in the case with Q1 = 3 µL/min, Q2 = 30 µL/min, Q3 = 500 µL/min in Figure 6. The
blue lines represent the interface between the inner and middle phases, while the red ones
stand for the interface between the middle and outer phases. Due to the abrupt expansion
of the channel, the velocity profile drastically changes in the vicinity of the needle tips and
then develops downstream. Two pairs of vortices, which in fact are two vortex rings due to
the axisymmetric geometry, can be observed near the needle tips as a result of the sudden
change in the velocity profile, Figure 6A,B. The lower vortex ring formed inside the shell
droplet pushes the growing core droplet head backward. The upper vortex ring also acts as
an obstacle due to the reverse flow direction along the centreline. As both core and shell
droplets grow, Figure 6A–C, the size of the lower vortex ring gradually decreases to null by
the shear force of the continuous phase. In contrast, the upper vortex ring increases since
the core droplet does not grow beyond the pinch-off location of the shell droplet. After
the breakup of the shell droplet, the upper vortex ring crosses the interface between the
inner and middle phases, Figure 6D, and is then squeezed by the middle-outer interface
and the inner-middle interface. This process forms a new vortex ring from the inner needle
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tip, Figure 6E. After the mismatch, the growing core droplet accumulated inside the next
shell one due to the fixed flow rate input, Figure 6F. Again, as both droplets grow, the size
of the lower vortex ring decreases, but the size of the upper one decreases as well in this
period, Figure 6F–H. This is because the accumulated growing core droplet is larger, and
the vortex ring inside does not attach to the inner needle tip even before the core breaks up.
Consequently, the vortex ring is stretched longer and narrower. Thus, more inertia assists
the core droplet heading downstream through the space between the vortex ring and the
inner-middle interface, Figure 6H. Finally, the core droplet grows beyond the pinch-off
location of the shell droplet and breaks up along with the outer emulsion, Figure 6I,J. The
whole process then repeats periodically. A similar explanation can be used for the mismatch
in the case with Q1 = 3 µL/min, Q2 = 30 µL/min, Q3 = 1000 µL/min. The difference is that
the shell droplet pinches off two or three times before the core droplet accumulates to grow
beyond the pinch-off position.
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To solve the mismatch issue, the core droplet needs to grow beyond the pinch-off

location of the shell droplet within each pinch-off period, or
lp2−∆ztip1

vg1
≤ tp2. Hence, we

define a match ratio of:

ξ =
lp2 − ∆ztip1

vg1tp2
(21)

where ∆ztip1 is the inner needle tip elevation difference; vg1 is the core droplet growth
velocity estimated as:

vg1 ≈
Q1

π
(

do1
2

)2 (22)

and the pinch-off time of the shell tp2 calculated based on the theoretical model as:

tp2 =

4
3 π
( ddrop

2

)3

Q1 + Q2
(23)
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However, to our best knowledge, the pinch-off length of the shell droplet, lp2, cannot
be approximated through a simple model. Thus, we measured it and the pinch-off time
experimentally based on the averaged value of the upper and lower pinch-off lengths,
Figure 7A. Error bars were calculated from standard deviations of the mean (n = 3). We
examined Q3 ranging from 200 to 1200 µL/min with a 100-µL/min interval with the
inner phase flow rate Q1 of 3, 6, 12 µL/min, and the middle phase flow rate Q2 of 30, 15,
7.5 µL/min, respectively. Note that the corresponding continuous phase Reynolds number,
Re3, and Capillary number, Ca3, range from 0.02 to 0.14 and from 0.01 to 0.09, respectively.
Figure 7B,C show the measured averaged pinch-off length and time against the continuous
phase flow rate at different flow rates of the inner and middle phase, respectively. The
standard deviations of the mean were calculated from three samples for each case [42].
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Figure 7. Pinch-off parameters: (A) pinch-off length measurement; (B) pinch-off length versus the
continuous phase flow rate; (C) pinch-off time versus the continuous phase flow rate; (D) match ratio
versus the continuous phase Reynolds number.

With increasing Q3, the pinch-off length and time of the shell droplet generally increase
and decrease, respectively. We also noticed that, when a mismatch occurs, the standard
deviation of the pinch-off length drastically increases, while the counterpart of the pinch-off
time shows a relatively stable pattern. Additionally, when the sum of Q1 and Q2 increases,
the pinch-off time for each case decreases and gradually approaches closely as Q3 increases.
In contrast, as the sum of Q1 and Q2 increases, the pinch-off length shows a reduction
pattern before mismatches occur but a relatively chaotic counterpart due to the mismatches,
leading to abrupt increases for different cases. The mismatch issue does not show up in
the case of Q1 = 12 µL/min and Q2 = 30 µL/min within the Q3 range in this study, and
thus the corresponding line has a negligible change. Equations (21)–(23) indicate that the
mismatch issue can be theoretically avoided once the match ratio, ξ, is lower than unity.
Increasing Q1 or decreasing Q2 can reduce ξ. Increasing ∆ztip1 can also decrease ξ, but
this option was not examined due to the limitation of the tri-axial needles used in this
study. Figure 7D shows the operation map with the match ratio versus the continuous
phase Reynolds number for various Reynolds numbers of inner and middle phases. The
operation map shows the occurrence of mismatches in experiments. We found a very close
threshold at ξ = 1, beyond which the mismatch occurs. Additionally, the match ratio

143



Micromachines 2022, 13, 1877

generally decreases with an increase in the inner-middle phase flow rate ratio. However,
even at the same inner-middle phase flow rate ratio Q1/Q2 = 0.4, the one with a higher
total flow rate shows a better performance than the other. Hence, it would be better to
increase the inner phase flow rate rather than decrease the middle one.

After resolving the mismatch issue by increasing the inner phase flow rate, we com-
pared the size distribution among experiments, simulations, and theory. The diameters
of the droplets in the experiment and simulation were determined through ImageJ by
measuring the vertical and horizontal lengths of at least three whole droplets for each case
and then averaged as di =

ai+bi
2 , as shown in Figure 8A. Error bars were again calculated

from standard deviations of the mean. Figure 8B shows the effect of the continuous phase
Reynolds number on the matched droplet size normalized by the channel diameter. As
observed, the analytical result on the whole droplet shows a slight deviation from the
experimental one when Re3 ranges from 0.02 to 0.06 and asymptotically approaches good
agreement with Re3 increasing from 0.06 to 0.14. The analytical result of the core droplet
diameter shows a better prediction against the experimental data within the range of Re3
in our current study. This can be explained by the approximated wall effect correction
model since increasing Re3 decreases the dimensionless droplet diameter λ, leading to less
influence of the wall effect; see Equations (15) and (16). Furthermore, the reduction in
the whole droplet diameter also reduces the deformation effect, which results in a better
agreement with the assumption of a spherical droplet. In contrast, the CFD simulation
results generally overlap with experimental data, indicating that the current numerical
model is valid to capture the double emulsions in the dripping regime through the tri-axial
capillary device.
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Figure 8. Matched droplets: (A) core and shell droplet diameter measurement; (B) size distribution
comparisons among experiments, simulations, and theory.

6. Conclusions

We experimentally, numerically, and theoretically investigated the formation process
of double emulsion in a vertically arranged tri-axial co-flow capillary device. The volume of
fluid (VOF) method and continuous surface force (CSF) model were used for the numerical
simulation to catch the details of fluid flow. An analytical model based on a simple
force balance was built to estimate the droplet size distribution in accordance with the
continuous phase Reynolds number. We found that mismatches of core and shell droplets
under certain flow conditions can be captured both experimentally and numerically. To
quantify the mismatch, we proposed a semi-theoretical model by matching the pinch-
off length of the shell droplets with the product of the growth rate of the core and the
pinch-off time of the shell. The mismatch issue is expected to be avoided if the match
ratio is lower than unity, which was validated with experimental data. Regarding the
reduction in the match ratio, we found that increasing the inner phase flow rate shows
better performance than reducing the middle one. Considering the wall effect, the analytical
model for predicting the size of matched double emulsions showed slight deviations from
experiments if the continuous phase Reynolds number is lower than 0.06. However, the
behaviour asymptotically approaches good agreement in the Reynolds number range of
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0.06 to 0.14. The numerical simulation generally agreed with the experimental data under
the investigated flow conditions.
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Abstract: Droplet microfluidics utilize a monodisperse water-in-oil emulsion, with an expanding
toolbox offering a wide variety of operations on a range of droplet sizes at high throughput. However,
translation of these capabilities into applications for non-expert laboratories to fully harness the
inherent potential of microscale manipulations is woefully trailing behind. One major obstacle is that
droplet microfluidic setups often rely on custom fabricated devices, costly liquid actuators, and are not
easily set up and operated by non-specialists. This impedes wider adoption of droplet technologies
in, e.g., the life sciences. Here, we demonstrate an easy-to-use minimal droplet production setup
with a small footprint, built exclusively from inexpensive commercially sourced parts, powered and
controlled by a laptop. We characterize the components of the system and demonstrate production
of droplets ranging in volume from 3 to 21 nL in a single microfluidic device. Furthermore, we
describe the dynamic tuning of droplet composition. Finally, we demonstrate the production of
droplet-templated cell spheroids from primary cells, where the mobility and simplicity of the setup
enables its use within a biosafety cabinet. Taken together, we believe this minimal droplet setup is
ideal to drive broad adoption of droplet microfluidics technology.

Keywords: droplet microfluidics; plug & play; portable microfluidics; spheroids; microtissues

1. Introduction

Compartmentalization of cells or biomolecular samples into monodisperse reaction
vessels via droplet microfluidics offers unique benefits to chemical and biological analysis
and screening. Key among these benefits are improved throughput, enhanced sensitivity of
detection due to the reduced dilution in these small reaction volumes, and the minimization
of reagent and sample consumption [1].

Droplet microfluidics, a versatile and high-throughput platform technology, employs
pico- to nanoliter-sized aqueous droplets in an immiscible fluorinated oil phase [2]. Fluori-
nated oils, such as Novec HFE-7500, have several advantageous properties, such as high
gas solubility [3] and the availability of biocompatible surfactants [4], making them the
preferred choice for biological assays. These biocompatible surfactants usually consist of
a fluorophobic-hydrophilic polyethyleneoxide head group and fluorophilic-hydrophobic
tails. These amphiphilic characteristics lead to them populating the interface and stabilizing
the metastable droplet by lowering the surface tension, preventing coalescence [5]. The
droplets are stable over extended incubation periods [6] and at higher temperatures [7,8].

A plethora of applications and assays have been developed using droplet microfluidics.
Single cell assays [9,10], droplet PCR [11,12] and viral detection [13], among many others,
demonstrate the versatility of the platform and the potential for customizable workflows.
Entire microfluidic pipelines are created by combining several unit operations, e.g., combin-
ing droplet production, splitting, or sorting, in sequence. Aided by the control offered by
microfluidics, a specifically optimized microfluidic device has been developed for virtually
every individual unit operation. Moreover, there have been advances in chip design and
flow rate management to enable an even wider range of applications [14,15].
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Recently, microfluidic droplets have been explored as vehicles for tissue engineering,
e.g., in spheroid assembly [16] or gel encapsulation applications [17,18], and are even gain-
ing traction in research studying stem cell differentiation [19,20]. The droplets used in these
applications are usually larger than droplets used for single cell studies to allow for encap-
sulation of sufficient cell numbers [6] or ensure adequate nutrient supply to maintain cell
viability for multi-day droplet culture [21]. Addressing the need for scaling, we previously
published an automated workflow for high-throughput spheroid production in microflu-
idic droplets using a liquid handling robot [6], and presented a production optimization
pipeline employing a deep neural network to characterize spheroid morphology [22].

There are numerous active and passive methods for producing aqueous droplets in a
continuous phase of which flow-focusing droplet generation is most widely used [23,24].
In negative-pressure droplet generation, a pressure source set below ambient pressure
is applied at the device outlet to actuate droplet generation. While positive-pressure
or positive flow-driven droplet generation using flow-focusing techniques have been
extensively studied, including analysis of the impacts of geometry and flow regimes on
droplet size [25–29], negative-pressure operation has received less attention. Conceivably,
the general tenets still apply, but conditions such as hydraulic resistances become more
impactful [30]. Crucially, while the flow rates of the dispersed and continuous phase are
directly controllable in positive-pressure or flow-driven droplet generation, they are not
independent input parameters for negative-pressure droplet generation.

However, negative-pressure droplet generation has some key advantages over the
more conventional positive-pressure-driven methods. Actuated from the collection outlet,
these methods allow for continuous access to the oil and sample inlets and for interfacing
with liquid handling robots, enabling automation. Compared to syringe pump-driven
droplet generation, these advantages are even more pronounced, and with the added
advantage of drastically reduced setup and turnaround time. Hundreds of thousands
of droplets, each a compartmentalized reaction vessel, can be produced in a matter of
minutes while the samples can be agitated in the inlet reservoir, thus preventing particle
aggregation, striation, and sedimentation. This is particularly advantageous for sensitive
biological samples, such as mammalian cells.

Mammalian cell culture is dependent on sterile conditions and is often sensitive, as
some cells, especially primary or stem cells, react negatively to prolonged exposure to
lower-than-physiological temperatures [31–33]. In addition, some antibiotics are light-
sensitive, which adds to the need for fast experimental processing for steps outside of the
incubator [31]. It follows that any cell processing step should be rapid, and the instrument
should be deployable in a constrained space, such as a biosafety cabinet, allowing for a
fast turnaround time. Naturally, this not only applies for normal cell culture steps, such as
freezing, thawing, and upkeep, but for microfluidic operations as well—possibly even more
so, as the cells have to resist additional stresses, such as shear forces. Several commercial
providers offer relatively compact pressure controller devices that are used extensively
within the microfluidic community. However, they still require additional infrastructure,
such as an external power supply and pressure source. This might not pose a challenge
to research groups focusing on microfluidics, but it adds a layer of complexity and thus a
hurdle to overcome for less expert laboratories wanting to adopt microfluidic techniques.

Thus, while a host of operations is available to a specialized lab with appropriate
equipment and sufficient expertise—including, but not limited to, generation, incubation,
injection, splitting and sorting—the lack of standardization and use of bulky, customized
experimental setups limit the dissemination of these powerful techniques to a wider range
of laboratories. This creates a disconnect between what is technically possible today and
what is easily available and readily used—both limiting advances in research areas that
could benefit from microfluidics tools and hampering awareness of biological users’ needs
in the droplet microfluidics community.

In order to enable non-specialized labs to make use of droplet microfluidics, we
compiled and thoroughly characterized a minimal droplet generation setup using only
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low-cost, commercially available equipment, with a low barrier to entry in mind. Actuation
of liquids by exerting variable (negative) pressures at the outlet and inlets of the system
enables wide-ranging tuning of droplet sizes and dynamic changes in droplet composition,
using a single circuit geometry. The presented setup can produce a range of droplet rates,
sizes, and compositions on demand, providing versatility while maintaining a minimal
footprint. We further demonstrated the utility of the setup by encapsulating primary
hepatocytes in droplets to generate cell spheroids for screening purposes. As shown, this
setup addresses the needs of the wider biomedical research community and encourages
the adoption of microfluidic workflows and furthers the democratization of healthcare by,
e.g., decreasing costs for screening campaigns.

2. Materials and Methods
2.1. Droplet Generation Setups

Three different experimental setups were tested and configured as shown in Figure 1.
Briefly, a single pump allows for limited size tuning by adjusting the applied pressure at
the collection pump; an additional second pump attached to the continuous phase reservoir
increases the accessible droplet size (Figure 1A).
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a high-precision scale (Ohaus) and their volume was calculated considering the densities 
of both phases (aqueous phase: 1000 kg/m3, continuous phase: 1614 kg/m3). 

2.6. Numerical Simulation of Negative Pressure Droplet Generation 
To numerically study droplet generation using flow-focusing and negative pressure 
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mented in COMSOL Multiphysics (COMSOL AB), using the respective densities and dy-
namic viscosities for water and Novec HFE-7500. Virtual channel boundaries were made 
using acrylic plastic, and the contact angle was set to superhydrophobic 0 rad to exclude 
any wetting behavior. The simulation encompassed the first 1.25 s after application of a 

Figure 1. Schematic depictions of the minimal droplet generator setup. (A) Illustration of single- and
dual-pump configuration. The depiction shows how the components are assembled for operating
with one or two pumps; when a second pump is added to the continuous phase reservoir, larger
droplets can be generated. (B) Schematic depiction of three-pump configuration. The illustration
shows how the components are assembled for operating with three pumps. The numbers refer to the
part list (see Supplementary Information). Tubing length is customizable, however, we used lengths
of 7) 3 cm and 8) 5 cm, with enough overlap to ensure seal. The collection syringe can be any syringe
with a Luer lock.

The microfluidic device, the Fluidic 163 (microfluidic ChipShop), features a channel
depth of 175 µm, and 140 µm-wide channels for the aqueous and oil phases, respec-
tively. The channel widens to 420 µm 200 µm downstream of the junction (see also
Supplemental Figure S1). Attaching two pumps at the dispersed phase reservoirs allows
for on-demand tuning of the droplet composition. All necessary microfluidic components

149



Micromachines 2022, 13, 1823

are shown, and a detailed list of parts can be found in the Supplementary Material (see
Supplemental Figure S2 and Supplemental Table S1). The reservoir container lids connected
to pumps were sealed using circular Parafilm cut-outs, prohibiting air leakage. The entire
setup is portable (see Supplemental Figure S3) with a compact footprint.

2.2. Pump Characterization

The mp-gas+ membrane pump was connected to a Pressure Unit S (Fluigent) via
microfluidic PEEK tubing (Zeus) and the pressure was recorded using OxyGEN software
(Fluigent). The frequency response was assessed in 10 Hz increments between 50 and
800 Hz; the amplitude response was assessed in 2 AU increments between 18 and 250 AU.

2.3. Droplet Rate Measurements

Fluorinated oil (Novec HFE-7500, 3M) was supplemented with 2% w/v 008 surfactant
(Ran Biotechnologies) for the continuous phase. Fluorescein (Sigma) at a concentration of
20 µM in phosphate buffered saline (PBS, Medicago) was used as the aqueous phase.

The microfluidic chip was connected to tubing as shown in Figure 1A. For the single-
pump setup, the mp-gas+ (Bartels Mikrotechnik GmbH) pump at the collection outlet was
set to 4.61–13.78 kPa of negative pressure. For the dual-pump setup, the collection pump
was set to 13.78 kPa of negative pressure and the mp-gas+ pump attached to the oil inlets
was set to 0.3–1.4 kPa of negative pressure.

We focused a 514 nm laser just after the widening of the channel downstream of the
nozzle, collected the fluorescence emission using a photomultiplier tube (Hamamatsu), and
recorded the fluorescent signal using a custom LabView program (National Instruments).

2.4. Droplet Size Measurements

The microfluidic setup was employed in the same way as described in Section 2.3. To
transfer the generated emulsion afterwards, a syringe attached at the Luer T connector is
manually aspirated, emptying the collection tank. The emulsion was then imaged using a
Ti-E Eclipse (Nikon) and droplet sizes were manually measured using ImageJ [34].

2.5. Flow Rate Measurements

The microfluidic setup was employed in the same way as described in Section 2.3. The
pumps were started and the emulsion collected. After 2 min, the pumps were stopped
and disconnected to remove any pressure differential. The collected emulsion was broken
using an antistatic gun, Zerostat 3 (Milty), according to published protocols [35], and the
phases were separated into different tubes. The mass of the samples was measured using a
high-precision scale (Ohaus) and their volume was calculated considering the densities of
both phases (aqueous phase: 1000 kg/m3, continuous phase: 1614 kg/m3).

2.6. Numerical Simulation of Negative Pressure Droplet Generation

To numerically study droplet generation using flow-focusing and negative pressure
applied solely at the collection outlet, a 2D approximation of the nozzle region was im-
plemented in COMSOL Multiphysics (COMSOL AB), using the respective densities and
dynamic viscosities for water and Novec HFE-7500. Virtual channel boundaries were made
using acrylic plastic, and the contact angle was set to superhydrophobic 0 rad to exclude
any wetting behavior. The simulation encompassed the first 1.25 s after application of a
pressure differential in 5 ms increments. The simulation was carried out on a 2020 M1
16 GB RAM Macbook Pro (Apple).

2.7. Droplet Content Manipulation

We used the same continuous phase as described in Section 2.3. Fluorescein (Sigma)
at a concentration of 20 µM in PBS (Medicago) was used as aqueous phase 1 and 15 µm
Fluoro-Max Red Dry Fluorescent Particles (ThermoFisher Scientific) dispersed in Milli-Q
water were used as aqueous phase 2.
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The microfluidic chip was connected to tubing as shown in Figure 1B. The mp-liq
pumps (Bartels Mikrotechnik GmbH) connected to the aqueous phase reservoirs were
dynamically controlled, we regulated the amplitude parameters of one pump from 24 AU
up to 118 AU, while regulating the other from 118 AU down to 24 AU in a corresponding,
opposed fashion. A mp-gas+ pump (Bartels Mikrotechnik GmbH) was connected at the
collection outlet and set to −13.8 kPa. The emulsion was imaged using a Ti-E Eclipse
(Nikon) and ImageJ [34]. Median droplet fluorescence and particle number were manually
measured using ImageJ.

2.8. Cell Spheroid Production

A vial of frozen primary hepatocytes (Lonza) was thawed according to the man-
ufacturer’s instructions and resuspended in Williams E media with added penicillin-
streptomycin (100 U/mL), L-Glutamine (200 mM), insulin (10 µg/mL), 0.1 µM dexam-
ethasone, 5.5 µg/mL transferrin, and 10.95 ng/mL sodium selenite, at a concentration
of 7 × 106 cells/mL. An amount of 400 µL of cell-containing media was encapsulated in
Novec HFE-7500 (3M), supplemented with 2% w/v 008 surfactant (RAN Biotechnologies)
using a variation of the single-pump configuration (see Supplemental Figure S4) operated
at a frequency of 560 Hz and an amplitude of 250 AU, including a 3 mm magnetic stir bar in
the cell loading chamber, and we positioned the aqueous reservoir on a rotating magnetic
actuator inside a laminar air flow cabinet. Following droplet generation, the emulsion was
transferred to a 5 mL syringe and incubated upright in a cell culture incubator with 5%
CO2 and 100% humidity, with a Minisart 5 µm filter (Sartorius) attached to the syringe
to allow for gas exchange. Droplet samples were retrieved from the incubation syringe
immediately following droplet transfer and after 48 h of incubation. Following 48 h of
incubation, spheroids were recovered from the emulsion by filtering on a PTFE membrane
(Sartorius) according to a previously published protocol [6]. Spheroids were counted,
resuspended in fresh media, and deposited as 20 spheroids per well into a 384 well plate.

2.9. Viability Measurements

A CellTiterGlo (Promega) assay was performed to assess viability. A total of 30 µL of
CellTiterGlo was added to 40 µL of standards or spheroids in media and incubated for 1 h
at 37 ◦C and read on an EnSight Multimodal plate reader (Perkin Elmer).

2.10. Albumin Secretion

Albumin levels were measured to quantify albumin secretion. A total of 40 µL of super-
natant was frozen at −20 ◦C until analysis using an Albumin (human) LANCE Ultra TR-FRET
Detection Kit on an EnSight plate reader (PerkinElmer) using the manufacturer’s protocol.

3. Results
3.1. Pump Characterization

To characterize micropumps that provide actuation in our negative pressure setup, we
measured the pressure differential response to the applied membrane frequency and am-
plitude across the available ranges of frequencies (50–800 Hz) and amplitudes (0–250 AU).
When actuated with an amplitude of 150 AU and 250 AU, the micropumps could deliver
pressure differentials in the range from −2.8 kPa to −13.7 kPa, with the highest available
pressure differential observable occurring with the maximal amplitude of 250 AU and in
the frequency range 525–575 Hz (Figure 2A). Notably, the lowest accessible frequencies
demonstrated a higher degree of variation in their pressure output. For that reason, and
due to considerations with regards to the maximally attainable differential pressure, we
chose to examine the frequencies of 560 Hz and 800 Hz more closely.
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The pressure differential readings from the micropumps demonstrate a stepwise
response with a step width of 8 AU for amplitude modulation. Measurable negative
pressures were recorded at amplitudes of 17 AU and above for all tested pumps. At
800 Hz, the pressure differential increases at the top end of the amplitude setting were
more incremental than at 560 Hz (Figure 2B). We speculate that this might be caused by
the high wave frequency, which might limit the travel of the membrane generating the
pressure, thereby decreasing the effective amplitude. Based on these findings, we chose to
use 560 Hz as the set frequency for the remainder of the experiments and use the amplitude
parameter to control pump output. With a set micropump actuation frequency, pressure
outputs can be modulated with a pressure step size of 0.5 kPa.

3.2. Characterization of Droplet Generation
3.2.1. Single-Pump Operation

In order to gain conceptual insight into the droplet generation behavior of negative
pressure actuation applied at the collection outlet with open inlet reservoirs (cf. Figure 1A),
we performed numerical simulation using COMSOL Multiphysics. In order to enable
simulation within a reasonable amount of time and computational resource use, we limited
the simulation to a two-dimensional approximation of the nozzle region. We simulated
real-world behavior by setting a surface tension coefficient of 2 mN/m and densities of
1000 kg/m3 and 1614 kg/m3, as well as dynamic viscosities of 1 mPa·s and 1.243 mPa·s
for the water and fluorinated oil phases, respectively. To avoid wetting phenomena, the
contact angle was set to 0 rad.

The results show a trend of decreasing droplet size and increasing droplet frequency
with increasing pressure differential applied at the outlet. In other words, the volume of the
droplets decreased as the rate increased. Notably, the rate increased faster than the droplet
volume decreased, leading to an increased flow rate for the aqueous phase. The oil flow
rate was less affected by the higher-pressure differential, resulting in an overall increase in
the water-to-oil ratio (see Figure 3).

Using the single-pump configuration, we set out to validate the observations gained
from the numerical simulation with the microfluidic setup and noted the same trend:
when generating an emulsion using only a single pump attached at the collection outlet,
the rate of droplet generation correlated with increasing pressure differential, whereas
droplet volume was inversely correlated. Notably, this behavior is consistent with positive
pressure generation in the dripping regime, where an increase in flow rates leads to smaller
droplets [36]. The oil flow increased as well, but not to the same extent as the aqueous
phase flow, leading to an increase in the aqueous-to-oil volume ratio from 0.1 at −4.6 kPa
to 0.6 at −13.8 kPa. In this configuration, we were able to generate droplets of 3.1 nL to
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5.3 nL at rates of 560 Hz to 114 Hz, respectively (Figure 4A,B). Operating the setup from a
dead stop for 2 min, we weighed the phases separately (Figure 4C).
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Figure 3. Simulation of microfluidic droplet generation behavior with different applied negative
pressures at the outlet. (A) shows flows through the respective inlets. The respective flows are
oscillating through the droplet break-off, indicating an increase in droplet rate the higher the applied
pressure differential. Images (1) and (3) and (5) depict a snapshot of the nozzle at minimal oil flow,
(2) and (4) and (6) show the nozzle at maximal oil flow. (B) shows the respective droplets immediately
prior to break-off. (C) shows the dispersed aqueous phase flow normalized to the continuous oil
phase flow for the three simulated pressure differentials, indicating an increase in the aqueous-to-oil
ratio for increasing negative pressures.
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Figure 4. Single−Pump Droplet Generation. (A) shows representative images of the resulting
emulsions at varying applied pressures at the collection outlet; the white scale bar denotes 100 µm.
(B) shows droplet rate and volume, the flow rates for both phases, and the water−to−oil ratio for
the tested pressures. Notably, the droplet rate increases faster than the droplet volume decreases.
(C) depicts the flow rate measurements examined by weighing the output after 2 min of operation.
Evidently, an increase in the applied negative pressure at the outlet predominantly increases the
aqueous phase flow, resulting in an increase in the water−to−oil ratio.
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We observed less aqueous phase than expected from droplet rate and droplet volume
measurements (for −4.6 kPa, 36 µL expected versus 15 µL measured; for −13.8 kPa, 103 µL
expected versus 93 µL measured), which we attributed to the initial equilibration of flows.
Due to the higher density of the fluorinated oil, the aqueous phase is pushed back into the
reservoir when the system is not pressurized. Only after a negative pressure differential is
applied at the outlet, the aqueous phase (re-)enters the chip and moves downstream. This
takes longer for lower pressure differentials, accounting for the larger discrepancy of 59%
when compared to the 9% discrepancy of the −13.8 kPa sample.

From the channel dimensions of the microfluidic chip, we were able to approximate
the relative resistances of the channels when operated as a droplet generation device.
Assuming the channel height to be 175 µm, as stated by the manufacturer, we calculated a
combined resistance of ~32 kPa m−3 s−1 for the oil channels and ~30 kPa m−3 s−1 for the
aqueous channels until the junction where both converge.

We assume both phases to be Newtonian, since no large quantities of polymers
were dissolved in the aqueous phase. With regards to the fluorinated oil, HFE-7500 has
minute non-Newtonian properties, but these should be negligible in our context due
to the high shear forces necessary for this behavior to make a significant impact [37].
Consequently, a constant ratio between the two flows should follow if these were the
only governing principles. However, we observed diverging behavior, much like in the
numerical simulation. Confirming previous findings [22], we measured a greater increase
in the flow of the aqueous phase compared to the continuous oil phase with increasing ∆p
at the outlet. This means that while at an applied pressure difference of −4.6 kPa the ratio
of water to oil is 0.11, this increases to 0.61 at −13.8 kPa, reproducing the trend observed in
the 2D-simulation. We assume this to be a result of Laplace pressure at the nozzle interface:
the effective pressure difference between the aqueous inlet and the water-oil interface ∆pa eff
is decreased by the Laplace pressure necessary to balance the surface tension. This means
that the derivative of ∆pa eff decreases faster than the derivative of the derivative of the
pressure difference from the inlet to the interface at the nozzle ∆po, or ∆pnz, with decreasing
applied pressure at the outlet. As the flow rates Q scale with these derivatives, a change in
the flow rate ratio is observed (Figure 5).

The Laplace pressure plp is defined as

plp =
2γ

r
(1)

where γ denotes surface tension and r the radius of the interface.
The flow rates Qa and Qo for the aqueous and oil phases are dependent on both the

pressure differential and the respective resistances:

Qa =

(
∆pnz − ∆plp

)

Ra
(2)

Qo =

(
∆pnz − ∆pPump

)

Ro
(3)

where ∆pnz is the pressure difference between the inlet and the aqueous-oil interface at the
nozzle, ∆plp is the pressure difference over the interface, Ra is the resistance of the aqueous
channel from the inlet until the interface, pPump is the pressure exerted by the pump, and Ro
is the resistance of one oil channel from the inlets up until the interface.

Utilizing Equations (2) and (3), we arrive at Equation (4), describing the ratio of flows:

Qa

Qo
=

(
∆pnz − ∆plp

)

Ra
· Ro

∆pnz
=

Ro

Ra
·
(

1 −
∆plp

∆pnz

)
(4)
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Considering that the hydrodynamic resistances of the microfluidic channels do not
change, and that both inlets are open and thus subject to atmospheric pressure, and
approximating the Laplace pressure to be constant, we can thus conclude that the flow
ratio of the aqueous to continuous phase increases with increasing ∆pnz, which is a direct
result of an increase in ∆pe due to a decrease in pPump.
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access larger droplets for, e.g., spheroid production, a different strategy must be pursued. 

3.2.2. Dual-Pump Setup for Size Tuning 

Figure 5. Pressures in the microfluidic system. (A) shows a schematic depiction of the microfluidic
circuit with the respective pressure differentials and with the two oil channels collapsed into one. Red
depicts the aqueous phase, blue the continuous phase. (B) represents the idealized pressure along the
circuit geometry. Note that ∆plp is not constant in reality, however, the change is minuscule enough
to be disregarded for our purposes.

Droplet generation using this single-pump setup ceased with pressure differentials
lower than approximately −3 kPa, presumably because of the same Laplace pressure.
Therefore, to limit excessive oil consumption, increase aqueous phase throughput, and
access larger droplets for, e.g., spheroid production, a different strategy must be pursued.

3.2.2. Dual-Pump Setup for Size Tuning

With a counteracting pump connected to the oil reservoir supplying the oil inlets
(cf. Figure 1A), which thereby lowers the effective pressure differential, the oil flow can be
modulated. This, in turn, affects the resulting droplet size. Running the collection pump at
an amplitude of 250 AU to generate −13.8 kPa, we varied the pressure exerted from the
pump connected to the oil reservoir from −0.3 to a maximum of −1.4 kPa, beyond which
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flow through the oil channels ceased and only aqueous phase was collected. This way, we
were able to increase the droplet volume up to 21 nL, or to a diameter of 340 µm. Notably,
the flow rate for the aqueous phase remained near constant at 90 µL min−1, while the oil
flow rate steadily decreased from 143 µL min−1 to 43 µL min−1. In this configuration it
appears that the rate of increase in droplet volume is linearly correlated to the decrease in
droplet rate, resulting in the observed behavior of near-constant aqueous flow (Figure 6).
This is in accordance with previous findings that droplet size in devices with a flow-focusing
orifice is governed by geometry and the flow of the continuous phase [29,38].
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Figure 6. Dual-pump configuration droplet generation. (A) shows representative images of the
emulsion resulting from −13.8 kPa applied at the outlet, with varying pressures applied to the oil
reservoir. Black scale bar denotes 100 µm. (B) shows droplet rate and volume and the flow rates for
both phases with different pressures applied at the oil reservoir. An increase in the applied negative
pressure at the oil reservoir decreases the droplet rate while increasing the droplet volume. The
aqueous flow rate is largely unaffected by this, whereas the oil flow rate decreases.

3.2.3. Three-Pump Setup for Droplet Composition Manipulation

To further study the versatility of the setup, we implemented a configuration with
one collection pump and a counteracting pump at each aqueous inlet (cf. Figure 1B). We
used a suspension of 1.5 × 106 particles as a model for a concentrated mammalian cell
culture sample and fluorescein dissolved in PBS as the second aqueous component to
be encapsulated. Above amplitude 118 we observed flow from the junction towards the
pump-actuated aqueous inlet; thus, we set this as the upper boundary and sequentially
adjusted the pump settings from amplitudes 118/0 to 0/118 (see Figure 7A). As a result, we
were able to rapidly produce an emulsion with a variety of droplet compositions without
changing the sample (see Figure 7B,C).
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Figure 7. Composition tuning using two pumps at the aqueous inlets. (A) illustrates the various
settings for dynamic mixing of the two different aqueous samples. (B) is a plot of individual droplets’
median green fluorescence over their respective particle content. (C) shows four representative
images of the emulsion used to obtain the results, combining both fluorescent channels in a composite
image. White scale bar represents 100 µm.

3.2.4. Single-Pump Setup for Microtissue Production in Biosafety Cabinet

Finally, we intended to verify the practicality of the minimal droplet generator setup
for use with a biological sample in the sterile conditions necessary for mammalian cell
culture work. Crucially, the minimal droplet generator can be operated by non-experts
with very little training, has a minimal footprint, and can be quickly set up. Operat-
ing the pump at a frequency of 560 Hz and amplitude of 250 AU (for configuration see
Supplemental Figure S4), we encapsulated primary human hepatocytes and successfully
demonstrated spheroid assembly after 48 h of droplet incubation (Figure 8A–C). High
viability is maintained throughout the incubation period, and subsequent transfer and
120 h incubation in a GrowDex format suggests proliferation (increased ATP) (Figure 8D).
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Figure 8. The microfluidic droplet format supports functional cell spheroid formation from primary
cells. (A–C) show representative brightfield images of primary cell spheroid formation using mi-
crofluidic droplets generated with the minimal droplet generation setup. White scale bars indicate
100 µm. (A) shows the emulsion directly after encapsulation of primary hepatocytes. (B) is an image
of the emulsion after 24 h of incubation in a syringe, at 37 ◦C, 5% CO2, and 100% humidity. (C) shows
the spheroids after breaking of the emulsion after 24 h of incubation, demonstrating cohesiveness
of the cell assemblies. (D) Plot showing ATP concentration as a proxy for viability. Viability of the
cells is maintained between thawing and 48-h droplet incubation and breaking of the emulsion. After
another 120-h incubation in GrowDex, the viability, as measured by ATP concentration, increases,
indicating proliferation. (E) compares the functionality of primary hepatocyte spheroids formed in
microfluidic droplets encapsulated with the minimal droplet generation setup and spheroids formed
in ULA plates from two different sample donors using an albumin quantification assay. Both samples
were assessed after 7 days (droplet spheroids were inicubated for 48 h in droplets + 120 h in GrowDex;
ULA sample were inicubated for 168 h in ULA plates). In both examined cases, albumin secretion
appears to be higher in spheroids assembled in microfluidic droplets. The four stars indicate a p-value
of <0.001, two stars a p-value of <0.01, one star a p-value of <0.05, ns indicates insignificance (analyzed
with a one-way ANOVA).

Albumin secretion is a hallmark of primary human hepatocyte function and is not
retained in all culture models [39]. However, when compared to spheroid formation
in an ultra-low attachment (ULA) plate format, microfluidic droplet-derived spheroids
exhibit increased albumin secretion as assessed through an albumin quantification assay
(Figure 8E). Taken together, these results suggest the microfluidic droplet-derived spheroids
are suitable for downstream usage in, e.g., drug or toxicity screens.
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4. Conclusions

Here, we characterized and applied a low-cost, minimal footprint droplet generation
setup using one to three small membrane pumps. The modular setup is capable of produc-
ing monodisperse droplets for a wide range of droplet sizes (see Supplemental Figure S5)
and can be dynamically adjusted to vary droplet composition. All parts used are readily
available and replaceable. The setup does not require a dedicated microfluidic laboratory
infrastructure and can be set up virtually anywhere. All components that come into contact
with the sample can be sterilized and the setup as a whole is sufficiently compact to be used
in a sterile environment, such as a biosafety cabinet. We demonstrated this by installing the
setup in a BSL2 cell culture hood and encapsulating particularly sensitive primary cells for
droplet-assisted spheroid formation.

This minimal droplet generator setup represents a step forward in providing access to
high-end droplet microfluidics to non-expert users, particularly in the life sciences, with a
minimal barrier to entry. The deployment of inexpensive and accessible microfluidics in
life science laboratories should yield novel user perspectives to spawn new development
and novel technology use cases.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/mi13111823/s1, Figure S1: Schematic two-dimensional depiction
of the nozzle region with the relevant dimensions. The channel depth is 175 µm; Figure S2: Schematic
explosion animation of minimal droplet generator setup. The illustration shows all components
necessary for repeating our experiments. The numbers refer to the part list (see below). Tubing
length is customizable, however, we used lengths of 5 cm of 8) and 3 cm of 7), with enough overlap
to ensure no leaking. Not depicted is the collection syringe, which can be any syringe with a Luer
lock; Table S1: Parts list of Minimal Droplet Generator Setup. Additionally, a syringe with a Luer
tip is needed. Tubings are are interchangeable with other chemically resistant tubing with suitable
diameters; Figure S3: The droplet generator has a small footprint and is highly portable. (A) shows
three images of the setup set up for droplet generation, depicting the microfluidic device, tubing,
syringe and reservoirs, the microcontroller and a 13” Macbook Pro (Apple). (B) shows three images
of the setup (minus the Macbook) in a small carrying box; Figure S4: Schematic illustration depicting
the used configuration for encapsulation of primary hepatocytes. The numbers refer to the parts list
above; Figure S5: Droplet sizes are dependent on applied pressures at the outlets. The measured
droplet diameters are monodisperse and decrease with increasing pressure differential in the single
pump configuration (gray background). To access larger droplet diameters, a second pump at the
oil reservoir might be employed. Red lines signify median, boxes encompass the 25th until the 75th
percentile, whiskers indicate 10th until 90th percentile. Dark gray dots show measurements outside
of these percentiles.
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Abstract: The impact of liquid drops on superhydrophobic solid surfaces is ubiquitous and of
practical importance in many industrial processes. Here, we study the impingement of droplets on
superhydrophobic surfaces with a macroscopic dimple structure, during which the droplet exhibits
asymmetric jetting. Systematic experimental investigations and numerical simulations provide
insight into the dynamics and underlying mechanisms of the observed phenomenon. The observation
is a result of the interaction between the spreading droplet and the dimple. An upward internal flow
is induced by the dimple, which is then superimposed on the horizontal flow inside the spreading
droplet. As such, an inclined jet is issued asymmetrically into the air. This work would be conducive
to the development of an open-space microfluidic platform for droplet manipulation and generation.

Keywords: droplet impact; superhydrophobic surface; asymmetric jetting; droplet manipulation

1. Introduction

Understanding the dynamics of impacting droplets on nonwetting surfaces is of
both scientific and technological importance, such as spraying crops with pesticides [1],
spray cooling of hot surfaces [2], 3D inkjet printing of micro/nanostructures [3], shedding
virus-laden aqueous droplets away for the anti-pathogen purpose [4], and manipulating
droplets with open-space microfluidics [5]. Droplet impact is ubiquitous on solid surfaces
with various features, including inclined surface [6], rough surface [7], micro-channels [8],
curved surface [9], micro-cellular surface [10,11], heated surface [12], cold surface [13,14],
and nanoparticles-coated surfaces [15], to name a few. Varying the surface properties
can significantly alter the behaviors and dynamics of droplet impact, such as splashing,
spreading, bouncing, jetting, and bubble encapsulation [16–20].

The jetting phenomenon has been previously identified when liquid droplets impact
both hydrophilic [21,22] and hydrophobic [23] surfaces. Previous studies showed that
jetting is induced by the collapse of the air cavity formed by the deformation of the
drop at impact [24–26]. Detailed studies on the mechanism of jetting formation can be
found in several recent works [27–29]. Apart from flat hydrophobic surfaces, jetting also
occurs on superhydrophobic surfaces with tailored structures, such as ice-leaf-inspired
grooved superhydrophobic surfaces [30], superhydrophobic surfaces with anisotropic
surface patterning [31], superhydrophobic copper meshes [32], oblique surfaces [24] and
artificial dual-scaled superhydrophobic surfaces [33]. The previously reported jetting is
symmetric, which is vertical to solid surfaces. However, asymmetric jetting that is inclined
to solid surfaces is yet to be observed.
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Here, we report asymmetric jetting when water droplets eccentrically impact a macro-
sized dimple on superhydrophobic surfaces. The jetting velocity depends on the Weber
number (We) and the impact position of the droplet, as demonstrated by experimental
results. In parallel, numerical simulations reveal the internal flow field, pressure field,
and momentum variation of the droplet. The combination of experimental and numer-
ical studies shed light on the dynamics and mechanism of asymmetric jetting during
droplet impact.

2. Experimental Methods

The experimental setup is illustrated in Figure 1. Water droplets were generated from
blunt syringe tips. The droplet diameter (dl, as shown in Figure 1b), which depends on
the size of the syringe tips, was about 2.40 ± 0.05 mm. Following its detachment from the
syringe tip, the droplet was accelerated by gravity and then impacted the superhydrophobic
surface. The impact velocity (v0) of the droplet was changed by adjusting the height of
the syringe tips, as varied from 0.5 m/s to 0.8 m/s. A copper surface was used in the
experiments, on which a hemispherical dimple with a diameter of ddimple = 1.2 mm was
excavated. The eccentric distance (d, as shown in Figure 1b) stands for the horizontal
distance between the center of the droplet and the center of the dimple. The relative
eccentric distance (e) was defined as e = d/ddimple. The surface was cleaned with acetone
and ethanol and then coated with candle soot for superhydrophobicity. The candle soot
was deposited by exposing the surface to the outer flame of a burning candle for 3–5 s to
ensure that the surface areas were fully covered by the candle soot particles. The water
contact angle was measured by an Optical Surface Analyzer OSA200 (Ningbo NB Scientific
Instruments Co., Ltd., Ningbo, China). The apparent contact angle was about 145.3◦

(Figure S1 in Supplemental Materials), averaged from three measurements. The sliding
angle was 8◦ and the contact angle hysteresis (the difference between the advancing angle
and the receding angle) was about 2.7◦.
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Figure 1. (a) Schematic of the experimental setup for droplet impact, (b) details of the solid surface.

A high-speed camera (Miro M310, Phantom) was used to record the impact process at
4000 frames per second. The camera was placed parallel to the horizontal surface to obtain
the side-view images and videos of impacting droplets. An LED lamp with a diffuser was
used for illumination. The recorded images and videos were analyzed by the Phantom
camera control software obtained from the camera supplier.

In general, the impact dynamics were characterized by the Weber number defined as
the ratio of inertial to surface tension forces (Equation (1)), the Reynolds number defined as
the ratio of inertial to viscous forces (Equation (2)), the Bond number defined as the ratio of
gravitational to surface tension forces (Equation (3)) and the capillary number defined as
the ratio of viscous to surface tension forces (Equation (4)) [34–37]. Here, ρ, v0, dl , σ, and
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µ are the density, the impact velocity, initial droplet diameter, the surface tension and the
viscosity of the liquid, respectively. Water droplets were used in experiments, of which the
density is 1000 kg/m3, the surface tension is 0.072 N/m and the viscosity is 0.001003 Pa·s.

We = ρv0
2dl/σ (1)

Re = ρdlv0/µ (2)

Bo = ρgd2
l /4σ (3)

Ca = µv0/σ (4)

3. Asymmetric Jetting Phenomenon

The behavior of a droplet impacting the dimpled surface showed a remarkable dif-
ference from previous observations of droplet impact on flat superhydrophobic surfaces.
Figure 2 presents snapshots of a droplet eccentrically impinging the dimpled surface, where
the eccentric distance d = 0.5dl , We = 23.41, Re = 1974.10, Bo = 0.20 and Ca = 0.01. The high
values of We and Re indicated that inertial forces dominated over capillary and viscous
forces during droplet impact, while the low values of Bo and Ca implied that the influences
of gravitational and viscous forces were negligible compared with surface tension forces
in this study. In Figure 2a, at t = 0 ms, the droplet contacted the dimpled surface, with
We = 18.97. After contact, the droplet first spread when the time was less than 1.22 ms
(Figure 2b) and it fully covered the dimple at t ~ 1.22 ms when an inclined jet was issued
from the side of the droplet. The jetting angle (θ in Figure 2b and Figure S2 in Supplemental
Materials) was about 45◦ relative to the horizontal plane of the surface. Afterwards, the
droplet adopted asymmetric morphology during the spreading and contracting processes.
As a result, the bouncing direction of the droplet could be well-controlled by changing the
impact position around the dimple, as we identified previously [38].
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Figure 2. Snapshots showing a drop impacting the dimpled surface at We = 23.41. (a) Start of droplet
impact at t = 0.00 ms. (b) Satellite droplets issued at the end of the Jetting. (c) Droplet spreading to its
maximum diameter. (d,e) Asymmetric morphology of the droplet during retraction. (f) The rebound
of the droplet from the surface.

To understand the jetting phenomenon, we plotted the jetting velocity in variation
with the Weber number We and relative eccentric distance e in Figure 3. The jetting
velocity was determined using image analysis by which the change in the position of the
jetting tip was divided by the time interval between two successive frames of the captured
video. The jetting velocity increased as the Weber number increased. The highest jetting
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velocity reached about 4.6 m/s when We = 33.02. At different values of We, the jetting
velocity increased at first and then decreased, and the maximum jetting velocity occurred
at e = 0.7–0.8 (Figure 3). At We = 15.20 and 18.97, no jetting occurred when e was smaller
than ~0.60.
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Figure 4 shows the jetting angle, which increased as the Weber number increased for
We < 30. At a fixed value of We, the jetting angle first increased then decreased with the
increase in e. When the values of We were close to each other, a slight difference in the
jetting angle was observed, as shown for the datasets with We = 21.90 and 23.22 in Figure 4.
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4. Numerical Simulations of Asymmetric Jetting

To unveil the mechanism of asymmetric jetting, we employed Fluent 2020 to simulate
the velocity, momentum, and pressure inside the impacting droplet for a deep understand-
ing of the interaction between liquid droplets and solid surfaces.
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4.1. Model Validation

In validating our numerical model, we used the same water droplet properties as
indicated in Section 2, and We = 10.23. The mesh step was set to 0.02 mm, as the grid
independence study suggested that the simulation was accurate enough when the mesh
step is 0.1 mm in size or finer (Figure S3 in Supplemental Materials).

Figure 5 contrasts the shape of the droplet from simulations (Figure 5a–d) and ex-
periments (Figure 5e–h), in which the time was normalized by the capillary time τcap, as
defined in Equation (5). Both numerical and experimental results were consistent with each
other. For example, at the normalized time of about 0.2 the droplet covered the dimple, and
at the normalized time of about 1.6 the droplets took off from the dimpled surface in both
experiment and simulation conditions.

τcap =
√

ρd3
l /σ (5)

Micromachines 2022, 13, x FOR PEER REVIEW 5 of 13 
  

 

4. Numerical Simulations of Asymmetric Jetting 
To unveil the mechanism of asymmetric jetting, we employed Fluent 2020 to simulate 

the velocity, momentum, and pressure inside the impacting droplet for a deep 
understanding of the interaction between liquid droplets and solid surfaces. 

4.1. Model Validation 
In validating our numerical model, we used the same water droplet properties as 

indicated in Section 2, and We = 10.23. The mesh step was set to 0.02 mm, as the grid 
independence study suggested that the simulation was accurate enough when the mesh 
step is 0.1 mm in size or finer (Figure S3 in Supplemental Materials). 

Figure 5 contrasts the shape of the droplet from simulations (Figure 5a–d) and 
experiments (Figure 5e–h), in which the time was normalized by the capillary time 𝜏 , 
as defined in Equation (5). Both numerical and experimental results were consistent with 
each other. For example, at the normalized time of about 0.2 the droplet covered the 
dimple, and at the normalized time of about 1.6 the droplets took off from the dimpled 
surface in both experiment and simulation conditions. 𝜏 = 𝜌𝑑 /𝜎 (5) 

 
Figure 5. The validation of the simulation model. (a–d) Experimental results of a droplet impacting 
a dimpled surface with the normalized time of 0.00, 0.21,1.10 and 1.62, respectively. (e–h) Simulation 
of a droplet impacting a dimpled surface with the normalized time of 0.00, 0.26, 0.91 and 1.64, 
respectively. 

4.2. Simulation Parameters 
To simulate a water droplet with a diameter of 2.4 mm that eccentrically impacts the 

superhydrophobic dimpled surface, the 3D simulation domain was set as 6 mm × 6 mm × 
8 mm (length × width × height). The mesh step was 0.02 mm, which was accurate enough 
from the grid independence study. The unstructured mesh was used in the dimple region, 
and the structured mesh was used in the air region. The fluid was an incompressible 
Newtonian fluid. The surface tension of the droplet was 0.072 N/m. The Weber number 
of the impacting droplet was 21.90. The water contact angle of the solid surface was set to 
180° for the removal of any adhesion between the droplet and solid surface. The volume 
of fluid (VOF) model was used for tracking the two-phase interface. No-slip boundary 
condition was applied to the solid surface. 

  

Figure 5. The validation of the simulation model. (a–d) Experimental results of a droplet impacting
a dimpled surface with the normalized time of 0.00, 0.21,1.10 and 1.62, respectively. (e–h) Simu-
lation of a droplet impacting a dimpled surface with the normalized time of 0.00, 0.26, 0.91 and
1.64, respectively.

4.2. Simulation Parameters

To simulate a water droplet with a diameter of 2.4 mm that eccentrically impacts the
superhydrophobic dimpled surface, the 3D simulation domain was set as 6 mm × 6 mm
× 8 mm (length × width × height). The mesh step was 0.02 mm, which was accurate
enough from the grid independence study. The unstructured mesh was used in the dimple
region, and the structured mesh was used in the air region. The fluid was an incompressible
Newtonian fluid. The surface tension of the droplet was 0.072 N/m. The Weber number of
the impacting droplet was 21.90. The water contact angle of the solid surface was set to
180◦ for the removal of any adhesion between the droplet and solid surface. The volume
of fluid (VOF) model was used for tracking the two-phase interface. No-slip boundary
condition was applied to the solid surface.

4.3. Simulation Results
4.3.1. The Flow Field

As shown in Figure 3, the jetting velocity varied with the change in e. As such, we first
investigated the dynamic morphological changes of water droplets impacting the dimpled
surface with different e at We = 21.9. The simulation results are shown in Figures 5–7.
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Figure 6. Droplet impacting the dimpled surface at e = 0.25. (a) The droplet starts to impact the
surface when t = 0.00 ms. (b–d) The process of droplet spreading over the dimple, with air trapped
inside the dimple. (b–d) the air is pushed from the center to the right side of the dimple. (e) Air
evacuated the dimple at t = 2.60 ms. (f) The droplet reaches its maximum spreading diameter.
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Figure 7. Droplet impacting the dimpled surface at e = 0.5. (a) The droplet starts to impact the
surface when t = 0.00 ms. (b) The edge of the droplet advances along the dimpled surface. (c,d) The
process of the droplet spreading over the dimple. Jetting is formed on the right side of the droplet.
(e) The diminishing of jetting due to the surface tension force. (f) The droplet reaches its maximum
spreading diameter.

Figure 6 shows the results at e = 0.25. Figure 6a shows the stage when the droplet
made contact with the solid surface at t = 0.00 ms. In Figure 6b, the droplet spreads on the
surface and covered the dimple with a small volume of air trapped in the dimple. Because
the droplet is moving both downward and outward, the droplet spreading pushed the air
to the right side of the dimple. If the droplet coaxially impacts the dimple, the underneath
air will be locked in the dimple, and it cannot be evacuated until the droplet rebounds
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because of the symmetric droplet spreading. In contrast, when the droplet impacts the
dimple off the center, air could be squeezed out of the dimple at a high speed during the
spreading process (Figure 6c–e), leading to a burst of the droplet’s interface (Figure 6e). In
Figure 6f, the spreading diameter is maximal. After that, the direction of the flow velocity
became reversed, pointing inward and upward, which resulted in bouncing of the droplet.
In this case, asymmetric jetting was not observed.

Figures 7 and 8 show the results at e = 0.5 and 0.75, respectively. The droplet contacted
the solid surface at t = 0.00 ms (Figures 7a and 8a). During droplet spreading on the surface
and gradual covering of the dimple, the air in the dimple was evacuated at a high velocity
(Figures 7b and 8b,c). When the droplet filled the dimple, the motion of the droplet’s
interface at the right edge of the dimple was governed by the superposition of two types of
liquid flow in different directions (Figure 7c,d and Figure 8d): one was the liquid flow to
the right in the horizontal direction originating from the rightward droplet spreading and
another was the vertically upward liquid flow guided by the curvature of the dimple. The
presence of the upward liquid flow induced asymmetric jetting at the edge of the dimple.
The jetting angle and velocity were thus determined by the magnitude of the two liquid
flow velocities. A larger jetting angle and higher jetting velocity are observed in Figure 8
than in Figure 7 because the magnitude of the upward flow velocity is higher in Figure 8,
which is consistent with the experimental results in Figure 3.
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Figure 8. Droplet impacting the dimpled surface at e = 0.75. (a) The droplet starts to impact the
surface when t = 0.00 ms. (b) The edge of the droplet advances along the dimpled surface. (c) The
droplet blankets the dimple. Jetting is formed on the right side of the droplet. (d) The jetting position
shifts up along the droplet’s surface because of the inertia force. (e) The breakup of the jet for the
formation of satellite droplets. (f) The droplet reaches its maximum spreading diameter.

The simulation unveiled the mechanisms for interface bursting and asymmetric jet-
ting. The bursting was caused by the rapid evacuation of the trapped air inside the
dimple (Figure 6) and asymmetric jetting was caused by liquid flow in two directions
(Figures 7 and 8). Compared with asymmetric jetting, interface bursting occurred at a
smaller value of e. As such, a critical value of e was required to trigger the occurrence of
asymmetric jetting, consistent with the findings in Figure 3.

4.3.2. The Pressure Distribution inside the Droplet

Figure 9 shows the pressure distribution at e = 0.25. The initial pressure inside the
droplet was about 200 Pa (Figure 9a). In Figure 8b, the maximum pressure (about 800 Pa)
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occurred at the dimple’s left edge where the droplet first contacted the solid surface. With
the spreading of the droplet, the average pressure decreased, and the location of the
maximum pressure moved from the left to the right of the dimple. The resulting pressure
gradient along the x-direction drove the motion of trapped air from the left to the right
inside the dimple (Figure 9b–d). After the droplet’s interface burst, the air was evacuated
from the dimple, and the pressure decreased, while the maximum pressure still appeared
on the right edge of the dimple, which was about 300 Pa (Figure 9e,f). During this process,
there was still some air in the position where the maximum pressure appeared, as shown in
Figure 6e,f. Figure 9f also suggests that the maximum pressure inside the droplet occurred
at the location where the flow velocity was about 0 m/s, and the minimum pressure
occurred at the location where the liquid film was the thinnest.
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Figure 9. Pressure distribution inside the droplet at e = 0.25. (a) The initial pressure distribution when
the droplet starts to impact the surface at t = 0.00 ms. (b–d) The maximum pressure moves from
the left side to the right side of the dimple along with droplet spreading. (e) Pressure distribution
after the air is evacuated from the dimple. (f) Pressure distribution when the droplet spreads to its
maximum diameter.
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Figures 10 and 11 show the pressure distribution at e = 0.5 and 0.75, respectively.
The two cases have a similar tendency in pressure change. At the early stages of droplet
spreading, the maximum pressure inside the droplet occurred in the dimple where the air
was pushed out. After the jetting was formed, there was no air left in the dimple, and the
maximum pressure occurred at the edge of the droplet where the flow velocity was close to
0 m/s. The minimum pressure was located at the position where the liquid film was the
thinnest, which is similar to the observation in Figure 9f.
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Figure 10. Pressure distribution inside the droplet at e = 0.50. (a) The initial pressure distribution
when the droplet starts to impact the surface at t = 0.00 ms. (b–e) The maximum pressure moves
from the left side to the right side of the dimple along with droplet spreading. In (d), the highest
pressure (about 60 Pa) occurs in the tip of the jetting finger. (f) Pressure distribution when the droplet
spreads to its maximum diameter.
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Figure 11. Pressure distribution inside the droplet at e = 0.75. (a) The initial pressure distribution
when the droplet starts to impact the surface at t = 0.00 ms. (b) The maximum pressure occurs on
the liquid–solid interface. (c) The maximum pressure shifts from the left side to the right side of
the dimple with droplet spreading. (d,e) The maximum pressure occurs in the tip of the jetting
finger during the evolution of the jetting. (f) Pressure distribution when the droplet spreads to its
maximum diameter.

4.3.3. The Momentum Changes in the Droplet

We previously identified the symmetry-breaking of non-specular reflection of impact-
ing droplets and unveiled the momentum difference between droplet impacted on flat and
dimpled surfaces [38]. The droplet shape is symmetric at any time instant (see Figure 4),
and thus the net momentum is zero in the horizontal direction for the impingement of a
droplet on flat surfaces. In sharp contrast, the presence of a dimple affects the internal
liquid flow dramatically during droplet impact.

Figure 12 shows the variations in the horizontal momentum (normalized by the initial
momentum at droplet impact) with time (normalized by the capillary time). Here, we
defined the positive momentum pointing to the right, and vice versa. On the dimpled
surface, the magnitude of the horizontal momentum ratio (MHMR) increased at first
and then decreased after the liquid reached the bottom of the dimple. The horizontal
momentum ratio varied differently with time between the case of interface bursting and
asymmetric jetting. The MHMR of the interface bursting case (at e = 0.25) was much smaller
than that of the asymmetric jetting case (at e = 0.50 and 0.75), which was attributed to the
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impounded air (at e = 0.25) that prevented the accumulation of horizontal momentum
during droplet spreading. For asymmetric jetting, the maximum value of the MHMR
appeared later when e increased, because an increase in e indicated a longer distance before
the droplet could reach the bottom of the dimple.
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5. Conclusions

This study identified the asymmetric jetting phenomenon when water droplets impact
superhydrophobic surfaces with a macro-sized dimple. The jetting velocity under different
conditions was experimentally investigated. Numerical simulations were performed to ob-
tain more details of asymmetric jetting. The following concluding remarks are summarized
by combining the results from experimental and numerical studies.

(1) The jetting velocity increases with the increase in the droplet impact velocity. As the
eccentric distance increases, the jetting velocity first increases then decreases.

(2) When the eccentric distance is small, interface bursting is induced by the high-speed
evacuation of air from the dimple. With the increase in the eccentric distance, asym-
metric jetting is triggered by the superposition of liquid flows in the horizontal and
vertical directions. The jetting velocity and jetting angle depend on the eccentric
distance.

(3) The pressure inside the droplet decreases during droplet spreading. The maximum
pressure first occurs at the dimple’s left edge where the droplet makes contact with
the solid surface, and then moves from the left edge to the right edge of the dimple.
After the spreading droplet spans over the dimple, the maximum pressure occurs at
the location where the impounded air stays for interface bursting and at the location
where the flow velocity is close to 0 m/s for asymmetric jetting.

(4) When the droplet impacts the flat surface, the net horizontal momentum is zero
because of the symmetric distribution of fluid flows, whereas the dimple will break
down the symmetry of the horizontal momentum, resulting in a non-zero net value.
The maximum magnitude of the horizontal momentum appears at the moment when
the liquid droplet reaches the bottom of the dimple and is smaller for interface bursting
case than asymmetric jetting.
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Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/mi13091521/s1, Figure S1: Contact angle measurement; Figure S2:
The jetting formation process; Figure S3: Grid independence study.
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Abstract: Whether a droplet slides or not on inclined solid surface is mainly influenced by a bal-
ance between the adhesion force at contact area and the gravitational force exerted on the droplet.
Especially as the adhesion force is a key parameter for the determination of the sliding behavior
of droplets. The adhesion force is mainly estimated by experimental observation for the sliding
motion of the droplet. However, at present it is unknown whether the adhesion force is a constant
value regardless of the droplet size or not. In the present study, focused on the onset for sliding of
water-ethanol binary mixture droplets on inclined solid surface, experimental investigation on the
sliding droplets is performed by considering the droplet volumes ranging from 7 to 600 µL in order
to understand the effect of the size of the droplet on the adhesive property. The results are discussed
using the existing analytical models. From the results, it is found that the adhesion force increases in
the case of large droplet volume, while the force reaches constant value in the case of small droplet
volume. This difference is related to the degree of the droplet shape deformation, which leads to a
change in the contact angle. Finally, a simple empirical model for the adhesion force including the
size effect is proposed.
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1. Introduction

The control of liquid on solid substrate which is characterized by wettability is widely
seen in industrial and chemical applications, such as coating, inkjet printing and spray
cooling [1–3]. For example, in fuel cells [4], liquid water and droplet detachment from
electrodes is a fundamental problem for water transport and its management. In a heat
exchanger with dropwise condensation [5,6], the removal of droplets from solid surfaces
is crucial problem for achieving higher heat transfer. In this kind of system, the dynamic
motion of liquid on a solid surface is an important phenomenon where there are many
factors related to wettability, adhesion force, flow field around the liquid, and inclination of
solid substrate.

There are many studies on the migration of liquid on solid substrates from experi-
mental, numerical, and theoretical point of views. The migration behavior is one of the
fundamental behaviors of dynamic wetting. However, in an actual situation, there are
many unresolved problems which affect the migration of the liquid, such as internal fluid
flow, solid surface condition, external forces, and the treatment of the dynamic contact
angle. Yilbas et al. performed experimental and numerical works for the behavior of water
droplets on an inclined hydrophobic surface. In their study, rolling behavior was inves-
tigated considering the fluid motion in the droplet with PIV (particle image velocimetry)
technique. The result reveals the relationship between the fluid velocity in the droplet
and the droplet volume [7]. Lv et al. considered the sliding behavior of water droplets on
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rough surfaces experimentally and analytically [8]. In their study, the effect of the surface
microstructure (pillar-structured surface) on the onset of the sliding motion of droplet was
discussed and the model for the prediction of the critical sliding angle on rough surface was
proposed. Li et al. investigated water droplet detachment characteristics under different gas
diffusion layer surfaces in proton exchange membrane fuel cell (PEMFC) experimentally
and analytically [9]. In the experiment, the droplet detachment behaviors under air flow
rates in the channel were observed. They revealed that the contact angle hysteresis, which
is the difference between the advancing and receding contact angles, exhibits the linear
relation with respect to the gas flow rate and the contact angle hysteresis of the droplet at
the instant of the detachment decreases with the increase of the gas flow rate. In addition to
the research mentioned above, there have been many studies focusing on droplet migration
behavior, such as the droplet motion sheared by gas stream [10], the pinning characteristics
of the droplet on heated or non-heated inclined surfaces [11,12], and modelling for the
profile of the droplet on an inclined solid surface [13]. However, the migration behavior of
the droplet is not fully understood.

The prediction of the onset for the droplet motion is mainly discussed on the basis
of two models. Most popular models are developed by Furmidge [14] and Wolfram and
Faust [15], which are mainly developed by considering the balance between external force
and the surface tension based on the experimental observation where the sliding droplets
on inclined solid surface are investigated. Concretely speaking, in the Wolfram and Faust’s
(hereafter, called WF) model, the adhesion force per unit length of the contact line is defined
as a single constant parameter. Thus, the WF model does not treat the contact angle. On
the other hand, the adhesion force in the Furmidge’s model is evaluated using the surface
tension and the contact angle hysteresis based on the concept of the Young’s equation. In a
recent study [16], models for the retention force, which were related to the droplet migration
behavior, were reviewed and introduced some types of Furmidge’s relations. The Furmidge
type relation is widely used to understand the migration behavior instead of the WF model.
In fact, a simple contact angle measurement of a static droplet is useful to understand and
predict its surface conditions. It is mainly used as an indicator for the evaluation of the
final determination for the surface preparation, and Furmidge’s relation is also used for the
surface evaluation [17–19]. In the numerical simulation for the migration behavior [20,21],
the values of the contact angle or the contact angle hysteresis where the droplet starts to
slide are set as branch conditions. After the onset for the droplet motion, the treatment of
the dynamic contact angle is needed, and the relationship between the contact line velocity
and the dynamic contact angle is mainly discussed [22]. There are two approaches for
the model: one is the molecular kinetic theory [23] and the other is the hydrodynamic
theory [24,25]. The molecular kinetic theory is developed by considering the frequency of
the random molecular displacements within the three phase zones, which are characterized
by the activation free energy. The hydrodynamic theory is developed by considering the
relationship between the viscous energy dissipation and the work achieved through the
contact line motion. In both models, the contact angle is directly connected to the contact
line velocity. However, in an actual situation, the relationship between the contact angle
and the contact line velocity is not necessarily a one-to-one correspondence [26] and is not
uniquely determined. Thus, at present, there are no versatile numerical models for the
dynamic wetting behavior, and the modeling of the dynamic wetting behavior remains an
unresolved problem [27].

Considered the dynamic motion of a droplet, the dynamic behavior is basically de-
termined by the force balance among fluid motion, external force, surface tension and
adhesion force at the solid–liquid interface, so the contact angle should be secondarily
determined by this force balance. In particular, the adhesion force would work as a friction
force and become an important factor for the determination of the dynamic contact angle
during the dynamic motion. A recent study discusses the adhesion force evaluated by the
Furmidge’s relation from a viewpoint of the concept of the friction coefficient [28]. If an
inherent adhesion force between the liquid and solid surface exists, it would be a constant
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value regardless of whether a droplet size is large or not. However, it is unknown whether
the adhesion force changes depending on the size of the droplet because most previous
studies treat a relatively small droplet, such as several dozen µL or less [4,7,8,12,29]. Espe-
cially the WF and Furmidge’s models treat the same phenomena, so from an engineering
point of view, it is important to know the difference in the adhesion forces between two
models. Therefore, in the present study, the applicability of the WF and Furmidge’s models
for the evaluation of adhesion force is considered in the wide range of the droplet volume,
and the effect of the droplet size on the adhesion force is investigated. Finally, the relation-
ship between the adhesion forces of two models are discussed and a simple model of the
adhesion force, which includes the size effect, is proposed.

2. Evaluation of Adhesiveness
2.1. Models for Adhesiveness of Droplet

In the present study, two existing models are used for the evaluation of the adhesive-
ness of droplets on a solid surface: the WF model [15] and the Furmidge’s model [14]. Two
existing models mainly describe the phenomena for the sliding behavior of droplets on
horizontal or inclined solid substrates and are briefly explained in the following section.

2.2. Wolfram and Faust’s (WF) Model

In this model, the force balance between the adhesion force resulted from the wetted
contact area and the gravitational force of droplet along the solid surface is mainly consid-
ered. In the model, the adhesion, Ew, is defined as a force exerted on a unit length of the
periphery of the contact area. From this concept, the following relation is derived.

ρlV0g sin αc = πD0Ew (1)

In Equation (1), ρ1, V0, g, αc and D0 represent the density of liquid, the initial volume of the
droplet, gravitational acceleration, the critical inclined angle of the solid surface and the
initial contact area diameter of the droplet, respectively. In this model, EW is assumed to be
constant. In addition, a contact angle is not considered. According to the concept of Young’s
equation, the change in the contact angle indicates the change in the surface tension force
acting on the contact line, even if the contact area does not change [30]. The contact angle
is also an important factor for understanding droplet motion. Therefore, the applicability
limit of Equation (1) is unknown if the size of the droplet increases, because the shape of
the droplet is assumed as a part of sphere in this model. The evaluation procedure for Ew
is as follows. By rewriting Equation (1), the relation sinαc = πEwD0/(ρlgV0) is obtained.
Here, Ew is estimated by fitting the transformed relation to the experimental data where
the linear relation of sinαc and D0/V0 is assumed as sinαc = k D0/V0. Here, k is a constant
value. Therefore, Ew is obtained by the relation Ew = ρlgk/π.

2.3. Furmidge’s Model

In this model, the shape of the droplet (i.e., wetted contact area) is assumed to be a
rectangle. The adhesion is evaluated using advancing and receding contact angles based
on the concept for the Young’s equation. Then, the relationship is derived by considering
the work performed by the gravity and the variation of the adhesion work in the sliding
process. Nevertheless, the model is sufficiently able to capture the sliding droplet behavior
and is applied to many migration phenomena by an addition of a pre-factor to the original
Furmidge’s model [31–33]. The Furmidge’s model with the pre-factor cf is as follows:

ρlV0g sin αc = c f lwidthσlg(cos θR − cos θA) (2)

In Equation (2), cf, lwidth, σlg, θR and θA represent the pre-factor, the width of the contact area
of the droplet, the surface tension between liquid and gas and the receding and advancing
angles, respectively. Equation (2) reduces to the original Furmidge’s model when the
pre-factor cf takes unity. In recent models, there are some expressions for the pre-factor cf
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where the Laplace pressure and the parameter for the pinning force are considered [16,34].
However, there is no consensus for the expression of the model. Therefore, the present
study mainly focusses on the classical relations of the WF and the original Furmidge’s
models, as mentioned in the next section, and the pre-factor is discussed in Section 4.3. In a
previous study [35], it was revealed that the value of lwidth is almost constant, which is the
same as the initial droplet contact area diameter D0 until the onset of the droplet sliding.
Therefore, in the present study, lwidth in Equation (2) is treated as D0.

2.4. Alternative Evaluation for WF and Furmidge’s Models

A critical inclined angle in Equations (1) and (2) represents the onset of the droplet
sliding motion. Therefore, if one applies the concept of Equation (1) to the Furmidge’s
model, Equation (2) can be rewritten as follows:

sin αc =
σlg(cos θR − cos θA)

ρl g
lwidth

V0
(3)

Note, the value of lwidth can be treated as the initial droplet contact area diameter D0 until
the onset of the sliding motion [35]. Thus, comparing Equation (3) with Equation (1), the
value that corresponds to the adhesion force per unit of length defined as EF can be derived
as follows:

EF =
σlg(cos θR − cos θA)

π
(4)

From Equation (4), it was found that EF includes the geometrical parameter of the droplet,
which is not considered in EW of Equation (1), because EW is estimated by fitting Equation
(1) to the experimental data, assuming the linear relationship between sinαc and D0/V0
as mentioned in the Section 2.2. This indicates that EW may be the averaged value for the
adhesion force in the wide range of the droplet volumes. Therefore, the following adhesion
EW’ is evaluated in addition to Equation (4).

Ew
′ =

ρl g
π

(
sin αc(V0)

V0

D0

)
(5)

EW
′ is evaluated using the experimental data for the onset of the droplet sliding motion in

Equation (5). Finally, in the present study, three kinds of the adhesion force for EW, EW’ and
EF are evaluated. Note that the present study does not focus on the morphological effect of
the solid surface, such as the surface roughness on the sliding behavior [19,36–38]. In order
to consider such a problem, more detailed investigation would be needed, including the
definition of the movement of the contact line, because the pinning effect on the contact
line motion becomes significant.

3. Experiment

Figure 1 shows the schematic of the experimental apparatus. As shown in Figure 1a,
the apparatus mainly consists of the high-speed video camera (HX-5, NAC Image Tech-
nology, Ltd., Tokyo, Japan), the rotation stage and the LED light. The solid sample is
set on the rotation stage. The droplet is deposited on the solid substrate as shown in
Figure 1b. After the deposition, the solid substrate is rotated with a constant angular veloc-
ityω = 0.5 deg sec−1. Then, the droplet motion during the rotation was captured with the
high-speed video camera. The geometrical parameters, such as the contact area diameter
D, height h and advancing (θA) and receding (θR) contact angles were measured. In the
present study, silicone rubber (SR) was used as the solid substrate. The surface roughness
of SR is Ra = 0.02 µm [39]. The SR substrate is a kind of low-surface-energy solid, which
enables us to make a stable droplet shape on solid surface with high reproducibility, unlike
a high-surface-energy solid, such as a metal [40]. Then, water–ethanol binary mixtures
were used for the liquid. The four mixtures with different ethanol mass concentrations were
used: 0.072 Nm−1 (0 wt%), 0.051 Nm−1 (7.7 wt%), 0.038 Nm−1 (20.6 wt%) and 0.030 Nm−1
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(39.3 wt%). The droplet volumes ranged from 7 to 600 µL. More detailed information on
the droplets is listed in Table 1. In this experiment, the temperature and humidity were
in the ranges of 20.0–25.0 ◦C and 50.0–55.0%, respectively. Each experimental condition
was performed three times. The contact angles of droplet were measured using commercial
software (FAMAS; Kyowa Interface Science Co., Ltd., Saitama, Japan). Figure 2 shows the
images of the droplet wettability on SR. The apparent contact angle decreases as the ethanol
concentration increases. Here, the droplet volume is 10 µL in each liquid.
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Table 1. Droplet volumes, initial contact area diameter and droplet height in each liquid used in
sliding experiment.

Liquids [wt%] Volumes [µL] Initial Contact Are Diameter D0
[m]

Initial Droplet Height
h0 [m]

0 7–600 2.7 × 10−3–15.5 × 10−3 1.6 × 10−3–4.3 × 10−3

7.7 8–600 3.1 × 10−3–16.9 × 10−3 1.6 × 10−3–3.7 × 10−3

20.6 10–500 3.7 × 10−3–18.5 × 10−3 1.4 × 10−3–2.7 × 10−3

39.3 10–400 4.0 × 10−3–17.6 × 10−3 1.2 × 10−3–2.2 × 10−3
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Figure 2. Droplet wettability of each liquid on silicone rubber (SR): (a) 0 wt% (0.072 Nm−1),
(b) 7.7 wt% (0.051 Nm−1), (c) 20.6 wt% (0.038 Nm−1) and (d) 39.3 wt% (0.030 Nm−1). Droplet
volume V0 is 10 µL.

4. Results and Discussion
4.1. Inclined Angle Dependency of Geometrical Parameters of Droplet

Figure 3 shows the relationship between the inclined angle α, contact area diameter
D(α) and the height h(α) of water droplets. The droplet volumes are 10, 100 and 300 µL.
In this figure, blue and red points represent the onset of movement of the front and rear
contact lines (FCL and RCL), respectively. From Figure 3a, it can be seen that D(α) increases
after the front contact line starts to move. On the other hand, in Figure 3b, the droplet
height h(α) decreases as α increases. The critical inclined angle where each contact line
starts to move becomes small as the droplet volume increases. This obviously indicates
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that the gravitational force becomes dominant compared with the adhesion force. In fact,
the gradient of dD(α)/dα increases and the relationship between D(α) and α exhibits linear
as the droplet volume increases.
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Figure 3. Relationship among contact area diameter D, height h of water droplet (0 wt%) and inclined
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movement, respectively.

Figure 4 shows the ethanol concentration dependency of the behaviors for D(α) and
h(α). The droplet volume is 100 µL. The changes in D(α) and h(α) against α in Figure 4a,b are
qualitatively the same, as shown in Figure 3. For example, in Figure 3a, the critical inclined
angle for the movement of the front contact line becomes larger as D(α) increases (i.e., the
droplet volume increases). In Figure 4a, the timing of the onset for the movement of the front
contact line becomes fast as D(α) increases (i.e., the droplet wettability increases). However,
the degree of the difference in the timing is quite different between the results in Figures 3
and 4. This may be understood by considering the relationship between the gravity force and
the work of adhesion based on the initial droplet condition. Concretely speaking, the ratio
between the gravity force per unit contact line mg/(πD0) and the work of adhesion σlg(1 +
cosθ0) is considered for each liquid property. By this ratio, the behavior of the contact line
is considered. Figure 5 shows the results for the ratio of two forces for each liquid property
in Figures 3 and 4. In Figure 5a, the ratio of two forces becomes large as the droplet volume
increases, which indicates the gravity is dominant compared with the wettability. Therefore,
the difference in the critical inclined angle for the movement of the front contact line (αc

FCL)
becomes large with respect to the droplet volume. On the other hand, from the result in
Figure 5b, it is found that the wettability is dominant compared with the gravity force and
the order of three values are similar. Thus, the differences in αc

FCL among the three liquid
properties are not so large. As to the difference between αc

FCL and αc
RCL (the critical inclined

angle for the movement of the rear contact line), the degree of the deformation for the droplet
shape may be related. Concretely speaking, from the results in Figure 4b, the change in the
droplet height between the substrate inclined angles at αc

RCL and αc
FCL in the water case is

larger than that in the cases of 20.6 and 39.3 wt%. The deformable case, such as water, easily
elongates the contact area diameter. Therefore, in the non-deformable cases, such as 20.6 and
39.3 wt%, the difference between αc

RCL and αc
FCL is not so large compared with water. In

fact, in Figure 4, the averaged values of the difference between αc
RCL and αc

FCL for 0, 20.6 and
39.3 wt% are 8.7, 2.5 and 2.3 deg, respectively.
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ing and receding contact angles after the movement of the front contact line are different 
from each other. This may result from the fact that water exhibits a hydrophobic condition 
against the SR substrate, which means that the contact line is basically hard to move. In 
addition, the front contact line moves towards the dry surface and the rear contact line 

Figure 4. Ethanol concentration dependency on the behaviors for D and h. Droplet volume is 100 µL.
The blue and red characters represent the front and rear contact lines movement, respectively.
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Figure 5. Ratio between gravity force per unit contact line and the work of adhesion. The ratio is
calculated by mg/(πD0 σlg (1 + cosθ0).

Figure 6 shows the changes in the advancing and receding contact angles during
the inclination of the solid substrate. The results for water droplets of 10 and 300 µL
are depicted in this figure. From these results, the gradients of |dθ(α)/dα| between the
advancing and receding contact angles after the movement of the front contact line are
different from each other. This may result from the fact that water exhibits a hydrophobic
condition against the SR substrate, which means that the contact line is basically hard to
move. In addition, the front contact line moves towards the dry surface and the rear contact
line moves towards the wet surface. These conditions may induce the difference in the
gradients. Figure 7 shows the effect of the liquid property on the changes in the contact
angles. The mass concentrations of ethanol are 0 wt%, 20.6 wt% and 39.3 wt%. The droplet
volumes are the same at 100 µL in each case. In the cases of 20.6 wt% and 39.3 wt%, the
gradients of |dθ(α)/dα| between the advancing and receding contact angles are similar to
each other. This may result from two cases that are relatively hydrophilic against the solid
surface, which indicates that the contact line is easy to move. Therefore, it was thought that
the difference in the surface conditions, such as wettability, in these cases does not strongly
reflect to the differences in the gradients of |dθ(α)/dα|.
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4.2. Evaluation of Adhesion Forces

Figure 8 shows the relationship between sinαc
FCL or sinαc

RCL and D0/V0 in each
liquid property. The open and solid circles represent the critical inclined angles of sinαc

FCL
and sinαc

RCL, respectively. The red solid line represents the linear fitting by Equation (1) to
the experimental data. The critical inclined angles of sinαc

FCL and sinαc
RCL indicate the

points where the front and rear contact lines start to move, respectively. Equation (1) is
applied to the condition where the droplet moves. For example, as shown in Figure 7a,
if the front contact line moves at first where the rear contact line is pinned, after that, the
rear contact line starts to move and slide, the open circle is below the solid one. Therefore,
the red solid line is used for the fitting. This means that the linear fitting of Equation (1)
for the experimental data includes both conditions of sinαc

FCL and sinαc
RCL, as seen in

Figure 8b–d. From the results of Figure 8, most data show that the front contact line moves
before the rear contact line moves. In addition, the differences between the points of front
and rear contact line becomes small as the ethanol concentration increases. By fitting
Equation (1) to the experimental data shown in Figure 8, the adhesion force of EW and EW’
can be evaluated for each liquid property. EF in Equation (4) can be evaluated based on the
experimental data for the contact angles of droplet, as shown in Figures 6 and 7.
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and solid circles represent the adhesion forces of EF and EW’, respectively. The results in-
dicate that the values of EW’ and EF in the case of 0 wt% deviate from the value of EW as 
the droplet volume increases. In Figure 9a, the experimental data of EW’ and EF largely 
deviate from the linear line of EW as the droplet volume increases. On the other hand, the 
deviation of EW’ and EF from EW gradually decreases as the ethanol concentration in-
creases. In the case of 39.3 wt%, the values of EW’ and EF almost coincide with EW. This 
volume effect on the adhesion forces may result from the deformation of the droplet shape 

Figure 8. Relationship between critical inclined angles of sinαc
FCL and sinαc

RCL and D0/V0 in each
liquid property.

Figure 9 shows the droplet size dependency of the adhesion forces in each liquid
property. The red solid line indicates the adhesion force of EW evaluated by the linear
fitting approach. Here, the estimated values of EW are 7.7× 10−3, 6.8× 10−3, 4.5× 10−3 and
3.3 × 10−3 Nm−1 for 0 wt%, 7.7 wt%, 20.9 wt% and 39.3 wt%, respectively. The open and
solid circles represent the adhesion forces of EF and EW’, respectively. The results indicate
that the values of EW’ and EF in the case of 0 wt% deviate from the value of EW as the
droplet volume increases. In Figure 9a, the experimental data of EW’ and EF largely deviate
from the linear line of EW as the droplet volume increases. On the other hand, the deviation
of EW’ and EF from EW gradually decreases as the ethanol concentration increases. In the
case of 39.3 wt%, the values of EW’ and EF almost coincide with EW. This volume effect
on the adhesion forces may result from the deformation of the droplet shape due to the
gravity. The cases from the case (b) to case (d) are basically hydrophilic condition against
the SR solid substrate. This means that the droplet height is low and the center of gravity is
close to the solid surface. On the other hand, case (a) displays hydrophobic conditions. The
center of gravity is far from the solid surface compared with the hydrophilic one. Therefore,
the droplet shape easily deforms due to the gravity force in the hydrophobic case.
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Figure 10a,b represents the images when the front and rear contact line starts to move,
respectively. From Figure 10a, it can be seen that the advancing contact angle almost takes
the same value as the receding one. However, in Figure 10b, the receding contact angle
is smaller than the advancing one, which implies the deformation of the droplet shape.
On the other hand, in the case of 39.3 wt%, as shown in Figure 11, the advancing and
receding contact angles take similar values in both cases of Figure 11a,b. This means that
the droplet deformation almost does not arise in the case of high ethanol concentration.
From Figure 9, in addition to the result in Figure 8, at least, it can be seen that the effect of
the droplet size on the adhesion force is not so significant if the value of D0/V0 is larger
than 1.5 × 105 m−2. Here, Figure 12 shows the relationship between the bond number
(Bo = ρlgh0

2/σlg) evaluated by the initial droplet information and D0/V0 in each liquid
property. In this figure, this criterion physically means the boundary where the Bo is less
than unity depicted by the red dashed line.
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Figure 10. Images for onset of each contact line (CL) of the water droplet (550 µL).
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4.3. Effect of Droplet Size on Adhesion Force

From the discussion in the previous section, it can be seen that the droplet size effect on
the adhesion force EF becomes large as the droplet volume increases, as shown in Figure 9.
Thus, by focusing on EW and EF, the effect of the droplet size on the adhesion force can
be considered, as the ratio between EW, which is constant, and EF: EW/EF. Note that, in
this section, it is assumed that the inherent adhesion force between the liquid and solid is
expressed by EW, which is obtained by the linear relationship between sinαc and D0/V0.

Since the result for Bo in Figure 12 exhibits a similar trend in Figure 9, the ratio
EW/EF may be related to Bo. In particular, from the expression of Equation (2), the
ratio EW/EF indicates a pre-factor cf and means the factor which corrects EF to EW if
the constant EW is thought as the adhesion forces between liquid and solid. From the
results in Figures 9 and 12, a simple relationship can be deduced as follows:

Ew

EF
= aBo + b (6)

187



Micromachines 2022, 13, 1849

Here, from the result in Figure 9, the EF approaches EW as the droplet size becomes small
(increase of D0/V0). This indicates one limit condition in Equation (6) that b is unity because
the size effect on the adhesion force becomes small and EW ≈ EF when Bo→0. Figure 13
shows the relationship between the ratio EW/EF and Bo in each liquid case. The trend
in the figure exhibits a relatively linear relationship between EW/EF and Bo. By fitting
Equation (6) to the experimental data in Figure 13, the value a is estimated as –1.31 × 10−1

± 0.42 × 10−1.
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The relative errors among the adhesion forces of EW, EF
exp and EW

est (Equation (6)) are
evaluated in Figure 14. Here, the relative error is calculated by the following relation.

e(E) = 100×
∣∣∣∣
EW − E

EW

∣∣∣∣ (7)

In the figure, the values of EF
exp and EW

est are substituted into E in Equation (7), and the
white and black circles represent the relative error of e(EW

est) and e(EF
exp), respectively. The

estimated values of EW
est by Equation (6) shows relatively good agreement with the linear

fitting value of EW; for example, the relative error for EF
exp becomes large as the droplet

volume increases in each liquid case. On the other hand, the relative errors for EW
est are

smaller than that that for EF
exp. This indicates that the size effect of the droplet on the

adhesion force can be well correlated by the simple linear relation of Equation (6). In fact, it
is reported that the pre-factor cf in Equation (2) is related to the size of the droplet [32,33].
However, there is a large discrepancy for the water case in the case of the large droplet.
In the water case, the deformation of the droplet is larger than that of other cases. This
might relate to the lack of the consideration for the physical conditions, such as a force
balance at the contact line and the effect of the droplet surface shape on the adhesion
force. Concretely speaking, the models mentioned in the Section 2 are mainly the retention
force in the horizontal direction at the contact line. However, forces such as the vertical
force at the contact line and the Laplace pressure of the droplet surface are also important
factors to determine the droplet conditions. Therefore, such factors must be considered in
Equation (6) from a comprehensive point of view in the future.
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5. Conclusions

The sliding behavior of water–ethanol binary mixture liquids on the silicone rubber
was experimentally investigated. The adhesion forces between the liquid and solid surface
were evaluated based on the existing models. In particular, the size effect on the adhesion
forces were considered by setting the wide range of droplet volumes.

From the results, the critical inclined angle where the front contact line (FCL) starts to
move is smaller than that of the rear contact line (RCL) in the case of 0 wt%. However, as
the ethanol concentration increases, two values of the critical inclined angles take similar
one. Although it was found that the relationship between the critical inclined angle where
the droplet starts to move and the D0/V0 exhibits almost a linear relation in the high
ethanol concentration case, the data for large droplets in the case of 0 wt% deviate from
the linear relation. In fact, the adhesion force EF evaluated using the droplet contact
angles (Equation (4)) exhibits larger value than that of the adhesion force of EW evaluated
by a linear fitting approach (Equation (1)). This may result from the deformation of the
droplet shape where the deformation of the hydrophobic case is larger than that of the
hydrophilic case. This means that the adhesion forces will be influenced by the droplet
volume (deformation) if the existing models are used for the evaluation of the adhesion
force. From the present study, at least, it was found that the effect of the droplet size on
the adhesion force is not so large if the value of D0/V0 is larger than 1.5 × 105 m−2. This
criterion is the boundary where the Bo of the initial droplet is less than unity. This would

189



Micromachines 2022, 13, 1849

become one of the judgement criteria for the appropriate droplet volume for the evaluation
of the adhesion force. Furthermore, to consider the effect of the droplet deformation on
the adhesion force, the relationship between EW/EF and Bo is considered. The result
indicates that the EW/EF exhibits the good linearity with respect to Bo, which means that
the droplet deformation can mainly be considered by the Bo. However, for increased
understanding of the larger deformation of the droplet, further detailed investigation is
needed by considering the vertical force relation and the Laplace force exerted on the
droplet because the relationship used in the present work is only the lateral force relation
on the solid surface.
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Nomenclature
The parameters used in the present paper are listed below.

Symbols
Bo Bond number [-]
a, b Parameters in Equation (6) [-]
cf Pre-factor in Furmidge’s relation [-]
D Contact area diameter of droplet [m]
E Adhesion force [Nm−1]
e Relative error [%]
g Gravitational acceleration [m s−2]
h Droplet height [m]
k Gradient of linear fitting relation for Wolfram and Faust’s model [m2]
lwidth Width of the contact area of droplet [m]’
V Droplet volume [m3]
Greek Symbols
α Inclined angle of solid substrate [deg]
θ Contact angle [deg]
ρ Density [kg m−3]
σ Surface tension [N m−1]
ω Angular velocity of rotation for solid substrate [deg s−1]
Superscripts
c Critical
est Estimation
exp Experiment
Subscripts
0 Initial condition
A Advancing
ap Apparent
F Furmidge’s model
FCL Front contact line
l Liquid
lg Liquid–gas interface
R Receding
RCL Rear contact line
W Wolfram model
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Abstract: This study is aimed at addressing the urgent demand for ultra-micro-precision dispensing
technology in high-performance micro- and nanometer encapsulation, connection, and assembly
manufacturing, considering the great influence of colloid viscosity and surface tension on the dispens-
ing process in micro- and nanometer scale. According to the principle of liquid transfer, a method
of adhesive transfer that can realize fL–pL levels is studied in this paper. A mathematical model
describing the initial droplet volume and the transfer droplet volume was established, and the factors
affecting the transfer process of adhesive were analyzed by the model. The theoretical model of
the transfer droplet volume was verified by a 3D scanning method. The relationships between the
transfer droplet volume and the initial droplet volume, stay time, initial distance, and stretching
speed were systematically analyzed by a single-factor experiment, and the adhesive transfer rate was
calculated. Combined with trajectory planning, continuous automatic dispensing experiments with
different patterns were developed, and the problems of the transfer droplet size, appearance quality,
and position accuracy were analyzed comprehensively. The results show that the average relative
deviation of the transfer droplet lattice position obtained by the dispensing method in this paper
was 6.2%. The minimum radius of the transfer droplet was 11.7 µm, and the minimum volume of
the transfer droplet was 573.3 fL. Furthermore, microporous encapsulation was realized using the
method of ultra-micro-dispensing.

Keywords: fL–pL level; transfer droplet volume; microporous encapsulation; ultra-micro-dispensing

1. Introduction

MEMS technology is currently important for improving aerospace and military ca-
pabilities [1]. Although the development of micro- and nanometer devices is relatively
mature, many microelectromechanical systems cannot be applied in practice. Difficulties
are related to the high-quality encapsulation, connection, assembly, and integration tech-
nology of micro- and nanometer devices. Adhesive micro-distribution technology is an
important enabling core technology for the encapsulation, connection, and integration of
micro- and nanometer devices. Adhesive micro-distribution technology refers to the use of
adhesives to connect micro-sized components [2]. Common dispensing methods include
the time/pressure type, piston pump type, transfer printing type, piezoelectric stack type,
and piezoelectric ceramic type. Shi proposed a time/pressure-type pL-level micro-volume
adhesive transfer method with a minimum dispensing volume of 2 pL, but the viscosity
of the applicable adhesive was low [3]. Chen designed a piston pump-type dispensing
system with a minimum dispensing volume of 50 µL and a minimum controllable incre-
ment of 0.1 µL [4]. Zhang proposed a transfer printing-type dispensing pen. It achieved
microporous sealing of 5–20 µm, and the minimum dispensing volume was 4.4 pL [5]. Gu
proposed a piezoelectric stack-type adhesive spray system that could spray 143 transfer
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droplets per second; the droplet volume error was within 3.11%, and the droplet average
volume was 0.564 µL [6]. Fan proposed a method to squeeze a capillary tube through a
piezoelectric ceramic tube for adhesive transfer, achieving pL-level low-viscosity adhe-
sive transfer, and the volume of the smallest transfer droplet was 8.31 pL [7]. Compared
with welding, thermal bonding, and electrostatic bonding, this method does not require
high-temperature and high-pressure conditions, while it has the advantages of simple
implementation and low stress [8–10]. Therefore, it is widely used in the assembly of
microsystems [11]. For example, adhesive transfer technology enables the surface encap-
sulation of a micro-level electrostatic motor. The micro-accelerometer, which is installed
in the automobile airbag, plays a crucial role in driving safety. Using adhesive bonding
technology to fix and encapsulate the micro-accelerometer can improve the stability of
the device and prolong its service life, thus making driving safer. The adhesive transfer
technology proposed in this paper can achieve precise control at the micron level, with a
minimum dispensing volume reaching the fL level and the potential for encapsulation in a
narrow space. Therefore, it is very advantageous to use this system to fix and encapsulate
micro-electrostatic motors and micro-accelerometers. However, too much adhesive at the
connection will lead to overflow and pollution, while insufficient adhesive will lead to a
decline in connection strength [12]. Obviously, a precise control adhesive transfer volume
is very important for the encapsulation, connection, assembly, and integration of micro-
and nanometer devices. When using noncontact adhesive spraying for liquid transfer, the
inner diameter of the hollow needle must be reduced to a few microns or even smaller,
which is very difficult to manufacture [13,14]. Therefore, there are still many problems to
be solved in the application of jet methods to adhesive transfer with fL–pL resolution. With
the development of MEMS technology, the original liquid transfer technology cannot meet
the precision requirements of micro-connections. Therefore, there is an urgent need for an
ultra-micro-automatic dispensing technology matching the size and accuracy of micro- and
nanometer manufacturing.

The method of transfer printing is to impregnate the liquid through the stamp, and
then transfer the impregnated liquid to the base surface through contact. Because the
method of transfer printing is based on liquid surface flow rather than internal pipe flow,
the effect of high flow resistance on liquid transfer can be reduced, which is promising
in the field of micro-volume liquid transfer. Microarray transfer printing technology has
been used to generate micro-patterns of various biomolecules and photoresists [15]. The
pioneering studies of liquid transfer were conducted by Chadov and Yakhnin [16]. They
mainly studied the situation of liquid transfer at different stretching speeds. Three states of
liquid transfer were defined, namely, a quasi-static regime, dynamic regime, and transition
regime. In addition, Cai’s team studied the effect of initial distance on the liquid transfer.
They found that, in the process of liquid transfer, when the distance between the donor
surface and acceptor surface decreases, the contact area between the liquid and acceptor
surface increases [17–19]. Dodds et al. studied the effect of different contact angles on
the liquid transfer process [20]. The research showed that there is a lag phenomenon of
contact angle in the liquid transfer process, and that the contact angle has an important
influence on the liquid transfer volume [21–26]. On the basis of the existing literature, it can
be found that most studies did not comprehensively evaluate the relationships between
each physical parameter and the adhesive transfer volume. The adhesive transfer volume
described in most studies could only reach sub-nanoliter levels, but not fL–pL levels.

This study is aimed at addressing the urgent need for high-precision adhesive transfer
technology in the micro- and nanometer encapsulation industry, considering the influence
of the adhesive properties on the transfer process, as well as the problem of micro-nozzles
being difficult to manufacture. On the basis of the principle of liquid transfer, an adhesive
transfer method which can realize fL–pL levels is studied in this paper. A mathematical
model describing the initial droplet volume and the transfer droplet volume is established,
and the factors affecting the transfer process of adhesive are analyzed by the model. The
relationships between the transfer droplet volume and initial droplet volume, stay time,
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initial distance, and stretching speed are analyzed using a single-factor method. Further-
more, combined with trajectory planning, continuous automatic dispensing experiments
with different patterns are carried out, and the research results are applied in microporous
encapsulation.

2. Principle of Adhesive Transfer and Modeling of Transfer Quantity
2.1. Adhesive Transfer Principle

The adhesive transfer principle proposed in this paper is to attach the adhesive to the
pipetting needle first, and then control the pipetting needle attached with the adhesive to
contact the specified base surface. The adhesive is partly transferred from the pipetting
needle to the base surface by relying on its own viscosity, and the transferred adhesive
forms transfer droplets under the action of surface tension.

The ultra-micro-dispensing process based on the transfer principle is shown in Fig-
ure 1. The dispensing process is divided into five stages: adhesive taking, transportation,
extrusion, stretching, and return. In the adhesive taking stage, the pipetting needle moves
downward within the capillary tube fitted with the adhesive, as shown in Figure 1a. In the
transport stage, the pipetting needle passes through the capillary tube. Under the action
of viscous force, the adhesive adheres to the surface of the pipetting needle. Under the
action of surface tension, the adhesive partly converges at the tip of the pipetting needle to
form initial droplets. The pipetting needle with adhesive continues to move downward,
as shown in Figure 1b. When the adhesive comes into contact with the base surface, the
extrusion stage begins. At this time, the adhesive connects the pipetting needle with the
base surface to form a liquid bridge. The liquid bridge is squeezed until the preset initial
distance threshold is reached, and the extrusion process ends, as shown in Figure 1c. In
the stretching stage, the pipetting needle moves upward, which pulls the liquid bridge off.
Some of the adhesive in contact with the liquid bridge is transferred to the base surface,
and the transferred adhesive forms transfer droplets under the combined action of surface
tension and viscous force, as shown in Figure 1d,e. In the return stage, the pipetting needle
moves upward, and the adhesive at the capillary tube mouth moves upward together with
the pipetting needle under the combined action of inertial force, viscous force, and surface
tension to form a liquid fossa. When the height of the pipetting needle returning to the
capillary tube is greater than the height of the liquid fossa, the return stage is over and the
system completes an adhesive distribution, as shown in Figure 1f.
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Figure 1. Diagram illustrating the principle of the ultra-micro-dispensing process: (a) adhesive taking;
(b) transportation; (c) extrusion; (d,e) stretch and break; (f) return.

2.2. Adhesive Transfer Rate Modeling

In the dispensing process, the adhesive adheres to the surface of the pipetting nee-
dle. Through extrusion and stretching, some of the adhesive on the pipetting needle is
transferred to the base surface to form transfer droplets, and the residual adhesive on
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the pipetting needle is brought back to the capillary tube. In this process, the adhesive
initially adhered to the surface of the pipetting needle is not completely transferred to the
base surface. In order to study the law of adhesive transfer, it is necessary to theoretically
calculate and analyze the adhesive transfer rate.

After the pipetting needle passes through the capillary tube, the adhesive adheres to
the surface of the pipetting needle under the combined action of viscous force and surface
tension. Assuming that the state between the pipetting needle and the adhesive is ideal, the
section passing through the axis of the pipetting needle was taken as the research object, as
shown in Figure 2.
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Figure 2. Ideal initial droplet model.

In Figure 2, the diameter of the pipetting needle is d. The thickness of the adhesive
adhering to the surface of the pipetting needle is δ. The curved surface radius of the initial
droplet is r1. The contact angle formed between the tip of the pipetting needle and initial
droplet is θ. The difference between the circle A’s radius and the initial droplet height is a.
The intersection formed by the straight line passing through the circle center O1 and the
tangent line passing through circle A is (x1, y1). Taking the y-axis as the rotation axis, we
can get the initial droplet volume V1 as follows:
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By integrating Equation (1), the initial droplet volume V1 can be obtained as follows:
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24 sin3 θ
. (2)

When the adhesive at the tip of the pipetting needle contacts the base surface, a liquid
bridge is formed due to the combined action of the inertial force and surface tension of the
adhesive itself. When the pipetting needle moves upward, the liquid bridge is pulled off
due to the viscous force of the adhesive. The adhesive left on the base surface is mainly
affected by the combined action of mass force, surface tension, and viscous force. Mass
force diffuses the adhesive, while surface tension shrinks the adhesive inward. Viscous
force holds the adhesive to the base surface. After a period of time, the force of the adhesive
reaches equilibrium, and a transfer droplet is finally formed. In an ideal state, the transfer
droplet features a spherical crown, as shown in Figure 3.
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Figure 3. Ideal transfer droplet model.

In Figure 3, the radius of the transfer droplet is b, the height of the transfer droplet
is c, the coordinates at the boundary intersection of three phases are (x2, y2), the contact
angle of the transfer droplet with the base surface is β, and the curved surface radius of the
transfer droplet is r2. Taking the y-axis as the rotation axis, we can determine the transfer
droplet volume V2 as follows:

V2 =
∫ r2

r2−c
πx2dy =

∫ b
sin β

b
sin β −c

π(r2
2 − y2

2)dy. (3)

By integrating Equation (3), the transfer droplet volume V2 can be further obtained as
follows:

V2 = πc2(
b

sin β
− c

3
). (4)

Therefore, the adhesive transfer rate η can be calculated as follows:

η =
V2

V1
=

8c2 sin3 θ(3b − c sin β)

sin β(d + 2δ)3(2 + cos3 θ − 3 cos θ)
. (5)

It can be seen from Equation (2) that the initial droplet volume is related to the diameter
of the pipetting needle, the angle between the tip of the pipetting needle and the initial
droplet, and the adhesive thickness. In addition, the diameter of the pipetting needle and
the thickness of the adhesive are the main factors affecting the volume of the initial droplet.
It can be seen from Equation (4) that the volume of the transfer droplet is related to the
height of the transfer droplet, the radius of the transfer droplet, and the contact angle
between the transfer droplet and the base surface. It can be seen from Equation (5) that
the adhesive transfer rate is related to c, θ, b, β, d, and δ. The size of c and β is mainly
related to the wettability of the base surface. The size of θ and δ is mainly related to the
pipetting needle material and the viscosity of adhesive. In the process of stretching the
liquid bridge, the contact line between the liquid bridge and the base surface shrinks
inward. The dimension of the transfer droplets is largely dependent on the size of the
contact line, and the wettability of the base surface directly affects the formation of the
contact line. A better base surface wettability results in a smaller distance of the contact
line moving inward, and the phenomenon of contact angle hysteresis is more obvious. This
means that more adhesive is transferred to the base surface, and a larger transfer droplet
formed. If the influence of material properties and adhesive properties on the adhesive
transfer rate is not considered, the factors affecting adhesive transfer rate are only the radius
of the transfer droplet and the diameter of the pipetting needle. Therefore, this paper only
analyzes the effects of the transfer droplet radius and the pipetting needle diameter on the
adhesive transfer rate.
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3. Experimental System and Method
3.1. Development of Experimental System

Through the analysis of the dispensing principle and the adhesive transfer process, the
main factors affecting the adhesive transfer rate were preliminarily identified. According to
the measurement requirements, the dispensing experimental platform was designed. The
ultra-micro-precision automatic dispensing system independently developed and designed
is shown in Figure 4. The system consists of a transfer droplet morphology observation
and data acquisition module, adhesive transfer module, and drive control module.
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The function of the transfer droplet morphology observation and data acquisition
module involves auxiliary adjustment for the experimental process, as well as completion
of the measurement, annotation, and observation of the transfer droplet. The adhesive
transfer module is composed of a pipetting needle, a capillary tube, and a base surface.
The pipetting needle is used to complete the adhesion and transfer of the adhesive, the
capillary tube is used to store the adhesive, and the base surface is the carrier for the
transfer adhesive. The function of the drive control module is to control the movement
of the pipetting needle. Under the control of the driving device, the pipetting needle can
move the minimum distance up to 1 µm.

The prototypes of the developed dispensing system and the built experimental plat-
form are shown in Figure 5. The transfer droplet morphology observation and data
acquisition module is composed of a fine-tuning platform, a microscope, a microscope
control handle and a microscope display. The fine-tuning platform and the microscope are
an integrated structure. The fine-tuning platform can be adjusted by the fine-tuning knob,
and the microscope can be adjusted by the microscope control handle. The magnification of
the microscope is between 100× and 1000×, which can meet the observation requirements
in most cases. The pipetting needle and capillary tube in the adhesive transfer module
are fixed on the Z drive. During the experiment, the adhesive adheres to the pipetting
needle, and then the adhesive on the pipetting needle is transferred to the base surface
to achieve the dispensing process. The drive control module is composed of a computer,
a control panel, a drive controller, and an X/Y/Z drive. The computer is responsible
for transmitting the control program to the drive controller, and the motion speed of the
drive can be set by the computer. The main function of the control panel is to control the
movement trajectory of the pipetting needle and set parameters. The drive controller is
responsible for transmitting the motion control signal to the X/Y/Z drive. The X/Y/Z
drive executes the move command to drive the pipetting needle to the specified position to
complete the transfer of adhesive.
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Figure 5. Physical object of experimental platform.

3.2. Material

The materials needed for the experiment mainly include the pipetting needle, adhesive,
base surface, and capillary tube. The pipetting needle is a key component in the dispensing
experiment, and its diameter is required to reach tens of microns. On the one hand, it is
necessary to ensure that the pipetting needle does not bend during processing. On the
other hand, the tip of the pipetting needle is required to be flat and smooth. Therefore,
the pipetting needle should have the characteristics of high hardness, corrosion resistance,
and wear resistance. A tungsten needle was selected as the raw material in this paper. The
machining process of the pipetting needle was divided into two stages: electrolysis and
grinding. After electrolysis, the pipetting needle had a stepped shape with a tapered tip.
Then, high-mesh sandpaper was used to further grind the tip to achieve a flat and smooth
effect. An image of the pipetting needle is shown in Figure 6.
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The adhesive transfer method proposed in this paper is suitable for the transfer of
adhesives such as epoxy resin, methyl silicone oil, and polyurethane. Because the purpose
of the experiment was to study the influence of the initial droplet volume, stay time, initial
distance, and stretching speed on the adhesive transfer rate, the composition and viscosity
of adhesive were not taken as the research object. However, experiments using adhesives
of different composition and viscosity would yield the same conclusion. Therefore, epoxy
resin with a viscosity of 1000 cps was taken as the experimental adhesive.

The base surface was thin glass material with a size of 75 × 25 × 1 mm. An ultrasonic
cleaning method was used to ensure that the base surface was clean. The adhesive storage
tube was a glass capillary tube with an inner diameter of 0.8 mm and a length of 12 cm.

3.3. Experimental Conditions

When observing the dispensing process through the microscope, it was found that
small vibration had a great impact on the experimental results. Therefore, in order to
reduce the impact of vibration on the dispensing process, the experimental platform was
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built on a shock absorption platform. During the experiment, the room was kept relatively
sealed, with no dust indoors and a room temperature of 23–25 ◦C. The experimental process
was consistent with the theoretical process mentioned in Section 2.1. The actual adhesive
transfer process observed by the microscope is shown in Figure 7.
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4. Factors Affecting the Volume of Transfer Droplets and Comprehensive Experiments

The purpose of this paper was to study the automatic distribution method of an
adhesive at the fL–pL level, as well as analyze the influence of working parameters on
the adhesive transfer process. Therefore, a method for evaluating the volume of the
transfer droplet was first established. Then, the single-factor method was used to analyze
the influence of each factor on the transfer droplet volume and the adhesive transfer
rate. Lastly, combined with the trajectory planning method, an application experiment of
automatic adhesive dispensing with fL–pL resolution was completed.

4.1. Method for Determining Transfer Droplet Volume

The shape of the transfer droplet was similar to a spherical crown, but it was not a
regular spherical crown. Therefore, it was necessary to verify whether Equation (4) could
accurately describe the volume of the transfer droplet through experiments.

After analyzing the adhesive transfer rate through the method of theoretical analysis, it
was found that the key to studying the adhesive transfer rate was to determine the volume
of the transfer droplet. On the one hand, the 3D scanning method could be used to measure
the volume of the transfer droplet. This method could obtain an accurate volume, but its
efficiency is low. On the other hand, the theoretical calculation method could be used to
calculate the transfer droplet volume. This method was more efficient, but its accuracy
needed to be verified.

It can be seen from Equation (4) that the volume of the transfer droplet is related
to the height of the transfer droplet, the radius of the transfer droplet, and the contact
angle between the transfer droplet and the base surface. On the one hand, we used the
plane measurement method to measure the above parameters and substituted the mea-
sured values into Equation (4) to calculate the transfer droplet volume. The experimental
conditions were as follows: a pipetting needle diameter of 60 µm, a stretching speed of
2 mm/s, a stay time of 1 s, and an initial distance of 0 µm. Under these conditions, several
dispensing experiments were completed, and 10 transfer droplets were obtained. Figure 8
shows the transfer droplet parameters measured by microscope. The measured height of
the transfer droplet was 13 µm, the diameter was 66.5 µm, and the contact angle was 34◦.
After calculation, we could calculate the transfer droplet volume as 29.3 fL. It can be seen
from the figure that the appearance of the transfer droplet was relatively round, and the
side of the transfer droplet was similar to a spherical crown. The same method was used
to measure the parameters of other transfer droplets, and then the volume of the transfer
droplets was calculated. The specific measurement data and calculation results are shown
in Table 1. After measurement, it was found that the height of the transfer droplet was
13–15 µm, the radius of the transfer droplet was 31.9–33.3 µm, and the contact angle was
33◦–36◦. After calculation, we could get that the minimum volume of the transfer droplet
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was 27.2 pL, the maximum volume was 37.9 pL, and the theoretical average volume of the
transfer droplet was 31.5 pL.
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Table 1. Measurement data and calculation results.

Number 1 2 3 4 5 6 7 8 9 10

c (µm) 13 13 14 13 15 15 13 14 14 13
b (µm) 33.3 32.4 33.2 31.9 32.1 32.8 33.1 32.9 32.3 32.6
β (◦) 34 35 33 35 34 34 36 34 35 34

V2 (pL) 29.3 27.7 34.7 27.2 37 37.9 27.6 33.4 31.8 28.7

On the other hand, we used 3D scanning measurements to determine the actual
volume of the transferred droplet. The principle of 3D scanning measurement is to scan the
transfer droplet with a microscope to obtain the original point coordinate data. After the
original data are processed, the actual transfer droplet volume can be obtained. Because
both the transfer droplet and the base surface have light transmittance, serious deletion
can appear during direct scanning. Therefore, it was necessary to spray treatment the
base surface with a developer before the dispensing experiment. As the diameter of the
developer particles was less than 10 µm, they had no significant effect on the morphology
of the transfer droplet. After the developer was completely cured, the experiment was
started on the base surface. After the experiment, it was necessary to spray the base surface
with the developer again. After the developer was cured, the transfer droplets could be
scanned by the 3D scanning method.

The volume of the transfer droplet was measured by the 3D scanning method in
three steps: scanning of the original transfer droplet, boundary point processing, and error
compensation processing. For example, the transfer droplet in Figure 8 was scanned in 3D
to obtain the original image of the transfer droplet, as shown in Figure 9a. It can be seen
that there was the problem of a fuzzy boundary around the transfer droplets. Therefore, the
point processing method was used to process the transfer droplet image, and the exported
image after preliminary processing is shown in Figure 9b. It can be seen that the boundary
area of the transfer droplet was defective, which would have led to the deviation of the
transferred droplet volume. Hence, the error compensation method was further applied.
The repaired 3D export model is shown in Figure 9c. It can be seen that the surface of the
transferred droplet was relatively complete without obvious defects.

It can be seen from Figure 9c that the shape of the transfer droplet was not completely
regular; thus, the most accurate method to determine the volume of the transfer droplet
was to take the coordinate point as calculation unit. Firstly, each calculation unit was
integrated, and then all the integration results were added. After error compensation
processing, nearly 160,000 calculation units needed to be integrated and summed, requiring
a large amount of calculation. Therefore, the integral summation function was used to
calculate the volume of the transfer droplet, and the measured volume of this transfer
droplet was finally obtained as 28.4 pL. The volume of the remaining transfer droplets
was measured using the above method. The error between the measured volume and the
theoretical volume is shown in Figure 10a. We found that the measured volume was smaller
than the theoretical volume. The average measured volume was 30.4 fL, which is about
96.4% of the theoretical average volume. Two reasons could explain why the measured
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volume was smaller than the theoretical volume. Firstly, the scan could have had missing
parts, whereby error compensation processing would have only supplemented the missing
parts with an approximate value close to the actual value. Secondly, the cross-section
where the diameter of the transfer droplet was measured could have differed, as shown
in Figure 10b. We found that the root of the actual transfer droplet was internal concave.
Thus, the internal concave phenomenon became more obvious upon approaching the base
plane, which would have made the measured volume smaller than the theoretical volume.
After calculation, the average relative error of the transfer droplet volume was 3.8%. After
analysis, we found that the theoretical calculation method was accurate, and the level of
calculation was small. Therefore, the theoretical calculation method was used to estimate
the transfer droplet volume in this paper.
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Figure 9. The 3D scanned image: (a) original image; (b) processed image; (c) 3D exported model. Figure 9. The 3D scanned image: (a) original image; (b) processed image; (c) 3D exported model.
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Figure 10. Transfer droplet volume: (a) comparison between the measured volume and the theoretical
volume; (b) cross-section profile of the transfer droplet.

4.2. Analysis of Influencing Factors

According to the conclusion drawn in Section 2.2, we could simplify the research
content of this paper by studying the influence of the transfer droplet radius and pipetting
needle diameter on the adhesive transfer rate. It can be seen from Equation (4) that the
radius of the transfer droplet is the main factor affecting the volume of the transfer droplet.
Through observation, we found that the stay time, initial distance, and stretching speed
all affected the radius of the transfer droplet. The diameter of the pipetting needle mainly
affects the volume of the initial droplet, and the volume of the initial droplet affects the
volume of the transfer droplet. Without affecting the experimental results, we could
simplify the research content of this paper by studying the influence of the initial droplet
volume, stay time, initial distance, and stretching speed on the transfer droplet volume.

The four main influencing factors are defined below. The initial droplet volume refers
to the volume of the droplet formed after the tip of the pipetting needle adheres to the
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adhesive. The stay time refers to the time that the pipetting needle tip remains stationary
after contacting the base surface. The initial distance refers to the distance from the tip of
the pipetting needle to the base surface. The stretching speed refers to the average speed of
stretching the liquid bridge until fracture. Assuming a lack of interaction between factors,
the single-factor method was used to analyze the influence of each factor on the transfer
droplet volume.

4.2.1. The Effect of Initial Droplet Volume

In the experiment, with other factors unchanged, initial droplets of different diameters
were obtained by selecting pipetting needles of different diameters to attach the adhesive.
The effect of initial droplet volume on transfer droplet volume was analyzed in detail
through experiments. The stay time was set to 1 s, the initial distance was set to 0 µm, the
stretching speed was set to 4 mm/s, and the pipetting needle diameters were 20 µm, 40 µm,
60 µm, and 80 µm. Figure 11 shows the transfer droplets observed under the microscope.
It can be seen from the figure that the morphology of all transferred droplets was intact
without obvious defects.
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Figure 11. Transfer droplets obtained after changing the diameter of the pipetting needle.

In order to ensure the reliability of the experimental results, after four groups of
dispensing experiments were completed with pipetting needles of different diameters,
10 transfer droplets were randomly selected from each group for the measurement of
diameter. The measurement results are shown in Figure 12a. It can be seen from the
figure that the diameter of the same group of transfer droplets was approximately the
same. Figure 12b reflects the relationship between the average diameter of the transfer
droplet and the diameter of the pipetting needle. It can be seen from the figure that the
transfer droplet diameter increased with the increase in the pipetting needle diameter. The
initial droplet volume and the transfer droplet volume were calculated using the method of
theoretical calculation, and the adhesive transfer rate was further calculated on this basis.
The results are shown in Figure 12c. The results show that the transfer droplet volume and
the adhesive transfer rate increased with the increase in the initial droplet volume.
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Figure 12. The relationship between the initial droplet volume and the transfer droplet volume:
(a) the diameter of the transfer droplet; (b) the average diameter of the transfer droplet; (c) volume
comparison.

A larger diameter of the pipetting needle resulted in a larger initial droplet volume
adhering to the tip of the pipetting needle. When the height of the liquid bridge remained
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unchanged, a larger initial droplet volume resulted in a larger contact area between the
liquid bridge and the base surface, as well as a larger diameter of the transferred droplet.
As the contact area increased, the adhesion effect of the base surface to the liquid bridge
increased, adsorbing more adhesive, and the volume of the transfer droplet increased.
Viscous force plays a leading role in the transition regime [16], and large initial droplets
exert greater pressure on the base surface. Therefore, the adhesive transfer rate increased
under the combined action of viscous force and pressure. Zhu’s team also reached the same
conclusion [27], where the contact area was also mentioned as the main factor enhancing
the bonding effect [17,18].

4.2.2. The Effect of Stay Time

Four groups of experiments were conducted for the stay time, with each group only
changing the stay time of the pipetting needle on the base surface, while other conditions
remain unchanged to study the effect of stay time on the transfer droplet volume. A
pipetting needle with a diameter of 60 µm was selected, the initial distance was set to
0 µm, the stretching speed was set to 4 mm/s, and the stay time was 1 s, 2 s, 3 s, and
4 s. After the experiment, the bottom area of the transfer droplet was measured, and the
micro-morphology of the transfer droplet was observed. The microscopic morphology of
the transfer droplets formed under different stay times is shown in Figure 13. It can be seen
from the figure that the bottom area of the transfer droplet increased with the increase in
stay time. The microscopic morphology of the transfer droplet did not change due to the
change in stay time.
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Figure 13. The transfer droplet obtained after changing the stay time.

Ten transfer droplets were randomly selected from the groups for bottom area mea-
surement, and the measurement results of transfer droplet bottom area are shown in
Figure 14a. It can be seen that changing the stay time of the pipetting needle on the base
surface changed the bottom area of the transfer droplet, and the bottom area of transfer
droplets obtained from the same group of experiments also fluctuated within a certain
range. The average value of the transfer droplet diameter from each group was calculated,
and the results are shown in Figure 14b. It can be seen more intuitively from the figure that
there was a linear relationship between the transfer droplet diameter and the stay time.
We found that a longer stay time led to a larger diameter of the transfer droplet. Upon
only changing the stay time of the pipetting needle on the base surface, it was found that
the volume of the initial droplet changed little. With the increase in stay time, the transfer
droplet volume and the adhesive transfer rate increased. The specific values are shown in
Figure 14c.

In order to ensure the quality of adhesive transfer, it is usually required that the
adhesive remains relatively stationary for several seconds after contacting the base surface.
In a relatively static state, the speed of the pipetting needle and the base surface acting on
the liquid bridge tends to zero, and the transfer state of the adhesive belongs to a quasi-
static state. Therefore, we can study the relationship between the stay time and the transfer
rate by studying the transfer state of the adhesive in the quasi-static state, where surface
tension plays an important role [16]. With the increase in residence time, the adhesive
promoted the liquid bridge to gradually reach an equilibrium state under the action of
mass force, resulting in an increase in the pressure of the liquid bridge on the base surface.
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The surface tension decreased with increasing pressure [28]; thus, an increase in the contact
area between the liquid bridge and the base surface occurred. The increase in contact area
meant that there was a smaller receding contact angle between the liquid bridge and the
base surface, whereby the attraction of the base surface to the adhesive was enhanced. With
a stronger attraction of the base surface to the adhesive, more adhesive was transferred
to the base surface, forming larger transfer droplets and increasing the transfer rate. This
conclusion is consistent with the conclusion obtained in [28], proving the correctness of the
experiment in this paper.
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Figure 14. The relationship between the stay time and the transfer droplet volume: (a) the bottom
area of the transfer droplet; (b) the average diameter of the transfer droplet; (c) volume comparison.

4.2.3. The Effect of the Initial Distance

Keeping the pipetting needle diameter, stay time, and stretching speed unchanged,
different initial distances were set to study the effect of the initial distance on the volume
of the transfer droplet. A pipetting needle with a diameter of 60 µm was selected, the
stay time was set to 1 s, the stretching speed was set to 4 mm/s, and the initial distances
were 0 µm, 6 µm, 12 µm, and 18 µm. The microscopic morphology of the transfer droplets
formed under different initial distances is shown in Figure 15. It can be seen from the
figure that transfer droplets of different sizes could be obtained by setting different initial
distances.
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Figure 15. The transfer droplets obtained after changing the initial distance.

Ten transfer droplets were randomly selected from the groups for diameter mea-
surement, and the measurement results of the diameter of transfer droplet are shown
in Figure 16a. It can be seen from the figure that varying the initial distance altered the
diameter of the transfer droplet. A smaller initial distance resulted in a larger transfer
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droplet average diameter. This result is shown in Figure 16b. Through further analysis,
we found that changing the initial distance had little effect on the initial droplet volume,
but an increase in the initial distance led to a decrease in the transfer droplet volume and
adhesive transfer rate. This result is shown in Figure 16c.
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Figure 16. The relationship between the initial distance and the transfer droplet volume: (a) the diam-
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Without changing any configuration parameters, the initial droplet with almost the
same volume could be obtained each time. When the initial droplet contacted the base
surface and formed a liquid bridge, the volume of the liquid bridge became the initial
droplet volume. As the initial distance increased, the liquid bridge became finer and
longer, and the contact area between the adhesive and the base surface became smaller.
Therefore, a larger initial distance resulted in a smaller diameter of the transfer droplet. The
research results in [29] showed that the transfer rate is related to the viscous force. As the
initial distance increased, the viscous force between the liquid bridge and the base surface
gradually weakened, whereby the attraction of the base surface to the adhesive became
smaller. Therefore, with the initial droplet volume almost constant, the initial distance
increased, the transfer droplet volume decreased, and the adhesive transfer rate decreased.
In this paper, the same conclusion as that of [29] was also obtained through experiments,
indicating that the adhesive transfer rate under microscopic and macroscopic conditions
had the same law and obeyed the requirements of conventional hydrodynamics.

4.2.4. The Effect of Stretching Speed

The stretching speed of the pipetting needle was varied, with other factors remaining
unchanged, to analyze the relationship between the stretching speed and the volume of the
transfer droplet. A pipetting needle with a diameter of 60 µm was selected, the stay time
was set to 1 s, the initial distance was set to 0 µm, and the stretching speed was divided into
seven groups (1–7 mm/s). The microscopic morphology of the transfer droplets formed
under different stretching speeds is shown in Figure 17. It can be seen from the figure that
changing the stretching speed had an effect on the size of the transfer droplets. However,
the stretching speed had almost no effect on the morphology of transfer droplets, and a
complete transfer droplet could be obtained at any stretching speed.
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Ten transfer droplets were randomly selected from the groups for diameter measure-
ment, and the results are shown in Figure 18a. It can be seen from the figure that the
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diameter of the transfer droplet changed with the change in stretching speed. According to
the relationship between the average diameter of the transfer droplet and the stretching
speed shown in Figure 18b, it can be seen that a faster stretching speed led to a larger
diameter of the transfer droplet. Changing the stretching speed had almost no effect on
the volume of initial droplet; however, with the increase in stretching speed, the volume of
the transfer droplet and adhesive transfer rate decreased. The specific values are shown in
Figure 18c.
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The above research results are consistent with [30]. The phenomenon of the transfer
droplet diameter increasing with the increase in stretching speed can be explained according
to two aspects. Firstly, a smaller stretching speed resulted in a smaller velocity gradient in
the vertical direction inside the adhesive. With an increase in stretching speed, the velocity
gradient resulted in the two ends of the liquid bridge being very small while the middle
was very large, leading to slow momentum propagation in the middle. Secondly, when
different stretching speeds were used to stretch the liquid bridge to the same height, a
faster stretching speed led to a shorter stretching time. Accordingly, at a faster stretching
speed, the degree of inward sliding of the contact line of the base surface decreased, and
the transfer droplet diameter increased.

The main reasons for the decrease in the adhesive transfer rate could be explained by
the surface tension playing a leading role in the transfer process when the stretching speed
was low. The main factor affecting surface tension is the receding contact angle. A smaller
receding contact angle resulted in a greater attraction to the adhesive. Because the receding
contact angle of the base surface was smaller than the pipetting needle, the base surface
was more attractive to the adhesive, and more adhesive was transferred to the base surface.
With an increase in stretching speed, the velocity gradient in the vertical direction of the
liquid bridge increased, resulting in a slower momentum propagation of the adhesive and
a lower adhesive transfer rate.

4.3. The Experiment of fL–pL Level Automatic Dispensing
4.3.1. Adhesive Automatic Distribution of fL–pL Level

Through the single-factor experiment, it was found that the initial droplet volume,
stay time, initial distance, and stretching speed all affected the transfer droplet volume.
By calculating the overall standard deviation, it was found that, relative to other levels, a
diameter of the pipetting needle of 20 µm, a stay time of 3 s, an initial distance of 0 µm,
and a stretching speed of 2 mm/s were optimal to obtain the transfer droplet with the best
uniformity.

According to the design requirements, the movement trajectory was planned. Figure 19
shows a comparison diagram of the automatic dispensing effect. The preset distance
between two adjacent vertices of the quadrangular star was 1600 µm, and the actual
distances were 1607 µm, 1609 µm, 1610 µm, and 1609 µm. The difference rates were 0.4%,
0.6%, 0.6%, and 0.6%, respectively. The preset circle diameter was 2200 µm, and the preset
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distance between adjacent transfer droplets in the circle was 275 µm. The actual values
were 2191 µm and 272 µm, with difference rates of 0.4% and 1.1%, respectively.
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In order to reflect the difference between the planned trajectory and the actual trajec-
tory, the planned position of each transfer droplet in the quadrangular star was compared
with the actual position. The compound effect of planned location and actual location is
shown in Figure 20. It can be seen from the figure that the actual transfer droplet trajectory
was basically consistent with the preset transfer droplet trajectory. After comparison, four
representative transfer droplets were selected. Among them, transfer droplet 1 and transfer
droplet 2 had good morphology and position accuracy, while the morphology of transfer
droplet 3 was intermediate, and that of transfer droplet 4 was poor. After the transfer
droplets were compounded, the diameter and position deviation of the transfer droplets
were measured, and the deviation rate was calculated. After measurement, it was found
that the minimum diameter of the transfer droplet was 23.5 µm, the maximum diameter
was 24.5 µm, and the deviation between the planned position and the actual position was
0.6–2.6 µm. After calculation, the average diameter of the transfer droplets was obtained
as 23.9 µm, the average deviation was 1.5 µm, the deviation rate was 2.5–10.8%, and the
average deviation rate was 6.2%. The reason for the large position deviation of some
transfer droplets could be that, during the dispensing process, the driving device had a
slight vibration relative to the base surface, which caused the actual position of the transfer
droplet to deviate.

It can be seen from Section 4.1 that the theoretical value of the volume of the transfer
droplet was close to the measured value; thus, due to its simplicity, it was used to calculate
the volume of the transfer droplet. After measurement, it was found that the minimum
height of the transfer droplet was 3.1 µm, and the maximum height was 3.6 µm. The
minimum contact angle of the transfer droplet was 34◦, and the maximum contact angle
was 40◦. The minimum radius of the transfer droplet was 11.7 µm, and the maximum
radius was 12.3 µm. Specific data are shown in Figure 21a. After calculation, the minimum
volume of the initial droplet was obtained as 1188.6 fL, the maximum volume was 1456.2 fL,
and the average volume was 1303.5 fL. The minimum volume of the transfer droplet was
obtained as 573.3 fL, the maximum volume was 779.9 fL, and the average transfer volume
was 659.6 fL. The minimum transfer rate of adhesive was obtained as 46.1%, the maximum
transfer rate is 55.6%, and the average transfer rate is 50.6%. Specific data are shown in
Figure 21b.
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Through the fL-level adhesive automatic distribution experiment, it could be found
that the actual position was basically consistent with the preset position, revealing an
average deviation of 6.2% and a minimum volume of the transfer droplet of 573.3 fL. There-
fore, the ultra-micro-dispensing system designed in this paper could realize the automatic
dispensing of adhesive at an fL level. Compared with the existing adhesive transfer system,
this system has the advantages of better stability and a smaller transfer volume.

4.3.2. The Application of Microporous Encapsulation

The internal structure of an MEMS is precise and complex. In the actual assembly
process, ultra-micro-dispensing technology is often used to connect and encapsulate ele-
ments of the microelectromechanical system. Microporous encapsulation faces problems
that need to be solved. Because the encapsulation experiment needs to be carried out in
micron-level small holes, common dispensing methods cannot ensure an accurate posi-
tion and appropriate adhesive filling volume. Therefore, it is necessary to design a new
distribution mechanism to solve the problem of microporous encapsulation.

The automatic dispensing method designed in this paper can realize microporous
encapsulation. During the adhesive filling process, the pipetting needle should not be in
contact with the micropore; therefore, a pipetting needle with a diameter of 200 µm was
selected for adhesive filling, the initial distance was set to 2 µm, and the rise amount was set
to 1 µm. Under the action of viscous force, the adhesive was transferred to the micropore.
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When the adhesive was observed to overflow the micropore, the microporous encapsulation
was completed. The effect of microporous encapsulation is shown in Figure 22. It can be
seen from the figure that, after the microporous encapsulation experiment, the microporous
structure was complete, and the adhesive could be used to evenly fill the micropore.
Therefore, the ultra-micro-automatic dispensing method based on surface tension designed
in this paper could meet the actual encapsulation needs.
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5. Conclusions

According to the principle of liquid transfer printing, this paper studied the transfer
mechanism of adhesive from a capillary tube to the base surface using a pipetting needle,
and an ultra-micro-dispensing method was proposed. This method could realize the
automatic distribution of adhesive with fL–pL resolution.

Firstly, the theoretical value of the transfer droplet volume was calculated, and then
the actual value of the transfer droplet volume was measured using 3D scanning. The
results showed that the measured volume was about 96.4% of the theoretical volume.

By studying the effects of initial droplet volume, stay time, initial distance, and
stretching speed on the transfer droplet volume, it was found that the transfer droplet
volume increased with the increase in the initial droplet volume, stay time, and stretching
speed, whereas it decreased with the increase in initial distance. The adhesive transfer
rate was also affected by these four factors, and the influence rule was consistent with
the transfer droplet volume. The initial droplet volume increased with the increase in the
pipetting needle diameter, whereas the stay time, initial distance, and stretching speed had
little effect on the initial droplet volume.

By planning the movement trajectory, the automatic dispensing of transfer droplets
with fL resolution in the plane was realized. After calculation and analysis, the dispensing
results were as follows: a minimum radius of the transfer droplet of 11.7 µm, a minimum
transfer volume of 573.3 fL, an average transfer volume of 659.6 fL, and an average transfer
rate of 50.6%. The average deviation of the automatic dispensing position was 1.5 µm.
In addition, the encapsulation experiment using a Φ225 µm × 70 µm micropore was
successfully completed, further indicating that the ultra-micro-volume dispensing method
proposed in this paper can be applied to the encapsulation of micro-sized parts.
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Abstract: Cytotoxic T-cells (CTLs) exhibit strong effector functions to leverage antigen-specific anti-
tumoral and anti-viral immunity. When naïve CTLs are activated by antigen-presenting cells (APCs)
they display various levels of functional heterogeneity. To investigate this, we developed a single-
cell droplet microfluidics platform that allows for deciphering single CTL activation profiles by
multi-parameter analysis. We identified and correlated functional heterogeneity based on secretion
profiles of IFNγ, TNFα, IL-2, and CD69 and CD25 surface marker expression levels. Furthermore, we
strengthened our approach by incorporating low-melting agarose to encapsulate pairs of single CTLs
and artificial APCs in hydrogel droplets, thereby preserving spatial information over cell pairs. This
approach provides a robust tool for high-throughput and single-cell analysis of CTLs compatible
with flow cytometry for subsequent analysis and sorting. The ability to score CTL quality, combined
with various potential downstream analyses, could pave the way for the selection of potent CTLs for
cell-based therapeutic strategies.

Keywords: single-cell; CD8 T-cell; cytokines; droplet microfluidics; microgel; heterogeneity

1. Introduction

Cytotoxic T-cells (CTLs) are specialized cells that recognize and kill malignant or
infected cells, making them the commander-in-chief and the soldiers of the immunological
army. The efficiency of these CTLs to find and successfully kill their targets is dependent on
the well-coordinated activation of naïve CTLs in the lymph nodes. Only upon encountering
antigen-presenting cells (APCs) in the lymph node will they turn into effector CTLs, after
which they will return to circulation and actively seek and destroy target cells at sites
of inflammation in the tissue. Importantly, a few studies revealed that disease control
depends on CTL quality rather than on quantity, where quality was defined by multiple
functions [1–3]. In line with that, several sub-populations of CTLs were identified based on
secreted cytokines and the presence of polarizing cytokines [4,5], suggesting that specific
subsets of CTLs are relevant for immunity. Since interrogation of each individual cell is
needed to truly identify CTLs of interest, the field has recently moved from conventional
bulk experiments to single-cell approaches. Over the past two decades, single-cell technolo-
gies have emerged with the goal to dissect cellular heterogeneity and interrogate relevant
sub-populations [6–10]. To efficiently and reproducibly probe the heterogeneity upon CTL
activation, microfluidic tools were developed to allow precise manipulation and compart-
mentalization of single cells in small volumes (pico- to nano-liter) [11], thereby providing
highly controlled environments acting like bioreactors to efficiently activate CTLs [12,13].
Although these efforts to pair CTLs either with target cells or APCs in microwell- and
microtrap-based devices have proven to be effective, they are often restricted by a limited
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throughput since pairs are captured on-chip and the sample size is thus restricted by the
dimensions of the device [12,14]. Droplet-based microfluidics has the major advantage
that the sample size can be increased by longer running times thereby yielding higher
throughputs [15–18], which is especially important when one is studying heterogeneity
in immune cell responses and rare cell behavior is expected. Previous work aimed at
pairing and studying CTL responses in droplets yielded interesting findings at a single-cell
resolution [19,20]. However, these studies were often limited to the measurement of only
a few parameters through microscopy imaging. As various factors, including both mem-
brane marker expression and cytokine secretion, were previously used to score CTL quality,
combining these will allow for true interrogation of the heterogenous CTL response [1–3].
To overcome both the challenge of limited throughput as well as allowing measurement
in a multiparameter fashion, hydrogels can be incorporated during droplet production to
obtain “microgels”, in which cells can be paired. These will maintain the spatial coupling of
single-cell pairs while allowing subsequent cell profiling using flow cytometry, facilitating
a multiparameter measurement [21]. Hence, microgels could pave the way for novel and
robust analytic tools to study single CTL and APC interactions [12,22,23].

Here, we generated a single-cell droplet microfluidics platform to probe CTL het-
erogeneity upon activation using soluble stimuli and artificial antigen-presenting cells
(aAPCs). We incorporated ultra-low melting point agarose hydrogels to create microgels
containing CTL/aAPC pairs for downstream analysis by flow cytometry. Activation of
CTLs was measured in a multidimensional fashion, screening both expression of membrane
markers as well as multiplexed cytokine secretion. We observed distinct CTL activation
profiles induced by soluble stimuli compared to aAPCs. This approach allows for scoring
the quality of CTL activation combined with various potential downstream applications
after sorting, and can therefore greatly benefit future immune cell therapeutic applications.

2. Materials and Methods
2.1. Cell Isolation and Preparation

CD8+ T-cells were isolated from buffy coats obtained from healthy human donors
(Sanquin bloodbank, Eindhoven, The Netherlands) after written informed consent per the
Declaration of Helsinki and according to the institutional guidelines. Peripheral blood
mononuclear cells were isolated using Lymphoprep (Stemcell Technologies, Vancouver,
Canada) according to manufacturer’s protocol, after which CD8+ cells were isolated using
magnetic-activated cell sorting kit (Miltenyi Biotech, Bergisch Gladbach, Germany). Iso-
lated CD8+ T-cells were resuspended in RPMI medium (Gibco, Life Technologies, Carlsbad,
CA, USA) with 2% Human Serum (Sanquin Bloodbank) and 1% Penicillin–Streptomycin
(Gibco, Life Technologies), hereafter referred to as culture medium. The cells were then
coated with capture antibodies for IL-2, TNF-α, and IFN-γ (Miltenyi Biotech). After incuba-
tion and washing, the cells were resuspended in culture media for droplet encapsulation.

2.2. Microfluidic Device Fabrication

Droplet microfluidics devices were produced using soft lithography. Photomasks were
ordered from CAD/Art Services, Inc. (Bandon, OR, USA). PDMS molds were produced by
spin-coating wafers with SU-8 3000 photoresist (Microresist Technology, Berlin, Germany)
according to manufacturer’s protocol to obtain 30 µm of channel height. PDMS devices
were fabricated by mixing SYLGARD® 184 PDMS with SYLGARD® 184 curing agent (both
from Merck) at 10:1 w/w before pouring the mixture onto the PDMS molds and curing for
2 h at 65 ◦C. Using a 1 mm biopsy puncher, holes for the inlets and outlet were punched.
The obtained PDMS devices were bonded to glass slides using a plasma asher (Emitech,
K1050X, Montigny-le-Bretonneux, France). After bonding, the channels were treated
with 5% perfluorooctyltriethoxysilane in HFE-7500 fluorinated oil (both from Fluorochem,
Hadfield, United Kingdom) in order to make channel walls hydrofobic, incubated for 1 h at
65 ◦C, flushed again with HFE-7500, and incubated overnight at 65 ◦C for thermal bonding.
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2.3. Production of Temperature Regulation Device

The designs for all heating devices were made in Siemens NX (Siemens AG, Munich,
Germany) (designs are available as Electronic Supplementary Material). All devices were
printed in clear resin (RS-F2-GPCL-04, Formlabs, Somerville, MA, USA) using a Formlabs
Form 3 SLA printer. After printing, the uncured resin was removed from the channels
by flushing them several times with clean isopropanol from a 20 mL syringe that was
directly connected to the Luer-lock connections. The prints were then washed and cured
per the manufacturer’s instructions in a Form Wash (FH-WA-01, Formlabs) and Form
Cure (FH-CU-01, Formlabs) station. The chip platform was finished by bonding a 0.5 mm
PMMA plate to the bottom using super glue (Loctite, Düsseldorf, Germany) and a glass
microscope slide to the top using Dowsil™732 silicon glue (Dow Corning, Midland, MI,
USA). Luer-lock to barb connectors (Cole-Parmer, Vernon Hills, IL, USA) were used to
connect the tubing. The three heating devices were connected to a water pump (7026898,
RS PRO) in series and warm water was flushed through to maintain a temperature of 37 ◦C.

2.4. Droplet Production, Cell Encapsulation and CTL Stimulation

Droplet production was performed using a previously reported pipette tip method [24],
and by attaching the droplet device to a neMESYS microfluidic pump (Cetoni, Korbußen,
Germany). The first inlet was used for 2.5% Picosurf (Spherefluidics, Cambridge, United
Kingdom) in HFE-7500 (30 µL/min), the second for CD8+ T-cells (5 µL/min), and the
last for stimuli, or aAPC Dynabeads (Thermofisher) (5 µL/min). Cells were injected at a
concentration of 4 × 106 cells/mL. When Dynabeads were included these were injected at
a concentration of 1 × 107 particles/mL. Soluble stimuli were added at a concentration of
1 mg/mL for PMA and 10 mg/mL for ionomycin (both from Peprotech). When producing
aqueous droplets cells, Dynabeads and stimuli were suspended in culture media, when
producing microgels they were suspended in culture media containing 1% w/v of ultra-low
melting point agarose (Merck, Kenilworth, NJ, USA). Droplets were collected in Eppendorf
tubes and incubated at 37 ◦C and 5% CO2 for 24 h.

2.5. Droplet Characterization

To determine the distribution of cells among droplets, contents were manually counted
in brightfield microscopy-obtained images. Droplet size was determined using ImageJ
software [25], where automated thresholding was used to create a greyscale image of the
brightfield images after which the particle analysis function was used to automatically
measure droplets. The diameter was calculated as the average between the major and
minor axes of detected particles.

2.6. Cell/Microgel Retrieval and Flow Cytometric Measurement

After 24 h of incubation, droplets containing agarose were cooled to 4 ◦C for 30 min to
obtain microgels. Both cells and microgels were retrieved from the emulsion by adding
20% of 1H,1H,2H,2H-perfluoro-1-octanol (PFO) in HFE-7500 onto the emulsion at a 1:1 v/v
ratio. The obtained solution was washed and afterward stained using Zombie NIR viability
kit (Biolegend). Next, they were stained with a cocktail of cytokine-detection antibodies for
IFNγ, TNFα, and IL-2 (all from Miltenyi Biotech), along with antibodies to detect surface
marker expression; CD8-Brilliant violet 605, CD69-Brilliant violet 650, and CD25-Brilliant
violet 786 (all from Biolegend), according to manufacturer’s protocols. During the staining
of microgels, the incubation time was doubled to give antibodies more time to diffuse into
the agarose. When washing microgels, the washing solution was kept on the microgels for
5 min before spinning down. Centrifugation of microgels was performed at 100 RCF for
10 min. After the staining procedures, fluorescent values of both cells and microgels were
measured using FACSymphony (BD) and data were analyzed using Flowjo Software 10.7.0
(FLowJo LLC, Ashland, OR, USA).
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2.7. Statistical Analysis

Data processing and statistical analysis were performed using PRISM 9 (Graphpad
software). Data are shown as mean ± standard error of the mean (SEM) unless indicated
differently. Statistical analysis was performed using repeated-measures one-way ANOVA
with post-hoc Tukey’s test after normality was proven using Shapiro–Wilk test. p < 0.05
was considered significant.

3. Results
3.1. Single CTL Activation in Droplets Reveals Highly Heterogeneous Responses

Stimulation of single cells with soluble stimuli has proven a great way to reveal het-
erogeneous behavior using droplet-based microfluidic platforms [26–28]. Droplets provide
controlled environments containing cells along with stimuli and assay reagents, thereby
preventing cells from influencing each other in a juxta- or paracrine fashion. We investi-
gated primary human CTLs and encapsulated them in 70 picolitre-sized droplets along
with Phorbol 12-myristate 13-acetate (PMA) and ionomycin as stimuli [13,29] (Figure 1A).
Microscopy analysis showed that the cell encapsulation followed the predicted Poisson
distribution (Supplementary Figure S1A) [30] and ensured that virtually all CTLs were
encapsulated as single cells in monodisperse droplets. After single-cell culture, CTLs were
retrieved from droplets by PFO-induced de-emulsification. Subsequently, CTL activation
was assessed by the early activation markers CD69 and CD25. CD69 is an early inducible
cell surface glycoprotein acquired during activation and functions as a signal-transmitting
receptor [31]. CD25 is the alpha chain of the trimeric IL-2 receptor and is considered to be
a prominent early-to-middle cellular activation marker [32]. Simultaneously, we investi-
gated the secretion of the cytokines TNFα, IFNγ, and IL-2, captured via membrane-bound
constructs. We observed three distinct phenotypes based on the expression of activation
markers CD25 and CD69 (Figure 1C,D). Within these populations, a high degree of hetero-
geneity was found with respect to the secreted cytokines (Figure 1E). These encompassed
most combinations possible, confirming the heterogeneous nature of the CTL activation.
Interestingly, membrane marker upregulation appeared reversely correlated with cytokine
secretion as the CD69-CD25- population appeared to have the lowest percentage of non-
producing cells. Furthermore, the CD69-CD25- population showed an increased tendency
to produce a combination of IFNγ and TNFα when compared to the other two populations.
These results indicate the analytical potency of our droplet platform. CTL activation via
PMA/Ionomycin is often used in the literature; however, it surpasses the natural way of
CTL activation by TCR engagement and as such does not mimic a physiological setting.
Thus, an activation model more resembling immune activation via direct cell contact would
translate much better to any system of therapeutic value.

3.2. Spatial Pairing Data Are Lost in Aqueous Droplets upon CTL and aAPC Interactions

In order to achieve effective CTL activation, APCs need to engage with naïve CTLs
in the lymph nodes. Activation involves three main signals [33,34]. The first being the
TCR/CD3 complex binding to the peptide antigen presented by the major histocompat-
ibility complex of APCs. Co-stimulatory molecules provide the second signal [35,36] by
binding to the CD28 receptors located in close proximity to the TCR. Together, these signals
lead to the release of cytokines, which further shape the development of the immune
response [37]. To mimic the first two signals of this cell–cell contact-dependent activation
in our platform, we aimed to co-encapsulate CTLs with aAPCS (Figure 2A,B and Supple-
mentary Video S1), which contain anti-CD3 and anti-CD28 antibodies and are routinely
used to activate T-cells both in bulk as well as at single-cell level [38,39]. By switching from
soluble stimuli to aAPCs, the encapsulation efficiency is altered but the prevalence of all
combinations of encapsulation still followed the predicted Poisson distribution (Figure 2B
and Supplementary Figure S2). After in-droplet co-culture of single-cell pairs and veri-
fication of CTL/aAPC interaction based on cell morphology (Supplementary Video S2),
we assessed CTL activation and observed heterogeneous expression of CD69 and CD25

216



Micromachines 2022, 13, 1910

(Figure 2C), and very little cytokine secretion in only a small percentage of CTLs (Figure 2D).
Unlike in the PMA/ionomycin stimulation, here, we cannot ensure that individual cells
are co-encapsulated with aAPCs. According to the Poisson distribution, the fraction of
encapsulated CTLs with one or multiple aAPCs can be estimated at around 50% but only
around 30% showed an increase in membrane marker expression. Therefore, the preserva-
tion of spatial coupling of a CTL and aAPC would be an elegant approach to maintain such
information until analysis of activation.Micromachines 2022, 13, x FOR PEER REVIEW 5 of 16 

 

 

 
Figure 1. Single-cell CTL activation using soluble stimuli. (A) Layout of the microfluidic device used 
for droplet production including popped-out schematic of droplet formation, scale bar represents 
500 µm. Layout is a direct copy of the photolithography mask design, and channel height is equal 
throughout. (B) Brightfield microscopy image of aqueous droplets containing single CTLs. Scale bar 
= 100 µm. (C) Gating strategy for flow cytometry data to select viable CD8-positive cells. (D) Marker 
expression of selected viable CD8-positive cells for CD69 and CD25 activation markers, either after 
stimulation with PMA + Ionomycin (black dots) or unstimulated (grey dots). Data display one rep-
resentative donor. (E) Prevalence of populations of PMA + Ionomycin activated CTLs based on 
CD25 and CD69 expression. Data represent SEM of n = 4 biological replicates. (F) Bar graph display-
ing the frequency of different profiles of secretion as exhibited by the three prevalent populations 
of PMA + Ionomycin stimulated CTLs. Data represent average values of n = 3 biological replicates. 
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Figure 1. Single-cell CTL activation using soluble stimuli. (A) Layout of the microfluidic device
used for droplet production including popped-out schematic of droplet formation, scale bar repre-
sents 500 µm. Layout is a direct copy of the photolithography mask design, and channel height is
equal throughout. (B) Brightfield microscopy image of aqueous droplets containing single CTLs.
Scale bar = 100 µm. (C) Gating strategy for flow cytometry data to select viable CD8-positive cells.
(D) Marker expression of selected viable CD8-positive cells for CD69 and CD25 activation markers,
either after stimulation with PMA + Ionomycin (black dots) or unstimulated (grey dots). Data display
one representative donor. (E) Prevalence of populations of PMA + Ionomycin activated CTLs based
on CD25 and CD69 expression. Data represent SEM of n = 4 biological replicates. (F) Bar graph dis-
playing the frequency of different profiles of secretion as exhibited by the three prevalent populations
of PMA + Ionomycin stimulated CTLs. Data represent average values of n = 3 biological replicates.
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Figure 2. Single-cell CTL activation using aAPCs. (A) Schematic of droplet formation when CTLs
are paired with Dynabeads. (B) Brightfield microscopy image of aqueous droplets containing CTLs
(red) and aAPCs (yellow) in pairs. Scale bar = 100 µm. (C) Counted (grey bars) and calculated
(black dots) Poisson distribution of droplet contents when co-encapsulating CTL and aAPCs. Error
bars represent average ± SEM of 4 independent experiments in which at least 1000 droplets were
counted. (D) Marker expression of CD69 and CD25 activation markers on CTLs retrieved from
droplet co-culture with aAPC. (E) Cytokine secretion of CTLs retrieved from droplet co-culture with
aAPCs (black dots) as compared to unstimulated control (grey dots).

3.3. Agarose Microgels as Bioreactors for Subsequent Flow Cytometry Measurement

To achieve spatial coupling of CTLs with aAPCs, hydrogel-based microgels were
desired with properties that remain soluble during droplet production and culture but have
a trigger-cross-linked ability. Ultra-low melting-point agarose proved an ideal candidate
as it remains soluble under culture conditions at 37 ◦C and crosslinks below 18 ◦C prior
to downstream analysis [40]. Advantages are pore size >~200 nm warranting diffusion of
detection antibodies, and biocompatibility [27,41]. By using 3D-printed devices (Figure 3B),
we ensured the encapsulation of CTLs in agarose solutions under temperature-controlled
conditions to avoid clogging of the device by premature gelation, resulting in monodisperse
droplet formation (Figure 3C). After cross-linking and de-emulsification, monodisperse
agarose microgels containing cells were retrieved in PBS free of oil (Figure 3C). By compar-
ing flow cytometric measurement of cells in microgels and empty microgels with respect to
unencapsulated cells, the microgels appeared to primarily increase the scattering (SSC-A)
of measured events (Supplementary Figure S3). Microgels containing CTLs were selected
by intra-microgel staining for CD8 membrane protein (Figure 3D). We investigated whether
the pore size of agarose hydrogels allowed diffusion of fluorophore-conjugated antibodies
to ensure that CTL activation in microgels could be detected by our antibody panel. CTLs
were therefore activated in bulk using PMA and ionomycin, partially stained in microgels,
and partially stained in bulk. Altered expression, compared to unstimulated controls,
indicated that intra-microgel and cell-specific staining of CTLs was achieved (Figure 3E).
Additionally, microscopic images showed that staining was cell-specific and did not differ
between encapsulated and unencapsulated cells (Supplementary Figure S4). Even for
IL-2 detection, which uses the largest fluorophore–antibody conjugate [42], only a small
difference could be observed in fluorescent intensity. Thus, microgel-encapsulated cells
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are compatible with fluorescent staining for flow cytometric analysis. Future additions of
fluorophores can be reliably incorporated to extend the antibody panel for multidimen-
sional analysis.
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microfluidic device (black dashed line), and heated holder for collection tube (yellow arrow). Hot 
water is flown through all devices in series to maintain 37 °C during droplet formation and after 
collection. (C) Brightfield microscopy images of water-in-oil emulsion before crosslinking and of 
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droplets; Microgels are gated based on the FSC/SSC of empty droplets, CD8+ events are selected. 
(E) Histograms depicting the effect of antibody staining in agarose hydrogels compared to staining 

Figure 3. Encapsulation and flow cytometric measurement of CTL-containing agarose microgels.
(A) Schematic of the workflow; cells are isolated and co-encapsulated with aAPCs in droplets along
with agarose solution, droplets containing cells are cultured at 37 ◦C to allow interaction after which
temperature is decreased below 18 ◦C to allow agarose to crosslink and create microgels containing
cell pairs, microgels are retrieved and can be stained for membrane markers and measured or
sorted using flow cytometry. (B) 3D printed temperature control devices. Device used to control
temperature in pipette tips (red arrow) for injection of samples, microscope insert (blue arrow)
containing microfluidic device (black dashed line), and heated holder for collection tube (yellow
arrow). Hot water is flown through all devices in series to maintain 37 ◦C during droplet formation
and after collection. (C) Brightfield microscopy images of water-in-oil emulsion before crosslinking
and of de-emulsified microgels in PBS. Scale bars = 100 µm. (D) Gating strategy to retrieve cell-
containing droplets; Microgels are gated based on the FSC/SSC of empty droplets, CD8+ events are
selected. (E) Histograms depicting the effect of antibody staining in agarose hydrogels compared to
staining in conventional cell solution. Comparing unstimulated control stained in solution (grey),
PMA/Ionomycin bulk stimulated cells stained in solution (blue), PMA/Ionomycin bulk stimulated
cells stained in microgels (red).
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3.4. Phenotypic and Functional Analysis of CTL/aAPC Pairs in Microgels

Having established that detection of activation markers in microgels is possible, we
moved forward to induce cell contact-mediated CTL activation. First, we monitored the
location of cells and aAPCs to ensure that cell–bead interactions are not affected by agarose
viscosity and still take place such as in aqueous droplets [43,44]. Brightfield images were
captured during experiments directly after droplet production and again after 24 h of
culture followed by agarose crosslinking (Figure 4A). Analysis of 532 droplets contain-
ing CTL/aAPC pairs demonstrated that single CTLs effectively interacted with aAPCs
(Figure 4B), excluding that agarose viscosity affected cellular interactions. Additional tem-
poral monitoring over the first 30 min after encapsulation was performed as well and
displayed cells latching onto aAPCs within minutes, demonstrating that cell–cell interac-
tion takes place, even in agarose droplets (Supplementary Video S3). Next, we selected all
microgels which contained CTLs based on CD8 expression (Figure 4C) and subsequently
checked pairing with aAPCs by autofluorescent properties of aAPCs. The position of pairs
containing a single aAPC was verified based on overlaying the autofluorescence of a single
aAPC (Supplementary Figure S5). The gated populations were compared and indeed
indicated that 1:1 ratio single-cell contact-mediated activation occurred in a percentage
of cells according to membrane markers (Figure 4D) as well as cytokines (Figure 4E). Fur-
thermore, the observed percentages of activation approximated the percentages observed
under aqueous conditions (Figure 2C,D). Especially when taking into account that in those
experiments, ~50% of all measured cells actually encountered an aAPC. This demonstrated
that agarose encapsulation does not affect mechanisms of activation and successfully serves
its purpose of maintaining spatial information. Moreover, we could clearly distinguish mi-
crogels where CTLs were paired with one aAPC or multiple aAPCs and in this way probed
the effect of multiple interactions. We demonstrated that multiple interactions resulted
in an increased number of activated CTLs, primarily based on CD69 and CD25 marker
expression (Figure 4E). Besides pairing of CTLs with beads, the platform can easily be
adjusted to pair CTLs with another cell type. This would merely require the incorporation
of an additional membrane marker staining, cell pairs can then be selected by gating for
double-positive events (Supplementary Figure S6). Taken together, these results demon-
strate that agarose encapsulation is a highly potent approach to investigating single-cell
contact-mediated activation of CTLs in a high-throughput and multiparameter fashion.

3.5. Single-Cell Decoding of CTL Activation and Secretion Based on Different Stimuli

We investigated CTL activation using PMA/Ionomycin and aAPC-interaction as
stimulation models at the single-cell level. This allowed us to establish a novel depth of
comparing single-cell heterogeneity, based on both cell phenotype and function. Both
models showed similar patterns in CD69 and CD25 expression, with differences in frequen-
cies (Figures 1E and 4D). The most prevalent secreted cytokines within these populations
were; (1) IFNγ in combination with TNFα; (2) IFNγ, TNFα and IL-2 in PMA/Ionomycin-
stimulated CTLs (Figure 5A); (3) IFNγ in combination with TNFα and (4) TNFα only in
aAPC-stimulated CTLs (Figure 5B). However, the correlation between membrane mark-
ers and cytokine production was vastly different between the two activation models. In
PMA/Ionomycin-stimulated CTLs, membrane marker expression and cytokine production
appeared to be negatively correlated since the double-negative phenotype (CD69-CD25-)
showed the least amount of non-producing cells. On the contrary, membrane marker
expression and cytokine production appear to be positively correlated in aAPC-stimulated
CTLs, with the least amount of non-producing cells observed in the double positive phe-
notype (CD69+CD25+). Additionally, IL-2 secretion appears much more prevalent in the
PMA/Ionomycin stimulated conditions, primarily when all three cytokines are secreted.
These findings underline the difference between the two models, where PMA/ionomycin is
a non-specific synthetic approach to obtain optimal cytokine secretion, and aAPCs are used
to mimic biologically relevant mechanisms. Nevertheless, to the best of our knowledge,
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this difference has not been previously observed at this degree of single-cell resolution,
which underlines the strengths of the demonstrated platform.
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n = 3 independent experiments. error bars represent n = 3 experiments. (C) Gating strategy of 
CTL/aAPC droplets; all non-empty microgels are selected, all microgels containing at least a CD8+ 
cell are gated, based on Dynabead autofluorescence and viability dye intensity gates are drawn for 
single viable CTLs, 1:1 pairs of CTL/aAPCs, and microgels containing a CTL and multiple aAPCs. 
(D) Prevalence of populations of 1:1 aAPC activated CTLs based on CD25 and CD69 expression. 
Data represent SEM of n = 5 biological replicates. (E) Data summary of activation markers in micro-
gels containing only CTLs (blue), microgels containing 1 CTL and 1 aAPC (red), and microgels con-
taining 1 CTL with multiple aAPCs (orange). Data show n = 5 biological replicates with SEM. * p< 
0.05, ** p < 0.01, *** p < 0.001, **** p < 0.0001, if no significance is indicated none was found. 

3.5. Single-Cell Decoding of CTL Activation and Secretion Based on Different Stimuli 
We investigated CTL activation using PMA/Ionomycin and aAPC-interaction as 

stimulation models at the single-cell level. This allowed us to establish a novel depth of 

Figure 4. Encapsulation and flow cytometric measurement of CTL/aAPC pairs in microgels.
(A) Brightfield microscopy images of droplets for CTL/aAPC pairing; Left image displays droplets di-
rectly after production at 37 ◦C where cells and particles are free floating in agarose solution droplets,
right image displays droplets after 24 h of incubation at 37 ◦C and subsequent gelation at >18 ◦C
where cells are fixed in crosslinked agarose. Yellow circles indicate CTL/aAPC combinations where
no contact is observed, blue circles indicate combinations where contact is observed. (B) Results of
manual quantification of n = 46 images containing n = 532 CTL/aAPC paired droplets from n = 3
independent experiments. error bars represent n = 3 experiments. (C) Gating strategy of CTL/aAPC
droplets; all non-empty microgels are selected, all microgels containing at least a CD8+ cell are gated,
based on Dynabead autofluorescence and viability dye intensity gates are drawn for single viable
CTLs, 1:1 pairs of CTL/aAPCs, and microgels containing a CTL and multiple aAPCs. (D) Prevalence
of populations of 1:1 aAPC activated CTLs based on CD25 and CD69 expression. Data represent
SEM of n = 5 biological replicates. (E) Data summary of activation markers in microgels containing
only CTLs (blue), microgels containing 1 CTL and 1 aAPC (red), and microgels containing 1 CTL
with multiple aAPCs (orange). Data show n = 5 biological replicates with SEM. * p < 0.05, ** p < 0.01,
*** p < 0.001, **** p < 0.0001, if no significance is indicated none was found.
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(A) Pie graphs displaying the different profiles of secretion after PMA/Ionomycin stimulation of
CTLs, n = 3 donors. (B) Pie graphs displaying the different profiles of secretion after aAPC stimulation
of CTLs, n = 5 donors.

4. Discussion

We developed a droplet microfluidic-based single-cell activation platform for the
screening of cytotoxic T-cell activation. In its standard form, the platform allowed us
to activate CTLs at the single-cell level with synthetic soluble stimuli and detect hetero-
geneity based on multiparameter measurement of phenotype and function. In its more
advanced form, we co-encapsulated CTLs and aAPCs in agarose microgels to study single-
cell contact-mediated activation between single cells. In particular, microgel encapsulation
allowed us to highlight the difference in CTL activation mechanisms upon stimulation
with PMA/Ionomycin and aAPCs, whilst obtaining novel resolution over the resulting
heterogeneous responses. Therefore, this platform can be used to dissect CTL multifunc-
tionality based on the profiling of secreted cytokines, which is an important facet of strong
adaptive immunity.

In comparison to previous research on droplets for cell pairing [20,44–48], our ap-
proach warrants unlimited throughput and is not limited by droplet capture in traps, wells,
or observation chambers. Additionally, such methods often rely on monitoring via mi-
croscopy. Although this allows for temporal resolution, it limits the number of read-out
parameters [49,50]. In applications where multiparameter functional measurements are
possible, the ability to recover interrogated cells for downstream applications is often
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limited [51]. In our approach, by sacrificing temporal resolution, we are able to measure cell
pairs using flow cytometry, which opens up the possibility for multiparameter (potentially
up to 45 markers) measurement as well as sorting for downstream applications, which was
previously reported with agarose microgels [52–56]. Combining single-cell analysis with
fluorescence-activated droplet sorting was previously performed on-chip, where droplets
are sorted either before [48,57] or after culture [19,47]. These works have great potential
but are also limited by the number of measured parameters and the closed system they
are performed in. For example, Gerard et al. demonstrated very potent sorting of spe-
cific IgG-secreting cells, but their sort is based on only a single parameter and adapting
it for a different application will change the entire system [47]. Conversely, recovering
cell pairs in microgels offers more flexibility towards fluorescent staining after culture,
as well as the use of well-developed commercially available flow cytometers. Yanakieva
et al. demonstrated this principle by sorting pairs of secretor cells and reporter cells in
microgels in order to enrich yeast clones secreting biorelevant proteins [52]. However, such
applications have previously only been demonstrated with yeast, bacteria or cell lines.
Here, our microgel-based platform aims at monitoring the effect of physical cell–cell contact
in primary immune cell activation. We achieved a higher number of screened parameters
allowing for the study of both immune cell phenotype and functionality.

Nevertheless, a potential hurdle after the recovery of microgels is retrieving cells from
encapsulation. For agarose microgels, this would require heating to above 70 degrees [40],
or enzymatic digestion [58]. Potential candidates to avoid such harmful processes could be
alginate [59–61] or thermo-reversible hydrogels [26,62]. In future adaptations, these could
be utilized to extend our platform to cell retrieval. Furthermore, we demonstrated the
compatibility of agarose microgels with downstream phenotypic and functional studies,
but this approach could be even extended to genetics since agarose microgels have readily
been shown to be suitable for PCR and sequencing purposes [63–65]. For example, single-
cell sequencing could be performed to enable the study of TCR sequences which were
shown to have high relevance and potential to design better vaccines or autoimmune
therapies [66,67]. Reversely, the platform can be utilized to study the heterogeneity of
APCs [10] as the panel of markers that is measured using flow cytometry can be readily
switched to include different targets of interest. The potential of our platform is highlighted
by the interesting observed differences in CTL activation approaches. This interesting
difference might be explained by the different mechanisms exploited by the two activation
models. On one hand, aAPCs target CD3 and CD28 receptors on the CTLs, partially
mimicking how naïve cells are activated by APCs in the lymph node. On the other hand,
PMA directly targets protein kinase C (PKC) and Ionomycin upregulates intracellular
calcium, thus synergizing with PMA to activate PKC and completely bypassing membrane
receptors [29,68]. PMA/Ionomycin is therefore much less physiologically relevant and
might result in less intuitive and relevant results from a T-cell biology perspective.

Taken together, we believe that all these options illustrate the flexibility and potential
of this droplet-based platform to investigate the activation of the adaptive immune system
at the single-cell level.

Supplementary Materials: The following supporting information can be downloaded at: https://www.
mdpi.com/article/10.3390/mi13111910/s1, Figure S1: “Droplet characterization”, Figure S2: “CTL
and aAPC distribution over monodisperse aqueous droplets”, Figure S3: “Flow cytometry analysis
of microgels”, Figure S4: “Fluorescent staining of cells inside and outside of microgels stained for PE
fluorescence”, Figure S5: “Choosing gating strategy for 1:1 pair selection”, Figure S6: “Monocyte and
T-cell pairing”. Video S1: “Droplet formation for CTL/aAPC pairs”, Video S2: “CTL/aAPC pairs
over time in aqueous droplets”, Video S3: “CTL/aAPC pairs over time in agarose droplets”. Design 1:
“Eppendorf tube device”, Design 2: “Pipette tip device”, Design 3: “Platform device”.
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Abstract: There is an increasing focus on two-phase flow in micro- or mini-structured apparatuses
for various manufacturing and measurement instrumentation applications, including the field of
crystallization as a separation technique. The slug flow pattern offers salient features for producing
high-quality products, since narrow residence time distribution of liquid and solid phases, intensified
mixing and heat exchange, and an enhanced particle suspension are achieved despite laminar flow
conditions. Due to its unique features, the slug flow crystallizer (SFC) represents a promising concept
for small-scale continuous crystallization achieving high-quality active pharmaceutical ingredients
(API). Therefore, a time-efficient strategy is presented in this study to enable crystallization of a
desired solid product in the SFC as quickly as possible and without much experimental effort. This
strategy includes pre-selection of the solvent/solvent mixture using heuristics, verifying the slug
flow stability in the apparatus by considering the static contact angle and dynamic flow behavior, and
modeling the temperature-dependent solubility in the supposed material system using perturbed-
chain statistical associating fluid theory (PC-SAFT). This strategy was successfully verified for the
amino acids L-alanine and L-arginine and the API paracetamol for binary and ternary systems and,
thus, represents a general approach for using different material systems in the SFC.

Keywords: continuous crystallization; microfluidics; slug flow; contact angle; solid–liquid interaction;
solubility modeling

1. Introduction

In recent years, there has been increased research in the area of two-phase flow com-
bined with micro- or minifluidics for a variety of application areas, such as measurement
devices in life science and chemistry, as medical devices, microreactors, and heat exchang-
ers, to name a few [1]. A further field of interest is crystallization as isolation technology for
the small-scale production of active pharmaceutical ingredients (APIs). A typical produc-
tion quantity for API production lies in the range of 250–1000 kg a−1. Compared to other
separation techniques, crystallization processes offer some key benefits, such as adjustable
particular product properties and high product purity [2]. Therefore, one or even more
crystallization steps are used in more than 90% of API production pathways [3]. The
main specifications of the final product are a uniform particle size and shape to ensure
constant bioavailability and dosage uniformity [4,5]. Operating modes for crystallization
are batch, semi-batch, and continuous. The first mentioned are the most common ones in
pharmaceutical crystallization due to the simplicity of apparatuses [4]. However, batch
operation has some characteristic drawbacks, such as variability in product quality between
batches, encrustation, and high capital costs [5,6]. Therefore, continuous crystallization
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is advantageous due to high process reproducibility and uniform product quality while
operating in a steady state. Furthermore, the higher process efficiency in terms of used sub-
strates, and the use of the same equipment for research and design, as well as for industrial
production by the extend of operating time, make the application highly attractive.

A distinction is made between two types of continuous crystallizers for the small-
scale production range: mixed-suspension mixed-product removal (MSMPR) crystallizers
and tubular plug-flow crystallizers (PFC) [7–9]. This work exploits the advantages of a
special PFC, the slug flow crystallizer (SFC). The SFC is characterized by a gentle particle
treatment with respect to particle suspension and a narrow residence time distribution
(RTD) of the liquid and solid phases—basic prerequisites for obtaining a narrow particle
size distribution (PSD) and high purity in a reproducible manner during crystallization. In
the SFC, managing two immiscible fluids creates a slug flow pattern. Due to easier handling
in further downstream and to avoid cross-contamination, gas–liquid segmentation is used
in this study. Because of the wall friction, Taylor vortices are induced inside the liquid
segments (slugs), which provide increased mixing of the liquid and suspension of particles.
Accordingly, crystallization phenomena such as secondary nucleation or agglomeration
are reduced.

However, the characteristics and advantages mentioned here only apply if a stable
and uniform slug flow is achieved, which depends on many parameters: First, the choice of
inner diameter for the tubing is decisive in order to force dominant surface effects and allow
the simplified formation of slugs over the entire diameter [10,11]. Therefore, several criteria
are postulated for the transition from macro- to mini- and microchannel, but there is no
clear definition. Often, the Eötvös number Eö (Eö < 3.368 [12], Eö < 0.88 [13], Eö < (2·π)2 [14])
or the hydraulic diameter dh [15–18] are used for confinement into the microscale range.

Second, the consideration of tubing material and material system (solute and solvent)
combination is crucial. The property that receives special focus for the configuration of the
slug shape is the three-phase contact angle Θ. It provides information on which of the two
phases (gas or liquid) the wall-wetting phase is and whether convex or concave slugs are
formed. Obtaining convex slugs is desirable in the case of crystallization since the RTD
of the liquid phase corresponds to the RTD of the solid phase (particles) present in the
liquid. This was demonstrated in our previous publication for crystallizing L-alanine from
aqueous solution by using fluorinated ethylene propylene (FEP) as tubing material [19]. For
aqueous systems, the utilization of a hydrophobic tubing material, such as FEP, leads to the
avoidance of a wall film and the formation of convex slugs in the gas–liquid flow [20,21],
whereas hydrophilic tubing material favors the undesirable wall crystallization [20]. In
the literature, besides FEP [22–24], mostly silicone [20,21,25–29] or polyvinyl chloride
(PVC) [20] are used as the tubing material for continuous crystallization applications. A
wall film leads to broad RTDs if a material system is combined with a tubing material,
where concave slugs are formed (rounded gas bubbles). Since gas bubbles roll over particles
at the bottom, particles can be exchanged between neighboring slugs. Particles smaller
than or equal to the wall film thickness are especially affected [29]. Accordingly, concave
slugs lead to deviations between the RTDs of liquid and particles and negate the advantage
of absent axial dispersion. Higher flow velocities increase this effect [29].

Consequently, it is necessary to consider gas–liquid interfacial tension σG/L, but
also the solid–liquid (σS/L) and solid–gas (σS/G) interfacial tension. This relationship is
described by Θ, which Young [30] defined (Equation (1)).

σG/L·cos(Θ) = σS/G − σS/L (1)

In the following, Θ serves as a parameter for the suitability of a material system for use
in the crystallization process. Based on the literature on two-phase flow and the dependence
of Θ on the tubing material and material system used [31–33], the wettability is divided
into the intervals of highly wetting (Θ < 50◦), marginally wetting (50 < Θ < 90◦), and poorly
wetting (Θ > 90◦). A distinction is also made between wet and dry flow patterns [31,34]. The
dry flow pattern describes the absence of the wall film and is desirable for crystallization
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operation, but it also has the disadvantage that the pressure loss is higher due to the higher
contact of the liquid with the wall in the apparatus. The dry pattern is not linked to a
contact angle range, but its occurrence can be estimated using the capillary number Ca
(Equation (2)), which implies that for Ca < 10−3 (under flow boiling situations) [34–36] or,
respectively, Ca < 10−2 [37], dry plug flow occurs. Ca is determined by the ratio of flow
velocity u and dynamic viscosity η with respect to the gas–liquid interfacial tension σG/L.

Ca =
u·η

σG/L
(2)

In general, particularly in further literature dealing with slug flow crystallization, Θ is
given based on static contact angle (Θstat) measurements. However, a dynamic equilibrium
is established in the apparatus so that the dynamic contact angle (Θdyn) may deviate from
Θstat under certain conditions. For Θdyn, a distinction is made between a receding (at the
front of a liquid slug) and an advanced (at the back of the liquid slug) contact angle. If these
differ, this is referred to as contact angle hysteresis (CAH). The higher the hysteresis, the
higher the probability of an unstable slug flow. This can be forced by surface disturbances
or hydrodynamics, for example. Therefore, not only the Θstat is decisive for obtaining a
stable slug flow and for the shapes of slugs, but also the CAH generated in the apparatus
itself. Theoretically, by measuring the Θ of the slugs moving in the microchannel, it may
be possible to correlate Θdyn as a function of the fluid velocities, as well as the material
properties, and use this model to select the favored combination of the material system and
tubing material in the SFC. Due to the difficulties in measuring Θdyn on such a small scale,
as well as the complexity of the multiphase flow, other methods are preferred. Therefore,
Θstat measurements are used in most cases to approximate the dynamic behavior. For
instance, in a rectangular tubing for the range of capillary number Ca from 10−6 to 10−4,
Skartsis et al. [38] have shown that the dynamic contact angle can be well approximated
by the static one. However, this conclusion cannot be directly transferred to all tubing
geometries, material systems, and operating conditions. Therefore, Θstat and Θdyn should
be checked qualitatively for a new material system.

In combination with crystallization, the choice of a new material system poses a
number of additional challenges for operation in the SFC, besides the requirements for
slug flow stability, since a high product quality in terms of mean particle size and width of
PSD is aimed for, but also a high yield should be maintained. Therefore, besides demands
for process safety, which include toxicity, explosion-proof environment, and more, the
component’s solubility in the solvent and its temperature dependency are crucial. If the
solute solubility in the solvent is very low, the amount of solvent required is very high, and
the mass of solids per volume of solvent is minimal. Furthermore, for the application in
cooling crystallization, the temperature dependency of solubility is of decisive importance.
In addition to other criteria, such as the lowest possible toxicity and chemical stability of
the solute in the considered application range, the solvent’s viscosity should be low for
good mass and heat transfer.

In conclusion, selecting a new and suitable material system for crystallization in the
SFC is challenging and linked to many constraints to maintain slug flow stability and
consequently obtain high product quality at the end of the apparatus. Therefore, this
work aims to present a systematic approach to decide material system suitability as fast as
possible and with low experimental effort in order to enable the continuous operation of
the desired product using cooling crystallization inside the SFC. This structured procedure
includes the selection of a suitable solvent for the desired solid via a screening of different
solvents and tubing materials and the evaluation of the suitability for the SFC reviewing
Θstat. Furthermore, the suitability of the selected solvent/tubing material combination is
validated by examining the dynamic behavior in the apparatus with regard to flow stability.
As the last step, the temperature-dependent solute’s solubility in the solvent is modeled
and predicted to evaluate the possible yield for crystallization processes. With the help of
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this strategy, it is possible to ensure the crystallization of a new material system in the SFC
within four steps for binary and ternary systems.

(1) Pre-selection of solvents for the crystallization of the desired solid compound
(2) Static contact angle measurements
(3) Proof of slug flow stability inside the apparatus
(4) Solubility modeling

2. Substances Used

Several common solvents were considered to select an appropriate solvent for crystal-
lization inside the SFC by Θstat measurements. This involves the use of ultrapure, deionized,
and bacteria-free filtered water (Milli-Q®, σG/L(298.15 K) = 72.04 mN m−1 [39]) with a
total organic carbon content of maximal 3 ppb, purified by a Milli-Q® Advantage A10
apparatus of Merck KGaA. As one product component, L-alanine (Ala) purchased by Evonik
Industries AG with a purity of 99.7% was selected as it has similar particulate properties as
high-priced APIs. The saturated aqueous solution was set according to the measurements
and regressed data of Wohlgemuth et al. [40] (Equation (3)).

c∗
(

gAlagsolution
−1
)
= 0.11238·exp

(
9.0849·10−3·ϑ∗(◦C)

)
(3)

As a further solid compound, L-arginine (Arg, purity > 99%, Merck KGaA) was chosen
in order to prove the concept transferability with another amino acid. The following
solubility equation was used (Equation (4)) to prepare a saturated aqueous solution and is
based on gravimetric measurements conducted in this work.

c∗
(

gArggsolution
−1
)
= 0.089·exp

(
2.57·10−2·ϑ∗(◦C)

)
(4)

Since the water solubility of APIs is usually low, leading to limited bioavailability [41],
paracetamol (APAP, acetaminophen according to USP, > 99%, Merck KGaA) was used as a
third solid compound to demonstrate the application field of APIs. The regression curve of
the saturated aqueous solution was calculated and used according to the measured data
from Grant et al. [42] given in Equation (5).

c∗
(

gAPAPgsolution
−1
)
= 0.0067·exp

(
3.18·10−2·ϑ∗(◦C)

)
(5)

Further solvents studied were ethanol absolute (99.9%, VWR, σG/L(298.15 K) =
21.72 mN m−1 [39]), 2-propanol (99.9%, VWR, σG/L(298.15 K) = 21.74 mN m−1 [43]),
acetone (≥ 99.5%, Roth, σG/L(298.15 K) = 22.57 mN m−1 [44]) and n-hexane (95%, VWR,
σG/L(298.15 K) = 17.78 mN m−1 [45]). These (along with water) five solvents are considered
first because they are common solvents used for other separation technologies such as
extraction processes and are often upstream of crystallization processes [46].

Requirements for tubing material selection are thermal and chemical resistance to a
broad spectrum of solvents. For analytical reasons, the transparency of the tubing would
be advantageous but not mandatory. Besides FEP, which was successfully used in our
previous publications [19,47,48], other materials such as aluminum, glass, polystyrene, and
silicone were also tested via the Θstat measurements for their suitability as a tubing material
for the SFC.

Synthetic air (Grade 5.0, Messer Griesheim) was utilized as second fluid phase to
generate slug flow inside the tubing.

3. Modeling of Solubilities Using PC-SAFT Equation of State

According to the presented strategy, the modeling of the solubility within the system
under consideration is carried out after selecting the solvent based on Θstat measurements.
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The mole fraction solubility xL
i of component i in a solvent (or solvent mixture) was

determined by considering an equilibrium between a pure solid phase and a liquid phase
according to Prausnitz (Equation (6)) [49]:

xL
i =

1
γL

i
exp




∆hSL
i

RTSL
i

(
1− TSL

i
T

)
− 1

RT

T∫

TSL
i

∆cSL
p,i(T) dT +

1
R

T∫

TSL
i

∆cSL
p,i(T)

T
dT


 (6)

R is the universal gas constant, T is the system temperature, TSL
i is the melting

temperature of component i, and ∆hSL
i is the melting enthalpy at the melting temperature

of component i. For amino acids, the difference between the component’s liquid and
solid heat capacity ∆cSL

p,i was recently assumed to be linear dependent on temperature
(Equation (7)) [50]:

∆cSL
p,i(T) = ∆acSL

p,i
T + ∆bcSL

p,i
(7)

The combination of a slope ∆acSL
p,i

and an intercept ∆bcSL
p,i

was used for Ala and Arg in

this work. For active pharmaceutical ingredients, such as APAP, the difference between
the component’s liquid and solid heat capacity is often assumed to be insensitive to tem-
perature [51]. Thus, APAP was modeled with the heat capacity difference at the melting
temperature in this work. All melting properties were taken from the literature and are
listed in Table 1.

Table 1. Pure-component melting properties of Ala, APAP, and Arg at 0.1 MPa.

Component TSL
i /K ∆hSL

i /kJ mol−1 ∆acSL
p,i

/J mol−1 K−2 ∆bcSL
p,i

/J mol−1 K−1

Ala 608.0 [52] 25.99 [50] −0.057 [50] 39.923 [50]
Arg 558.0 [50] 32.00 [50] −0.364 [50] 237.991 [50]

APAP 443.6 [53] 27.10 [53] 0 1 99.800 [54]
1 Assumption of ∆cSL

p,i(T) = ∆cSL
p,i
(
TSL

i
)

in this work.

The activity coefficient γL
i of a component i accounts for deviation from ideal-mixture

behavior in the liquid phase and is related to the partial derivatives of the residual
Helmholtz energy with respect to the mole fraction. Within the perturbed-chain statistical
associating fluid theory (PC-SAFT) equation of state, the residual Helmholtz energy ares

is expressed by the sum of a hard-chain (ahc), dispersion (adisp), and association (aassoc)
Helmholtz energy contribution (Equation (8)) [55]:

ares = ahc + adisp + aassoc (8)

These contributions account for repulsion, van der Waals attractions, and hydrogen
bonds. Calculation requires the segment number mseg

i , the segment diameter σi, the dis-
persion energy parameter uik−1

B , the association energy parameter εAi Bi k−1
B , the association

volume κAi Bi , and the number of association sites Nassoc
i of every component i. kB is the

Boltzmann constant. The pure-component parameters used in this work were available in
the literature and are summarized in Table 2.

Table 2. PC-SAFT pure-component parameters of Ala, Arg, APAP, water, and ethanol.

Component Mi/g mol−1 mseg
i M−1

i /mol g−1 σi/Å uik
−1
B /K εAiBi k−1

B /K κAiBi Nassoc
i

Ala [56] 89.090 0.0613 2.5222 287.590 3176.600 0.0819 1/1
Arg [56] 174.210 0.0569 2.6572 349.710 2555.450 0.0393 3/1

APAP [57] 151.160 0.0498 3.5080 398.284 1994.200 0.0100 2/2
Water [58] 18.015 0.0669 σwater * 353.950 2425.700 0.0451 1/1

Ethanol [55] 46.069 0.0517 3.1770 198.237 2653.384 0.0320 1/1

* σwater = 2.7927 + 10.11 exp(−0.01755 T/K)− 1.417 exp(−0.01146 T/K).
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To calculate the segment diameter and the dispersion energy in mixtures of compo-
nents i and j the combining rules as suggested by Berthelot [59] and Lorentz [60] were used:

σij =
1
2
(
σi + σj

)
(9)

uij =
√

uiuj
(
1− kij

)
(10)

The binary interaction parameter kij was introduced for correction of deviations from
the geometric mean of the dispersion energies of the pure components and is usually fitted
to experimental data of binary mixtures. A linear temperature dependency was assumed
in this work:

kij = kij,mT + kij,b (11)

The slope kij,m and intercept kij,b for Ala/water, Arg/water, APAP/water, and wa-
ter/ethanol were taken from the literature and are given in Table 3. The interaction
parameters for Ala/ethanol, APAP/ethanol, and Arg/ethanol were fitted to solubility data
from An et al. [61], this work, and Jiménez and Martínez [62], respectively, and are also
available in Table 3.

Table 3. PC-SAFT interaction parameters for mixtures of Ala, Arg, APAP, water, and ethanol.

Mixture kij,m/K−1 kij,b

Ala/water [56] 2.910 × 10−4 −0.147962
Ala/ethanol 1 1.140 × 10−3 −0.3513

Arg/water [56] 0 −0.0145
Arg/ethanol 2 2.075 × 10−4 −0.134529

APAP/water [63] 1.770 × 10−4 −0.051
APAP/ethanol 3 1.250 × 10−4 −0.08764

water/ethanol [64] 6.860 × 10−4 −0.2662
1 Fitted to solubility data of An et al. [61] in this work. 2 Fitted to solubility data from this work. 3 Fitted to
solubility data of Jiménez and Martínez [62] in this work.

The association energy and association volume in mixtures of components i and j
were determined by applying the combining rules of Wolbach and Sandler [65]:

εAi Bj =
1
2

(
εAi Bi + εAjBj

)
(12)

κAi Bj =
√

κAi Bi κAjBj

( √
σiσj

1
2
(
σi + σj

)
)3

(13)

4. Strategy for Solvent Selection

In order to limit the solvent selection for a specific solid product, in this case Ala, Arg,
and APAP, it is important to ensure stable slug flow inside the crystallizer. Furthermore,
since the objective is to obtain a high product quality in terms of purity and maintain a
narrow PSD, for the latter it is necessary to prevent a wall film (i.e., realize dry plug flow)
and, thus, facilitate convex slugs. Therefore, the static contact angle is used in order to
select appropriate solvents for crystallization in this apparatus. Afterwards, the dynamic
behavior and slug flow stability are proved and correlated to the capillary number Ca.
Subsequently, the solubility modeling of the selected material system is carried out, which
completes the requirements for successful crystallization in the apparatus.
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4.1. Static Contact Angle Measurements

The Θstat between solid wall material, liquid, and gaseous phase is crucial for these
applications. Therefore, Θstat measurements were carried out with a drop shape analyzer
(DSA30, Krüss) equipped with a DS4210 dosing unit and the software ADVANCED to
provide initial estimates of the suitability of solvents for SFC application. The measurements
are based on the sessile drop method, where a droplet is placed onto the solid surface to be
examined by a cannula (di = 0.75 mm). In each case, ten measurements of Θ at the right
and left edge of the droplet are measured for three drops (3–20 µL) of a solvent/mixture,
and the average value is calculated.

Results of Static Contact Angle Measurements

The results of Θstat measurements of solvents on different tubing materials are pre-
sented in Table 4.

Table 4. The measured Θstat for different tubing materials and solvent combinations.

Θstat/◦

Glass
Θstat/◦

Aluminum
Θstat/◦

Polystyrene
Θstat/◦

Silicone
Θstat/◦

FEP

n-Hexane <20 <20 <20 <20 <20
Isopropanol <20 <20 <20 <20 36.65 ± 1.37

Acetone <20 <20 <20 <20 47.33 ± 3.48
Ethanol <20 <20 <20 23.10 ± 1.34 45.51 ± 3.68
Water 20.89 ± 1.09 66.44 ± 1.41 81.98 ± 0.43 97.99 ± 0.38 100.66 ± 1.37

Values < 20◦ indicate that a measurement of a droplet via the software was not possible,
caused by the low Θstat. Therefore, the combination of solvent, solid material, and air was
assumed to be completely wetted and unsuitable for the use inside the SFC. Using a
non-polar solvent (n-hexane) leads to complete wetting of all tested wall materials; hence,
n-hexane is not a suitable solvent for SFC. Comparing the surface tensions of ethanol,
acetone, and isopropanol (see Section 2), they are in a similar range, and, therefore, the
Θstat are also in a similar range, despite their different solvent nature of polar protic and
polar aprotic. However, since Θstat of isopropanol, acetone, and ethanol are <50◦ with all
materials tested, they are also classified as highly wetting and, thus, not suitable for SFC
crystallization. It is becoming clear that water forms higher Θstat with all the materials
tested than the other solvents due to its high σG/L. It also can be seen that the most
hydrophobic wall material tested, FEP, forms higher Θstat compared to the other materials.
Therefore, the following focuses on FEP as a wall material.

Figure 1 shows the Θstat of solvent/FEP combinations, which are listed in Table 4.
According to the literature, a poorly wetting system (Θ > 90◦) is preferred. Consequently,
combining an aqueous system and FEP as tubing material is the most suitable setup for
crystallization purposes inside SFC for the tested combinations since Θstat > 100◦. This
indicates that convex slugs are formed, and the presence of a wall film is negligible.

Conversely, solvents that form a Θstat < 90◦ with FEP as the wall material do not
appear suitable for use in the SFC. This correlation based on Θstat measurements is further
verified in the next section by reviewing the transport of slugs of all tested solvents in an
FEP tubing in order to evaluate the corresponding dynamic behavior.
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Figure 1. Θstat for the respective solvents is shown. The grey marked area indicates the region
in which Θstat measurements were not possible (Θstat < 20◦) with the method described before in
Section 4.1. The green area (Θstat ≥ 90◦) marks the Θstat at which a non-wetting behavior is expected,
and a stable slug flow might be generated.

4.2. Proof of Stable Slug Flow Inside SFC

In the following, in order to connect the results from Θstat measurements and the
solubility modeling with the operation inside the SFC and proof of the suitability of the
solvent for crystallization purposes, the setup as schematically shown in Figure 2 was
applied. The setup can be divided into slug formation and slug flow zone, including image
analysis. A solvent, solvent mixture, or saturated solution, which applicability has to be
checked, is given inside a feed vessel. For the case of using a saturated solution, those
were prepared by setting up a slightly supersaturated solution according to Equation (3),
Equation (4), or Equation (5), followed by stirring for 48 h and filtering. The liquid is
pumped via a peristaltic pump (Ismatec Reglo Digital MS-4/12, di = 2.29 mm Pharmed) to
the slug formation zone. This consists of a T-junction (polypropylene, PP) in which the feed
is fed in from one side and synthetic air supplied via pipeline pressure from a gas cylinder
from the other, forming alternating gas and liquid segments of equal size, respectively.
The gaseous volume flow rate was controlled by a high-resolution needle valve (NV-001-
HR, Bronkhorst) and a flow meter (El-Flow-Select, Bronkhorst). The choice of a T-junction is
critical for the slug length distribution and its reproducibility throughout the slug flow zone
since a squeezing mechanism is evoked as slug formation mechanism, which has already
been demonstrated in our previous publication [47]. The inner diameter of the T-junction
was chosen to di = 3 mm similar to the tubing’s inner diameter (di,tubing = 3.18 mm) to
minimize the slug length variability [66]. After the slug flow was built, the slugs were
transported through the FEP tubing (Ltubing = 7.5 m, dout,tubing = 4.76 mm) in the slug flow
zone covered with a polyvinyl chloride (PVC) cooling jacket (di = 15 mm), which is filled
with deionized water. As no cooling crystallization experiment was performed in this
study, no cooling profile was adjusted, and the experiments were conducted at ambient
temperature (ϑamb ≈ 22 ◦C).

At the end of SFC tubing, a camera (Samsung NX 300, 18–55 mm lens) is placed in
order to evaluate the slug shape and slug length distribution by image analysis. Therefore,
the process tubing is placed in a glass box (14 cm × 6 cm × 6 cm) filled with degassed
water at ambient temperature. The back of the box is darkened with black cardboard and
a LED lamp (LED Panel Light from LED Universum) is placed above the box for indirect
illumination. This procedure minimizes reflections and light influences from the environ-
ment and creates a high contrast for the evaluation of the resulting videos. The image
evaluation is conducted by an in-house MATLAB script, which has already been described
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in a previous publication [47]. The slug length and CAH are evaluated quantitatively and
the slug shape qualitatively.
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Results of Proof of Slug Flow Stability

Images of slugs during operation with different solvents at the end of the apparatus
consisting of an FEP tubing are shown in Figure 3.
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In all cases, the gas bubble extends over the entire diameter of the tubing, and stable
slug flow is formed independently of the solvent used and its Θstat described in Table 4. Via
image analysis, it was quantitatively demonstrated that for each solvent, slugs of equal size
are formed, but differences in slug length occur depending on the solvent applied (Table 5).
During experiments, it was observed that this is due to the changing slug mechanism in the
slug formation zone. While in the case of n-hexane, isopropanol, acetone, and ethanol, the
dripping mechanism was observed to form the slugs, in the case of water, the squeezing
mechanism produces the slugs.

Table 5. Median slug length L50 and slug length distribution L90-10 at the end of the apparatus
(Ltubing = 7.5 m) for the operation with different solvents. The experiments were conducted at ambient
temperature (ϑamb ≈ 22 ◦C).

L50/mm L90-10/mm

n-Hexane 10.70 2.23
Isopropanol 24.30 1.27

Acetone 16.37 2.45
Ethanol 20.58 0.85
Water 10.16 0.99

The squeezing mechanism is desirable for the reproducibility of the slug length ac-
cording to the literature [47,67,68] and the desired and set operating conditions of short
slugs. In general, the slug length is relevant because it influences pressure drop, mixing,
suspension of particles, and heat transfer [47,66,69]. The slug length is influenced by mixer
geometry and dimension, mixer material/three-phase contact angle, phase ratio/liquid
hold-up, velocity of the phases, properties of the phases, supplying of the phases, and the
bubble detachment mechanism [47,70,71]. All these influences have to be considered when
designing a new apparatus for a new material system.

However, not only slug length, but also slug shape is crucial for crystallization pur-
poses. According to Figure 3, a significant difference in slug shape can be seen for the
different solvents tested. While the gas bubbles are rounded in the case of n-hexane, ethanol,
and isopropanol, clear edges can be seen in the case of water. For acetone, a transitional
form is visible, showing less curvature of the bubble cap compared to the bubbles for
n-hexane, ethanol, and isopropanol slugs. The rounded shape of the gas bubbles can
lead to the fact that in the presence of crystals in the liquid phase, the crystals can mi-
grate between neighboring slugs and, thus, significantly broaden the RTD of the solid
phase. Based on the curvature of the gas bubbles, it can be seen that for the n-hexane,
ethanol, and isopropanol slugs, a wall film is present, whereas the contact of the gas bubble
and the wall is increased in the case of acetone and water. Therefore, the slug flow for
acetone and water is visually assigned to the dry pattern, which is preferred for crystal-
lization. This assignment is confirmed by considering the Ca number for the used solvents
(Figure 4). The values for hexane, water, and acetone are higher than the values for ethanol
and isopropanol (CaEtOH = 2.3·10−3; CaIPA = 4.8·10−3; CaAc = 5.9·10−4; Cawat = 5.8·10−4;
Cahexane = 7.3·10−4). Since all calculated Ca numbers are <10−2, the higher limit postulated
in the literature [37] is not sufficient to predict the dry pattern in our case. The limit of
Ca < 10−3 [34] is applicable to our purposes in the meantime as hexane has already been
excluded for suitability due to its non-polar properties.
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Figure 4. Calculated Ca numbers for the tested solvents in the SFC. The calculation was performed
for the operating parameters based on the slug flow stability experiments at liquid and gas flow rates
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pattern slug flow range according to the limit of Ca < 10−3.

Furthermore, it is recognizable that no constant Θdyn is formed in the apparatus itself,
as in the case of Θstat, but different dynamic contact angles Θdyn are present depending on
whether at the bottom or top of the slug, left or right. The sampled Θdyn from the experiment
shown in Figure 3 indicates that the receding contact angle is smaller than the advanced
contact angle for rounded bubbles, confirming the literature. In addition, the literature
states that as Ca increases, the CAH range becomes broader [34]. The measured ranges of
receding and advanced contact angles for the cases considered are shown in Table 6.

Table 6. Measured receding and advanced dynamic contact angle ranges for the different solvent
used in the experiments. CAHmax is built by the lowest value for receding and highest advanced
dynamic contact angle value for the respective solvent.

Solvent Θdyn/◦

Receding
Θdyn/◦

Advanced CAHmax/◦

n-Hexane 20–34 25–36 16
Isopropanol 36–63 47–64 28

Acetone 50–60 65–73 23
Ethanol 26–41 40–56 30
Water 82–92 84–92 10

Although the difference in receding and advanced Θdyn observed in the experiments
differ significantly, no instability of the slug flow has been observed, so the critical CAH
has not been exceeded. If the absolute values of the dynamic contact angles are considered,
the static contact angles are near the range of the dynamic contact angles for water, ethanol,
isopropanol, and hexane slugs. However, this does not apply to the acetone slugs. In this
case, the static contact angle is lower than the dynamic ones. Due to the lower curvature of
the gas bubble and correspondingly higher Θdyn, it is to be expected that the particles in the
slugs can be better transported along. This shows that, in addition to the wetting properties,
the hydrodynamics are also decisive and must be taken into account. Furthermore, solvents’
volatility should be checked to avoid the expansion of the gas bubble and the change in slug
form during the operation. Summarizing, the combination of estimating the Ca number
and using the Θstat appears to be sufficient to have a first indication of the slug shape. A
dry pattern is expected for Ca < 10−3 and Θstat ≥ 90◦.
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4.3. Proving the Operability of Slug Flow Crystallizer with the Solutes

As described in the introduction, some material systems have already been used
for SFC crystallization, mainly amino acids or proteins. A previous publication has al-
ready demonstrated the evidence of convex slugs for a saturated Ala/water solution
in the crystallization process [19]. The measured Θstat = 98.45◦ ± 1.69◦ and calculated
CaAlaSolution = 6.3·10−4 for the same operating conditions fulfills the above-mentioned
criteria.

To verify the hypothesis to other solid compounds, another amino acid, Arg, which to
our best knowledge has not yet been used in the literature for SFC, and APAP are chosen.
The solvent selection has already been made in Section 4.1, so for the solutes Arg and
APAP water seems ideal as a solvent in an FEP tubing with regard to the slug flow stability
and slug shape. The solute influences the contact angle depending on the hydrophobicity
of the amino acid side chain and the structure of the molecule [72,73]. The measured
Θstat of the saturated aqueous solutions of both solutes on the FEP tubing material result
in Θstat,Arg = 93.26 ± 1.22◦ and Θstat,APAP = 90.61 ± 1.62◦. Therefore, both solutes have
higher impact on the Θstat than Ala but are still >90◦. The Ca numbers were calculated to
CaArgSolution = 8.7·10−4 for a saturated Arg/water solution and CaAPAPSolution = 6.3·10−4

for the saturated APAP/water solution. Consequently, both solute/solvent combinations
seem to be suitable for crystallization inside the SFC by fulfilling the criteria so that convex
slugs should be formed. Evidence of slug shape and stable slug flow in the apparatus can
be seen in Figure 5.
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Figure 5. Images of saturated Arg/water (top) and APAP/water (bottom) slugs at the end of the
apparatus (Ltubing = 7.5 m) during operation inside an FEP tubing of SFC. The liquid and gas flow
rates were set to Q = 10 mL min−1 each. The experiments were conducted at ambient temperature
(ϑamb ≈ 22 ◦C).

In both cases, stable slug flow was observed over the entire tubing length. The dry pat-
tern, which was already anticipated by the Ca numbers, can be confirmed visually for both
solutes. Furthermore, the slug shape is convex according to the heuristics, so no wall film
is present, and a narrow RTD of liquid and solid phases could be achieved. For evaluation
of slug flow stability and slug length reproducibility for the saturated Arg/water solution,
the characteristic values of slug length distribution were calculated to L50 = 10.04 mm and
L90-10 = 0.59 mm. For the saturated aqueous APAP solution, slug lengths of L50 = 9.82 mm
and L90-10 = 2.24 mm were achieved. Based on the Θstat measurements and the verification
of the dynamic behavior inside the SFC, the combination of the two solutes Arg and APAP,
respectively, with water is suitable for crystallization in the apparatus and fulfills the re-
quirements with respect to slug flow stability and slug shape for obtaining a high product
quality. For further evaluation of the material systems with respect to the suitability for
cooling crystallization, temperature-dependent solute solubilities are modeled for the three
presented solutes as a next step.

238



Micromachines 2022, 13, 1795

4.4. Solubilities for Binary Systems

Figure 6 shows the modeled temperature-dependent solubilities of Ala, Arg, and APAP
in water (a) and ethanol (b) at 0.1 MPa using PC-SAFT compared to experimental data.
The solubility lines were modeled with the parameters from Tables 1–3. Modeling results
and experimental data (from the literature, as well as from gravimetric measurements
performed in this work) are in very good agreement. PC-SAFT reveals a high accuracy in
predicting solubilities over a wide temperature range.
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Figure 6. Solubilities of Ala (gray), Arg (blue), and APAP (green) in water (a) and ethanol (b) at
0.1 MPa: Down-pointing triangles, diamonds, circles, up-pointing triangles, and stars depict mea-
sured solubilities in water from An et al. [61], Grosse Daldrup et al. [74], Amend and Helgeseon [75],
Granberg et al. [76], and Grant et al. [42]. Hexagons, squares, and left-pointing triangles denote
solubility measurements in ethanol from An et al. [61], Granberg et al. [53], and Matsuda et al. [77].
Pentagons and right-pointing triangles are measurements in water and in ethanol performed in this
work, respectively. The solid lines are modeled solubility lines using PC-SAFT.

Above the solubility lines are the two-phase regions in which crystallization occurs
if an initially homogeneous mixture is cooled starting below the solubility line across
the solubility line. Arg solubilities in water are high, whereas the solubility line strongly
depends on temperature. Thus, the Arg/water system is well suitable for cooling crystal-
lization as it enables high yields. This is not the case for the other modeled systems. Ala
solubilities in water are high, but the temperature dependence of the solubility line is much
less pronounced, so yields are too low. In the APAP/water system, the solubilities are
comparatively lower than in the other systems. Moreover, the temperature dependence is
again too low to reach sufficient yields when applying cooling crystallization.

To increase the yield in the case of APAP/water for crystallization in the SFC, the
application in the ternary system is possible. In order to solubilize, ethanol seems to be
useful as an increase in yield due to the higher solubility of APAP in ethanol compared to
water. Furthermore, ethanol is suitable as a wash liquid in the downstream processing of
Ala [78] and can also serve as an antisolvent in the crystallization process of Ala and Arg in
aqueous solutions.

5. Consideration of Ternary Systems for Slug Flow Crystallizer Application

In order to extend the possible field of application, the strategy shown above is applied
to ethanol/water mixtures. Therefore, solubility modeling of Ala, Arg, and APAP in a
ternary system is first performed to determine the influence of different compositions of
ethanol/water on solute solubility. Afterwards, it is identified which fractions of ethanol in
water are usable for a possible crystallization in the SFC based on Θstat measurements and
Ca number calculation.
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Figure 7 depicts exemplified the solubilities of Ala from 10 ◦C to 20 ◦C, 30 ◦C, 40 ◦C,
and 50 ◦C in the ternary phase diagram Ala/water/ethanol at 0.1 MPa. The solubility-
reducing effect of ethanol is precisely predicted over the entire temperature range due to
the excellent agreement between modeled and experimental solubilities. Modeling was
performed based on the parameters from Tables 1–3, which were used for the binary systems
in Figure 6. No additional parameters were fitted. Thus, PC-SAFT shows a high capability
in predicting solubilities in solvent mixtures at different temperatures. This is valid in the
same way for the ternary systems of Arg/water/ethanol, and APAP/water/ethanol as
shown in Figures S1 and S2 in the supplementary information.
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In order to obtain the indication about the slug flow stability in the SFC, Table 7
shows the Θstat measured for different ethanol/water compositions on FEP, as well as the
calculated Ca numbers for the respective operating parameters.

From Table 7, it is clear that Θstat decreases with increasing ethanol fraction. Based on
the general definition of non-wetting property for Θ > 90◦, the mixtures with wEtOH up to
10 wt.-% are suitable to evoke stable slugs for crystallization inside the SFC. The Ca number
increases with higher velocity and rising ethanol content in the mixture.

Figure 8a shows the calculated Ca numbers plotted against the measured Θstat. The
green region marks the previous limits from the literature (Θ > 90◦ and Ca < 10−3) for a
dry pattern. The white regions are the transient regions where data points fulfill only one
of the criteria, and, therefore, the slug flow stability at these operating points or for this
composition should be experimentally verified. Within the gray region, no stable slug flow
should be observable. In our case, only the data points for pure water at volume flow rates
of 20 mL min−1 and 30 mL min−1 are in the green area. None of the mixtures with ethanol
content seems to be suitable since they are located in the gray region.
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Table 7. Results of Θstat measurements, observed slug forming mechanism, CAHmax, and Ca calcula-
tion for different ethanol/water mixtures and velocities in the apparatus. The densities, viscosities,
and surface tensions for the mixtures were taken from [79] and used for the calculation of Ca number
at ϑ = 20 ◦C. The Θstat measurements were conducted at ambient temperature (ϑamb ≈ 22 ◦C) and
FEP was used as tubing material.

wEtOH/
wt.-%

Θstat/◦

FEP

Volume
Flow Rate/
mL min−1

Ca/
-

Flow Pattern
Based on

Literature Limit
(Ca < 10−3)

Flow Pattern
Based on

Experiments

Slug Form
Mechanism

CAHmax/
-

0 100.66 ± 1.37

20 5.83·10−4 Dry Dry Squeezing 10
30 8.74·10−4 Dry Dry Squeezing 9
40 1.17·10−3 Wet Dry Squeezing 9
60 1.75·10−3 Wet Dry Squeezing 10

10 89.64 ± 4.10

20 1.18·10−3 Wet Dry Squeezing 7
30 1.77·10−3 Wet Dry Squeezing 11
40 2.36·10−3 Wet Dry Squeezing 8
60 3.55·10−3 Wet Dry Transition 11

20 83.39 ± 1.96

20 2.09·10−3 Wet Dry Transition 12
30 3.14·10−3 Wet Dry Transition 12
40 4.19·10−3 Wet Dry Transition 9
60 6.28·10−3 Wet Dry Dripping 16

30 78.65 ± 1.84

20 3.07·10−3 Wet Dry Transition 13
30 4.61·10−3 Wet Dry Transition 10
40 6.15·10−3 Wet Dry Dripping 12
60 9.22·10−3 Wet Wet Dripping 19

50 44.20 ± 2.74

20 4.25·10−3 Wet Dry Dripping 13
30 6.37·10−3 Wet Wet Dripping 21
40 8.49·10−3 Wet Wet Dripping 19
60 1.27·10−2 Wet Wet Dripping 17
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This contradicts the observations from our experiments for stable slug flow. Figure 9
shows exemplarily the slug shape formed in the apparatus at a total volumetric flow rate
of Qtot = 20 mL min−1 for all tested ethanol/water mixtures from wEtOH = 0–50 wt.-% (All
other pictures are given in the supplementary information Figures S3–S7). According to
our results, there is a broader green region where stable slug flow is possible and dry flow
pattern is formed, also with solvent mixtures, as this is the case for all mixtures in Figure 9.
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Thus, according to the literature, the suitable region is too small and does not fit to
the experimental results. From this, the limits for a stable slug flow for a system and the
operating parameters under consideration were modified and given in Figure 8b. The
limit of partly wetting region (Θstat > 50◦) can be set as a new limit for the contact angle
and Ca < 6.3·10−3 is set according to the observations. Thus, the range of application is
significantly increased, as the majority of the tested mixtures also lie in the stable slug flow
area (green area). Operating points or compositions that do not meet any of the criteria
should be avoided for crystallization in the SFC.

However, other experimental observations have emerged that should definitely be
taken into account for performing reproducible and reliable crystallization in the appara-
tus. For higher ethanol content, the front interface appears to be more rounded than for
lower ethanol content or no ethanol content (experimental observation), confirming the
dependence of the meniscus curvature on the Ca number [80].

Furthermore, differences in operation with respect to slug formation could be identi-
fied since inside the T-junction a transition state from squeezing to dripping mechanism
at the compositions wEtOH = 20 wt.-% and wEtOH = 30 wt.-%, and at wEtOH = 50 wt.-% the
undesired dripping mechanism was observed. Consequently, the lower interfacial tension
of the mixture with rising ethanol content and, correspondingly, the lower contact angle
between wall material (T-junction, polypropylene (PP), ΘPP/wat/air = 102◦), liquid, and gas
lead to a change in the slug formation mechanism. These observations have also been
noticed during the handling of higher total volumetric flow rates in the apparatus. The
observed slug formation mechanisms and contact angle hysteresis for different composi-
tions and flow velocities are summarized in Table 7. It can be seen that with increasing
flow velocity, the transition from squeezing mechanism to dripping mechanism takes place
with decreasing ethanol fraction. Accordingly, the operating range in which the SFC is to
operate is decisive for the selection of the maximum permissible ethanol content in the
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mixture. Consequently, at a volume flow of Qtot = 20 mL min−1, an ethanol content of up
to wEtOH = 10 wt.-% is permissible in order to enable continuous crystallization operation
with high product quality. At a volume flow rate of Qtot = 60 mL min−1, on the other hand,
an ethanol content should be dispensed with so that a constant slug length and, correspond-
ingly, the same crystallization conditions for each crystal and the condition RTDL = RTDS
can be fulfilled. With regard to the static contact angles in Table 7, this means that contact
angles from Θstat = 80◦ (wEtOH = 0.3) are also theoretically usable in the apparatus, but here,
the restriction applies whereby the flow velocity should not be excessively high, since in
this case, the slug formation mechanism does not meet the specifications.

6. Conclusions

A quick decision on the suitability of a new solvent system for obtaining a uniform
and reproducible product yield with particles of desired size, a narrow width of particle
size distribution, and a high purity inside the slug flow crystallizer is possible with the
help of an efficient strategy. In this context, particular attention must be paid to slug flow
stability and residence time distribution along the tubing, but also to material system-
specific criteria for crystallization. In this study, it was shown for several solid components
(two amino acids, one API) that selecting a suitable solvent is simplified by using static
contact angle measurements and evaluating a dimensionless parameter. Based on the
experimental results in this study, the conventional criteria from the literature for the static
contact angle (non-wetting behavior for Θstat > 90◦) or the classification of the flow pattern
via the capillary number (Ca < 10−3) are not sufficient due to the various relationships in
the complex two-phase flow (velocity influence, three-phase interactions, slug formation
mechanism, solute influence in the system under consideration, and more). However, by
combining the static contact angle and the capillary number, the range of a dry pattern can
be reliably estimated. For the system under consideration, three areas can be defined: the
dry pattern area, which is limited by Θstat > 50◦ and Ca < 6.3·10−3; the transition range, in
which only one criterion is reached, and a check for suitability for slug flow stability should
be carried out depending on the compositions or the operating conditions; and the range
for which no criterion is reached and crystallization in this composition should be avoided
in combination with the operating parameters, since a wet pattern results. By using the
ranges defined here for Θstat and Ca number, the possible range of applications for the SFC
has been extended.

In addition to these two indicating parameters (Θstat and Ca), the volatility of the
solvent and the solute solubility, and its effect on the contact angle, should also be monitored
and backed up by viewing the dynamic contact angle behavior inside the apparatus. Further
consideration of the solute’s solubility in the solvent via criteria and modeling of the
temperature-dependent solubility ensures the prerequisites for successful crystallization
in the SFC and reduces the experimental and time effort. However, this is only valid
if contamination, and disturbances in the material, for example, can be prevented and
uniform operating conditions are maintained. This strategy has been demonstrated for
both the binary and ternary systems and, thus, represents a general approach for using
different material systems in the apparatus.

Supplementary Materials: The following supporting information can be downloaded at https:
//www.mdpi.com/article/10.3390/mi13101795/s1, Figure S1: Ternary phase diagram of Arg/water/
ethanol at 0.1 MPa; Figure S2: Ternary phase diagram of APAP/water/ethanol at 0.1 MPa; Figure S3:
Images of water slugs at different flow velocities inside the SFC; Figure S4: Images of ethanol/water
slugs (wEtOH = 10%) at different flow velocities inside the SFC; Figure S5: Images of ethanol/water
slugs (wEtOH = 20%) at different flow velocities inside the SFC; Figure S6: Images of ethanol/water
slugs (wEtOH = 30%) at different flow velocities inside the SFC; Figure S7: Images of ethanol/water
slugs (wEtOH = 50%) at different flow velocities inside the SFC.

243



Micromachines 2022, 13, 1795

Author Contributions: Conceptualization, A.C.K. and K.W.; methodology, A.C.K. and K.W.; software,
A.K.; investigation, A.C.K. and A.K.; writing—original draft preparation, A.C.K. and A.K. (equal
authorship); writing—review and editing, A.D. and K.W.; visualization, A.C.K. and A.K.; supervision,
A.D. and K.W. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Data Availability Statement: All data are contained within the article or the supplementary information.

Acknowledgments: The authors express their special thanks to Daniela Ermeling, Tobias Pape,
Marén Schwandt, and Aaron Hiese for the technical support during the experiments.

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design
of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript; or
in the decision to publish the results.

Abbreviations

A Association site
assoc Association
Ac Acetone
Ala L-alanine
amb Ambient
APAP Acetaminophen
API Active pharmaceutical ingredient
Arg L-arginine
B Association site
b Intercept
disp Dispersion
dyn Dynamic contact angle
EtOH Ethanol
FEP Fluorinated ethylene propylene
hc Hard chain
i Component i
IPA Isopropanol
j Component j
L Liquid phase
m Slope
MSMPR Mixed-suspension mixed-product removal
PC-SAFT Perturbed-chain statistical associating fluid theory
PFC Plug-flow crystallizer
PP Polypropylene
PSD Particle size distribution
PVC Polyvinyl chloride
res Residual
RTD Residence time distribution
RTDL Residence time distribution of the liquid phase
RTDS Residence time distribution of the solid phase
S Solid phase
SFC Slug flow crystallizer
stat Static contact angle
wat Water
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Latin Symbols

a Helmholtz energy/J mol−1

c Concentration/g g−1

c∗ Saturation concentration/g g−1

Ca Capillary number/-
cp Heat capacity/J mol−1

dh Hydraulic diameter/mm
di Inner diameter/mm
dout Outer diameter/mm
Eö Eötvös number/-
h Enthalpy/J mol−1

k Interaction parameter/-
kB Boltzmann constant/J K−1

L50 Median slug length
L90-10 Width of slug length
Ltubing Length of tubing/m
M Molar mass/g mol−1

mseg Segment number/-
N Number of sites/-
Qair Gas volume flow rate/mL min−1

Qliq Liquid volume flow rate/mL min−1

Qtot Total volume flow rate/mL min−1

R Universal gas constant/J mol−1 K−1

T Temperature/K
u Flow velocity/m s−1

u Dispersion energy/J mol−1

w Mass fraction/wt.-%
x Mole fraction/mol mol−1

Greek Symbols

η Dynamic viscosity/Pa s
Θ Three-phase contact angle/◦

∆acSL
p,i

Slope of linear temperature-dependent heat capacity/J mol−1 K−2

∆bcSL
p,i

Intercept of linear temperature-dependent heat capacity/J mol−1 K−1

σG/L Gas–liquid interfacial tension/N m−1

σS/G Solid–gas interfacial tension/N m−1

σS/L Solid–liquid interfacial tension/N m−1

ϑ Temperature/◦C
ϑ∗ Saturation temperature/◦C
γ Activity coefficient/-
ε Association energy/J mol−1

κ Association volume/-
σ Segment diameter/Å
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Abstract: Herein, ultrasoft and ultrastretchable wearable strain sensors enabled by liquid metal
fillers in an elastic polymer are described. The wearable strain sensors that can change the effective
resistance upon strains are prepared by mixing silicone elastomer with liquid metal (EGaIn, Eutectic
gallium-indium alloy) fillers. While the silicone is mixed with the liquid metal by shear mixing, the
liquid metal is rendered into small droplets stabilized by an oxide, resulting in a non-conductive
liquid metal elastomer. To attain electrical conductivity, localized mechanical pressure is applied using
a stylus onto the thermally cured elastomer, resulting in the formation of a handwritten conductive
trace by rupturing the oxide layer of the liquid metal droplets and subsequent percolation. Although
this approach has been introduced previously, the liquid metal dispersed elastomers developed here
are compelling because of their ultra-stretchable (elongation at break of 4000%) and ultrasoft (Young’s
modulus of <0.1 MPa) mechanical properties. The handwritten conductive trace in the elastomers can
maintain metallic conductivity when strained; however, remarkably, we observed that the electrical
conductivity is anisotropic upon parallel and perpendicular strains to the conductive trace. This
anisotropic conductivity of the liquid metal elastomer film can manipulate the locomotion of a robot
by routing the power signals between the battery and the driving motor of a robot upon parallel and
perpendicular strains to the hand-written circuit. In addition, the liquid metal dispersed elastomers
have a high degree of deformation and adhesion; thus, they are suitable for use as a wearable sensor
for monitoring various body motions.

Keywords: liquid metal elastomers; soft and stretchable electronics; wearable strain sensors;
soft robotics

1. Introduction

Soft and stretchable electronics have gained a great attention due to their potential
applications in wearable sensors [1,2], soft robotics [3,4], and electronics skins [5,6]. The
ability to change electric behavior of the soft and stretchable devices in response to various
external stimuli can be utilized for designing the wearable sensors with targeted sensing
mechanism such as piezoelectric, piezocapacitive, and piezoresistive. Among them, the
piezoresistive sensors that can change the electrical resistance upon deformation of the
devices have been widely utilized for measuring external strain, pressure, and forces
straight forwardly [7,8].

Stretchable and soft piezoresistive sensors that can undergo a high degree of defor-
mation can be utilized for wearable strain sensors, which are appealing for application
in biomedical devices [9,10] and soft robotics [11,12] for monitoring human motion and
utilizing human–machine interfaces. They can be created using elastic polymers embedded
with conductive fillers and exhibit changes in electrical resistance in response to external
strains [13,14]. These wearable sensors typically require mechanically competent circuits
to electrically interconnect and mechanically support electronic components [15,16]. To
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fabricate soft and stretchable circuits, electrodes such as metal particles [17,18], metal
wires [19,20], and carbonaceous fillers [21,22] have been included in elastic components;
however, these conductors may compromise the mechanical softness of the elastic compo-
nents owing to the rigidity of the materials.

Liquid metals (gallium and gallium alloys) are considered compelling electrodes for
creating soft and stretchable circuits because they can preserve electrical conductivity while
strained [23,24]. The liquid metals can form a thin (~3 nm) surface oxide layer in air [25,26];
thus, the metal can adhere to various substrates and can be patterned into desired shapes
by injection [27,28], vacuum-assisted capillary filling [29,30], printing [31,32], and forced
wetting [33,34]. An alternative method to form the liquid metal circuits is to utilize the
liquid metal particles rendered by ultrasonication [35–37]. Liquid metal can break into
micro- and nanosized particles in elastomers by ultrasonication and are subsequently
stabilized by the oxide. Although the liquid metal particles with tunable sizes enabled
by various loading volumes can benefit for use in dielectric elastomers [38,39], electronic
ink [36,40,41], and catalysts [42,43], the liquid metal particle-included elastomer composites
are electrically nonconductive because of the oxide layer on the particles [44,45]. Thus,
various methods have been explored to restore electrical conductivity by rupturing the
oxide layer of the particles and coalescing into conductive pathways. Laser- and thermal
sintering of the liquid metal particles can result in conductive metallic circuits [46,47] and
applying dielectrophoresis can also directly guide the liquid metal particles to align and to
form the circuits [48,49]. Although these approaches can be used to pattern the metallic
circuits, localizing mechanical pressure onto the liquid metal elastomer to rupture the oxide
layer on the liquid metal particles is the probably most convenient method for creating
circuits that can be utilized for stretchable and soft electronics because these approaches
are fairly facile and can enable to create electric circuit non-lithographically, thus, it is
economically favorable [50–55].

In this study, we demonstrate stretchable and soft wearable strain sensors enabled by
liquid metal fillers in an elastic polymer. Once the oxide layer of the liquid metal droplets is
ruptured by localizing mechanical pressure on the elastic polymer, a handwritten conduc-
tive trace is formed. Although this concept has been introduced by several groups [50,53,56],
we clarify the novel aspects of the present study by demonstrating anisotropic conductivity
of the liquid metal elastomer film upon parallel and perpendicular strains to the handwrit-
ten conductive trace. The handwritten circuit can typically provide an electrical pathway
in the plane direction; however, we observed the varied electrical behavior of the liquid
metal circuits under parallel and perpendicular strain along the direction of the conductive
traces and we termed this ‘anisotropic conductivity.’ This behavior can be realized by
utilizing a silicone elastomer (ExSil 100) that exhibits ultrahigh elongation at break (4000%)
and ultrasoft properties (Young’s modulus of <0.1 MPa) owing to non-crosslinked and
highly entangled polymeric chains. We utilized this principle to manipulate the locomotion
of a robot by routing the power signals between the battery and the driving motor of a
robot upon parallel and perpendicular strains to the handwritten circuit. The elastomer
used in this study is ultrasoft and readily deformable in response to external strains. Thus,
we utilized the liquid metal elastomer as a stretchable and soft wearable strain sensor
to monitor various human motions by attaching it to curvilinear body surfaces. These
ultrastretchable and soft wearable sensors with anisotropic conductivity enabled by liquid
metal fillers would be useful for application in soft robotics, artificial skins, and stretchable
and soft electronics.

2. Materials and Methods
2.1. Fabrication of Liquid Metal Elastomer Films

The liquid metal elastomer composites were prepared by shear mixing silicone elas-
tomers (Sylgard 184 from Dow Corning and ExSil 100 from Gelest, Morrisville, PA, USA)
and liquid metal (eutectic gallium-indium alloy, Indium Corporation, Clinton, New York,
NY, USA) with various wt% using a planetary mixer at 800 rpm for 10 min (Thinky mixer
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ARE-310, Sotokanda, Chiyoda-ku, Tokyo, Japan). Once the silicone elastomer and liquid
metal was completely mixed, the liquid metal elastomer films were prepared by thermal
curing at 60 ◦C for 4 h, and localized mechanical pressure (normal force of 0.1 MPa, which
was measured by dividing the maximum weight multiple and the gravitational accelera-
tion by the area) was applied onto the liquid metal elastomer films using a stylus with a
diameter of 8 mm and subsequently scratched along the surface of the elastomer to create
conductive traces. Copper tapes were attached to both ends of the conductive traces to
characterize their electrical behavior.

2.2. Characterization

The mechanical properties of the liquid metal elastomer films were characterized using
an extensometer (Quasar 2.5 Single column, Galdabini, Cardano al Campo, Italy) with a
constant load application of 1 kN at an extension rate of 10 mm/min until the samples failed.
All electrical characterizations were performed using a benchtop multimeter (Keysight
34461a, Keysight Technologies, Santa Rosa, CA, USA). By connecting a benchtop multimeter
and extension rate of 10 mm/min by extensometer, data was collected to evaluate how
resistance changed as a function of strain. The morphology of liquid metal elastomers
according to the liquid metal content was observed using an optical microscopy (Olympus
CX23, Olympus Corporation, Tokyo, Japan).

3. Results and Discussion

We used two silicone elastomers (Sylgard 184 and ExSil 100) to fabricate liquid metal
elastomer films with conductive traces created by hand writing, as shown in Figure 1a,b.
The liquid metal elastomer films were prepared by shear mixing the silicone elastomers
with liquid metal (LM) fillers with different loading amounts. Once the liquid metal
elastomer film was formed by shear mixing, followed by thermal curing, the LM droplets
stabilized by the oxides were dispersed in the elastomeric matrix. The diameter of the LM
droplets can be manipulated by varying the mixing conditions, such as the concentration of
the LM and rotating speed during mixing [44,57]. The liquid metal elastomer film did not
initially exhibit electrical conductivity owing to the presence of a thin oxide layer on the LM
droplet surface, however, localizing mechanical pressure onto the liquid metal elastomer
films resulted in rupturing of the oxide layer and percolating the liquid metal to form a
conductive trace (Figure 1c). Previously, the high rigidity-induced high energy dissipation
coefficient of the polymeric matrix with LM droplets can help to generate mechanically
induced conductive traces by applying localized forces onto the polymer [58]. Although
the elastomer used in this study is soft (Young’s modulus of 3.9 and 0.1 MPa for Sylgard
184 and ExSil 100, respectively) [59], we note that the liquid metal elastomer film can also be
directly and conductively traced by multiple applications of localized mechanical pressure.

The liquid metal elastomer films with various ratios of the LM fillers were used for
characterizing the mechanical properties. Figure 2a,b shows Young’s modulus of the elastic
films with the LM according to the content of the LM fillers. As the liquid metal content
increases in the range of 0 to 80 wt%, the Young’s modulus of the Sylgard 184 films with
the liquid metals (Sylgard 184-LM) and the ExSil 100 film with the liquid metals (ExSil
100-LM) decreases from 1.6 MPa to 0.5 MPa and from 0.3 MPa to 0.1 MPa, respectively, due
to fluidic nature of the LM fillers [39,51,52,55]. The presence of fluid droplets with a high
surface tension (around 360 mN m−1) [60–63] can affect the Young’s modulus of elastomer
composites as predicted by Equation (1).

Ec = E





1 + 5γ
2ER

5γ
2ER (1 − ϕ) +

(
1 + 5ϕ

3

)



 (1)

where, Ec, E, γ, ϕ, and R represent the Young’s modulus of composite, Young modulus of
encasing elastomer, surface tension of the LM droplet (360 mN m−1), volume percent (ϕ)
of the LM droplet and the radius of the LM droplet. The experimental results are almost
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identical to theoretical values, i.e., difference is less than 0.6 MPa. As shown in Figure 2c,d,
elongation at break of the elastomer films with the LM fillers also decrease inversely as a
function of the contents of the LM fillers presumably due to large area of surface oxide of
the LM droplets.
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Figure 1. Schematics showing the fabrication process of the liquid metal elastomer film with a
hand-written circuit. (a) Shear mixing a silicone elastomer with the liquid metal, (b) thermally
cured silicone elastomer with the liquid metal droplets dispersed, and (c) conductive trace by
sintering the liquid metal droplets via applying localized mechanical pressure onto the liquid metal
elastomer film.
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Figure 2. Mechanical properties of the liquid metal elastomer films made of Sylgard 184 (a,c) and
ExSil 100 (b,d). (a,b) Young’s modulus of the liquid metal elastomer films as a function of the contents
of liquid metal fillers. (c,d) Plot of elongation at break of the liquid metal elastomer films as a function
of the contents of the liquid metal fillers.
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As previously studied, Young’s modulus of the elastic composites can be changed by
various diameters of the fillers [38,39,64,65]. As shown in the optical microscopy images
of the elastomer composites with LM fillers (Figure 3), the diameter of the LM droplets
dispersed in the elastomers decreases inversely as a function of the contents of the LM fillers
due to the viscosity of the composite increased as a function of LM fillers content [12,38,44].
As the viscosity of the composite increases, more force is applied to maintain the constant
rotational speed (800 rpm), resulting in the smaller radius LM droplets.
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Figure 3. Optical microscopy images showing (a–d) the Sylgard 184 and (e–h) the ExSil 100 with the
various contents of the liquid metal fillers. (a) 20 wt%, (b) 40 wt%, (c) 60 wt%, and (d) 80 wt% of the
liquid metal fillers. The scale bar represents 200 µm. (i,j) The diameters of the liquid metal droplets
dispersed in (i) Sylgard 184 and (j) ExSil 100 according to various contents of the liquid metal fillers.

As shown in Figure 4a–h, the liquid metal elastomer films (ExSil 100-LM and Sylgard
184-LM) with the handwritten circuits shows the electrical conductivity maintained upon
various deformations, such as stretching, folding, and twisting as demonstrated by LED
activation (Video S1, Supplementary Materials). The elastomer-LM films exhibits the
effective resistance increased as a function of strain in parallel direction along the conductive
trace (Figure 4c,i) as theoretically expected by the well-known equation R = ρ(L/A), where
R denotes the effective resistance and ρ is the bulk resistivity of the liquid metal. As
the film is stretched, the length of the trace (L) increases, whereas the cross-sectional
area (A) narrows, resulting in increased resistance (R). However, it is observed that there
is a little change in the effective resistance of the handwritten liquid metal circuit upon
twisting because the length and area of the conductive trace is almost constant (Figure 4d,j).
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We also scratched the conductive trace region of the liquid metal elastomer film and
punched it to make a hole with 3 mm in diameter to demonstrate the electrical conductivity
of the handwritten circuit after mechanical damages without leakage owing to the liquid
metal electrode stabilized by the oxides (Figure 4e,f).
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Figure 4. Photographs of (a–f) the ExSil 100-LM films and (g–j) the Sylgard 184-LM films showing
electrical conductivity while strained. The ExSil 100-LM films were subjected to (a) stretching,
(b) twisting and folding, (e) scratching, and (f) punching. (c,d) The effective normalized resistance
of the ExSil 100-LM films upon (c) stretching and (d) twisting. The Sylgard 184-LM films were also
subjected to (g) stretching and (h) twisting. (i,j) The effective normalized resistance of the Sylgard
184-LM films upon (i) stretching and (j) twisting.
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We also characterized electrical stability of the liquid metal elastomer films as shown
in Figure 5. The normalized resistance increased by 3% over 50 cycles of tensile testing
at 100% strain. Although the fluctuation of the effective resistance increased because of
the less entangled polymeric network upon consecutive tensile strains, the normalized
effective resistance value increased slightly, thereby demonstrating the electrical stability of
the handwritten conductive trace.
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Figure 5. Normalized effective resistance of the liquid metal elastomer film with handwritten circuit
during 50 consecutive cycles of tensile testing at strains of 100%.

We characterized the electrical behavior of the conductive trace when the elastic films
were strained (Figure 6). We used ExSil 100-LM films due to their extremely high elongation
at break induced by non-crosslinked and highly entangled polymeric network [66]. The
liquid metal elastomer films can be stretched upon application of strain while maintaining
its electrical conductivity (Video S1, Supplementary Materials) because of the preserved
network of the percolated liquid metal electrode. As shown in Figure 6a,b, the effective
electrical resistance increased as a function of strain parallel to the direction of the conduc-
tive trace because of increased length and narrowed cross-sectional area of the electrode
upon strains. The effective resistance change of the conductive trace upon applying a strain
of 600% parallel to the electrode was observed to be five times higher than that of the
conductive trace without strain. However, the conductive trace exhibits a slightly increased
electrical resistance (1.8 times) as the strain of 600% perpendicular to the electrode is applied
due to the nearly constant length of the electrode. We used this anisotropic conductivity
of the ExSil 100-LM upon strains to manipulate the locomotion of a robot enabled by
routing the power signals between the battery and the driving motor of a walking robot
as shown in Figure 6c–e. The robot rapidly moves when powered on due to the electrical
conductivity of the LM circuit without strains (Figure 6c and Video S2, Supplementary
Materials); however, locomotion can be manipulated by strain along the direction of the
conductive trace. When the ExSil 100-LM is strained parallel to the LM electrode trace,
the robot moves slowly owing to increased effective resistance upon strain (Figure 6d).
However, the locomotion gets enhanced as the ExSil 100-LM is strained perpendicular to
the LM electrode (Figure 6e).
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has a high degree of deformation and adhesion to the surfaces due to highly entangled 
polymeric network and a small amount of uncured silicone oil that prevents the polymer 
from adhering to the curvilinear surfaces; thus, it is suitable for use as wearable strain 
sensors by direct attachment to the human body. As shown in Figure 7a, the liquid metal 
elastomer film attached to the elbow exhibited change in the effective resistance induced 
by mechanical bending. A higher bending angle generated higher change in the effective 
resistance (Figure 7b). Similarly, liquid metal elastomer film based wearable strain sensors 
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Figure 6. Liquid metal elastomer films exhibiting anisotropic conductivity. (a) Schematic showing
the geometrical change of the liquid metal elastomer film with handwritten circuit upon strains
parallel and perpendicular to the direction of the conductive trace. (b) Normalized resistance versus
strain for the conductive trace upon parallel and perpendicular strains. (c–e) Photographs showing
the locomotion of a robot enabled by the liquid metal elastomer film connected (c) without strain,
(d) with parallel strain along the direction of the conductive trace, and (e) with perpendicular strain
along the direction of the conductive trace.

The liquid metal elastomer films can be utilized as soft and wearable strain sensors to
monitor various human motions, as shown in Figure 7. The elastomer used in this study
has a high degree of deformation and adhesion to the surfaces due to highly entangled
polymeric network and a small amount of uncured silicone oil that prevents the polymer
from adhering to the curvilinear surfaces; thus, it is suitable for use as wearable strain
sensors by direct attachment to the human body. As shown in Figure 7a, the liquid metal
elastomer film attached to the elbow exhibited change in the effective resistance induced
by mechanical bending. A higher bending angle generated higher change in the effective
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resistance (Figure 7b). Similarly, liquid metal elastomer film based wearable strain sensors
can change effective resistance caused by movement in joints when they are attached to the
wrist, knee, throat, and neck (Figure 7c–f). The liquid metal elastomer film is strained by
the movement of the uvula on the throat, thus demonstrating the sensing ability of the LM
conductive trace to monitor tiny body motions (Figure 7e).
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4. Conclusions

In summary, we demonstrated ultrastretchable and soft wearable strain sensors with
anisotropic conductivity enabled by liquid metal fillers. The liquid metal elastomer film
was prepared by shear mixing the elastomer with liquid metal fillers, followed by thermal
curing. When the liquid metal elastomer film was mixed with liquid metal, the metal
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was rendered into small droplets stabilized by an oxide, resulting in a non-conductive
elastomer film. However, the liquid metal elastomer film can store electrical conductivity
by rupturing the oxide layer of the liquid metal droplets and sintering them by applying
localized pressure using a stylus to the liquid metal elastomer film. The handwritten
conductive trace in the liquid metal elastomer film can maintain the conductivity when
strained; however, the conductivity is anisotropic upon strains parallel and perpendicular to
the conductive trace. We utilized the anisotropic conductivity of the circuits to manipulate
the locomotion of a robot by routing the power signals between the battery and the driving
motor of a walking robot. The liquid metal elastomer film has a high degree of deformation
and adhesion to the surface; thus, it can be utilized as a soft and wearable strain sensor
to monitor various body motions. The ultrastretchable and soft liquid metal elastomer
films developed in this study could be used in soft robotics, stretchable electronics, and
wearable devices.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/mi14010017/s1, Video S1: Liquid metal elastomer film showing
electrical conductivity while strained. Video S2: Manipulated locomotion of a robot enabled by liquid
metal elastomer film with anisotropic conductivity.
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