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Flow through processing equipment in a chemical or manufacturing plant (e.g., heat exchangers,
reactors, separation units, pumps, pipes, etc.) is coupled with heat and/or mass transfer. Rigorous
investigation of this coupling is important for equipment design. Generalizations and empiricisms
served practical needs in prior decades; however, such empiricisms can now be revised or altogether
replaced by understanding the interplay between flow and transfer. Currently available experimental
and computational techniques can make this possible. Typical examples of the importance of flow in
enhancing the transfer of heat and mass is the contribution of coherent flow structures in turbulent
boundary layers, which are responsible for turbulent transfer and mixing in a heat exchanger, and the
contribution of swirling and vortex flows in mixing. Furthermore, flow patterns that are a function of
the configuration of a porous medium are responsible for transfer in a fixed-bed reactor or a fluid-bed
regenerator unit.

The goal of this special issue is to provide a forum for recent developments in theory,
state-of-the-art experiments, and computations on the interaction between flow and transfer in single
and multi-phase flow, and from small scales to large scales, as they are important for the design
of industrial processes. It includes papers that cover applications in biological fluid mechanics,
microfluidics, membranes, turbulent flows, and gas–liquid flows.

In microfluidics, Kanaris and Mouza [1] proposed a new design for a micromixer based on the
insertion of helical structures into a straight tube. Mixing is induced by creating a swirling flow.
This design is different from current devices that are based on microtubes, which are themselves
helical or twisting. A detailed computational fluid-dynamics study of the proposed design led to
the development of model equations for the prediction of mixing efficiency and pressure drop in the
microfluidic mixer.

In bio-applications, Williams et al. [2] explored the use of perfusion bioreactors for bone-tissue
engineering. In order to monitor the process of cell proliferation for stem cells seeded on polymeric
scaffolds, they combined experiments with simulations. Intermittent samples were taken over a
period of 16 days from the bioreactor and imaged with tomographic techniques. Flow simulations
conducted on flow domains generated by exactly these images followed, allowing the calculation of the
flow-induced stresses on the scaffolds. This process led to the generation of data on the average shear
stress vs. reaction time—data that are critical for the thoughtful design of tissue engineering scaffolds.
In the second bio-application paper, Passos et al. [3] investigated the delivery of drugs through dentinal
tissue. After validation with sophisticated experiments that use micro-laser-induced fluorescence
(μ-LIF), computational studies followed to characterize the details of the diffusion of the drugs through
the tissue, and to develop a model with appropriate design parameters. Both the Williams et al. [2]
and the Passos et al. [3] papers deal with flows and transport in microfluidic environments.

Fluids 2018, 3, 61; doi:10.3390/fluids3030061 www.mdpi.com/journal/fluids1
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In large-scale applications with industrial interest, Sobhansrbandi et al. [4] investigated methane
reformation with cold plasma. The conversion of methane to syngas (hydrogen and carbon monoxide)
was found to be economically feasible, taking advantage of the vortex flow created by a smart design of
the reformer. Computational fluid dynamics revealed that the vortex flow enhances the mixing of the
reactant gases and the rate of hydrogen production. In the same area of thermal fluids, Duong et al. [5]
presented the process of designing eco-friendly cellulose fibers from paper waste. Recycling paper,
as described in this work, produced aerogels for thermal insulation that performed as well or better
than commercially available insulation materials. The third paper with direct industrial relevance is a
detailed analysis of the behavior of the spiral-wound membrane—a separation method used in reverse
osmosis and desalination processes for water treatment. Koutsou et al. [6] used three-dimensional (3D)
direct numerical simulations to show how flow and mass transfer are affected by the membrane fouling
process. Correlations between the friction factor and the mass transfer coefficient obtained through
this study have practical use and can also be employed to develop realistic dynamic models for the
operation of spiral-wound membranes in water treatment plants. Staying in porous media, Dixon and
Madeiros [7] investigated radial dispersion in fixed-bed columns. They used computations to simulate
the radial velocity and concentration profile for several different computer-generated tubes packed
with spheres. The flow of air and methane was simulated, and the effects of the diameter of the packed
column relative to the packing particle diameter were explored. It was found that the concentration
exhibited a sharp decrease close to the column wall, resulting in a two- or three-parameter model being
required to accurately predict this process, while models that assumed a single dispersion coefficient
across the column were inadequate.

Two-phase flow phenomena in bench-scale bubble columns were studied in the work of
Mohagheghian and Elbing [8]. Experiments were used to image the full distribution of air bubble
diameters as air was injected into a water column, revealing the length scale of the most frequent bubble
size. In addition, it was seen that the higher-order statistics of the bubble size distribution (i.e., skewness
and kurtosis) affected the flow field in the column and could be used to indicate flow regime transitions.
The wakes of bubbles in bubble-column reactors were studied by Ruttinger et al. [9], with emphasis on
how these wakes were influenced by flow structures such as vortex streets. High-speed particle image
velocimetry (PIV) was used to illuminate the flow structure in the wake of a single bubble. It was found
that the vortex street interacted with the wake behind the bubble, enhancing transfer of momentum and
mixing of mass. The paper of Cortes Garcia et al. [10] also focused on gas–liquid phases, but examined
the determination of the gas–liquid mass transfer coefficient by critically examining Danckwert’s
method commonly used to determine this coefficient. It was found that, in cases where the mass
transfer between the gas–liquid phases was intense, or in cases where a lot of liquid is present, there
were significant errors in the calculated mass transfer coefficient. Cortes Garcie et al. [10] suggested
the use of computations and experiments to fit the theoretical reaction and diffusion equations as best
practice, while Mohagheghian and Elbing [8], Ruttinger et al. [9], and Cortes Garcia et al. [10] focused
on adiabatic gas–liquid flow. Liao and Lucas [11] examined flash boiling flows, where the generation
of bubbles was the result of a vaporization process as heat was added to the system. Available theories
and correlations were evaluated with comparisons to computational fluid-dynamics simulation results.
It was found that both conduction and convection were important for the bubble growth rate and that
the existing correlations are applicable within specific ranges of the Jakob and Reynolds numbers.

Turbulent flow effects on mixing were examined by Nguyen and Papavassiliou [12]. Qualitative
measures of mixing effectiveness and mixing quality were suggested, and Lagrangian computations
and direct numerical simulations of turbulent flow allowed the evaluation of these measures for mixing
particles with different Schmidt numbers. It was found that molecular diffusion and turbulence were
both important in mixing when the turbulent flow was anisotropic. Dharmarathne et al. [13] also used
direct numerical simulations of turbulent flow to investigate the formation of hot and cold spots when
jets of fluid with lower temperature were injected into a channel flow. Details of the development of
coherent structures and their role in the transfer of heat in anisotropic turbulence were documented.
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It was found that the coherent flow structures were modified by the injections, and these modifications
were critical for the movement of hot fluid from the wall to the outer region. Engineering applications
where cooling is necessary should, thus, ensure the generation of such coherent structures.

Finally, we thank the contributors to this special issue for sharing their research, and the reviewers
for generously donating their time to select and improve the manuscripts.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: In this work, the efficiency of a new μ-mixer design is investigated. As in this type of
devices the Reynolds number is low, mixing is diffusion dominated and it can be enhanced by
creating secondary flows. In this study, we propose the introduction of helical inserts into a straight
tube to create swirling flow. The influence of the insert’s geometrical parameters (pitch and length
of the propeller blades) and of the Reynolds number on the mixing efficiency and on the pressure
drop are numerically investigated. The mixing efficiency of the device is assessed by calculating a
number—i.e., the index of mixing efficiency—that quantifies the uniformity of concentration at the
outlet of the device. The influence of the design parameters on the mixing efficiency is assessed by
performing a series of ‘computational’ experiments, in which the values of the parameter are selected
using design of experiments (DOE) methodology. Finally using the numerical data, appropriate
design equations are formulated, which, for given values of the design parameters, can estimate with
reasonable accuracy both the mixing efficiency and the pressure drop of the proposed mixing device.

Keywords: mixing; computational fluid dynamics (CFD); microfluidics; chaotic advection; helical insert

1. Introduction

The increasing demand for more economical and, at the same time, more environmentally friendly
production methods has led to the design of new process equipment. By the term micro-device
(μ-device), we refer to devices with at least one characteristic dimension of the order of a few
millimeters. Key benefits of μ-devices are the development of energy friendly, productive, and
cost-effective performance processes which at the same time provide greater security. For example,
μ-reactors—i.e., devices with characteristic dimensions in the submillimeter range—offer significant
advantages over conventional reactors, such as increased safety and reliability, as well as better process
control and scalability. Due to the small characteristic dimension of the conduit, the flow in μ-reactors
is laminar. As the extent of the chemical reactions is governed by the slow diffusive mass transfer,
which in turn is proportional to the interfacial area between the reacting phases, the μ-reactor design
turns out to be a μ-mixer design problem. That is why mixing in small devices has been studied
extensively in recent years.

In general, mixing is achieved by stirring, where, due to the turbulent nature of flow, mixing is
accomplished by advection followed by diffusion. In μ-mixers, the flow is laminar and in this case
depending on the way mixing is enhanced, μ-mixers are distinguished in passive and active ones.
In active μ-mixers, an external source of energy is used [1]. Active micromixers are unfortunately
difficult to integrate and, in general, they have a higher implementation cost. In passive μ-mixers,
whose key advantage is the low operating cost, mixing efficiency is enhanced by incorporating parts
that promote secondary flows (e.g., curved sections, backward or forward-facing steps). Several
comprehensive reviews of μ-mixing devices and their principles can be found in the relevant
literature [1–6]. As it has been reported [1,7–9] in the micro-scale, mixing can be improved by “chaotic

Fluids 2018, 3, 10; doi:10.3390/fluids3010010 www.mdpi.com/journal/fluids4
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advection”, which involves breaking, stretching, and folding of liquid streams leading to an increase
of the interfacial contact area of the fluids.

In our laboratory, the mixing efficiency of several types of passive μ-mixers was investigated both
experimentally and numerically [5–7,10]. Figure 1 shows a typical passive μ-mixer (i.e., Dean-type)
whose functional characteristics were studied in our previous works [7,10]. Static mixers that create
swirl flow are common in the macro scale and recently the application of swirl inducing configurations
has been also studied in the μ-scale [11]. It is also known [12] that static helical mixers are widely
used in the chemical industry for in-line blending of liquids under laminar flow conditions and also
that the geometric modification of their elements can significantly improve their mixing performance.
Moreover, it is suggested [13] that the addition of obstructions as part of the channel geometry can be
also beneficial to micromixer efficiency.

Figure 1. Typical passive μ-mixer (Dean-type) [7]. Reproduced with permission from [7].

Motivated by the above, the purpose of this study is to investigate the possibility of using a
helical insert (Figure 2) that enhances mixing by generating swirl flow. More precisely, our aim is to
numerically assess the effect of the geometric parameters of the helical insert (pitch and length of the
insert blades) (Figure 3) as well as the physical properties of the fluids to be mixed on both the mixing
efficiency of the mixing device and the resulting pressure drop.

 

Figure 2. Schematic of the μ-mixer.
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Figure 3. Geometry of the swirl generator insert.

2. Numerical Methodology

The velocity field was visualized using a computational fluid dynamics (CFD) code (ANSYS
CFX 18.1, ANSYS, Inc., Karnosboro, PA, USA) while the computational geometry and the mesh were
designed using the parametric features of ANSYS Workbench package. The μ-channel was modeled
as a 3D computational domain. The simulations are performed using the ANSYS-CFX code, which
includes the usual parts of a standard CFD code. The flow domain, constructed using the geometry
section of the code, is presented in Figure 4. A grid dependency study was performed for choosing the
optimum grid density. Detail of the insert is shown in Figure 4b, while the geometrical characteristics
of the apparatus appear in Table 1.

Table 1. Geometrical parameters of the mixing device

Parameter Value

Total length of the mixer, Lm 52 mm
Internal diameter of the mixer, Dm 3.1 mm

Diameter of the insert, D 3.0 mm
Position of the insert (distance from mixer inlet), e 3.0 mm

Length of the insert, L 7.5 mm
Angle between blades, ϕ 120◦

Blade length, l 0.60–1.74 mm
Blade pitch, b 0.625–2.75 mm

In the present calculations, the computational fluid dynamics code uses the laminar flow model
of ANSYS CFX and the high-resolution advection scheme for the discretization of the momentum
equations. A pressure boundary condition of atmospheric pressure is set on the outlet port, while the
convergence criterion is the mass-balance residual value is less than 10−9.

As the numerical diffusion in the CFD calculations can influence the accuracy of the calculations,
a thorough grid dependency study was performed to ensure that the solution is independent of the
grid density. Pressure drop between inlet and outlet of the device, as well as the water mass fraction
profile at the outlet, were considered as metrics for the evaluation of the dependence of the grid density
on the solution. The final grid parameters (minimum/maximum element size, number of divisions
for the sweep mesh areas, etc.) for a representative screening run were used to define the meshing
parameters for the rest of the simulation runs. Number of elements for all cases varied between 850,000

6
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and 3,000,000 elements, approximately. Due to the small characteristic dimension of the conduit the
flow is laminar (Re = 9–100) and hence the laminar flow model was selected. The boundary conditions
imposed are:

• velocities of the two fluids, on each of the two semicircles comprising the inlet,
• non-slip boundary condition at all walls,
• zero relative pressure at the outlet.

Moreover, and for the sake of simplicity, it was assumed that one of the fluids, the base fluid, has
the properties of water, while the diffusion coefficient between the two fluids equals the self-diffusion
coefficient of water (1 × 10−9 m2/s).

 

 

Figure 4. (a) The flow domain and the grid and (b) grid detail.

Design parameters are declared as a mix of geometrical parameters and physical properties.
Two geometrical design parameters, namely the number of turns, n, of the blade within the limits of the
length of the insert, and the ratio, l/D, are used. The other variables applied are the ratios of density
and dynamic viscosity for the two different mixing fluids as well as the ratio of their velocities at the
entrance of the conduit. The finite volume method, a fully coupled solver for the pressure and velocity
coupling, and the “high order” method to distinguish the momentum equations, all provided by
ANSYS CFX, are used in the solver definition section [14]. Simulations were performed for a number
of iterations that ensure a satisfactory reduction in residual mass and momentum (10−12).

The mixing efficiency over a cross-section A was quantified by calculating the Index of Mixing
Efficiency, IME, proposed by Kanaris et al. [5], which is based on the standard deviation of mass fraction
from the mean concentration over a cross section

IME = 1 −
√∫

A(c − c)2dA√∫
A(c)

2dA
, (1)

where c is the mass fraction of the base fluid, in our case the water, in each cross-section unit (i.e., each
grid element) and c is the mean concentration of the same fluid over the whole cross-sectional area,
A, of the device. Complete mixing is achieved when the volume fraction of the base fluid in each
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cross-section unit equals its mean mass fraction, c, which must be calculated for each individual fluid
pair by also taking into account the density of the mixing fluids:

c =
1

1 + ρ
ρw

, (2)

A value of IME = 1 denotes perfect mixing, i.e., the variance from the optimal mass fraction is zero.

3. Results

3.1. Screening Experiments

To assess the effect of geometrical parameters on mixing efficiency, preliminary simulations—i.e.,
screening experiments—were performed. For the sake of simplicity, in these simulations both fluids
had the properties of water. Initially only one helical insert was used and the simulations revealed
that the length of the fluid path after the exit of the insert has only marginal contribution to the
overall efficiency of the μ-mixer. Thus, to further improve mixing efficiency, a second insert was
placed downstream and adjacent to the first one (Figure 5). The geometrical characteristics of the
two inserts are identical, except that the blades of the two insert drive the fluid to opposite directions.
A pipe extension, without any mixing promotion features, is placed downstream of the second insert,
to allow the dissipation of vortices and a developed flow profile at the measuring cross section. The
length-to-diameter ratio of this extension is selected to be around 10. As stated above, additional
simulations ran for a length-to-diameter ratio of 20, showing borderline improvement (around +3%)
of mixing efficiency and, therefore, it is considered that the originally selected ratio is adequate for
the purpose of mixing characterization in this study. Also, as part of the initial screening simulations,
a design with a single helical insert of up to twice the length of the proposed insert has been tested;
results have shown that the addition of a counter-clockwise insert generally improves the mixing
efficiency, with the magnitude being dependent on the geometry of the helical blades, as expected.

One of the initial screening runs, where the mixing fluids have identical properties and inlet
velocities, while n = 3 and l/D = 0.2, is used to generate the typical results presented in Figures 5–8.
In Figure 5, the flow pattern (streamlines) along the proposed device with the two inserts is presented.
It is evident that the addition of the second insert improves mixing. The effect of this addition is more
clearly illustrated in Figure 6, where the mass fraction distribution of the base fluid is presented at
three cross sections of the device, more precisely at the exit of the first and the second insert as well as
at the outlet of the device.

Figure 5. Typical mass concentration along streamlines (Re = Rew = 10).
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Figure 6. Mass fraction distribution at three cross sections of the device (Re = Rew = 10).

In Figure 7, the performance of the proposed device—i.e., the one with the two helical inserts—is
compared with the one that contains a single helical insert with the same length as well as with that of a
straight pipe, whose cross section and length are the same as that of the proposed device. For a certain
set of the design parameters and for the same Re number (Rew = Re = 10) the use of the mixing device
configuration almost doubles the value of the IME. The increase of the fluid velocity considerably
affects the mixing efficiency, or equally the uniformity of the mass fraction distribution at the exit of
the device (Figure 8). It is evident that, as it is expected, the mixing efficiency is mainly influenced by
the value of Re, or equally the velocity of the fluid, which leads to more intense swirling flow, despite
the fact that at lower velocities the contact time of the fluids is longer.

 

Figure 7. Comparison of the mixing performance, in terms of mass fraction distribution at a plane
along the axis and at the cross section at the outlet, as well as expressed as IME at the exit of the
device: (a) device with two inserts; (b) device with one insert of double length; and (c) straight pipe
(Re = Rew = 10).

 

Figure 8. Effect of fluid velocity to the mixing efficiency at the outlet of the screening run device.
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3.2. Parametric Study

The efficacy of the proposed mixing device was assessed by conducting a parametric study.
However, to reduce the complexity of the problem, some variables—namely the length and the inside
diameter of the mixing device as well as the position, the length, the radius and the angle between the
blades of the insert—were kept constant (as presented in Table 1), while the two inserts are considered
adjacent to each other. Also, for the sake of simplicity, the physical properties of one of the mixing
fluids were assumed to be those of water, while the properties of the second fluid are variable and
correspond to those of various types of water-based inks. For the same reason only two inserts were
used, although it is evident that mixing will be further enhanced by inserting a series of inserts that
would alternate the direction of flow. Table 2 presents the independent, dimensionless variables
involved in the parametric study as discussed above together with their upper and lower bound
values. Based on the values used, Re/Rew varies between 0.05 and 1.60.

The effect of the design parameters on the efficiency of the μ-device is investigated by performing a
series of simulations for certain values of the design parameters chosen by employing the Box–Behnken
method, i.e., an established design-of-experiments (DOE) technique that allows the designer to extract
as much information as possible from a limited number of test cases [15]. For the present study, the
number of design points dictated by the Box–Behnken method is 42 and presented in Table 3.

Table 2. Constraints of the design variables

Parameter Lower Bound Upper Bound

Number of turns, n 1 3
Blockage ratio, l/D 0.20 0.58

Dynamic viscosity ratio, μ/μw 1.0 20.0
Density ratio, ρ/ρw 0.6 1.0

Inlet velocity ratio, u/uw 1.0 3.0

Table 3. Design points for the simulation runs based on Box–Behnken design-of-experiments
(DOE) methodology.

Run# Turns, n l/D μ/μw ρ/ρw u/uw Run# Turns, n l/D μ/μw ρ/ρw u/uw

DP01 3 0.20 10.5 0.8 2 DP22 2 0.39 10.5 0.8 2
DP02 1 0.20 10.5 0.8 2 DP23 2 0.39 20.0 0.8 1
DP03 1 0.39 10.5 0.6 2 DP24 2 0.39 20.0 0.8 3
DP04 1 0.39 1.0 0.8 2 DP25 2 0.39 1.0 1.0 2
DP05 1 0.39 10.5 0.8 1 DP26 2 0.39 10.5 1.0 1
DP06 1 0.39 10.5 0.8 3 DP27 2 0.39 10.5 1.0 3
DP07 1 0.39 20.0 0.8 2 DP28 2 0.39 20.0 1.0 2
DP08 1 0.39 10.5 1.0 2 DP29 2 0.58 10.5 0.6 2
DP09 1 0.58 10.5 0.8 2 DP30 2 0.58 1.0 0.8 2
DP10 2 0.20 10.5 0.6 2 DP31 2 0.58 10.5 0.8 1
DP11 2 0.20 1.0 0.8 2 DP32 2 0.58 10.5 0.8 3
DP12 2 0.20 10.5 0.8 1 DP33 2 0.58 20.0 0.8 2
DP13 2 0.20 10.5 0.8 3 DP34 2 0.58 10.5 1.0 2
DP14 2 0.20 20.0 0.8 2 DP35 3 0.39 10.5 0.6 2
DP15 2 0.20 10.5 1.0 2 DP36 3 0.39 1.0 0.8 2
DP16 2 0.39 1.0 0.6 2 DP37 3 0.39 10.5 0.8 1
DP17 2 0.39 10.5 0.6 1 DP38 3 0.39 10.5 0.8 3
DP18 2 0.39 10.5 0.6 3 DP39 3 0.39 20.0 0.8 2
DP19 2 0.39 20.0 0.6 2 DP40 3 0.39 10.5 1.0 2
DP20 2 0.39 1.0 0.8 1 DP41 3 0.58 10.5 0.8 2
DP21 2 0.39 1.0 0.8 3 DP42 2 0.20 10.5 0.8 2
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The generic form of a fully quadratic model with two design parameters, x1 and x2, is

Y = a11x1
2 + a22x2

2 + a1x1 + a2x2 + a12x1x2, (3)

The model includes the quadratic, the linear terms, and their interaction. To avoid overfitting,
it is important that the researcher addresses the importance of each factor of the model. Additionally,
it is also significant to take into account any possible insight regarding the potential form of the final
equation and its non-linearity. For this reason, a different approach is followed in this case: the fitting
approach uses the natural logarithms of the design parameters and responses. Based on the outcome,
it is safe, within a certain degree of acceptable error, to ignore the quadratic terms and fit a model with
only the linear terms and some of their interactions.

The following equation represents the proposed model

ln(Y) = α ln(n) + β ln
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)
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)
ln
(
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μw

)
+ cst,

(4)

whose parameters can be calculated with regression based on response surface methodology; Y is the
response, i.e., ΔP or IME, and cst is a constant. The annexed form of the final model would then be

Y = nα

(
l
D

)β+ζ ln ( l
D )( μ

μw

)γ+η ln (n)+θ ln ( l
D )+ι ln ( u

uw )( ρ

ρw

)δ( u
uw

)ε

ecst, (5)

A transform of the above model to include the Re ratio instead of the velocity ratio would be

Y = nα

(
l
D

)β+ζ ln ( l
D )( μ

μw

)γ+η ln (n)+θ ln ( l
D )+ι ln ( Re

Rew
μ

μw
ρw
ρ )+ε( ρ

ρw

)δ−ε( Re
Rew

)ε

ecst, (6)

Table 4 contains the parameters of the fitting models for ΔP and IME, respectively.

Table 4. Response surface model parameters for (a) ΔP & (b) IME.

Parameter ΔP IME

α 0.817014 0.026161
β 5.456162 −1.48235
γ 0.594749 −0.34662
δ 0.312127 −0.18884
ε 0.72966 −0.42494
ζ 1.472507 −0.99062
η −0.02689 0.097432
θ 0.014815 −0.16046
ι 0.126574 0.092324

cst 5.91789 −0.66962

From Figure 9, where the values calculated using the proposed equations are compared with
the CFD results, it is evident that they can predict with ±10% accuracy both ΔP (Figure 9a) and IME
(Figure 9b) values. The validity of the proposed correlations is further examined by comparing them
with CFD the results generated using the six ‘verification points’ presented in Table 5 and are also in
agreement (Figure 9).
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Figure 9. Comparison between CFD and fitted values for (a) ΔP and (b) IME.

Table 5. Verification points

Run# Turns, n l/D μ/μw ρ/ρw u/uw

VP01 3 0.20 10.5 0.8 2
VP02 1 0.20 10.5 0.8 2
VP03 1 0.39 10.5 0.6 2
VP04 1 0.39 1.0 0.8 2
VP05 1 0.39 10.5 0.8 1
VP06 1 0.39 10.5 0.8 3

4. Conclusions

In this study, we have numerically investigated the mixing efficiency as well as the corresponding
ΔP inside a novel type of μ-mixer. The device comprises two successive helical inserts that propel the
fluid to opposite directions and induces mixing by generating swirling flow. Screening experiments
reveal that the addition of the second insert improves mixing considerably. It was also found that for
the range of Re numbers investigated, the resulting pressure drop is maintained at low levels (<150 Pa).

Appropriate ‘computational experiments’ were then conducted to investigate the effect of the
various geometrical parameters of the novel μ-mixer, i.e., the one with the two inserts, and the
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parameters of the mixing fluids (physical properties and flow rate) on the mixing performance of
the proposed device. Both the number of the required ‘computational experiments’ and the values
of the design parameters were selecting using a DOE methodology. Using the data obtained from
the ‘computational experiments’ correlations, which are able to predict the mixing efficiency and the
associated pressure drop with ±10% accuracy, have been formulated.

In the next stage of the study, experiments will be performed using a prototype helical insert that
has been already constructed by 3D printing (Figure 10). The experimental data acquired using the
device will be used for evaluating the CFD code. The aim is to provide a means of constructing the
type of helical insert that would be more suitable for a given application.

 

Figure 10. The helical insert constructed by 3D printing.
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Nomenclature

A cross-section of the device mm2

b blade pitch mm
c mass fraction in each cell of a cross-section A dimensionless
c mean concentration over a cross-section A dimensionless
D diameter of the insert mm
Dm inside diameter of the device mm
IME index of mixing efficiency dimensionless
l blade length mm
L length of the insert mm
Lm total length of mixer mm
n number of turns of the insert dimensionless
Re Reynolds number of each liquid based on D dimensionless
ΔP pressure drop Pa
μ liquid viscosity Pa s
ρ liquid density kg/m3

ϕ angle between blade deg
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Abstract: Flow perfusion bioreactors have been extensively investigated as a promising culture
method for bone tissue engineering, due to improved nutrient delivery and shear force-mediated
osteoblastic differentiation. However, a major drawback impeding the transition to clinically-relevant
tissue regeneration is the inability to non-destructively monitor constructs during culture. To alleviate
this shortcoming, we investigated the distribution of fluid shear forces in scaffolds cultured in
flow perfusion bioreactors using computational fluid dynamic techniques, analyzed the effects of
scaffold architecture on the shear forces and monitored tissue mineralization throughout the culture
period using microcomputed tomography. For this study, we dynamically seeded one million
adult rat mesenchymal stem cells (MSCs) on 85% porous poly(L-lactic acid) (PLLA) polymeric
spunbonded scaffolds. After taking intermittent samples over 16 days, the constructs were imaged
and reconstructed using microcomputed tomography. Fluid dynamic simulations were performed
using a custom in-house lattice Boltzmann program. By taking samples at different time points
during culture, we are able to monitor the mineralization and resulting changes in flow-induced shear
distributions in the porous scaffolds as the constructs mature into bone tissue engineered constructs,
which has not been investigated previously in the literature. From the work conducted in this study,
we proved that the average shear stress per construct consistently increases as a function of culture
time, resulting in an increase at Day 16 of 113%.

Keywords: tissue engineering; microcomputed tomography; computational fluid dynamics; shear
stress distribution; flow perfusion

1. Introduction

Every year in the United States, there are more than 500,000 bone graft surgeries [1]. In most cases,
bone will regenerate after fracture with minimal complications; however, when there is a critically-sized
defect or fracture healing is impaired, bone grafts must be used in order to regain proper bone function.
Furthermore, bone diseases such as osteoporosis, infection, skeletal defects and bone cancer may also
cause a need for bone grafts. Bone tissue engineering is a possible solution to the problems plaguing the
current bone graft therapies. Because tissue engineered bone would be made using the patient’s own
cells, immune rejection would be eliminated. For this to work, four components are needed for tissue
growth: cells that can be differentiated into bone cells, osteoconductive scaffolds acting as a matrix
while the tissue grows, growth factors and other chemical stimulation and mechanical stimulation to
encourage osteogenic differentiation. Mechanical stimulation, in particular, is implemented through
the use of bioreactors.

Fluids 2018, 3, 25; doi:10.3390/fluids3020025 www.mdpi.com/journal/fluids15
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Previous studies have given the indication that the shear stresses bone cells experience inside
the body are between 8 and 30 dynes/cm2 [2]. In vitro culture studies combined with computational
fluid dynamic simulation results have shown that shear stresses below 15 dynes/cm2 are conducive
to increased matrix production and osteoblastic differentiation. However, if the shear rates are too
high, detachment or cell death can occur [3]. In addition, whenever inhomogeneous cell seeding
distributions occur, especially in the case of cell aggregates, even modest shear rates that are otherwise
beneficial may result in cell detachment [4–7]. Due to this, it is important to properly model and
evaluate the flow profile inside cell-seeded scaffolds [8–11]. Ideally, the localized shear rates should
be anticipated in order to give proper fluid control. However, the largest barrier to this goal is the
continual deposition of mineralized tissue during the culture period. After the stem cells differentiate
into mature osteoblasts, both soft and hard extracellular matrices grow into the pores of the construct.
This effectively alters the flow field, due to the porosity of the scaffold decreasing, and renders
simulations performed on empty scaffolds invalid after the start of culture.

To combat this issue, we aimed to evaluate the localized fluid shear distributions throughout the
culture period, giving an indication of the effects of tissue growth on the flow-induced stress fields,
which has been extensively investigated in the literature [12–16]. Using spunbonded poly(L-lactic
acid) scaffolds and a custom flow perfusion bioreactor, we cultured rat mesenchymal stem cells
for 16 days under shear-induced differentiation flow ranges. The resulting constructs were imaged
utilizing microcomputed tomography (μCT), segmented and reconstructed following previously
published techniques [2,17,18]. This flow path allows for subsequent computational fluid dynamic
(CFD) simulations on the cultured constructs.

In this manuscript, we hypothesized that the levels of fluid shear present at the walls of a scaffold,
where the cells are located, will increase as a function of culture time. Previous studies have
assumed that (1) the shear field predicted using a non-cultured scaffold is representative of cultured
constructs and (2) that the average wall shear experienced by the cells is constant throughout a culture
period [18,19]. The intention of this study is to use CFD simulations in conjunction with microcomputed
tomography of mature constructs and biochemical assays to bring to light the relationship between
the localized shear field and culture time, which would give researchers the ability to predict the
time-dependent shear distribution in conjunction with the growing extracellular matrix within three
dimensional scaffolds exposed to flow perfusion.

2. Results

2.1. Construct Cellularity

In order to validate the presence of cells in the constructs, we conducted a destructive dsDNA
quantification assay. As shown in Figure 1, there is a slight decrease in scaffold cellularity between
Day 1 and Day 4, and a statistically steady cellularity through the end of culture. The vertical dotted
line between Day 1 and Day 4 indicates the switch in flow rate from 0.15 mL/min–0.5 mL/min. Hence
the decrease between these two days represents a loss of cells either due to cell detachment or as
a result of cell death [20,21]. This loss is a common occurrence, as MSCs display weak adherence to
poly(L-lactic acid) (PLLA). The horizontal dashed line represents the amount of cells initially seeded
on the constructs. The ratio between this line and Day 1 is known as the seeding efficiency, which in
this case is 40%.
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Figure 1. Construct cellularity for each construct over the culture period. The horizontal dashed line
indicates the initial amount of cells seeded. The vertical dotted line indicates the switch in flow rates,
from 0.15 mL/min during seeding to 0.5 mL/min for culture. Values are given as the mean ± the
standard error of the mean (n = 4).

2.2. Calcium Deposition

Calcium deposition was measured using a calcium assay at each sacrificial time point, with results
shown in Figure 2. As seen in the graph, there is a sharp increase in calcium deposition around
Day 8. In conjunction with the calcium assay, we rendered a 3D representation of the constructs
(Figures 3 and 4), which were imaged using μCT. Extensive mineralized tissue can be seen in samples
sacrificed after Day 8, while samples prior to that time displayed only minor mineralized tissue. It can
be noted that the largest standard deviation in mineralization was observed in samples sacrificed on
Day 8, a time point that matches the onset of extensive mineralization (Figure 3). A similar spike in
mineralized tissue can be seen around Day 11.

Figure 2. Calcium levels present within each construct over the culture period. The horizontal dotted
line represents the background signal for an empty construct. Values are given as the mean ± the
standard error of the mean (n = 4). The # signifies the significantly lowest value (p < 0.01).
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Figure 3. Summary of mineralized tissue (hard extracellular matrix (ECM)) deposited in cultured
constructs rendered during microcomputed tomography (μCT) with Simple Viewer for samples taken
on Days 8, 11 and 16, respectively.

Figure 4. (Left) 2D grayscale view of the scaffold after μCT imaging. The top row is a view of the entire
scaffold, while the bottom row is a magnified view of the indicated area of interest. (Right) 2D view of
the scaffold after μCT imaging with ECM indicated in red.
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2.3. Shear Stress Distributions over Time

The localized fluid shear stress distributions for the reconstructions at each intermittent time point
are shown in Figure 5, where light blue is Day 1, green is Day 4, red is Day 8 and dark blue is Day 11.
The data presented show a pronounced increase in shear stress levels with an increase in culture time,
which is evident by the rightwards shift in distributions shown in the graph.

Figure 5. Wall shear stress distributions based on the day a construct was removed from culture and imaged.

2.4. Effects of Calcium Deposition on Localized Shear Fields

Figure 6 shows isometric sections of reconstructed scaffolds, with wall shear stress heat maps
overlaid on top. It is evident that there are higher levels of shear stress present during the later time
points, which is supported by the distributions shown in Figure 5. As pore size decreases, bottlenecks
occur resulting in increased fluid velocity and, subsequently, increased shear stress (yellow and red
colors in the figure). Furthermore, these increased levels of shear stress are more widely distributed as
culture time increases.

(a)

(b)

Figure 6. Summary of wall shear stress heat maps for constructs cultured under osteoconductive
conditions. (a) Wall shear heat maps for Day 1 (far left) to Day 11 (far right) obtained using the custom
lattice Boltzmann method code. (b) Scale bar: values given in g

cm·s2 .
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2.5. Average Wall Shear Stress

Figure 7 displays the average wall shear stress calculated from simulations following construct
culture, resection, imaging and reconstruction. Indeed, the results do show a continuous increase in
shear as culture time increases, which is consistent with the results presented in Figure 5. The most
significant takeaway from this graph is the large jump in average wall shear between Day 4 and Day 8,
due to matrix clogging the pores, consistent with the calcium deposition results (Figure 2).

Figure 7. Summary of average shear stress per layer for a 0.5 mL/min flow rate. Values are given as
the mean ± the standard error of the mean (n = 3). Significance calculated via analysis of variance
(ANOVA) with the Tukey honest significant difference (HSD) post-hoc analysis.

3. Discussion

Following destructive analysis of the constructs, we evaluated the average wall shear stress
per construct as a function of culture time. As seen in Figure 7, the average shear stress remains
statistically the same throughout the first four days of culture; however, after Day 8, there is a continual
increase in the value to the end of the culture period (113% by Day 16). This finding is in agreement
with theoretical estimations of shear forces in scaffolds having similar levels of tissue formation [13].
Furthermore, it also confirms our hypothesis about bone tissue engineered cultures; that the shear
stress experienced by the cells will increase significantly during culture, if the circulation fluid flow
remains constant. We attribute this to extracellular matrix deposition resulting in a clogging of the
construct pores. By holding the circulation fluid flow constant and simultaneously decreasing the
pore sizes, we effectively are increasing the fluid velocity within the construct interior and, along with
it, the wall shear stress. Considering the influence of shear rate on osteoblastic differentiation, it is
evident that a continuous increased shear rate exposure will potentially accelerate the differentiation
towards an osteoblastic lineage. Obviously, if the initial shear rates are near the range of flow-induced
detachment, the observed increase could lead to undesirable detachment, implying the need for further
investigating the shear levels at which detachment occurs.

After evaluating the construct reconstructions, we can see a clear correlation to the amount of
mineralized tissue and an overall increase in the magnitude of wall shear experienced within the
pores of the construct. Indeed, this relationship is obvious in both Figure 5, showing the frequency
distributions, and Figure 6, which shows the wall shear heat maps. For the former, the distributions
show an increased frequency of elevated shear stress as culture time increases, supporting the
aforementioned increase in average wall shear stress. This finding is consistent when evaluating
the heat maps. As culture time increases, there is a higher density of elevated shear seen within the
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constructs. This increase is most pronounced after Days 8–11, which, according to the reconstructions,
are when large amounts of mineralized tissue starts depositing.

Additionally, the scaffold cellularity and the levels of mineralized tissue deposited were evaluated.
As seen in Figure 1, a seeding efficiency of 40% was achieved, higher than most perfusion-based seeding
methods, and can be directly attributed to the oscillatory seeding protocol we established in previous
studies. Following the complete seeding process, the seeding efficiency drops further to 28% at Day 4
with the addition of a higher unidirectional fluid flow established at the end of Day 1. We believe that
the decrease in cellularity seen between Day 1 and Day 4 is due to the change from basic maintenance
flow employed immediately after seeding until Day 1 (0.15 mL/min) to culture flow beyond Day 1
(0.5 mL/min), and potentially causing a portion of cells to detach from the scaffold, especially those
that form aggregates that are loosely bound to the surface. However, it must be noted that this drop
can also be attributed to cell death or apoptosis, as seen in previous studies [4,5].

In Figure 2, a spike in calcium production is seen between Day 4 and Day 8. The point at which the
spike occurs remains a critical parameter in bone tissue engineering research and better understanding
of the factors influencing it will result in more efficient scheduling of culturing bone tissue engineering
constructs in vitro. Recent studies identifying the initiation of extensive osteoblastic differentiation
using nondestructive metabolic monitoring may allow us in future studies to better predict the exact
timing of mineralization and thus allow for accurate prediction of the end of the culture period [5].

Figures 3 and 4 demonstrate qualitatively that the mineralized tissue begins developing from the
outer layer of the top surface of the scaffold directly exposed to the fluid flow. This result contradicts
our previous assumption of a homogeneous cell distribution and cannot be justified by any localized
fluid shear forces. It is potentially an artifact due to the scaffold radius being slightly larger than the
bioreactor cassette, which causes both a more snug fit, but also a decreased porosity at the edges in
contact with the wall; thusly, this presents an environment where cells can attach in greater numbers
due the larger surface area available for attachment. Such a phenomenon is not expected to occur in
rigid three-dimensional scaffold, but it will persist whenever deformable meshes are utilized, as is in
this case.

In addition, Figure 3 shows an increase in mineralized tissue found utilizing μCT between Day 8
and Day 11. We believe this lag time is due to the cells beginning to deposit calcium that is not dense
enough to be picked up during imaging segmentation around Day 8. Along with this, Figure 4 shows
the 2D images obtained from μCT with the growing tissue highlighted in red. These images illustrate
the state of the construct at the end of culture and give insight into the density of mineralization that
would occur if culture continued. It is to be expected that the soft tissue visualized in the image will
eventually transition into fully-mineralized tissue.

4. Materials and Methods

4.1. Scaffold Manufacturing

Poly(L-lactic acid) (PLLA; Grade 6251D; 1.4% D enantiomer; 108,500 MW; 1.87 PDI; NatureWorks
LLC) non-woven fiber mesh scaffolds were produced via spunbonding, as previously indicated [22].
Scaffolds were cut from an 8 mm-thick PLLA mat, resulting in a porosity of 88% and a radius of 3.5 mm.
A Nikon HFX-II microscope (Nikon Corporation, Tokyo, Japan) was used to evaluate fiber diameter,
found to be 24.5 μm, and was confirmed by scanning electron microscopy, shown in Figure 8.

4.2. Cell Expansion, Seeding and Culture

Adult mesenchymal stem cells were extracted from the tibias and femurs of male Wistar
rats (Harlan Laboratories, Inc., Indianapolis, IN, USA) using methods identified in previous
publications [1,4]. Cells were cultured at 37 ◦C and 5% CO2 in standard minimum essential medium
eagle alpha modification (α-MEM) (Invitrogen, Thermo Fisher Scientific corporation, Waltham, MA,
USA) supplemented with 10% fetal bovine serum (Atlanta Biologicals, Flowery Branch, GA, USA) and
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1% antibiotic-antimycotic (Invitrogen). Passage 2 cells were used for this study at a density of two
million cells/mL for scaffold seeding.

We prepped the scaffolds for cell seeding using an established pre-wetting technique [5]. Vacuum
air removal of scaffolds was conducted in 75% ethanol. Pre-wet scaffolds were placed in cassettes
within a flow perfusion bioreactor for one hour in α-MEM to remove any remaining ethanol [23,24].
Schematics of the perfusion system used for this study may be found in Figure 9. Following the
removal of ethanol, two million MSCs/150 μL of osteogenic α-MEM were pipetted in each scaffold
chamber. The seeding mixture was dynamically perfused at 0.15 mL/min, forwards and backwards,
in five-minute intervals for two hours. Osteogenic media consist of standard α-MEM supplemented
with dexamethasone, beta-glycerophosphate and ascorbic acid, which have been shown to induce
osteogenic differentiation [25]. After dynamic seeding, the bioreactor was allowed to rest for two hours,
without flow, to facilitate cell attachment. Finally, osteogenic α-MEM was continuously perfused at
a rate of 0.5 mL/min for the remainder of the culture period. Scaffolds were collected for analysis at
Days 1, 4, 8, 11 and 16.

Figure 8. Common synthetic polymeric scaffolds used for tissue engineering. Scaffolds manufactured
using spunbonding and imaged using scanning electron microscopy (SEM).

Figure 9. Schematic of the custom in-house perfusion bioreactor system. The right image shows the
combination of the bioreactor body, scaffold cassettes and stand.

4.3. Construct Cellularity

The number of cells present in each construct was evaluated using the fluorescent PicoGreen®

dsDNA assay (Invitrogen). At each sacrificial time point, the construct was removed from the cassette
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and rinsed in PBS to remove any cells not adhered to the scaffold. Subsequently, the scaffolds were
cut into eight pieces, placed in 1 mL of deionized (DI) H2O and stored at −20 ◦C. Each construct
underwent three freeze/thaw cycles to lyse the cells. Fluorescent analysis was conducted on a Synergy
HT Multi-Mode Microplate Reader (BioTek Instruments, Inc., Winooski, VT, USA) at an excitation
wavelength of 480 nm and an emission wavelength of 520 nm. All samples and standards were run in
triplicate. Resulting values were then divided by the previously-determined dsDNA content per cell.

4.4. Construct Calcium Deposition

Calcium deposition was measured utilizing the scaffolds following the freeze/thaw cycles of
the previous section. The solution was measured with a calcium colorimetric assay (Sigma-Aldrich
Corporation, St. Louis, MO, USA, Cat. # MAK022). Samples were read on a Synergy HT Multi-Mode
Microplate Reader (Bio-Tek) at an absorbance of 575 nm. All samples and standards were run in triplicate.

4.5. Imaging and Reconstruction

Micro-computed tomography was used to non-destructively scan the scaffolds at a resolution of
20 μm and 45 kV energy (Quantum FX, Perkin Elmer, Waltham, MA, USA; L10101, Hamamatsu
Photonics, Hamamatsu, Japan; PaxScan 1313, Varian Medical Systems, Palo Alto, CA, USA).
The resulting 2D image slices were filtered, thresholded and stacked using the open-source
visualization software 3D Slicer (slicer.org). Following reconstruction, the porosity of the digital
scaffold was measured and compared to the actual spunbonded scaffolds in order to assure a proper
segmentation. Using methods described in a previous publication, we also identified in each construct
three different materials (polymer scaffold, soft tissue and mineralized tissue). This was done using
a segmentation method that allowed us to distinguish between the aforementioned materials, based on
their attenuation to X-rays and structural differences. Details for the methodology appear in a previous
study [26]. For this study, we investigated a total of six time points (three constructs per time point).

4.6. CFD Simulations

Simulations were performed via the lattice Boltzmann method implemented using a previously-
validated custom in-house lattice Boltzmann code, which has been extensively utilized for computing
surface shear stresses on μCT reconstructions [2,17,27].

Lattice Boltzmann Simulations

The lattice Boltzmann method (LBM) is a numerical technique for simulating fluid flow that
consists of solving the discrete Boltzmann equation [28,29]. In addition to its computational
advantages such as inherent parallelizability on high-end parallel computers [30,31] and relative
ease of implementation, LBM techniques have been used in a wide spectrum of applications including
turbulence [32], non-Newtonian flows [33–35] and multiphase flows [36]. More importantly, for the
present application, LBM is especially appropriate for modeling pore-scale flow through porous media
(such as scaffolds) due to the simplicity with which it handles complicated boundaries [2,12,18].

LBM is based on the discrete Boltzmann equation, which is an evolution equation for a particle
distribution function, calculated as a function of space and time [37] as follows:

fi(x + eiΔt, t + Δt) = fi(x, t) + Ωi(x, t)± f fi (1)

where x represents the particle position, t is time, Δt is the evolution time step, e is the microscopic
velocity, Ω is the collision operator, fi is the particle distribution function, f eq

i is the equilibrium particle
distribution function and f fi is the forcing factor. The terms on the right-hand side of Equation (1)
describe the three steps of the LBM algorithm: streaming, collision and forcing steps. In the streaming
stage, the particle distribution function fi at position x and time t moves in the direction of the
velocity to a new position on the lattice at time t + Δt. The collision stage subsequently computes the
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effects of collisions that have occurred during movements in the streaming step, which is considered
a relaxation towards equilibrium. The collision term can be computed for single-relaxation time (SRT)
or multiple-relaxation time LBM models. The SRT approximation given by Bhatnagar, Gross and
Krook (BGK) [38] is common. It is expressed as:

Ωi(x, t) =
−1
τ

( fi − f eq
i ) (2)

The particle equilibrium distribution function f eq
i is given as:

f eq
i (x) = wiρ(x)

[
1 + 3

eiUi
c2 + 9

(eiUi)
2

c4 − 3
2

U2
i

c2

]
(3)

where c is the lattice speed and defined as c = Δx
Δt , Δx is the lattice constant, iis an index that selects

between possible discrete velocity directions (e.g., i = 0, 1, 2, . . . , 14 for the D3Q15 lattice), wi is a lattice
dependent weighting factor, ρ is the fluid density and U is the macroscopic fluid velocity. The time τ

is the time scale by which the particle distribution function relaxes to equilibrium and is related to
kinematic fluid viscosity using:

v =
1
3

(
τ − 1

2

)
(4)

During the forcing step of the algorithm, a pressure drop is specified by adding a forcing factor
f fi to the fluid particle distribution components moving in the positive stream-wise direction and by
subtracting from those in the negative direction.

The final stage of the algorithm involves computing the macroscopic fluid density ρ and velocity
U at any instant using the conservation equations of mass and momentum given as:

ρ =
n

∑
i=0

fi (5)

ρUi =
n

∑
i=0

fiei (6)

A custom-written, in-house code was developed for this work, and a detailed description may
be found in previous publications [2,17,39]. The three-dimensional, 15 lattice (D3Q15) for LBM [40],
in conjunction with the single-relaxation time approximation of the collision term given by Bhatnagar,
Gross and Krook [38], was used to perform simulations. LBM results have been validated for several
flow cases for which analytical solutions are available: forced flow in a slit, flow in a pipe and flow
through an infinite array of spheres [2].

Due to the computationally-intensive nature of fluid flow simulations in scaffolds, representative
portions cut from whole scaffolds are used. In this work, a single cuboid portion was extracted from
the center of the 3D scaffold reconstruction to avoid end effects in flow simulations. The resulting
simulation domain size was 153 μm × 277 μm × 221 μm, with the center of the domain located at the
center of the scaffold. Periodic boundary conditions were applied in all three directions, in order to
approximate the whole scaffold. In addition, it was assumed that the whole extracellular matrix (ECM)
was a rigid, non-permeable domain.

A no-slip boundary condition was applied at wall faces using the “bounce-back” technique [29].
To take advantage of the inherent LBM parallelizability, the domain was decomposed using message
passing interface [17]. Simulation convergence was defined as when the minimum, average and
highest velocities computed for the simulation domain vary by at least 0.001% for two consecutive
time steps.

In order to estimate the mechanical stimulation of the cells by the flow of the culture media,
the fluid-induced shear stresses on the surface of the scaffold were calculated following a scheme
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suggested by Porter et al. [18]. Here, the total stress stress tensor σ is represented by a summation of
the hydrostatic pressure p and the viscous (also known as deviatoric) stress tensor τ:

σij = −pδij + τij (7)

where δij is the unit tensor, such that δij is 1 if i = j and 0 if i �= j.
While the former is assumed to be negligible, the latter is the component of the total stress tensor

that is of interest since as it is responsible for shearing the cells. Because it describes how momentum
is transported across the fluid layers due to velocity shear, it must be related to the deformation tensor:

Dij =
1
2
(�U +�UT) +

1
2
(�U −�UT) (8)

This tensor can be decomposed into a symmetric (rate of strain) and an anti-symmetric (vorticity)
contributions. Furthermore, we assume that the constitutive relationship between the viscous stress
and the rate of strain is linear: in other words, the fluid is Newtonian, with a constant viscosity.
Consequently, the viscous stress tensor depends only on the symmetric component of the deformation
tensor due to this assumption. Hence, the shear stress at every location within the scaffold was
calculated using the following equation, where σ is the shear stress tensor and U is local velocity vector:

σ = μ
1
2
(�U +�UT) (9)

The derivatives for the velocity field were approximated numerically using the centered finite
difference method (Equations (10)–(12)), where lu is the length of one side of an element in the LBM
model. The same was done for the partials of Uy and Uz. Following this, the symmetric strain matrices
were found by adding the 3 × 3 partials matrix for each field location to its own transpose.

dUx

dx
(i, j, k) =

Ux(i + lu, j, k)− Ux(i − lu, j, k)
2 × lu

(10)

dUx

dy
(i, j, k) =

Ux(i, j + lu, k)− Ux(i, j − lu, k)
2 × lu

(11)

dUx

dz
(i, j, k) =

Ux(i, j, k + lu)− Ux(i, j, k − lu)
2 × lu

(12)

Finally, eigenvalues of the symmetric matrix were obtained using the Jacobi method, and the
largest absolute-value eigenvalue (i.e., largest principal component of the tensor) for each fluid voxel
was used to determine the stresses experienced by the cells.

The fluid dynamic viscosity was 0.01 g
cm·s , which is close to that of α-MEM supplemented with

10% FBS typically used in cell culturing experiments [41]. Velocity vectors used in calculations were
derived from a flow rate of 0.1 mL/min. Computed shear stress values are the largest eigenvalues
of σ. Stress maps generated using Tecplot 360 EX 2016 (Tecplot Inc., Bellevue, WA, USA) were used to
visualize computed shear stresses. Additionally, we modeled the ECM as an impermeable wall without
elasticity (static mesh) and did not distinguish between hard and soft ECM during the computations.

4.7. Statistical Analysis

A one-way analysis of variance (ANOVA) was used to compare the mean ± the standard deviation
of pore measurements, in which Tukey’s honestly significant difference (HSD) test was performed to
identify significant differences (p-value < 0.05). One-way ANOVA and Tukey’s HSD were used for
the rest of the results. All statistical analysis was performed using a custom Python code utilizing the
open source Numpy, matplotlib and SciPy libraries.
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5. Conclusions

In the presented manuscript, we hypothesized that the distribution of fluid shear present at
the walls of a construct cultured under osteoconductive conditions will exhibit higher magnitudes
as culture increases. In order to accomplish this, rat mesenchymal stem cells were dynamically
seeded on 85% porous spunbonded poly(L-lactic acid) and cultured with osteogenic media for up to
16 days in a flow perfusion bioreactor. Following culture, these constructs were either destructively
evaluated with assays for cellularity and calcium deposition or imaged using μCT and reconstructed
to allow for CFD simulations to be performed. Average shear stress values and shear stress frequency
distributions obtained from simulations were compared with the assays and confirmed our original
hypothesis. In terms of the calcium quantification assay, a spike is seen around Day 8. This finding is
supported by the reconstructions, where imaging identified an increase in mineralized tissue between
Days 8 and 11. Additionally, the shear distribution heat maps show elevated magnitudes of shear
stress in the same time period. Finally, we proved that both the shear stress distributions and the
average shear stress per construct consistently increase as a function of culture time. This is due to
mineralization occurring within the pores of the scaffold, decreasing pore diameter and effectively
increasing velocity within the pores. In future studies, a correlation or algorithm may be developed
that will give users the ability to predict, for the culture period, fluid shear distributions in bone
tissue engineered cultures using μCT images of empty scaffolds, fluid dynamic simulations on the
reconstructions and nondestructive metabolic monitoring that allows for the identification of the point
of sharp increase of mineralized deposition.
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Abstract: This work deals with the numerical investigation of the delivery of potential therapeutic
agents through dentinal discs (i.e., a cylindrical segment of the dentinal tissue) towards the
dentin–pulp junction. The aim is to assess the main key features (i.e., molecular size, initial
concentration, consumption rate, disc porosity and thickness) that affect the delivery of therapeutic
substances to the dental pulp and consequently to define the necessary quantitative and qualitative
issues related to a specific agent before its potential application in clinical practice. The computational
fluid dynamics (CFD) code used for the numerical study is validated with relevant experimental
data obtained using micro Laser Induced Fluorescence (μ-LIF) a non-intrusive optical measuring
technique. As the phenomenon is diffusion dominated and strongly dependent on the molecular
size, the time needed for the concentration of released molecules to attain a required value can be
controlled by their initial concentration. Finally, a model is proposed which, given the maximum
acceptable time for the drug concentration to attain a required value at the pulpal side of the tissue
along with the aforementioned key design parameters, is able to estimate the initial concentration to
be imposed and vice versa.

Keywords: drug delivery; dentine; diffusion; bio-active molecules; CFD; μ-LIF; microfluidics

1. Introduction

During the last few decades, clinical practice has been oriented towards the design and
development of modern dental treatment techniques that would ensure the long-term maintenance
of vitality and function of the dentine–pulp complex [1]. The traditional treatment strategies in vital
pulp therapy have been mainly focused on protection of dental pulp from possible irritation presented
by components released from dental materials and induction of replacement of diseased dentin by
a layer of tertiary dentine [2]. Furthermore, the fact that the pulp–dentin complex can be repaired,
and, as a part of reparative events, tertiary dentin is formed, has recently led the scientific community
towards the development of novel optimal procedures and production of potential therapeutic agents
for use in regenerative pulp therapies. There is a growing weight of evidence that bioactive molecules
diffused through the dentinal tubules can regulate the biosynthetic activity of pulpal cells [3–5].
The idea of using the dentinal tubules, i.e., structures running in parallel to the whole thickness
of dentin, for drug delivery in pulp, was originally proposed by Pashley [6]. Later, Pashley [7]
suggested that the therapeutic agents must consist of small molecules or ions that exhibit relatively
high diffusion coefficients.

Although it is well known that a remaining dentin zone (Remaining Dentin Thickness, RDT) is
necessary for maintaining the dental pulp function [8], much still needs to be learned about the effect of
potent toxic components that are released from traditional restorative materials or bioactive signaling
molecules, a knowledge that will form the basis for novel regenerative therapeutic procedures. As it
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is expected, the size of the RDT plays an important role in the level of penetration of exogenous
compounds to the pulp. This is in accordance with Tak and Usumez [9], who concluded that the
amount of HEMA that diffused through the dentin to the pulp is increased in the case of decreasing
RDT. It is reasonable to suggest that any toxic interruption of pulp functions or therapeutic upregulation
of the responsible for the biosynthetic activity of teeth odontoblasts will probably reflect the molecular
concentration of these constituents at the dentin–pulp interface area [10]. Thus, a number of delivery
considerations have to be initially addressed. However, due to the minute dimensions of the dentinal
tubules, the experimental study of the drug delivery through the dentinal tubules under the same
conditions as in clinical therapy is practically unachievable using the current experimental techniques.
Thus, it is necessary to develop novel techniques that would permit the prediction of the transport rate
of selected therapeutic molecules.

Several in vitro experimental studies reported in the literature concern the inward diffusion
of substances in dentinal slabs that are placed in custom made split-chamber devices under the
absence/existence of simulated pulpal pressure. Pashley and Matthews [11] conducted experiments
aiming to evaluate the influence of outward forced convective flow on the inward diffusion of
radioactive iodide. In addition Hanks and Wataha [12] investigated the diffusion of various biological
and synthetic molecules through dentine, including resin components and dyes. However, due to the
limitations imposed by the experimental techniques, these studies fail to fully represent the actual
tooth case and can only provide information on the permeability of dentinal discs with respect to
several substances. Due to the non-uniformity of the cross-section of dentinal tubules, the theoretical
equations, which are derived from Fick’s Second Law and are used for estimating the flow through
a tubulus, are very complicated to be applied. Consequently, computational fluid dynamics (CFD)
appear to be the most feasible method for studying the problem under consideration. Several studies
confirmed the suitability of CFD for dental pulp study e.g., [13–16]. In a previous study [17], we have
numerically investigated the delivery of bioactive therapeutic agents to the dentin-enamel junction
(DEJ) through a typical dentin tubule that has no obstructions or alterations of any type. The results
of this initial approach led to the formulation of a simplified model that is able to estimate the initial
drug concentration that must be imposed, so as a given type of therapeutic molecules to be effectively
transported through a single and enclosed dentinal tubule.

The present work extends our previous study by numerically investigating the delivery of
potential therapeutic agents through dentinal discs (i.e., a cylindrical segment of the dentinal tissue)
towards the dentin–pulp junction in enclosed cavities. New key design parameters (i.e., Remaining
Dentin Thickness, Porosity and Consumption Rate) have been addressed in a way that fully represents
the actual tooth case. The aim is to quantify the effect of these parameters on the transdentinal
diffusion characteristics. The study will also include the effect of the number of the active dentinal
tubules expressed by a porosity value as well as the effect of the dentin–pulp barrier expressed as
a consumption rate at the pulp on the drug delivery characteristics.

2. Transport of Therapeutic Compounds through the Dentinal Tissue

Dentin is a mineralized matrix that is porous and yellow-hued. It is made up of 70% inorganic
materials (mainly hydroxyapatite and some non-crystalline amorphous calcium phosphate), 20%
organic materials (90% of which is collagen type 1 and the remaining 10% ground substance, which
includes dentine-specific proteins), and 10% water [18]. The dentin tissue consists of microscopic
channels, the dentinal tubules, which radiate outwards through the dentin from the pulp to the exterior
cementum or enamel border (Figure 1a). In the tooth crown, the dentinal tubules extend from the
dentino-enamel junction (DEJ) to the pulp periphery following an S-shaped path. Tapering from the
inner to the outermost surface, they have an average diameter of 2.5 μm near the pulp, 1.2 μm in
the middle of the dentin, and 0.9 μm at the DEJ, while the total tissue width is estimated to be about
2.5 mm [19]. Most of the dentinal tubules contain non-myelinated terminal nerves and odontoblasts
that are placed in an environment filled with dentinal fluid [20–22].
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The number of dentinal tubules per unit area depends on the age and gender of each individual,
while their density and diameter define the surface area that they occupy. For example, the area of
dentin occupied by tubules at the dentino-enamel junction is only 1% and increases to 45% at the
pulp chamber [18], while their density near the pulp varies between 59,000 to 76,000 tubules/mm2.
In addition, the dentinal tubules are connected to each other by branching canalicular systems.

  

dentinal tubules

top surface 

(a) (b) Dentinal disc

pulpal side 

Figure 1. (a) dentinal tubules running perpendicularly from pulpal wall towards dentino-enamel
junction (DEJ) scanning electron microscopy (SEM), reproduced with permission from [17] and
(b) dentinal disc of a human tooth.

In clinical practice, when the dentin pulp complex is affected by caries or trauma, biological
compounds are placed in enclosed cavities and then diffuse through the dentinal fluid to the pulp.
In this case, the surface of the traumatized dentin tissue must be covered with suitable dental materials
after the addition of the therapeutic agent. In the case of open cavities, compounds/bacteria and
consequently also therapeutic agents placed in the vicinity of the cavity may never enter the dentinal
tubules because of the fluid tendency to flow outwards.

In the framework of the present computational study, the dentinal tissue is modeled as a porous
disc with tortuosity value τ = 1. The transport of substances in a cylindrical section of the tissue is
investigated under the effect of the geometrical characteristics of the tissue, the size and the initial
concentration of the applied molecules as well as their consumption rate at the pulpal side of the tooth.

3. Materials and Methods

3.1. Code Validation

Prior to proceeding with the computational procedure, the CFD simulations were validated using
experimental data acquired by performing experiments using dentinal porous discs. The dentinal
discs employed were 0.85 ± 0.05 mm thick (Figure 1b) and were cut perpendicular to the vertical axis
of exported human teeth, just above the level of the pulp horns, by a low speed saw ISOMET (Buehlel,
Lake Bluff, IL, USA) under constant water flow. The dentine discs were hand-sanded under tap water,
by a 600-grit silicon carbide paper to achieve a uniform flat surface with smear layer, acid-etched
on both sides, with 35% phosphoric acid (Ultra etch, Ultradent, South Jordan, UT, USA) for 15 s
and then thoroughly rinsed with water spray in order to clean the disc and remove the smear layer
from the dentine. The disc was placed between two transparent glass tubes with a standard central
hole (32 mm2) and it was attached with a minimum quantity of aquarium marine silicone (Top sil,
Mercola, Athens, Greece) carefully placed on the enamel margins of the dentine disc. After the silicone
was set, all of the joints were reinforced externally with sticky wax (Kem-den, Purton, UK) and the
whole system was filled with Ringer’s solution (Vioser, Iraklio, Greece) to be checked for leakages.
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The experimental conduit, which is schematically presented in Figure 2, is a closed system that was
constructed at the Dental School of Aristotle University of Thessaloniki.

  

Figure 2. Schematic of the experimental conduit. Reproduced with permission from [17].

The μ-LIF experimental setup, available in our Lab, is shown in Figure 3. The measuring section
was illuminated by a double cavity Nd:YAG Laser emitting at 532 nm. The fluid flux was measured by
a high sensitivity charge-coupled device (CCD) camera (Hisense MkII, Qingdao, China), connected
to a Nikon (Eclipse LV150, Tokyo, Japan) microscope, which moves along the vertical axis with
an accuracy of one micron. A 10X air immersion objective with NA = 0.20 was used. For each
measurement, at least 20 images were acquired at a sampling rate of 5 Hz.

Experiments were conducted using two liquids, namely distilled water as reference and distilled
water marked with the fluorescent dye Rhodamine B, completely dissolved in water. The diffusion of
Rhodamine B in the aqueous solution (diffusion coefficient in water 4.5 × 10−10 m2/s [23]) through
the dentinal disc to the opposite area (i.e., the observation area) is measured using the non-intrusive
experimental technique μ-LIF (μ-Laser Induced Fluorescence). Two concentration groups of the
aqueous solution were used, namely G1 for M0 = 0.1 mg/L and G2 for M0 = 0.05 mg/L.

As reported by Bindhu and Harilal [24], the Rhodamine B quantum yield (up to ϕ = 0.97
at low concentrations) depends on the solvent and on the type of excitation (i.e., continuous or
pulsed), while it weakly decreases with increasing concentration. Rhodamine B, dissolved in water,
is most effectively excited by green light and emits red light with the maximum intensity in the
range 575–585 nm [24,25]. Image processing and concentration calculations were performed using
appropriate software (Flow Manager by Dantec Dynamics, Skovlunde, Denmark).

Figure 3. Schematic representation of the μ-LIF experimental setup. Reproduced with permission
from [17].

A typical procedure for μ-LIF measurements is as follows [17]:
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• Prior to the actual measurements, the system is calibrated using suitable solutions. In our
case aqueous Rhodamine B solutions with known concentrations, namely, M = 0.05, 0.025 and
0.00 mg/L were employed, while, for each concentration Ci, an image C(x,y) is taken.

• To reduce noise, image masking of the acquired images is performed before defining
an appropriate Region of Interest (ROI), at which the fluorescence intensity is measured.

• The relationship between the measured fluorescence intensity field I(x,t) and the concentration
field C(x,y) is determined.

• A set of 20 images is acquired and the mean image is calculated.
• Each mean image is compared with the previously defined μ-LIF calibration curve.

During our experiments, the lens was focused on the middle plane of the capillary, while the
optical system was set to have an ROI of 300 × 580 μm. To minimize the uncertainty of the experimental
procedure, care was taken for the experimental conditions to be identical to those of the calibration
procedure. The uncertainty of the method is estimated to be less than ±5% [26]. The concentration
measurements were performed at the observation area (Figure 2), namely at a distance of 1 mm
from the pulpal side of the dentinal disc. As there is no lateral diffusion, i.e., the process is 1D,
the concentration can be considered constant along the diameter of the tube, meaning that the μ-LIF
measurement corresponds to the mean concentration at a cross-section of the conduit.

The porosity of the dentin disc was defined by employing Scanning Electron Microscopy (SEM).
More precisely, using the acquired images, the porosity was estimated by measuring the area occupied
by dentinal tubules. Apart from the experimental measurements, we also performed computational
simulations in a computational domain that fully represents the experimental setup (i.e., dentinal
disc dimensions and initial Rhodamine B concentrations). The obtained numerical results are in very
good agreement with the corresponding experimental ones. In Figure 4, the measured temporal molar
concentration (CL) values of Rhodamine B at the observation area of a dentinal disc with porosity
ϕ = 10% are compared with the corresponding CFD simulation results.
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Figure 4. Typical comparison of the molar concentration values at the observation area of the μ-LIF
technique with the corresponding computational results (ϕ = 10%).

Since the comparison of the CFD data with the available experimental results indicate a very good
agreement, i.e., better than ±15%, the CFD code can be considered suitable for performing additional
simulations concerning the transport of substances through the porous disc.
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3.2. Numerical Procedure

In this study, we aim to investigate the delivery of potential therapeutic substances, which are
placed at the top surface of the dentinal tissue, to the pulpal side by molecular diffusion through the
dentinal fluid that occupies the micro-pores of the tissue. In order to accomplish this, we assume
that dentine is a porous tissue with a porosity value related directly to the volume of dentinal fluid
per unit volume of the tissue. Since the porosity of the dentin tissue is generally unknown and its
thickness, especially in cases of traumatized teeth, is variable, we perform a parametric study that
incorporates the effect of these two parameters on the diffusion process characteristics. In addition,
the present parametric study includes the effect of the consumption of the diffusates at the pulpal
side of the dentinal tissue, where the odontoblasts are located. The consumption at the pulpal side
of the dentinal tissue is modeled by employing a constant consumption rate of the diffusate using
an appropriate built-in feature of the CFD code. Since the consumption rate of the agents is considered
to be unknown, we employed a range of consumption rates between 0 (i.e., no consumption is assumed)
and 10−10 kg/(m2·s). Finally, a parametric study is performed that includes the effect of:

• the porosity of the tissue (ϕ),
• the thickness of the tissue (Remaining Dentinal Thickness, RDT),
• the initial concentration (M0) of the substances to be diffused,
• the molecular size of the substances to be diffused, i.e., their Diffusion Coefficient and
• the consumption rate (R) of the diffusate at the pulpal side

on the transport characteristics through an enclosed dentinal disc.
The porous disc is considered to be initially full with dentinal fluid, i.e., a fluid that has the

thermophysical properties of water. In Figure 5, the computational domain is schematically presented.
The disc is cylindrical with a cross-section area of 32 mm2, while the diffusate occupies a volume of
32 mm3.

 

Figure 5. Computational domain for the porous disc model. (RDT = 0.5–2.5 mm).

The permeability of porous media is usually expressed as a function of certain physical properties
of the interconnected system, such as porosity and tortuosity. Although it is natural to assume that
permeability values depend on porosity, an appropriate relationship is not simple to be determined,
since this would require a detailed knowledge of size distribution and spatial arrangement of
the pore channels in the porous medium. For instance, two porous systems can have the same
porosities but different permeabilities. One of the most widely accepted and simplest models for the
permeability–porosity relationship is the Kozeny–Carman (KC) model, which provides a link between
media properties and flow resistance in pore channels. In this study, we apply the general Poiseuille
equation in a straight channel with a generic cross-sectional shape [27]:

Uchannel = − A
a

1
n

dp
dx

(1)
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where A is the generic cross-sectional area of the micro-channel and a is a dimensionless geometric
factor. Classical derivations of the KC model [28,29] consider the case of a circular cross-section as
a starting point in Equation (1), i.e., A/a = R2/8. They extend and adapt Equation (1) to the equivalent
channel model of the porous body by taking into consideration the effects of (i) the effective tortuous
path, (ii) the effective volume and (iii) the concept of effective radius R:

U = −c
R2

8
ϕ

τ

1
n

dp
dx

(2)

where c (=2 for cylindrical micro-pores) was introduced as an empirical geometrical parameter, ϕ is
the porosity, τ the tortuosity defined as the square of the ratio between the effective channel length Le

due to the tortuous path and the length L of the porous body (τ ≡ Le/L). Comparison of Equation (2)
with Darcy’s law gives the following expression for defining the permeability (k) (Equation (3)):

k = c
R2

8
ϕ

τ
(3)

To study the diffusion process, we employ substances, whose molecular sizes are the same as
those of proteins or therapeutic agents used in dental clinic practice. The radius Rmin and the diffusion
coefficient D of a protein can be estimated by Equations (4) and (5) [30]:

Rmin = 0.066M1/3
w (4)

where Rmin is given in nanometers and the molecular weight Mw in Daltons (Da)

D =
kT

6πμRs
(5)

where k = 1.38 × 10−16 g·cm2·s−2·K−1 is the Boltzmann constant and T the absolute temperature. k is
given here in centimeter–gram–second units because D is expressed in centimeter–gram–second, while
μ is the solute viscosity in g/(cm·s). In our case, it is assumed to be that of water, as its thermophysical
properties are very close to those of the actual dentinal fluid [31]. Rs, called Stokes radius, represents
the radius of a smooth sphere that would have the same frictional coefficient f with a protein and
is expressed in centimeters in this equation. Assuming that f equals fmin, i.e., the minimal frictional
coefficient that a protein of a given mass would obtain if the protein were a smooth sphere of radius
Rmin, in Equation (5), Rs can be replaced by Rmin.

In this study, three different diffusates, which cover a wide range of molecular sizes that
correspond to the size of actual bioactive molecules, are considered. The radius Rs of the molecules
tested is in the range of 2.2–22.0 nm and consequently the corresponding diffusion coefficient, D,
in water at 37 ◦C, is in the range of 1.36–0.14 × 10−10 m2/s. For example, bone morphogenetic protein
(BMP-7) is a bioactive protein used in the dental clinic practice with approximately 50 kDa molecular
weight and Rs of 2.2 nm. To conduct a parametric study, three initial mass concentration values for each
diffusing substance are employed, i.e., 0.10, 0.05 and 0.01 mg/mL following our previous study [17].

The parametric study was performed using three porosity values (ϕ), namely 5%, 10% and 20%,
which can be regarded to adequately represent the porosity values of the dentin tissue, as it can be
seen from Section 2. Employing the Design Exploration features of the ANSYS Workbench® package
(18, ANSYS, Canonsburg, PA, USA) and following the Design of Experiments (DOE) methodology,
a set of “computational experiments” was initially designed. The DOE methods allow the designer to
extract as much information as possible from a limited number of test cases and makes the method
ideal for CFD models that are significantly time-consuming [32]. Eventually, the temporal and spatial
concentration at the pulpal side of the disc will be calculated using the computational procedure.
A summary of the design variables range is given in Table 1.
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Table 1. Constraints of the design variables.

Parameter Lower Bound Upper Bound

Porosity (ϕ), % 5 20
Remaining Dentinal Thickness (RDT), mm 0.5 2.5

Initial Concentration (M0), mg/mL 0.01 0.10
Molecular Size (Rs), nm 2.2 22.0

Consumption Rate (R), kg/(m2·s) 0 10−10

A grid dependence study was also performed for the case involving the diffusate with the highest
diffusion coefficient value. This leads to the construction of an unstructured mesh of 1 × 106 of
tetrahedral elements, while the porosity model is used to account for the space occupied by dentinal
tubules per unit area in the disc. All simulations were run in transient mode, while the total simulation
time for each run varied in the range of 10–25 h, depending on the consumption rate (R) applied.
A time-step dependence study was also performed (i.e., time steps in the range of 5–10 s). Zero
flux was inposed as boundary conditions at all the walls of the computational domain, while, when
a consumption rate is employed, negative flux is imposed at the pulpal side. For the discretization
scheme, the High Resolution one was employed and as for the transient scheme, a Second Order
Backward Euler scheme was used. A high-performance unit for parallel computing, which runs on
a Gentoo Linux distribution, was used.

4. Results

Since the behavior observed among the numerous computational results of the present study is
similar, only typical examples of the effect of each key design parameter on the molar concentration at
the pulpal side of the dentinal discs (CL) are presented. The general case, i.e., when a consumption
rate is imposed at the pulp, is presented first. For the simulations concerning the effect of the other
parameters, no consumption is assumed, i.e., R = 0.

4.1. Effect of the Agent Consumption Rate at the Pulpal Side

Figure 6 shows the concentration at the pulpal side for the various consumption rates applied,
when an agent with Rs = 2.2 nm and M0 = 0.10 mg/mL is employed at the top of the dentinal disc
of ϕ = 10%. As it can be seen, the concentration value at the pulpal side is lower than the initial
one regardless of the consumption rate applied. The concentration value may exhibit 100% decrease
when the lowest and the highest consumption rates are compared. During the first time steps of
the agent application on the disc, the concentration gradient along the disc thickness is high and the
concentration at the pulpal side CL increases until t* = 1 (i.e., dashed line), if the agents are consumed,
and, after this critical time, equilibrium cannot be reached. On the contrary, as time passes, the agent is
being continuously consumed, which means that the concentration at the pulp will decrease until the
agent disappears.

It is expected that, after a few hours, the tissue will be free of the agent presence. The total
estimated time for this to happen depends on the consumption rate, the porosity of the dentinal disc
and the initial concentration. For a consumption rate of 10−10 kg/(m2·s), the total estimated time for
an agent of Rs = 2.2 nm to be fully consumed is approximately 18 h in a porous disc of ϕ = 10%.

From Figure 6, it becomes evident that the consumption rate of the therapeutic agent does not
affect the form of the curve but only the magnitude of the CL values. In order to facilitate the evaluation
of the effect of the other parameters, a zero consumption rate at the pulp end is assumed for the
remaining CFD simulations.
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Figure 6. Molar concentration at the pulpal side of the dentinal discs as a function of different
consumption rates for ϕ = 10% and RDT = 2.5 mm.

4.2. Effect of Remaining Dentin Thickness (RDT)

The effect of the RDT on the concentration at the pulpal side (CL) is shown in Figure 7, when
a substance of Rs = 4.4 nm at M0 = 0.10 mg/mL is diffused through a dentinal disc of ϕ = 5%. As it
is expected, since the process is considered one-dimensional, it is dominated by the diffusion length.
For discs with significant low thickness, the delivery of substances to the pulp is rapid, and a steady
state condition can be quickly achieved. For example, when a dentinal disc of 0.5 mm is employed,
the concentration at the pulpal side reaches its final value after two hours of application. The time
barrier for steady state condition can be easily estimated from the dimensionless time variable t = D/L2.

In order to gain a greater insight into the transport process through dentinal discs, the temporal
molar flux is calculated and presented in Figure 8. The magnitude of the diffusional flux across the
dentinal tissue is inversely proportional to the dentine thickness, an observation that agrees with the
relevant literature [11,33].

 

Figure 7. Effect of the Remaining Dentin Thickness (RDT) on the diffusion characteristics; CL versus time.
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Figure 8. Effect of the RDT on the diffusion characteristics; molar flux versus time.

4.3. Effect of the Molecular Size

For a given dentinal disc (i.e., given RDT and porosity), the diffusion is controlled by the diffusion
coefficient of each diffusing agent, while the estimated final value will be the same in all cases.
The concentration variation with time at the bottom end area is presented in Figure 9 for three
substances with different molecular sizes. As it is expected, substances/proteins with larger molecules
penetrate at a lower rate inside the disc because their diffusion coefficient is a function of the size of
the molecules as described in Section 3.2.

For the delivery of substances with different molecular sizes, the concentration gradient inside
the dentinal tissue is presented in Figure 10. The molar flux is greater during the middle steps of the
process, as the substance penetrates at a greater rate inside the tissue. Obviously, the substances with
greater molecular sizes diffuse at a lower rate through media, and, as it can also be seen from Figure 9,
it needs more than 10 h for the concentration CL of the substance with the greatest molecular size to
reach steady state conditions (i.e., the concentration gradient to be zero).

Figure 9. Effect of the molecular size on the diffusion characteristics; CL versus time.
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Figure 10. Effect of the molecular size on the diffusion characteristics; concentration gradient
versus time.

4.4. Effect of Dentine Porosity

Figure 11 presents the calculated temporal concentration values of the diffusing agent at the
pulpal side of the dentinal discs as a function of the porosity of the tissue. As the porosity of the tissue
decreases, higher values of concentration are observed at the pulpal side because the available area for
the substance to be diffused is reduced. However, the porosity of the discs does not affect the time
needed for the steady state condition to be reached.

The variation in concentration at the pulpal side depends strongly on both the porosity and
the dentin thickness. The results indicate that there is 5% difference between the minimum and the
maximum RDT of the dentinal discs investigated in this study for low porosity values, i.e., 5%. As the
total pore volume increases, this difference also increases and reaches its upper limit of 15% for the
dentin slab with the maximum thickness (i.e., RDT = 2.5 mm).

In Figure 12, the flux for three different dentinal discs in terms of porosity values is presented,
while the RDT, the diffusion coefficient and the initial substance concentration are kept constant
(i.e., RDT = 1.5 mm, Rs = 4.4 nm and M0 = 0.01 mg/mL). From Figure 12, it can be observed that
the magnitude of the porosity value does not practically affect the calculated molar flux through the
dentinal discs.
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Figure 11. Effect of the dentinal disc porosity value on the diffusion characteristics for: (a) RDT = 0.5
mm, Rs = 2.2 nm and (b) RDT = 1.5 mm, Rs = 2.2 nm.
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Figure 12. Temporal molar flux distribution for three different porous discs (RDT = 1.5 mm, Rs = 4.4 nm
and M0 = 0.10 mg/mL).

4.5. Effect of the Initial Diffusate Concentration

The transport of a substance similar to the therapeutic agent BMP-7, through a dentinal disc of
RDT = 1.5 mm to the pulpal side under different values of initial concentration, has also been studied.
The calculated concentrations at the bottom of the disc, CL, are presented in Figure 13. One can observe
that approximately 0.5 h is needed for the first molecules of the substance to reach the bottom end of
a dentinal disc of 1.5 mm RDT. This is in agreement with the literature and especially with Pashley
and Matthews [11] who have reported that diffusion is a low process and, depending on their size,
it requires 30–120 min for the molecules to reach the pulp across a 1–2 mm dentin thickness.

 

Figure 13. Effect of the initial substance concentration on the diffusion characteristics.
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Obviously, the time required for the concentration of signaling molecules to attain a specific value
at the bottom end is controlled by their initial concentration, i.e., by increasing the initial concentration
of a potential therapeutic agent, the mass flux inside the disc increases and thus the signaling time of
the molecules decreases (t1 and t2 in Figure 12). This is important for clinical practice of dentistry, since,
by this procedure, the behavior of each therapeutic agent can be predicted prior to its application.

4.6. Prediction of the Drug Pulpal Concentration

In an effort to obtain a generalized correlation concerning the delivery of agents through porous
domains to the dental pulp that could simulate human dentin tissues, we employed and modified
a previous proposed correlation [17] concerning the diffusion through a typical dentinal tubule
(Equation (6)):

CL
C0

= 1.1 exp
(

0.115
t∗ · ln(t∗) + 10−3L

)
(6)

Equation (6) is a simplified approach that predicts the temporal concentration distribution of
the agent at the dentin–pulp junction in the ideal case where all dentinal tubules share the same
geometrical characteristics and there is no agent consumption. Obviously, this cannot always
adequately represent the actual case. For this reason, a new correlation for the prediction of the
diffusion characteristics through dentinal discs is formulated to include all the key design parameters
investigated in the present study. In the case where agents are consumed in the pulp, the shape
of the molar concentration curvature differs from the one calculated through Equation (6), which
assumes no flux (i.e., consumption of agents) at the bottom end of the dentinal tubules. The new
equation (Equation (7)) is a 4th order polynomial that also takes into account the gradual decrease of
the diffusate until its extinction:

CL = C0(10−10R + 2.1)(125RDT + 1.3)0.11ϕ0.27(1.1t ∗4 −5t ∗3 +4.9t ∗2 +0.06t ∗+0.01) (7)

where R is the consumption rate in kg/(m2·s) and RDT is expressed in m. The outcome of Equation (7)
is in very good agreement with the available data from the computational simulations (overall
uncertainty is less than ±15%). Figure 14 presents this comparison when an agent of Rs = 2.2 nm
is transported through a 2.5 mm thick dentinal disc of ϕ = 10% for M0 = 0.10 (Figure 14a) and
0.05 (Figure 14b) mg/mL, respectively.

If there is no consumption of the agent, Equation (7) is valid for t* ≤ 1 (at the maximum CL).
Equation (7) permits the estimation of the necessary initial concentration of the therapeutic agent to
be imposed for an efficient therapy to be achieved, i.e., the drug concentration at the pulp to reach
a critical signaling value dictated by the dental clinical practice, when the maximum acceptable time of
application and the consumption rate are given. From Figure 14, it can be observed that there is always
a time margin during which the agent retains its maximum value at the pulp (i.e., ~2 h in the specific
case of Figure 14; grey area). However, since the R values have been arbitrarily chosen, the scientific
community that deals with phenomena related with the dental pulp irrigation and dentinal tissue
regeneration must quantify the desirable consumption rate of biomolecules/proteins in the vicinity of
the pulp.
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Figure 14. Comparison of computational fluid dynamics (CFD) data concerning the concentration of
agents at the bottom end of the porous disc as a function of time with the outcome of Equation (7) for:
RDT = 2.5 mm, ϕ = 10%, Rs = 2.2 nm and (a) M0 = 0.10 mg/mL and (b) M0 = 0.05 mg/mL.

5. Conclusions

This study aims to investigate the key features that affect transdentinal drug delivery and
consequently to determine the necessary quantitative and qualitative issues to be addressed before the
application of effective treatment modalities in dental clinical practice. These issues are also related
to the diffusion of potentially irritating molecules released from restorative materials. The study
has been conducted using CFD simulations validated with relevant experimental data acquired by
employing the novel, non-intrusive μ-LIF technique. More specifically, the effect of the molecular size
and the initial concentration of various compounds on the transdentinal diffusion characteristics were
investigated. The geometrical characteristics (i.e., the porosity of the tissue and its thickness) as well as
the consumption rate of these agents at the pulpal side were also included in a parametric study based
on the Design of Experiments (DOE) methodology.

The computational results reveal that:

• the transdentinal diffusion of drugs is mainly affected by the molecular size and the RDT, as it
was expected,

• a porosity change of 5% to 20% results in less than ±15% CL difference,
• a variation of the agent consumption rate at the pulpal side between 0 and 10−10 kg/(m2·s), leads

to a 100% CL decrease, while the consumption time is 18–25 h.

Finally, in the framework of thorough investigation of the physico-chemical and clinical
parameters that influence the transdentinal delivery of potential irritating substances or therapeutic
biomolecules in non-exposed dentinal cavities, we propose a new model. Given the geometrical
characteristics of a dentinal cavity (i.e., porosity and RDT) in addition to the type of applied molecules,
their critical pulpal concentration and the rate of their consumption at the pulp, the proposed model is
able to estimate the initial concentration to be imposed if the desirable critical time of application is
known and vice versa.
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Nomenclature

C Molar concentration, mol/m3

CL Molar concentration at the bottom end, mol/m3

Co Initial molar concentration, mol/m3

C∞ Final molar concentration (for t = L2/D), mol/m3

D Coefficient of diffusion, m2/s
j Concentration flux, mol/m2·s
L Length, m
M0 Mass concentration, g/m3

Mw Molecular weight, g/mol
R Agent consumption rate, kg/(m2·s)
RDT Remaining dentinal thickness, m
Rs Stokes radius, m
r Radius of conduit, m
T Temperature, ◦C
t* Dt/L2, dimensionless
t Time, s
U Velocity, m/s
x Distance, m
μ Viscosity, g/cm·s
ϕ Porosity, %
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Abstract: One of the most important methods of methane utilization is the conversion to synthesis gas
(syngas). However, conventional ways of reforming methane usually require very high temperature,
therefore non-thermal (non-equilibrium) plasma methane reforming is an attractive alternative.
In this study, a novel plasma based reformer named 3D Gliding Arc Vortex Reformer (3D-GAVR)
was investigated for partial oxidation of methane to produce syngas. The tangential input creates a
vortex in the plasma zone and an expanded plasma presides within the entire area between the two
electrodes. Using this method, the experimental results show that hydrogen can be produced for as
low as $4.45 per kg with flow rates of around 1 L per minute. The maximum methane conversion
percentage which is achieved by this technology is up to 62.38%. In addition, a computational fluid
dynamics (CFD) modeling is conducted for a cold plasma reformer chamber named reverse vortex
flow gliding arc reactor (RVF-GA) to investigate the effects of geometry and configuration on the
reformer performance. In this modified reformer, an axial air input port is added to the top of the
reaction vessel while the premixed reactants can enter the cylindrical reaction zone through tangential
jets. The CFD results show that a reverse vortex flow (RVF) scheme can be created which has an
outer swirling rotation along with a low pressure area at its center with some component of axial
flow. The reversed vortex flow utilizes the uniform temperature and heat flux distribution inside the
cylinder, and enhances the gas mixtures leading to expedition of the chemical reaction and the rate of
hydrogen production.

Keywords: partial oxidation of methane; synthesis gas; cold plasma; gliding arc discharge;
computational fluid dynamics modeling

1. Introduction

Employment of fuel cells [1–3] for power generation has been recognized as an important area
where hydrogen could be used to achieve higher energy efficiencies and greatly reduce emissions.
However, since hydrogen is not readily available, production of H2 from reforming of different types of
fuel such as methanol, ethanol, glycerol, methane (Natural gas/Biogas), E85, gasoline, diesel/biodiesel,
etc. has been recently studied. There are several conventional reforming technologies, including steam
reforming, partial oxidation, auto-thermal reforming, methanol reforming and catalytic cracking, to
address these needs.

Hydrogen is predominantly produced using a centralized large scale catalyst reforming plant.
Normally, the process requires high pressure (up to 25 bar) and high temperature (above 800 ◦C)
within a large facility. However, transportation of hydrogen and distribution infrastructure over a
large area would be prohibitively expensive. This lead to a more favorable distributed approach where
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hydrogen is produced on-site and on-demand, especially through the reforming of methane, which is
readily available to most consumers. The conventional ways of reforming methane usually require
very high temperature, which leads to developing combined heat and power (CHP) technologies.
For CHP systems, solid oxide fuel cells (SOFCs) with very high operating temperature (typically
700–1000 ◦C) are used [1]. The CHP systems based on SOFCs usually have long set-up time and
high operational temperature, making them unsuitable for some the residential applications [2].
However, such technology (utility based SOFC) is one of the most efficient and environmental-friendly
technologies in large-scale and have reached pilot-scale demonstration stages in many regions such
as the US, Europe and Japan [4]. The SOFCs high operating temperature generates high quality heat
byproduct which can be used for co-generation, or in combined cycle applications. This type of system
is flexible with choice of fuel and has very low emissions by removing the danger of carbon monoxide
in exhaust gases, since any produced CO is converted to CO2 at the high operating temperature [4].
In comparison, proton exchange membrane fuel cell (PEMFC) operates at lower operating temperature
and it is less sensitive to operating conditions [5–7], but they require hydrogen input at purity level
of 99% or higher. A series of PEMFC-based CHP have been proposed in the literature [3,6,8,9].
In some works on PEMFC-based CHP systems, a cold plasma reforming of methane is employed, as
reported by Barelli and Ottaviano [10]. In their work, such CHP system will be further extended with
heat processor and multiport power electronics interface (MPEI) to integrate all the possible power
sources and electrical loads found in residential applications. The PEMFCs are very sensitive to CO
poisoning, and often require regular hydrogen purging for maintenance. SOFCs on the other hand
are not vulnerable to CO poisoning and can take syngas directly as input without any purification.
This eliminates capital and operational costs associated with hydrogen separation and purification, and
provides attractive application for plasma assisted reformation systems. Consequently, the objective of
this study is producing the hydrogen as the product of synthesis gas (syngas) with the lowest price for
the application in SOFC systems.

One of the most significant methods of producing syngas is through conversion of methane, which
has an important application in the petrochemical industry. Syngas is a combination of hydrogen
and carbon monoxide, and can be applied in a variety of petrochemical processes such as methanol
production via the so-called Fischer–Tropsch synthesis [11]. Synthesis gas production can be obtained
by three primary methods for methane reforming. The first method is the methane steam reforming,
a direct reaction between steam and methane which yield to a high fraction of hydrogen. Generally, this
reaction happens over catalysts with high temperatures of around 425–550 ◦C. The reaction is highly
endothermic and therefore consumes a high rate of energy [12]. The second method is the methane
reforming with carbon dioxide. The thermodynamic and equilibrium characteristics of this reaction is
similar to the steam reforming process, and it is strongly endothermic. However, this method produces
syngas with a lower H2/CO ratio. The principal trouble is from the deactivation of the catalyst utilized
since the coke is deposited under the normal reaction conditions [13]. In the third method, which is
the interest of this study, the partial oxidation of methane or oxygen-enhanced reforming produce
syngas with a H2/CO ratio close to 2. This reaction utilizes a small amount of oxygen to produce the
high exothermic reaction without the application of a catalyst. Since this reaction generates heat, the
temperature may rise to 1300–1400 ◦C [14].

Minimizing the use of steam is attracting great interest in recent years due to the significant
drawbacks such as endothermic reactions, a 3/l H2/CO ratio as product, steam corrosion issues,
and costs in handling the excess of H2O. The process has thus moved from steam reforming to “wet”
oxidation, and much research has been devoted to direct “dry” oxidation of CH4/O2 mixtures recently.
A reactor utilizes this reaction would be much more energy efficient than the energy intensive steam
reforming process, since the direct oxidation reaction is slightly exothermic. This indicates that a single
stage process for syngas generation would be a viable alternative to steam reforming [15].

In non-thermal (non-equilibrium) plasma, the plasma is characterized by high temperature
of the electron (∼105 K) while keeping a low bulk temperature of the gas phase (<103 K) [16].
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This high rate of energy and abundant electrons of the plasma activate reactants and initiate radical
reactions. The plasma (discharge) initiation may be very quick (microsecond scale) with utilizing
high voltage excitation. The advantages of this reaction is low operating temperature, fast start-up,
transient performance, and eliminating the need to use expensive catalytic materials [17]. Different
types of plasmas have been utilized in reforming of hydrocarbons and oxygenated hydrocarbons
for hydrogen rich gas production [10,17–19]. Among these types, a high-frequency pulse plasma
has demonstrated high-energy efficiency which can operate at relatively lower temperatures than
arc discharge plasmas [20]. In auto-thermal reforming plasmas [21], high net efficiency and good
volumetric throughput is achieved, however, oxygen necessitates either air separation or results in
dilution with nitrogen for this type of plasma. Auto-thermal plasmas have significantly lower electrical
energy consumption, which has a great potential for the application of this type in some circumstances
(e.g., mobile fuel cell systems) while operating at higher temperatures.

Several studies investigate the methane reforming utilizing different types of plasmas, specifically
with non-equilibrium plasma. Gliding arc discharge is a new method for non-equilibrium plasma
generation with high efficiency and environmental friendliness, which is the target of this study.
In this study, the partial oxidation of methane to produce syngas using a novel plasma based reformer
was investigated. The effects of several operational parameters on the methane conversion and the
selectivity of products were considered. In addition, the computational fluid dynamics modeling of
another innovative cold plasma reformer chamber named a reverse vortex flow gliding arc reactor
(RVF-GA), where the geometry and inlets of the 3D-GAVR are modified, was conducted to investigate
the effect of geometry size and configuration for efficient performance.

2. Experimental Modeling

2.1. Partial Oxidation

The chemical process considered for reformation in this study is partial oxidation. In industrial
practices, partial oxidation is often followed by Water Gas Shift (WGS) reaction, which increases the
production yield of H2 and eliminates toxic CO by converting it to CO2. However, WGS does not
affect the findings of this study and is not included. The reaction for partial oxidation is given in the
following equation where the reaction is an exothermic reaction with enthalpy of −36.1 kJ/mol [22].

CH4 +
1
2

O2 −−−→ CO + 2H2 (a)

It is to be noted that atmospheric air consists of 78.09% of N2 which is not reactive and serves
as the carrier gas, and 20.95% of O2. Therefore, air is used instead of compressed oxygen for partial
oxidation. The flow rate of air needs to be 4.77 times higher than the required flow rate of O2.

2.2. 3D Gliding Arc Vortex Reformer

Presented in this study is a novel plasma based reformer hereafter referred as 3D Gliding Arc
Vortex Reformer (3D-GAVR). The fundamentals of this reformer are based on gliding arc discharge,
as described by Czernichowski [22]. A few variations of gliding arc discharge have been proposed [23].
Unlike the previously proposed reformer topologies, 3D-GAVR expands the plasma zone and
introduces vortex type air flow which further intensifies the plasma. The geometry of the reformer and
cross-sectional area are shown in Figure 1a,b, respectively. Figure 1c,d shows the top and side views of
the 3D-GAVR, respectively.
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(a)

(c)

(b)

(d)

Figure 1. (a) Geometry of 3D-GAVR prototype; (b) CSA of 3D-GAVR; (c) top view 3D-GAVR; and (d)
side view 3D-GAVR.

Following the structure of gliding arc, the distance between two electrodes is shortest at the
bottom and longest at the top. This helps in arc propagation and keeps the arc in non-thermal region.
When the voltage is applied, the arc initiates at the bottom due to smallest resistance and starts
moving upwards. However, due to cylindrical electrodes, the movement occurs in rotational and
upward direction simultaneously. The direction of rotation is dictated by the direction of input mixture
flow. The tangential input creates a vortex in the plasma zone, as shown by red arrows in Figure 1a.
This turbulent movement of mixture inside the reformer creates an expanded plasma that incorporates
entire area between the two electrodes, hence allowing for more efficient reformation than traditional
gliding arc structures. Furthermore, the increase in airflow increases the intensity of plasma rather
than decreasing it, suggesting an operational flow rate of that is higher than other topologies such as
pin and plate. Therefore, the suggested reformer can provide a solution that has higher efficiencies at
higher flow rates. Operation of 3D-GAVR is depicted in Figure 2.

Figure 2. 3D-GAVR operation.

In addition, the thick electrodes, higher flow rates, and absence of sharp/pointed edges on the
electrodes substantially reduces the electrode deterioration, and consequently maintenance time and
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cost. Although carbon should not be a product of an ideal partial oxidation reaction, the results do
not always adhere to theoretical assumptions and some carbon deposition is often noticed. The given
reformer topology is more tolerant towards carbon deposition than the counterparts. Moreover,
excessive carbon deposition can be solved by slight increase in the input air flow.

2.3. Experimental Setup

The objective of the experiment was to pass a mixture of air and methane through 3D-GAVR,
perform reformation, and detect the composition of the produced syngas. The setup prepared for the
experiment is presented in Figure 3a, and allows for online detection of syngas composition without
stopping the experiment. This step is important for maintaining consistency, especially during the
comparative analysis that involves changes in specific parameters.

(a)

(b)

Figure 3. (a) Test setup; and (b) system lock diagram of setup.

The setup description is presented in the form of block diagram in Figure 3b. The electric power
required for reformation is provided through a flyback converter which was designed to provide
up to 6 kV pulses at 2 kHz. However, the experiment was performed with pulses of peak voltage
around 3 kV. The input power to the flyback converter is provided by Magna power TSA600 DC power
supply. The compressed air and methane cylinders have been used to supply mixture into 3D-GAVR.
The flow is controlled using individual flow controller, as shown in Figure 3a. Post reformation syngas
is then transferred to Gas Chromatogram (GC) for detection of gas composition. The results of GC are
presented in the following section. A condenser is placed between GC and the reformer, as shown in
Figure 3b, to eliminate moisture as required for the safety of GC. The reformer is allowed to operate
for a few minutes to reach steady state operation and GC valve is opened to collect sample syngas.
The excess gas is safely released using the vent. Each test involved collection of three samples with
intervals of 10 min to ensure accuracy of the readings. For sensitivity analysis, the parameters were
changed and the procedures were repeated.

2.4. Calculation Method

The parameters collected from the experimental analysis are listed in Table 1, which summarizes
the output presented in Figure 4 along with the input to the system. Table 1 is mentioned as a mere
example to clarify the origin of data in Table 2. It is to be noted that this is not an optimal operation
point. The input methane and air flow are measured using respective flow meters, and the input
voltage and current are the values read by DC power supply, therefore the efficiency of the flyback
converter is included in the calculation. The output of the cold plasma system is syngas since water
gas shift has not been performed. The composition of syngas was detected using Gas Chromatogram
(GC) Agilent 7890B (Agilent Technologies, Santa Clara, CA, USA). The output of the GC is the molar
percent contents of different constituents of the output syngas. A typical result from GC is shown in
Figure 4, which consists of molar percentages of CH4, CO, CO2, H2, N2 and O2, as shown in Reaction
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(b). This dataset is used as input to the database that performs calculations for cost in $ per kg and
flow rate of hydrogen in liters per minute (L/min). N2 and O2 do not affect these calculations, hence
are not included in Tables 1 and 2. These calculations are made by first calculating the cost rate of
the methane in $/s, following Equations (4) and (5). The cost rate of electricity is calculated using
Equation (6). The cost of produced H2 and the rate of production of H2 are important parameters that
serve as the basis of comparisons; these parameters are calculated based on Equations (9) and (10).
The cost calculation of H2 includes cost of input methane and input electricity to the system. The input
CH4 flow rate was converted to liters per second and the cost rate of $0.366/ccf at 20 psia was used
to calculate the price per second of CH4. Similarly, input power in watts was converted to kWh per
second and electric cost rate of $0.09/kWh was utilized to calculate the price per second of electricity in
Equation (9). Hence, the cost of H2 per kg is also a good representation of the efficiency of the system.

The Alicat flow meter utilized has limitations related to number of components in the composition
of gas, hence, the output flow rate could not be measured accurately. This was compensated by
estimating the molar flow rate of hydrogen using mass balance and molar flow rate of carbon.
Mass balance suggests that the total number of moles of carbon in the input and output side of
the reaction should be equal, consequently, the molar flow rate of carbon should also be equal.
The compositions of experimental input and output gas mixture are presented in Reaction (b). Air
was used instead of oxygen, which introduces inert nitrogen to both input and output side of the
reaction. More importantly, ideal reactions such as Reaction (a) is not possible in plasma assisted
systems, therefore, output gas consists of CO2, and unreacted CH4 in addition to expected CO and H2.
Considering Reaction (b), the number of moles of carbon in reactant side CH4 should be equal to total
number of moles of carbon in product shown in Equation (1). Using the percent values of CO, CO2

and unreacted CH4 obtained from the GC readings as shown in Figure 4, molar flow rate of output
carbon and hydrogen can be calculated using Equations (2) and (3), respectively.

CH4 + Air −−−→ CO + unreacted CH4 + N2 + O2 + H2 (b)

Percent composition of moles C (%C) = %CO2 + %CO + % unreacted CH4 (1)

Molar flow rate of C (
mol
min

) = Molar flow rate of CH4 (
mol
min

) (2)

Molar flow rate of H2 (
mol
min

) = Molar flow rate of CH4 (
mol
min

) × (
%H2

%C
) (3)

Volumetric flow of CH4 (
ccf
s

) =
(Flow in L

min )
60

× (
ccf
L

) (4)

Cost rate of CH4 (
$
s

) = (
ccf
s

) × (price per ccf) × (
Volume at operating pressure

Volume at atm pressure
) (5)

Electricity cost rate (
$
s

) =
Input power (W)

1000 × 3600
) × (price per kWh) (6)

Molar flow rate of CH4 (
mole
min

) = Vol. flow rate of CH4 (
L

min
) × (

g
L

) × (
mol

g
) (7)

Molar flow rate of H2 (
mole
min

) = Molar flow rate of CH4(
mol
min

) × (
%H2

%C
) (8)

Cost of produced H2 (
$

kg
) =

Cost rate of CH4 ( $
s ) + Electricity cost rate ( $

s )

Molar flow rate H2 ( mol
min ) × ( g

mol ) × ( kg
1000×60 s )

(9)

Rate of H2 production (
L

min
) = Molar flow rate of H2 (

mol
min

) × (
g

mol
) × (

L
g

) (10)
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Table 1. Experimentally obtained parameters.

CH4 Flow (L/min) Air Flow (L/min) V I %CH4 %CO %CO2 %H2

4.167 10 120.1 0.9 23.88 1.87 0.35 4.99

Figure 4. GC compositions percentage.

2.5. Results

The gas compositions are collected from the experiments and the calculations for price and
production rate of hydrogen are made as described in previous section. The experimental analysis has
been divided into two distinct portions. In the first analysis, the variation of power and flow rate for
ideal Air and CH4 with flow rate ratio of 2.4:1, respectively, are investigated. Since molar volumes of
all gases is 22.4 L, the flow rate ratio can be derived by considering coefficient of O2 per mole of CH4

in Reaction (a), and the percent content of oxygen in air (20.95%) which will be 1/2 × 1/0.2095 = 2.4.
The cost and flow rate of hydrogen for each test were calculated and the results are provided in
Table 2. It should be noted that each data point is obtained by repeating each test three times to
ensure consistency.

Figure 5 presents the summary of Table 2 which presents dependency of the cost of the produced
H2 in input power and total input flow. As indicated, most of the points with lowest cost lie
around the region where the total flow is 7.65–8.925 L/min, which corresponds to CH4 flow rate of
2.25–2.625 L/min and Air flow of 5.4–6.3 L/min, and the power ranged 135–164 W. The most efficient
point is encircled in Table 2 and was chosen for the second portion of the experiment. The second
portion involves keeping the power constant and varying the flow rate ratio of Air:CH4.
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Figure 5. Change is cost of hydrogen with total flow and input power.

The results of second portion of the experiment are listed in Table 3. This section of testing
involved starting at the most efficient point of the first part of the test and varying the Air:CH4 flow
rate ratio. The ratio was varied from 2.4:1 to 3.09:1. The lower limit was decided by theoretical limits as
described earlier. Going below this value resulted in carbon deposition. The higher limit was governed
by thermal limitation of chamber’s Teflon end caps. The results of the test are explained in Figure 6a,b.
The cost of the produced H2 decreases, and the flow rate of H2 increases, with approximate linearity,
as the Air:CH4 ratio increases. Thus, increasing the ratio has positive effects on both cost and rate of
production within this range. However, it is important to realize that increasing the ratio further will
eventually lead to combustion and formation of water vapor causing drastic decrease in H2 production.
The %H2 in the output mixture decreases as the ratio increases, which contradicts the trend of H2

flow rate. This can be explained by considering that the percent value is not an absolute quantity:
this quantity depends on the flow rate of other output gases. As the ratio is increased, the flow rate
of input air is increased while the flow of CH4 is kept the same. Although higher amount of H2 is
produced, the rate of increase of H2 is smaller than the rate of increase in components introduced due
to increase in input air flow. Therefore, the percent H2 decreases even though the flow rate of the
produced H2 increases.

Hence, H2 can be produced for as low as $4.45 per kg with flow rates of around 1 L per minute.
The maximum methane conversion percentage which is achieved by this technology is up to 62.38%.
The non-optimized dimensions of 3D-GAVR is around 7 cm in radius and 15 cm in height with
significant room for reduction. Therefore, further optimization of performance and size, and cascaded
performance of multiple reformers can provide an attractive solution for on-site hydrogen generation
in H2 dispensing stations. This will help eliminate distribution cost and reduce storage costs which
make up a significant portion of current hydrogen fuel cost [24].

Moreover, a comparison was made between the results from this study and the other studies
in the literature. The results are presented in Figure 7a–c, where the histograms are presented
by Petitpas et al. [17] and the black dot on the y-axis represents the performance of the proposed
3DGAVR.
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Table 3. Results of experimental modeling, where price per ccf of methane psia = $0.366 and price per
kWh of electricity = $0.09.

CH4 (L/min) Air (L/min) V I %CH4 %CO %CO2 %H2
$

kg H2( L
min ) H2

CH4
CH4 %conv.

2.625 8.1 67.9 2.02 6.06 5.78 3.57 6.95 4.62 1.10 1.15 6.68
2.625 8.1 67.9 2.02 5.71 6.00 3.64 7.20 4.45 1.14 1.26 62.83
2.625 7.3 67.9 2.02 11.71 4.68 1.77 8.03 4.71 1.07 0.69 35.52
2.625 7.3 67.9 2.02 11.51 4.78 1.85 8.05 4.70 1.08 0.70 36.56
2.625 7.3 67.9 2.02 11.39 4.88 1.89 8.18 4.63 1.09 0.72 37.27
2.625 6.3 67.9 2.02 15.27 4.45 1.25 8.98 4.87 1.04 0.59 27.19
2.625 6.3 67.9 2.02 15.49 4.39 1.20 8.96 4.91 1.03 0.58 26.52
2.625 6.3 67.9 2.02 15.58 4.34 1.18 8.88 4.96 1.02 0.57 26.17

(a) (b)

Figure 6. (a) Variance of cost per kg of generated H2; and (b) variance of Flow rate of generated H2

with Air:Methane ratio.

The values were obtained using the method presented by Petitpas et al. [17] for fair
comparison. Figure 7a compares the methane conversion rate of 3DGAVR with previous publications.
The conversion rate percent, obtained by Equation (11), is 62.8%. As shown in Figure 7a, this conversion
rate is higher than most of the systems that use Methane as fuel (represented by green histograms).
The efficiency of 3DGAVR is calculated to be 10.76% using Equation (12), which is significantly lower
than most of the systems, as presented in Figure 7b. However, considering only the systems that
use Methane as fuel, this efficiency is still higher than 42% of the listed results. Lastly, the specific
energy requirement for 3DGAVR is 88.9 kJ/mol using Equation (13). As seen in Figure 7c, this value is
competitive, even with consideration of entire fuel spectrum.

χ =
[CO + CO2 + CH4 + . . .]produced

n × [CnHm]injected
(11)

η =
(H2 + CO)produced × LHV(H2)

Input plasma energy + fuel injected × LHV(fuel)
(12)

ν =
Input plasma power

[H2 + CO]produced
(13)

Consequently, the computational fluid dynamics modeling of another innovative cold plasma
reformer chamber called a reverse vortex flow gliding arc reactor (RVF-GA), where the geometry and
inlets of the 3D-GAVR are modified, was conducted to investigate the effect of geometry size and
configuration for efficient performance.
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(a) (b)

(c)

Figure 7. Performance parameters and comparison of 3DGAVR: (a) conversion rate; (b) efficiency;
and (c) specific energy requirement. Reproduced with permission from [17].

3. Computational Fluid Dynamics Modeling

The obtained results from the experimental analysis enabled us to do further investigation to find
the effect of geometry size and configuration of the reformer chamber in increasing the efficiency of
the system. A comprehensive multi-physics computational fluid dynamics (CFD) modeling of the cold
plasma chamber, where the geometry and inlets of the 3D-GAVR are modified, was conducted on the
chamber named as a reverse vortex flow gliding arc reactor (RVF-GA) model [18]. A schematic of
the RVF-GA reactor is shown in Figure 8, where it is designed in a way that the preheated air and
vaporized fuel can be mixed in a small region of the reactor. The geometry is designed in a way to
provide an axial air input at the top of the vessel, which yields to introducing more amount of air to
the reaction zone and consequently enable us to investigate an extensive range of O:C ratio. The high
voltage electrode and the grounded exhaust nozzle are separated by utilizing a dielectric ring made
from boron nitride. The reactants are premixed and entered the cylindrical reaction zone through
tangential jets that are assembled within the dielectric ring. The pointed tip of the high voltage
electrode, which is located in front of the tangential swirl jets, is region where the gliding arc discharge
is initiated. This configuration enables the maximum interaction between the reactant stream and the
plasma discharge and also to be the driving force which causes discharge rotation and elongation.
The internal volume of the reaction vessel is approximately 0.4 L (with inner diameter of 4.3 cm) and
there is a small post-plasma treatment volume, which is essentially a 0.5 inch diameter stainless steel
exhaust tube that has the length of approximately 30 inch [18,25,26].
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(a) (b)

Figure 8. (a) The modified cold plasma chamber setup; and (b) geometry and meshed model in
ANSYS FLUENT.

To perform current CFD analysis, a regular personal computer (PC) with Intel(R) Core(TM) i7-4770
CPU, 64-bit operating system was used. Commercial software (ANSYS FLUENT 16) was used to
simulate the chamber and study the heat generation and heat transfer inside the chamber. The analysis
began by highlighting the exact dimensions and configurations of the chamber shown in Figure 8.
Bottom and top cylinder, input and output cap, the ceramic layer and the plunger are considered in
the model. Double precision method with four processor parallel solver are applied. The unstructured
meshes with physics preference of CFD and solver preference of Fluent was applied on the body, and
the accuracy of meshing was checked by a slow transition and high smoothing mode with the total
number of 7 × 105 elements and 125,000 nodes. The mesh refinement (gradient adaption tool) was
applied to improve the mesh quality, by searching for the locations where a mesh refinement would be
useful. The goal was to achieve a mesh independent solution which results in the optimal mesh for the
solution (Figure 8).

The governing equations of continuity, momentum conservation and energy equation were solved
for the model to describe the flow of the fluid inside of the chamber. The continuity equation can be
written as follows:

� .(ρ −→v ) = −∂ρ

∂t
(14)

where ρ is the density of the air (1.225 kg/m3), v is the velocity and t is time. The momentum equation
(Navier–Stokes equation) for this model takes the following form:

∂

∂t
(ρv) +�.(ρ−→v −→v ) = −� p +�.( ¯̄τ) + ρ−→g +

−→
F (15)
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where p is the static pressure, ¯̄τ is the stress tensor and ρ−→g and
−→
F are the gravitational body force and

external body forces, respectively (where
−→
F contains other model-dependent source terms). The stress

tensor ¯̄τ is given by:

¯̄τ = μ[(�−→v +�−→v T) − 2
3
� .−→v I] (16)

where μ is the molecular viscosity of air, and I is the unit tensor where the viscosity of the air is
1.79 × 10−5 kg/m·s.

The energy model with the viscous model is used, which can be represented as the general
form of:

∂

∂t
(ρE) +�.(−→v (ρE + p)) = �.

(
ke f f � T − ∑

j
hj
−→
Jj + ( ¯̄τe f f .−→v )

)
+ Sh (17)

where ke f f is the thermal conductivity of the air as 0.02 W/mK. The second and third terms on the

big parenthesis on right side are species diffusion and viscous dissipation, respectively. hj and
−→
J j are

sensible enthalpy and diffusion flux, respectively. Sh in Equation (14) is the heat of chemical reaction,
however, as the preliminary modeling, the chemical reaction is not considered, therefore that value is
equal to zero for the purpose of this modeling.

Simulation is performed using the precise boundary conditions. The defined materials are air as
the fluid, and the alumina-based-ceramic and Kovar as solids, which are set as the cell zone conditions.
The boundary conditions are specified as follows:

• The flow rate of the axial top inlet port of the air is set around 12.65 SLPM which is applied as an
input air.

• The mixture flow rates are assigned around 12.35 SLPM in total (5 SLPM air, and 7.35 SLPM
methane for future modeling), which is divided into the four tangential swirl jets equally. For this
modeling, this value is assigned just as the air entering the chamber through the swirl jets.

• The input power is 550 W and it is set as the input heat flux of the arc which is around 894 kW/m2.
This heat flux is applied at the two surfaces where the arc is created during the process.

The SIMPLE algorithm is applied and represented by pressure–velocity coupling method under
relaxation factors of pressure as 0.3, density as 1, body forces as 1, momentum as 0.7 and energy as 1.
The solution of the flow field is presumed to be converged when the continuity and momentum
equations residuals reduced to less than 10−6. Comprehensive convergence tests were done to
investigate the time step size.

Figures 9 and 10 show the obtained results for the velocity vectors from simulation in 2D and
3D, respectively, and Figure 11 shows the pressure distribution along the reformer chamber where
the created arc has the dimension of 5 mm thickness and it moves by time change. The results show
that a reverse vortex flow (RVF) scheme is created which has an outer swirling rotation along with a
low pressure area at its center with some component of axial flow where this flow regime is similar
to a natural tornado. Due do the smaller size of the exhaust diaphragm compared with the internal
diameter of the vessel cylinder, it acts as a barrier which generates vortex flow to reverse direction and
flow upwards initially into the cylindrical vessel. This rotational velocity profile can enhance the gas
mixtures, and as a result increasing the rate of chemical reaction of methane and oxygen. The Reynolds
number is calculated by the average axial velocity near the outlet, where the dimension is similar to a
pipe, as follows:

Re =
u L
ν

=
2.5 × 0.03
0.0000156

� 4800 (18)

58



Fluids 2018, 3, 31

Figure 9. Velocity vectors of the gas mixture (m/s).

Figure 10. Velocity vectors of the gas mixture (m/s).

Figure 11. Pressure distribution (Pascal).
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Figure 12 shows the temperature profile of the gas mixture at different time steps. The profile
shows an interesting temperature range around the arc just in front of the tangential swirl jets where
the applied heat flux can provide the required temperature for the chemical reaction and as such a
catalyst is no longer required for this reaction.

(a)

(b)

(c)

(d)

(e)

Figure 12. Temperature profile of the gas mixture: (a) contours of static temperature (K) at iteration #1;
(b) contours of static temperature (K) at iteration #25; (c) contours of static temperature (K) at iteration
#50; (d) contours of static temperature (K) at iteration #100–1000; and (e) contours of total temperature
(K) at iteration #1000.
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The obtained results of velocity distribution and the temperature profile with respect to position
are shown in Figure 13, where the high velocity value is due to the RVF inside of the chamber which
creates a turbulent flow behavior of the mixture, and the high temperature value belongs to the applied
heat flux. The reversed vortex flow utilizes the uniform temperature and heat flux distribution inside
the cylinder, which helps to expedite the chemical reaction and the rate of hydrogen production.
Modifying the inlet’s positions will increase the rate of reversed vortex flow, and consequently the
uniform power distribution. It is found that the RVF compared with forward vortex flow (FVF) which
is described in the previous section can perform more efficiently by minimizing heat losses through
the cylindrical vessel walls.

By further improving the simulation model, such as applying the chemical reaction, by species
transport and reactions and choosing the mixture material, one can reach the precise amount of
hydrogen production for the proposed system as well as improving the heat transfer/storage and
consequently an optimized reformer chamber model, which are not in the scope of this study.

Figure 13. Velocity–temperature profile vs. position.

4. Conclusions

In this study, the partial oxidation of methane to produce syngas using a novel plasma based
reformer named 3D Gliding Arc Vortex Reformer (3D-GAVR) was investigated. The fundamentals of
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this reformer are based on gliding arc discharge. The tangential input creates a vortex in the plasma
zone and an expanded plasma that incorporates entire area between the two electrodes, thus allowing
for more efficient reformation than traditional gliding arc structures. The effects of several operational
parameters on the methane conversion and the selectivity of products were considered. The gas
compositions are collected from the experiments and the calculations for price and production rate of
hydrogen are made. The results show that hydrogen can be produced for as low as $4.45 per kg with
flow rates of around 1 L per minute. The maximum methane conversion percentage that is achieved
by this technology is up to 62.38%. Therefore, the suggested reformer can provide a solution that
has higher efficiencies at higher flow rates. The non-optimized dimensions of 3D-GAVR is around
7 cm in radius and 15 cm in height with a lot of room for reduction. Hence, further optimization
of performance and size, and cascaded performance of multiple reformers can provide an attractive
solution for on-site hydrogen generation in H2 dispensing stations. Consequently, a computational
fluid dynamics (CFD) modeling of another innovative cold plasma reformer chamber named a reverse
vortex flow gliding arc reactor (RVF-GA), where the geometry and inlets of the 3D-GAVR are modified,
was conducted to investigate the effect of geometry size and configuration for efficient performance.
In this reformer, an axial air input port is added to the top of the reaction vessel to allow for more air to
be introduced into the reaction zone and the premixed reactants can enter the cylindrical reaction zone
through tangential jets that are machined within the dielectric ring. The results show that a reverse
vortex flow (RVF) scheme is created which has an outer swirling rotation along with a low pressure
area at its center with some component of axial flow. In general, this flow scheme is very similar to
a natural tornado. The exhaust diaphragm is much smaller than the internal diameter of the vessel
cylinder and acts as a barrier that causes vortex flow to reverse direction and initially flow upwards
into the cylindrical vessel. The reversed vortex flow utilizes the uniform temperature and heat flux
distribution inside the cylinder, and enhances the gas mixtures which helps to expedite the chemical
reaction and the rate of hydrogen production compared with forward vortex flow.
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Abstract: Thermal jacket design using eco-friendly cellulose fibers from recycled paper waste is
developed in this report. Neoprene as an outmost layer, cellulose aerogels in the middle and Nylon
as an innermost layer can form the best sandwiched laminate using the zigzag stitching method for
thermal jacket development. The temperature of the ice slurry inside the water bottle covered with
the designed thermal jackets remains at 0.1 ◦C even after 4 h, which is the average duration of an
outfield exercise. Interestingly, the insulation performance of the designed thermal jackets is much
better than the commercial insulated water bottles like FLOE bottles and is very competition to that
of vacuum flasks for a same period of 4 h and ambient conditions.

Keywords: cellulose aerogel; thermal conductivity; water bottle; thermal jacket design; heat insulation

1. Introduction

Soldiers in the Armed Forces (AF) regularly can embark on vigorous physical activities in a hot
and humid training environment. The military canteen is an essential piece of equipment to contain
fluid, which provides sufficient rehydration for each soldier during training and prevents the onset of
heat-related injuries [1]. Heat injury is often a consequence of prolonged activity under hot and humid
conditions, which is exacerbated by dehydration and failure to replenish lost bodily fluids. Its severity
ranges from mild heat cramps to heat exhaustion and serious heat stroke, which is a medical emergency
and can potentially be fatal if not treated immediately [1].

Despite an extensive list of heat management guidelines, heat injuries still occur from time to
time in the AF. Certainly, it can be done more to prevent the very occurrence of heat injury during
training. Several sports science studies [2,3] have stated that lower core body temperature and longer
work tolerance time can be achieved by ingesting ice slurry before and during physical exercise.
Ingestion of ice slurry can regulate body temperature more effectively than consumption of chilled
water. This is because of the higher cooling capacity of ice particles, which can absorb heat at a near
constant phase-change temperature [2,3]. Therefore, a lightweight and highly insulated water bottle to
store the ice slurry is desired.

The current AF military canteen is made of high-density polyethylene (HDPE) material, which is
lightweight, durable, and low cost [4]. However, HDPE has rather high thermal conductivity
and maintains poorly chilled beverages [4]. Commercial FLOE bottles (Teknicool Ltd, Auckland,
New Zealand) are designed for sports activities such as cycling. The FLOE bottles have an air gap
between the inner and outer materials of the bottles, which can reduce heat transfer through conduction.
But the FLOE bottle cannot keep ice slurry for a prolonged period in outfield [5]. By creating a layer of
vacuum between the inner and outer surface, commercial vacuum flasks can eliminate heat transfer
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via conduction and convection and maintain ice retention for up to a few days [6]. However, there is
little or no available research on the applicability of the vacuum flasks under the walking and running
conditions of military purposes. The vacuum flasks also having high cost and heavy weight may not
be the best alternative replacing the current military canteens [5,6].

As the commercial thermal insulated bottles are not optimized for military applications in terms
of thermal insulating properties, mechanical properties and cost consideration, another engineering
solution is to develop a lightweight and cost-effective thermal jacket wrapped on the existing military
canteens. Beer Koozie utilizes a foam sleeve wrapped on bottles to provide thermal insulation and
prevent condensation on the surface of the bottle, which can slow down heat transfer [7]. The effect of
condensation shows that the temperature changes of water inside the bottle in an environment with
40% and 85% relative humidity is 39 ◦C and 44 ◦C, respectively [1,7]. So Koozie sleeves cannot keep
the low temperature of the military canteen water.

Among common insulation materials such as polystyrene foam [7,8], using cellulose aerogels from
paper waste [9–12] can be a better insulator choice. The cellulose aerogels are environmentally friendly
and are made of the cellulose fibers from recycled waste paper through freeze-drying processes [9–12].
The cellulose aerogels have the low thermal conductivity (0.03–0.04 W/m·K) and less toxic emissions
and require less harmful chemicals during the fabrication [9–12]. The cellulose aerogels has the lowest
density of 0.04 g/cm3, which is lighter than other common insulation materials, and perform similar
insulation results [10,12].

So this communication focuses on using cellulose aerogel to design an insulated jacket for the
military canteens to prolong ice slurry to active military personnel in training or operation. However,
the cellulose aerogels have low tensile strength, and their structures can be damaged easily upon rough
handling [9–12]. It is thus necessary to sandwich the cellulose aerogels between two protective layers
so that the insulated jacket can be more durable. The commercial synthetic fabrics and 10-cm thick
cellulose aerogels are chosen. It is clear that increasing the thickness can increase the thermal resistance
of the insulated jacket [10,12]. However, the thick insulated jacket has negative implications on its
weight and user-friendliness. The final jacket design is aimed to meet following points: (i) The design
of the insulated jacket can conform well to the contours of the military canteens, (ii) The cellulose
aerogel needs to be properly fitted and secured within the two protective layers to prevent its structure
damage, (iii) The bottle must be inserted and removed from the jacket easily, and (iv) Heat transfer
should be minimized and cannot counter the insulating effects of the cellulose aerogel. The heat
insulation performance of the developed insulated jacket is also compared with commercial FLOE
sport bottles and vacuum flask bottles in this work.

2. Results

From Figure 1 below, the vacuum flask yields the best thermal insulating results with the least
temperature increase after 4 h, followed by the military canteen that is wrapped by the insulated jacket.
The temperature of the content inside both bottles is approx. 0.1–0.2 ◦C after 4 h, which proves that
they can maintain the ice slurry inside chilled. The insulation performance of the FLOE bottle comes
next whereby the significant temperature rise is observed after 1 h. The military canteen without the
insulated jacket shows a significant increase in temperature after 30 min, the worst heat insulation
performance. The FLOE bottle and the military canteen without the insulated jacket cannot keep the
ice slurry inside after 3 h and 1 h, respectively. Despite having the best result, the vacuum flask posed
some concerns in terms of heavier weight load and higher costs when compared with the other 3 in
Appendix A Table A1 Hence it is not ideal to replace the current military canteens that are used by the
soldiers with the vacuum flask bottles. From the Figure 1 and the Appendix A, it is concluded that the
thermal jacket using the cellulose aerogels is designed successfully and that the simple but effective
engineering solution for the heat insulation of the military canteens is validated.
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Figure 1. Heat insulation performance of various insulated bottles during 4 h testing.

3. Discussion

3.1. Advantages of the Developed Thermal Jacket

This developed insulated jacket can address the issues of previous thermal jacket designs.
Assembling the design from multiple pieces ensures that the insulated jacket can fit very well the
complicated contours of the bottle. The aerogel is tightly secured in place between two fabric layers to
resolve the collapsing. It is much easier to insert or remove the military canteen, as it merely needs
to be pulled out or pushed in before closing the zipper of the insulated jacket. The zipper length is
optimized to reduce the heat transfer from the zipper. The insulated jacket also uses environmentally
friendly cellulose fibers from recycled paper waste. When considering the high amounts of paper
waste that is generated annually, recycling helps to reduce material wastage and lower greenhouse
emissions. This green initiative can also reflect positively on social responsibility.

The mass production cost is estimated in the Appendix A Table A2. Figure 2 shows the cost
estimation and the ice slurry temperature after 4 h of four different bottles. It is evident that the
insulated military canteen has the preferred combination of the low price and the excellent heat
insulation performance. Due to the ultra-lightweight cellulose aerogel that is used as the central layer,
the total weight of the insulated jacket is 2.5 times and 1.4 time lighter than that of the vacuum flask the
FLOE bottles, respectively. The total unladed weight of the insulated jacket and the military canteen is
360 g, of which 200 g is the weight of the designed jacket. In comparison, the vacuum flask with the
same capacity and no ice slurry weighs 900g, while two FLOE bottles with 500 mL capacity for each
weighs 500 g in total.
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Figure 2. Comparison of the cost and heat insulation performance after 4 h of various bottles having
the same 1-L capacity.

3.2. Limitations of Thermal Jacket Design

The insulated military canteen may be considered bulky by few end-users because the insulated
jacket adds approx. 3 cm to the thickness of the military canteen. This is largely due to the 1.5 cm
thick aerogel layer and 0.3 cm neoprene outer layer in the jacket design. Further design improvement
may reduce more the thickness of the jacket and improve the insulated military canteen ergonomics.
Currently we cannot determine the accurate technical service life of the insulated military canteen.
So cyclic fatigue testing, pierce resistance, abrasion resistance, tear resistance, and ultraviolet (UV)
resistance tests are desired in the future work.

Finally, there is no capacity for mass laboratory production of the cellulose aerogels used in this
insulated jacket. In this project, the cellulose aerogels were laboriously produced in a small lab scale.
The electrical overheads contribute to 60% of the total cost in the Appendix A Table A2, which is
an incredibly high proportion for a mass manufactured product. Hence a better aerogel production
method must be found for the mass production to be feasible.

4. Materials and Methods

4.1. Fabrication of Cellulose Aerogels

12 g of cellulose fibers is added into 1.2 L of the deionized (DI) water, stirred thoroughly and
placed in an ultrasonic processor for 15 min at maximum power. After 15 min, the obtained suspension
is removed from the ultrasonic processor to cool down to room temperature using a water bath.
Kymene cross-linker is added to the mixture and it is subjected to additional 5 × 3 min cycles of
sonication. After the completed sonication process, the mixture is poured into the mould and is placed
in the freezer overnight. The next step is to place the sample in the freeze dryer at a temperature of
−91 ◦C to obtain the cellulose aerogel. After the freeze-drying process, the aerogel sample is placed in
the oven for the cross-linking process. After 3 h at 120 ◦C, the aerogel sample can achieve its finalized
thickness and shape as seen in Figure 3b. Mode details of the morphology and the properties of the
cellulose aerogel can be found on our previous works [9–12].
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4.2. Design of Sandwich Structures

For the internal layer, Nylon in Figure 3a is chosen over the others due to the lowest thermal
conductivity value high durability, low cost, high availability and smooth texture [13]. Heavy-duty
fabric of Neoprene, as seen in Figure 3c, is chosen as the external layer of the thermal jacket due
to the low thermal conductivity, excellent durability, mostly weather proof, high abrasion and tear
resistance [14]. More details of the layer material properties can be found in the Appendix A Table A3.
Figure 3d shows the proposed sandwich layer using different materials forming the insulated jacket.

Figure 3. Materials of (a) nylon, (b) cellulose aerogel, (c) neoprene are used for the insulated jacket
design, and (d) the sandwich structure consists of Neoprene as the outmost layer, the cellulose aerogel
within and Nylon as the innermost layer.

4.3. Prototype Fabrication Process of the Thermal Jacket

The prototype fabrication has the following steps: (i) Cutting the inner and outer fabric into
specifically-shaped panels in Figure 4a, (ii) Sewing the inner fabric pieces together to form an inner
jacket, (iii) Wrapping the aerogel securely around the inner jacket, (iv) Sewing the outer fabric pieces
and zipper together over the aerogel layer and with the inner jacket, and (v) Sewing the collar onto
the neck of the assembly to complete the product. Straight stitch should not be applied as the straight
stitch can tear the fabric easily because Neoprene and Nylon are stretchable. Hence, the zig-zag stitch
method is preferred. The zipper is applied to allow the military canteen to be inserted and removed
easily from the insulated jacket. The collar is used to reinforce the neck area. The components come
together to form a final thermal jacket are shown in Figure 4b.
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(a) (b) 

Figure 4. (a) Sketch of the insulated jacket and (b) final insulated jacket on the military canteen.

4.4. Characterization

The heat insulation test under static condition was conducted in a laboratory with an ambient
temperature of 25 ◦C for 4 h. The content of the bottle is ice slurry, which comprises 1/3 water and 2/3

crushed ice and the temperature of the content of the bottle is recorded every 30 min. Four bottles
including the military canteen without the insulated jacket, the military canteen wrapped with the
insulated jacket, the commercial FLOE bottle and the vacuum flask bottle were used in the experiments
for comparison.

Water contact angle measurements are carried out on a VCA Optima goniometer (AST Products Inc.,
Billerica, MA, USA) to evaluate the water repellence of the methyltrimethoxysilane (MTMS)-coated
aerogels. During the test, water drops of 0.5 μL were controlled by the syringe system of the tester
and were dispensed drop by drop onto the surface of the samples. The contact angle values were
calculated using the contact angle meter software, which analyses the droplet shape in the image.
For each sample, measurements were repeated at several different positions, and the contact angle
was ultimately determined by averaging these contact angle values from the various measurements.
In order to verify the moisture absorbency for the shortlisted fabrics, the VCA Optima was used to
measure the contact angle of each fabric to determine which material will be most suitable for the shell
and lining of the product.

The C-Therm TCi Thermal Conductivity Analyser (C-Therm Technologies Ltd., Fredericton, NB,
Canada) was used for this work. It employs the Modified Transient Plane Source (MTPS) technique,
which uses a one-sided interfacial heat reflectance sensor to apply a momentary constant heat source
to the specimen and measure the K value from the rate of increase in the sensor voltage. The results
achieved by the MTPS method are similar in accuracy to the traditional guarded hot plate apparatus.

5. Conclusions

After fabricating prototypes and analyzing the flaws of our design, the cost-effective insulated
jacket with the effective heat insulation performance is developed successfully for mass production.
Interestingly, the military canteen wrapped with the cellulose aerogel can match the insulation
performance of the vacuum flask bottles after 4 h, which is the average duration of an outfield
exercise. The materials chosen in this work can withstand the harsh conditions of a jungle environment.
Currently, soldiers have been equipped three-liter polyethylene water pouches. The insulated jacket
developed in this work can be used for the water pouch so that soldiers may carry up to four liters
of ice slurry during outfield operations instead of one liter of the insulated military canteen. Finally,
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the design concept of the insulated military canteen may be extended to other commercial bottles
as well.
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Appendix A

Table A1. Property comparison of various bottles.

Parameters

Military Canteen [4] Floe Bottle [6] Vacuum Flask [5]

Thermal conductivity, W/m·K 0.33 0.14 -
Cost, S$ $1.52 $98.00 $50.00

Capacity, L 1.0 1.0 1.0
Weight, g 160 500 900

Table A2. Estimated cost of manufacturing the insulated jacket.

S/N Items Unit Cost, S$ Quantity Cost, S$

1 Military Canteen Bottle S$1.52/bottle 1 1.52
2 Polyester Fabric S$1.40/m2 0.100 0.14
3 Recycled Cellulose S$4.36/kg 0.0287 0.13
4 Kymene S$1.05/kg 0.0057 0.01
5 MTMS S$2.24/kg 0.143 0.32
6 Zipper S$0.46/m 0.100 0.05
7 Neoprene (3-mm thickness) S$3.02/m2 0.100 0.30
8 Manpower S$2.93/h 0.5 1.47
9 Electricity S$0.13/kWh 47.8 6.21
10 Water S$0.73/m3 0.0029 0.05

Total cost estimation S$10.14

Table A3. Insulating Material Selection.

Material Selection Criteria Cellulose Aerogel [9–12] Neoprene Fabric [14] Nylon Fabric [13]

Thermal conductivity (W/m·K) 0.03 0.047 0.046
Density (g/cm3) [6] 0.04 - -

Durability Fair Excellent Good
Stretchability Fair Excellent Excellent

Low Cost and availability Yes but no availability in
the market

Yes and availability in
the market

Yes and availability
in the market
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Abstract: The time-varying flow field in spacer-filled channels of spiral-wound membrane (SWM)
modules is mainly due to the development of fouling layers on the membranes that modify the
channel geometry. The present study is part of an approach to tackling this extremely difficult
dynamic problem at a small spatial scale, by uncoupling the fluid dynamics and mass transfer
from the fouling-layer growth process. Therefore, fluid dynamics and mass transfer are studied
for a spacer-filled channel whose geometry is altered by a uniform deposit thickness h. For this
purpose, 3D direct numerical simulations are performed employing the “unit cell” approach with
periodic boundary conditions. Specific thickness values are considered in the range 2.5–10% of the
spacer-filament diameter D as well as other conditions of practical significance. The qualitative
characteristics of the altered flow field are found to be very similar to those of the reference geometry
with no gap reduction. For a given flow rate, the pressure drop, time-average wall-shear stresses
and mass-transfer coefficients significantly increase with increasing thickness h due to reduced
channel-gap, as expected. Correlations are obtained, applicable at the “unit cell” scale, of the friction
factor f and Sherwood number Sh, which exhibit similar functional dependence of f and Sh on the
Reynolds and Schmidt numbers as in the reference no-fouling case. In these correlations the effect of
channel-gap reduction is incorporated, permitting predictions in the studied range of fouling-layer
thickness (h/D) = 0–0.10. The usefulness of the new results and correlations is discussed in the context
of ongoing research toward improved modeling and dynamic simulation of SWM-module operation.

Keywords: spacer-filled membrane channels; channel-gap reduction; membrane fouling; direct
numerical simulations; flow characteristics; mass transfer

1. Introduction

The spiral-wound membrane (SWM) module is the dominant element of the reverse osmosis
(RO) and nanofiltration (NF) water-treatment plants, which are comprised of pressure vessels,
each containing several SWM modules in series. Therefore, significant research and development
(R&D) efforts have been invested aiming to optimize SWM-module design (for various applications)
and improve its overall performance (e.g., [1,2]). The operation at steady state of a desalination
SWM module, and of the entire RO plant, is characterized by an inherent spatial variability of all
process parameters [3,4] due to the passage/filtration of purified water from the feed-side channels
to the permeate side. However, in RO and NF plants there is also temporal variability due to
fouling [5,6], usually caused by rejected organic and/or inorganic impurities depositing on the
membrane surfaces, which leads to deterioration in plant performance; this undesirable variability
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(manifested in feed-pressure increase, for constant recovery, and in reduced salt rejection) is extremely
difficult to predict, although it is necessary for developing optimal plant design and operation strategies.
A direct attack of the full 3D dynamic problem, enabling simulation and prediction of the SWM and
pressure-vessel performance from first principles, is impossible at present due to its complexity
and considering the lack of understanding of some key physico-chemical interactions affecting
fouling (e.g., [7–9]). Nevertheless, some efforts in that direction have been reported (e.g., [5,10]),
in which significant simplifying assumptions have been made.

To address this complicated problem in a systematic manner, researchers have numerically
analyzed, first, the flow field and mass transfer in restricted spatial domains of the spacer-filled
membrane channels, as summarized in [11]. Significant work along these lines has been reported
(focusing on small or intermediate spatial scales) aiming to understand the effect of spacer
characteristics on flow and mass transfer (e.g., [12–14]) in order to optimize the feed-spacer geometry
(e.g., [15–17]) and to study fouling, including bio-fouling (e.g., [18,19]) phenomena. These detailed
studies of the flow field in the spacer-filled channels, focusing on a “unit cell” formed by the net-type
spacers (also considering periodicity), have proven to be quite fruitful; in addition to improved
basic understanding, they have yielded correlations of pressure drop and mass transfer applicable at
“unit cell” scale [20,21]. Comprehensive modeling of flow and mass transfer throughout a membrane
sheet (or a SWM module) can rely on such correlations in order to develop a reliable simulator
of SWM performance at steady state [3,4,22,23] and to further a dynamic model and respective
simulator accounting for a developing fouling layer [6,24]; the dynamic simulator, as a general-purpose
tool, would enable reliable projections of the performance of a pressure vessel and of an entire
desalination plant.

In practically all the aforementioned studies, a fairly idealized feed-side channel geometry is
considered, with the membrane-channel gap characterized by the nominal thickness of the net-type
spacer which is assumed to be in line- or point-contact with the bounding flat membranes. However,
there are two main effects in practice that cause the real membrane channel gap to be smaller
than the “reference gap”, with significant negative impact on the process; i.e., the pressure applied
on the spacer-filled membrane envelopes during winding in SWM-module fabrication [1] and the
foulants depositing on the membranes [8,25]. The former leads to the deformation of the membrane
and/or the spacer, thereby effectively reducing the channel gap [1]; the latter effect manifests itself as
deposit/fouling layers gradually developing on the active membrane surfaces. In general, the fouling
layers considered here (in addition to the added resistance to permeation) tend to modify the detailed
geometrical characteristics of the spacer-filled flow-channels, impacting on the transport phenomena
therein. Therefore, this effect of channel-gap reduction merits particular attention for the improved
understanding and comprehensive process modeling outlined above.

The scope of this work is to study in detail the effect of thickness h of a fouling layer (assumed
to develop uniformly on the membranes) on hydrodynamics and mass transfer in the spacer-filled
channels, under conditions representative of those prevailing in RO desalination plants. For this
purpose, 3D-flow simulations were performed in “unit cells”, with geometry representative of
typical commercial spacers, by employing advanced numerical techniques described in previous
publications [20,21]. In the analysis and the reported results and correlations (for pressure drop and
mass transfer), an additional parameter (h/D) is introduced, involving the fouling-layer thickness
h made dimensionless with the diameter D of spacer filaments, the latter considered to be cylindrical.

2. Mathematical Formulation and Numerical Simulations

The base case of the problem at hand is the flow field within flat narrow channels (bounded by
membranes) whose gap/height is determined by the nominal feed-spacer thickness. This geometry is
commonly considered a satisfactory approximation of spacer-filled channels in spiral-wound elements,
when no fouling or other channel deformation exists [20]. In the basic (or initial) geometry, shown
in Figure 1a, a flat narrow channel is formed by the membrane-bounding surfaces, in contact with
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two layers of straight cylindrical filaments (comprising the spacer). The filaments of each layer are
parallel and equidistant, while the two superposed layers have different orientation and “intersect”
at a certain angle β. All cylindrical filaments have the same diameter (D), so that the channel gap or
height (H) is twice the filament diameter (i.e., H = 2D). Another parameter of interest is the ratio (L/D)
of distance L between the axes of symmetry of parallel filaments over the filament diameter D. It will be
noted that recent studies (e.g., [26]) take into consideration the irregularities of the filament cylindrical
shape, developing during filament extrusion and spacer fabrication. These irregularities, and their
impact on the flow field, have to be taken into account in future studies, particularly in the context of
fouling-layer development. The particular problem studied here involves fouling layers developing
on both bounding membrane surfaces, but not on the spacer surfaces (Figure 1b). The thickness h of
these fouling layers is considered to develop uniformly on both membrane surfaces, resulting in a flow
channel with reduced gap, and reduced spacer-filament surfaces exposed to the flow, compared to the
initial configuration, as indicated in Figure 1b.

As in previous similar studies [20,21] it is considered that the flow exhibits periodicity in each
unit cell AXBY formed by four neighboring filaments (shown in Figure 1a); therefore, the detailed
flow-field study is restricted to a computational domain indicated as ABCD in Figure 1a. The rationale
and usefulness of adopting periodic boundary conditions to describe the flow field in the present case,
as well as other types of transport phenomena in geometries with a periodic character, is discussed
elsewhere [20,21].

 
(a) 

 
(b)

Figure 1. (a) The basic geometry of the feed-spacer considered, indicating the 3D unit cells, and the
computational domain ABCD; (b) a cross-sectional view of the spacer-filled flow channel, along the EE’
plane, with filament crossing angle β = 90◦, and fouling layers of thickness h, reducing the channel
gap H.

Flow development and mass transport are governed by the Navier–Stokes, continuity and
mass-transfer equations, considering that the fluid is Newtonian and incompressible:

∂u
∂t

+ u·∇u = −∇P +
1

Re
∇2u (1a)

∇u = 0 (1b)

∂C
∂t

+ u·∇C =
1

Pe
∇2C (1c)

The channel walls are assumed to be impermeable, which may be justified considering that
the RO permeation velocities are much smaller than the feed-flow velocities. Consequently, no-slip
and no penetration boundary conditions are considered on the channel walls and on the cylindrical
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filament surfaces. Additionally, for the mass-transfer simulations, uniform membrane wall/surface
concentration, Cw, is assumed.

It is emphasized that the results of this study are obtained through a direct numerical
simulation (DNS) involving Equation 1a–c, without the introduction of any approximation regarding
flow development or turbulence modeling. A commercial CFD code (FLUENT, v.6.2.16, ANSYS,
Canonsburg, PA, USA) is used, which employs the finite-volume method. In each simulation the
governing equations are integrated in time by imposing a constant mean-pressure gradient until the
flow and the concentration reach a statistically steady state. More details regarding the fluid flow and
mass transfer simulations are provided elsewhere [20,21].

The physical parameters of the fluid flow and mass transport in the retentate spacer-filled channels
are the dimensionless Reynolds, Schmidt and Sherwood numbers defined here as follows:

Re =
D′U

ν
(2a)

Sc =
ν

Dc
(2b)

Sh =
kD′

Dc
(2c)

where

D′: D−h;
D: Spacer filament diameter (m);
h: Fouling layer thickness (m);
U: Superficial axial velocity in the retentate channel of gap (H−2h) (m/s);
ν: Water kinematic viscosity (m2/s);
Dc: Species/salt diffusivity (m2/s);
k: Mass-transfer coefficient (m/s).

It should be noted that in the geometry studied (i.e., channel of width w and gap 2D′),
the superficial velocity and Re number are given as U = Q/[w·2D′] and Re = [D′·U]/ν = [Q/2wν].
The latter expression shows that, for constant flow rate Q, the Reynolds number remains constant for
different gaps, because the reduction of channel gap (2D′) is compensated by an increase of velocity U.
Consequently, one can conveniently present and compare results on pressure drop and other quantities
(for various gaps 2D′) as a function of either Re number or flow rate Q.

Under typical conditions prevailing in spiral-wound membrane elements, the velocity in the retentate
channels created by two adjacent membrane leaves (separated by the spacer) does not exceed ~0.35 m/s
whereas the allowable pressure drop, recommended by manufacturers, should not exceed 0.6 bar/m [27].
Therefore, the Reynolds number, defined on the basis of the superficial velocity and the spacer filament
diameter D′, is commonly less than 200. Typical Schmidt numbers for brackish and sea water are of the
order 103. In the series of mass transfer simulations reported herein, the Schmidt number values varied
from 1 to 100; calculations at higher Sc were not performed due to limitations associated with available
computer power. Table 1 summarizes the conditions of performed simulations.

To select a realistic range of fouling-layer thickness h for these computations, the results of fairly
extensive RO membrane fouling studies, performed in this laboratory (e.g., [8,28–30]) have been used for
guidance. In particular, the results of fouling studies with alginates [30–32], which are representative of
a major class of common RO foulants [8,30,33], suggest that the developing fouling layers are quite coherent
gels that tend to deposit fairly evenly on the RO membranes [32]. Moreover, these layers exhibit viscoelastic
properties and a significant yield stress that (at least in the cases studied [32]) appears to be greater than
typical mean shear stresses prevailing in the spacer-filled channels [20]; this implies that, once formed,
such layers would not be detached by the flow. Measured alginate fouling-layer thickness h on a RO
membrane, of magnitude order ~10% of the channel gap ([32], Table 1) was associated with a substantial
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trans-membrane pressure (TMP) increase (e.g., >20%), which is considered excessive in practice, requiring
membrane cleaning [27]. Therefore, the range of h values selected for this work was 0–10% of filament
diameter; specifically, numerical simulations were performed for four values of fouling-layer thickness
(h/D = 0.025, 0.05, 0.075, 0.1) for the typical spacer geometry with characteristics: L/D = 8 and β = 90◦

(Table 1, Figure 1). The main flow was directed along the diagonal of the spacer unit cell; i.e., along the line
AB (Figure 1).

Table 1. Conditions of performed simulations in this study. Spacer geometry: L/D = 8, β = 90◦.
Sc number range: 1–100.

Case 1 Case 2 Case 3 Case 4

Fouling-layer thickness, h/D 0.025 0.05 0.075 0.1
Re number range 108–200 104–193 101–187 97–180

3. Results and Discussion

3.1. Qualitative Flow Features

For all the cases considered, simulations reveal some generic qualitative flow features which are
very similar with those of the (fouling-free) base case [20]. Typical instantaneous images obtained from
the numerical simulations are included in Figures 2 and 3; the chromatic scale of local velocities is such
that the highest and smallest velocities are designated by red and purple color, respectively. In Figure 2,
fluid-particle path lines are shown, for the Case 2 of this study where the fouling-layer thickness h is
5% of the spacer-filament diameter, D. As in the fouling-free case, the main flow feature is a free vortex
along the diagonal of the unit cell, i.e., approximately aligned with the main flow direction. This vortex,
which seems to be enhanced as the channel-gap is reduced and the Re number increases (Figure 3), results
from interaction/merging of two different flow streams entering the unit cell from different directions,
thus creating a surface of high shear in the vicinity of the horizontal mid-plane of the unit cell. A second
characteristic is the flow separation in the downstream side of each cylindrical filament, which is due to
the three-dimensional nature of the flow and the component of pressure gradient parallel to the cylinders;
this leads to spiral paths along the respective cylinder directions, as shown in Figure 2. Another feature,
also evident in Figure 2, is the presence of closed recirculation regions attached to each cylinder, which result
from the interaction of the vortices along the cylinder with the central free vortex.

 

Figure 2. An instantaneous view of fluid-particle pathlines showing the major qualitative characteristics
of the flow; h/D = 0.05, Re = 193.
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Re ~ 135 Re ~ 190 

 
(a) (b) 

 
(c) (d) 

Figure 3. An instantaneous view of fluid-particle pathlines for different fouling-layer thicknesses
(a,b) h/D = 0.025; (c,d) h/D = 0.10; and Reynolds number (a,c) Re ~135; (b), (d) Re ~ 190.

It is of considerable interest to examine the effect of channel-gap reduction on the transition to
unsteady flow, which obviously impacts on wall shear-stress fluctuations, wall mass transfer and
concentration polarization. For the reference (no fouling) case, a thorough data analysis regarding the
evolving flow field, including spectra of fluctuating wall velocities and shear stresses, is presented
by Koutsou et al. [20]. Among other results, it is shown there that the transition to unsteady flow
occurs at rather low Re numbers; i.e., in the narrow range 35 to 45, for the studied fairly broad
range of spacer geometric parameters. The present results confirm the general trends observed
previously [20]; moreover, as one might have expected, the reduction of gap tends to stabilize the flow.
Indeed, as Figure 4 indicates (as well as other data not presented here), the transition to unsteady flow
occurs at increasing Re number with decreasing channel gap 2D′ (or increasing h). For a fouling-layer
thickness h/D = 0.1 (Figure 4), the time series of transverse velocity component v (plotted for increasing
Re numbers), clearly suggests that flow unsteadiness appears above Re = 60; with increasing Re number,
the transitional unsteady flow [20] tends to become chaotic and turbulent (at high Re).

Figure 4. Time series of the instantaneous normalized transverse (v) velocity component for progressively
increased Re numbers; h/D = 0.1. The v-velocity component is normalized with U and the time with D′/U.
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3.2. Effect of Channel-Gap Reduction on Pressure Drop

A key objective of the present simulations is to determine the effect of a uniform fouling layer
on the pressure drop in the retentate channels. The pressure drop correlation for the “clean channel”
(h = 0) and fixed geometric spacer parameters (β, L/D) has already been reported [20] and it has the
form: f = 0.85Re–0.19 The present study also aims to incorporate into the aforementioned correlation
the effect of a uniform fouling-layer thickness (h/D) by an appropriate modification.

Figure 5 depicts the calculated pressure drop versus flow rate, for fouling-layer thickness from
2.5–10% of the filament diameter D, in comparison with the corresponding data of the clean channel
case (h/D = 0). The flow rate Q corresponds to the computational domain (Figure 1a), for the range
of superficial (or cross-flow) velocities U of practical interest, i.e., ~0.10 to ~0.20 m/s. It is clear from
Figure 5 that (as expected) the pressure drop tends to increase with increasing thickness h and the
corresponding channel-gap reduction. The constriction of the free flow, due to reduction of the effective
gap (H−2h) of the retentate channel, results in increased mean velocity, thus leading to increased
pressure loss due to increased contributions of shear stresses and form drag. It should be noted that
experimental data, presented elsewhere [20], on pressure drop corresponding to the clean channel case
(h/D = 0), for spacer with L/D = 8 and β = 90◦, show very good agreement with the respective results
of numerical simulations, thus providing support to the validity of the latter.

Figure 5. Computational results on the effect of the fouling-layer thickness h on pressure drop in the
retentate channel. The flow rate corresponds to the computational domain (Figure 1), for the range of
superficial velocities U of interest.

The data plotted in Figure 5 are made dimensionless by defining as follows the friction factor
f, where U is the superficial cross-flow velocity corresponding to the effective gap of the retentate
channel (H − 2h):

f =

[
dP
dL

]
ρU2

D′
(3)
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The computational results in dimensionless form, included in Figure 6, suggest that the
dependence of friction factor f on Re number, for all the values of fouling-layer thickness h examined,
is quite close to that holding for the no-fouling geometry. However, the friction factor computed on
the basis of D′ (D′ = D − h) tends to decrease systematically with increasing fouling-layer thickness,
which should be accounted for in an appropriate correlation.

Figure 6. Friction factor versus Reynolds number for various thicknesses of fouling layer.

As shown in Appendix A, the data of friction factor f, plotted versus the ratio h/D (Figure A1),
show practically the same dependence of f on the ratio h/D (with an exponent approx. −0.03) for
all the cases examined in this work. Therefore, the new data may be correlated by a function of the
form (Figure A2):

f = 0.85
(

h
D

)−0.03
Re−0.22 (4)

This expression is similar to the correlation for the “no-fouling” case (i.e., f = 0.85Re−0.19), obtained
in a previous campaign [20], which only slightly differs in the Re dependence. As outlined in the
Appendix, this close similarity allows the following correlation (of a somewhat different form),
also covering the base case (h = 0), to be obtained:

f = 0.85Re−0.19
(

1 − 0.783
h
D

)
(5)

where Re is defined as in Equation (2a). It should be pointed out that this expression (applicable in
the range (h/D) = 0 to ~0.15), can be conveniently incorporated in comprehensive dynamic process
simulators (e.g., [24]) which are under development. Finally, it is interesting to note that the results of
this study (data in Figure 5 and the respective correlation, Equation (5)) show that for a 10% reduction of
the spacer-filled channel gap (i.e., (h/D) = 0.1) the pressure drop increase amounts to ~26%, compared
to the base case.
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3.3. Effect of Fouling-Layer Thickness on Shear Stress at the Membrane Surface

From the detailed numerical flow simulations, dimensionless time-averaged wall shear stresses
have also been obtained, which are directly related to the mass-transfer coefficients in the spacer-filled
membrane channels. In Figure 7, typical results are depicted regarding the distribution of
time-averaged shear stress on the membrane surface. The images of the spatial shear stress distributions
included in Figure 7 (for approximately the same Reynolds number) correspond to fouling-layer
thickness in the range 0–10% of the spacer-filament diameter. Purple and red colors represent minimum
and maximum shear-stress values, respectively. One observes in Figure 7 that, for an increasing uniform
fouling-layer thickness h (in the range of parameter values studied), the distribution of shear stresses
is qualitatively very similar, for all the cases examined; however, as expected, the high-shear regions
tend to increase with increasing h. Shear stresses are at a minimum (zero) at the contact of linear
strips of spacer filaments with the surfaces of the retentate channel. High shear-stress values are
observed at the narrow regions between the spacer filaments and the channel walls, where the velocity
is increased. The maximum shear-stress values are attributed to the recirculation zones (marked in
Figure 2), the presence of which results in further constriction of the fluid (as shown in Figures 20 and
21 of [20]), thus intensifying the stress at that location of the retentate channel.

Figure 7. A view of spatial distribution of the local time-averaged shear stress on the membrane
surface for the no-fouling geometry (h/D = 0) compared with distributions for progressively increased
fouling-layer thickness; Re ~135. In the normalized chromatic scale, the values of 0 and 1 correspond to
the minimum and maximum of the plotted variable, respectively.

Quantitative comparison of results for the “no-fouling” case with those corresponding to cases
of various fouling-layer thicknesses h, shown in Figure 8, suggests that as thickness h increases,
the distribution of the local shear stresses tends to become more uniform (with elimination of
a secondary peak) and somewhat broader, extending toward higher values. This is attributed to
the increased mean velocity, due to the reduction of the effective gap (H−2h) of the channel, which
results in increased velocities close to the retentate channel walls, with concomitant increase of the wall
shear stress. This is also evident in the data of Figure 9, where more uniform and broader shear-stress
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distributions prevail, toward higher values with increasing Re number. Additionally, the increased wall
shear stresses with increasing h contribute to the computed increase of pressure drop in the channel.

Figure 8. Percent probability density function of the dimensionless local time-averaged shear stresses
on the membrane surface for the cases examined in this work. Re ~135. Shear stresses are normalized
with the quantity μU/D.

Figure 9. Cont.
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Figure 9. Probability density function of the dimensionless local, time-averaged shear stresses on the
membrane surface for the four cases of fouling-layer thicknesses examined in this work. Shear stresses
are normalized with the quantity μU/D.

3.4. Effect of Fouling-Layer Thickness on Mass Transfer

Mass transfer simulations of the spacer-filled channel were carried out in the Schmidt number
range 1–100, which allowed a modest extrapolation to greater Sc numbers in correlating the numerical
data. It is noted that for the systems of practical interest (i.e., saline waters), the Schmidt number
is of order 103 leading to very thin concentration boundary layers at channel walls, which require
a very fine grid at the wall, and entail increased computational load, exceeding the capabilities of
available computational facility. Simulations of mass transfer were performed for the geometries listed
in Table 1, i.e., for fouling-layer thickness h between 2.5–10% of the spacer-filament diameter.

Figure 10, depicts predicted distributions of local time-averaged Sherwood number Sh for
fouling-layer thickness (h/D) = 0.025 and 0.10 in the Sc number range 1–100. Sh number distributions
are generally skewed to the right; there is a significant percentage of near-zero values, due to the contact
lines/areas of spacer filaments with the membrane surfaces comprising the retentate channel, and the
nearly stagnant flow regions near and along these lines. At greater Sc number (leading to reduced
boundary-layer thickness), the Sh number distributions tend to become wider. It is also interesting to
note that, in the data plotted in Figure 10 (as well as in those not shown here for economy of space),
with increasing thickness h/D the distributions tend to become normal due to the reduced proportion
of near zero values; this reflects the change of flow-field geometry and the apparent reduction of almost
stagnant flow zones at increased h/D. However, the reduction (with increasing h/D) of Sh number
values at the high-value end of the distribution may be partly due to the non-dimensionalization;
i.e., as shown in the Sh number definition (Equation (2c) involving the product (kD′), a likely increase
of local mass-transfer coefficient k (at reduced D′) is apparently smaller than the reduction of D′ itself.
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Figure 10. Probability density function of the time-averaged Sh number at the membrane surface for
fouling-layer thickness (h/D) = 0.025 and 0.10 in the Sc number range 1–100.

As in the case of pressure drop, a key objective of the mass-transfer simulations is to develop
a sound correlation of Sh number with fouling-layer thickness, including the Re and Sc number
dependencies. In Figure A4 (Appendix B), the measured space and time-average Sherwood number is
plotted as a function of Sc number, for the range of Reynolds numbers and fouling-layer thickness
examined in this work. These data sets, show that for all fouling-layer thicknesses tested, the Sc
dependence of mean Sherwood number is practically constant, and equal to ~0.47.

This similar dependence of Sh on Sc allows re-plotting the data in terms of Sh/Sc0.47 versus
the ratio D′/D, to determine the D′/D dependence. The results presented in Figure 11a show that
for various Re numbers between 100 and 200 (where the commercial spiral-wound elements usually
operate), there is similar dependence on the ratio D′/D with an exponent close to −1.29 in all cases;
moreover, as one would expect, the space average Sh number tends to increase with gap reduction.
Therefore, the dimensionless quantity [Sh/Sc0.47(D′/D)−1.29], plotted versus Re number in Figure 11b,
allows a fair correlation to be obtained:

Sh = 0.13
(

D′

D

)−1.29

Re0.66Sc0.47 (6)
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However, this expression can be recast (employing a Taylor expansion) in the following form to
facilitate applications (including modeling) that involve explicitly the thickness h:

Sh = 0.13Re0.66Sc0.47
(

1 + 1.29
h
D

)
(7)

Finally, it should be noted that the results of this study (and the respective correlation in
Equation (7)) show that for a 10% reduction of the spacer-filled channel gap (i.e., (h/D) = 0.1) the
space-average mass-transfer coefficient increases by approximately 30%, compared to the base case.

(a) 

(b) 

Figure 11. (a) Time and space-average Sh number, on the membrane surface, as a function of ratio
D′/D; (b) correlation of dimensionless Sh number parameter (involving Sc and D′/D) as a function of
Re number.

It should be pointed out that experimental data (at high Sc) and similar numerical results (for
spacer type L/D = 8, β = 90◦), obtained by the present authors [21] with the reference unobstructed
channel geometry (h = 0), are well correlated by the following expression:

Sh = 0.16Re0.605 Sc0.42 (8)

which is quite close to the above correlation (Equation (7)) regarding the Sh dependence on Sc and Re
numbers. This close similarity provides a validation of the numerical results presented herein.
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4. Discussion

Prediction from first principles of the spatial-temporal flow-field evolution, under simultaneous
development of fouling layers, throughout the desalination membrane sheets (in spacer-filled narrow
channels), is a formidable task, considered impossible at present. Aiming to develop a sound
approximate method to tackle this problem, by un-coupling fouling-layer evolution from the fluid
mechanical problem, this study considers the effect of uniformly developing fouling layers on fluid
dynamics and mass transfer in spacer-filled channel walls. The assumption is made of fouling-layer
uniformity at the “unit cell” spatial scale, realizing that it may be realistic only for some types of
foulants but not for all of them. Indeed, as outlined in the Introduction, common foulants such as
polysaccharides (including extracellular polymeric substances (EPS) in biofilms) seem to develop
fairly coherent gels on membranes [8,32], impossible to detach by fluid-shear forces prevailing during
desalination [32], thus prone to be fairly uniform. However, for other foulant types such as humic acids
alone, the fouling-layer thickness in spacer-filled channels appears to be non-uniform [21]. Similarly,
it is reported that there is non-uniform layer thickness in biofouling experiments [34]. However,
the simplifying assumption of thickness uniformity made here for rather thin layers is considered
realistic in efforts to model and quantify channel-gap reduction effects on flow and convective mass
transfer at a large spatial scale; this assumption is also made in other, similar studies [5]. Obviously,
the topic of fouling-layer development at small as well as large spatial scales merits further attention.

The results obtained here, including the correlations for pressure drop and mass-transfer
coefficient, are readily applicable to the case of gap reduction of spacer-filled narrow channels
(by causes other than fouling) in order to obtain reliable estimates of the respective quantities. Such gap
reduction, attributed to feed-channel deformation in the SWM-module fabrication, is reported by
membrane manufacturers [1], but no means to accurately determine key parameters such as pressure
drop are available for such cases to the authors’ best knowledge.

The spacer geometric parameters employed in this study (L/D = 8, β = 90◦), closely correspond
to the commercial “28 mil” spacer, where L/D ≈ 8.5. However, the similarity of the flow field and the
dimensionless quantities employed, in the simulations and in the developed correlations, permit the
use of the new results and correlations to the others frequently encountered in practice-spacer types,
i.e., “26 mil” and “34 mil”, where L/D ≈ 8.9 and ~8.0, respectively.

The correlations obtained in this work can find practical use in parametric studies and in various
benchmarking exercises. However, the usefulness of the new results and correlations on developing
and/or improving comprehensive dynamic simulators of RO desalination plant performance, which is
pursued by the present authors [4,6,24], is of particular interest and will be briefly assessed. The effect
of even a modest reduction of channel gap on the pressure drop ΔP/Δx appears to be quite important,
as discussed in the foregoing section; therefore, the ΔP/Δx correlation, including the channel-gap
correction, can be properly adapted to SWM performance models and simulators (e.g., [22,24]).
Regarding the mass-transfer correlation, Equations (6) or (7) show that the channel-gap reduction is
also significantly affecting the mass-transfer coefficient k, even though there is some scatter (Figure 11b)
in numerical-data correlation due to the fact that the exponent on D′/D is weakly dependent on
Re number whereas a constant average value is chosen (−1.29). However, it is shown below that even
a rough estimate of dissolved species mass-transfer coefficient due to fluid convection at the membrane
surface (k) is sufficient in modeling species mass transfer in the presence of a fouling layer, because
k during the desalination process tends to contribute insignificantly to the overall mass transfer Kt,
compared to cake-induced mass-transfer reduction. To demonstrate the significance of the latter effect,
one should consider the total mass-transfer coefficient, which is given as:

Kt = (h/De + 1/k)−1 (9)
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where De is the species effective diffusion coefficient in the fouling layer. Multiplying both sides of
Equation (9) by D/Dc and substituting the correlation (Equation (7)) for k in the form kD/Dc = Sho(1 + az)
where z = h/D and a = 1.65 one obtains:

KtD
Dc

=

(
z
E
+

1
[Sho(1 + az)]

)−1
∼ Sho

1 +
(

Sho
E − a

)
z

(10)

Here E = De/Dc is the ratio of the effective diffusivity in the fouling layer over the species
diffusivity in the liquid phase. A comparison of the terms at the right-hand side of Equation (10)
clearly shows that (as the fouling layer grows) the increase of mass transfer due to convection (k)
contributes very little to the total mass-transfer variation. In particular, using the ratio αE/Sho, one can
show, for typical values of the parameters involved, that only 1–2% of the total mass-transfer variation
is due to an increase of coefficient k, because of channel-gap reduction; therefore, the accuracy in
the computation of k does not affect the estimates for total mass-transfer coefficient Kt, needed in
comprehensive desalination-process modeling.

It is evident from this study that the reliable prediction of increasing fouling-layer thickness
h and of transport phenomena related to fouling-layer properties (as a function of desalination-system
parameters and foulants) is critical in the development of a sound dynamic process simulator [24].
Therefore, future work should be focused on measuring, understanding and modeling fouling-layer
development. Significant efforts to understand, monitor and predict developing fouling-layer
properties, including h, have already been reported (e.g., [8,9,35–38]) under idealized conditions.
Furthermore, in the context of hydrodynamics and fouling evolution in spacer-filled channels,
investigating the effect of the detailed geometry and filament shape of the spacer is of high priority.
The present results with the common spacer type, comprised of unwoven filaments of cylindrical
shape, for which there is extensive literature and experimental data, provide a kind of base case.

5. Conclusions

This study is mainly motivated by the need to simulate the time-varying flow field in spacer-filled
desalination membrane channels, caused by the development of fouling layers on the membranes
that modify the flow-field geometry and affect the transport phenomena at the membrane surface.
As the complete dynamic problem of flow and mass transfer, under the simultaneous growth of fouling
layers, cannot be tackled at present due its complexity, a simplified approach is pursued whereby at
a small spatial scale the fluid dynamics and mass transfer are uncoupled from the fouling-layer growth
process. Therefore, fluid dynamics and mass transfer are studied herein in detail for a spacer-filled
narrow channel whose geometry is altered by a developed uniform fouling layer of thickness h on
the membranes. For this purpose, 3D direct numerical simulations are performed (in a restricted
spatial domain) employing the “unit cell” approach where periodic boundary conditions are applied.
The specific thickness values considered are in the range 2.5–10% of the cylindrical spacer filament
diameter D, which covers conditions of practical significance. The geometric parameters of the spacer
employed in the simulations correspond to those of commonly encountered commercial spacers.

The new results reveal that the qualitative characteristics of the altered flow field in the
spacer-filled channel (of reduced gap due to fouling) are very similar to those of the reference
geometry, i.e., with no gap reduction. The main flow characteristics include a free vortex along
the diagonal of the unit cell (roughly in the main flow direction) as well as spiral vortices and
recirculation zones downstream of each spacer filament. It is interesting, however, that the gap
reduction apparently tends to stabilize the flow and extend the transition to unsteady flow to somewhat
greater Re numbers. As expected, for a given flow rate, pressure drop and time-averaged wall shear
stress as well mass-transfer coefficient k tend to significantly increase with increasing fouling-layer
thickness h due to the reduced effective channel-gap, leading to increased flow velocities.
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Useful correlations are obtained from the numerical data on friction factor f and overall average
Sh number, which exhibit similar functional dependence of f and Sh on Re and Sc numbers to the
reference case of the unobstructed channel (h = 0). A noteworthy feature of these correlations is
the incorporation of the effect of channel-gap reduction, which allows predictions in the range of
fouling-layer thickness (h/D) = 0–0.10. The proposed correlations, in addition to other uses, can be
employed to improve steady-state models and develop realistic dynamic models simulating the
operation of SWM modules and RO/NF plants.
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Appendix A. Pressure-Drop Correlation Applicable to Reduced Channel Gap

Data of friction factor f, as a function of the ratio h/D, plotted in Figure A1, show practically
the same dependence of f on the ratio h/D (with an exponent approx. −0.03) for all the cases
examined in this work. This particular dependence of dimensionless pressure drop on the ratio h/D
allows re-plotting the data in terms of f /(h/D)−0.03 versus Re, in order to determine the Re number
dependence; the results are presented in Figure A2 and a correlation thus obtained is of the form:

〈dP
dL

〉 = 0.85
(

h
D

)−0.03
Re−0.22 (11)

It will be noted, by comparing this correlation [Equation (A1)] with the corresponding correlation
for the “no-fouling” case (f = 0.85Re−0.19), obtained in a previous campaign [20], that they are very
similar; i.e., with the same pre-exponential factor and only a slight difference in the Re dependence.
As outlined in the following, this close similarity allows the development of a correlation of a somewhat
different form, which will also cover the base case (h = 0), thus facilitating its application in practice as
well as its inclusion in desalination-process simulators (e.g., [22,24]).

Figure A1. Dimensionless pressure drop (friction factor) as a function of the ratio h/D.

87



Fluids 2018, 3, 12

By plotting the dimensionless quantity [(f /fh = 0) − 1] versus the fouling-layer thickness (h/D),
one obtains a practically linear dependence on the ratio h/D (Figure A3), which leads to the
following correlation:

f = f h
D =0

(
1 − 0.783

h
D

)
→ f = 0.85Re−0.19

(
1 − 0.783

h
D

)
(12)

where Re is defined in Equation (3b).

Figure A2. Dimensionless pressure drop (modified friction factor) as a function of the ratio h/D and
Re number. Correlation: f = 0.85(h/D)−0.03Re−0.22.

Figure A3. Variation of expression [(f /fo)−1] with dimensionless fouling-layer thickness.
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Appendix B. Mass-Transfer Correlation Applicable to Reduced Channel Gap

In Figure A4 the measured space and time-average Sherwood number is plotted as a function
of Sc number for the range of Reynolds numbers and fouling-layer thickness examined in this work.
These data sets (as well as other similar data for h/D = 0.025 and 0.075 not included here), show that
for all fouling-layer thicknesses tested, the Sc dependence of mean Sherwood number is practically
constant, and equal to ~0.47. This similar dependence of Sh on Sc allows re-plotting the data in terms
of Sh/Sc0.47 versus the ratio D′/D, to determine the D′/D dependence, toward the development of
a generalized correlation.

(a) 

 
(b)

Figure A4. Time and space-average Sh number on the membrane surface as a function of Sc number
for (a) h/D = 0.05; and (b) h/D = 0.10.
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Abstract: The effective medium approach to radial fixed bed dispersion models, in which
radial dispersion of mass is superimposed on axial plug flow, is based on a constant effective
dispersion coefficient, DT. For packed beds of a small tube-to-particle diameter ratio (N),
the experimentally-observed decrease in this parameter near the tube wall is accounted for by
a lumped resistance located at the tube wall, the wall mass transfer coefficient km. This work presents
validated computational fluid dynamics (CFD) simulations to obtain detailed radial velocity and
concentration profiles for eight different computer-generated packed tubes of spheres in the range
5.04 ≤ N ≤ 9.3 and over a range of flow rates 87 ≤ Re ≤ 870 where Re is based on superficial velocity
and the particle diameter dp. Initial runs with pure air gave axial velocity profiles vz(r) averaged over
the length of the packing. Then, simulations with the tube wall coated with methane yielded radial
concentration profiles. A model with only DT could not describe the radial concentration profiles.
The two-parameter model with DT and km agreed better with the bed-center concentration profiles,
but not with the sharp decreases in concentration close to the tube wall. A three-parameter model
based on classical two-layer mixing length theory, with a wall-function for the decrease in transverse
radial convective transport in the near-wall region, showed greatly improved ability to reproduce the
near-wall concentration profiles.

Keywords: computational fluid dynamics; fixed bed; mass transfer; transverse dispersion

1. Introduction

Fixed bed reactors are tubes filled with catalytic packing material, on which a chemical reaction
may occur. Fixed bed reactors are preferred for their simplified technology and operation, and the
design of such beds has been based on effective medium models coupled with correlation-based
transport parameters. Low tube-to-particle diameter ratio (N) beds are typically selected for highly
exothermic or endothermic reactions, such as in partial oxidations or hydrocarbon reforming. The use
of larger particles within a tube of relatively small diameter results in a reduced pressure drop across
the bed and, thus, a more economically-favorable operation. However, this results in a higher void
fraction near the wall of the bed, which induces significant flow and transport effects that are difficult
to account for in conventional packed bed models. In this near wall area, boundary layers develop in
which heat and mass transfer are dominated by molecular transport, and a high resistance to transport
is present, causing strong changes near the wall.

Dispersion is a phenomenon in which a solute in a porous medium spreads as a result of the
combined effects of molecular diffusion and convection in the interstices or the space available for fluid
flow between particles. Typical applications of dispersion are, for example, in quantifying contaminant
transport in soils or in modeling solute transport in fixed beds. The study of dispersion in packed
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bed reactors is fundamental to their design in that dispersive phenomena characterize reactant and
product transport within the bed [1–4]. Dispersion may be modeled analogously to Fickian diffusion
by replacing the diffusion coefficients with dispersion coefficients as seen in the following partial
differential equation for species concentration:

DL
∂2C
∂z2 +

1
r

∂

∂r

(
DTr

∂C
∂r

)
− u

∂C
∂r

=
∂C
∂t

(1)

In Equation (1), DL is the axial or longitudinal dispersion coefficient and DT is the radial
or transverse dispersion coefficient, related to flow in the freestream and cross-stream directions,
respectively. When dealing with dispersion, it is often useful to define dimensionless Péclet numbers,
representing the ratio of advective to dispersive transport:

PeT =
vi dp

DT
(2)

and:

PeL =
vi dp

DL
(3)

where vi is the interstitial velocity in the bed and dp is the particle diameter.
The present study is focused on the transverse dispersion coefficient, rather than on the

longitudinal coefficient. The latter is important for such applications as chromatography and the
understanding of residence time distribution in fixed beds. Our main motivation for studying
dispersion, however, is the analogy between convective heat and mass transfer, since radial heat
transfer is one of the most important parameters in fixed bed modeling. Studies of mass dispersion
can give insight into the modeling of fluid-phase convective heat transfer.

Strong radial temperature profiles are common in fixed beds of low N. In contrast, both random
walk theory and early experimental results suggested that radial concentration profiles would be fairly
flat, although radial dispersion near the tube wall could be reduced due to flow channeling there,
leading to radial concentration profiles. Experimental studies of radial dispersion in fixed beds have
been conducted for over 70 years (see, for example, [5–7]) and have for the most part been conducted
by a centerline pulse injection of a tracer substance, with a small number of radial concentrations
measured at the bed exit to avoid disturbing the bed packing [5–9]. These measurements are made
on beds of relatively short length, before the solute has spread over the entire bed radius, to obtain
non-uniform radial concentration profiles. The consequence is that for most studies, the wall effects
are deliberately excluded, so as to obtain infinite-medium DT values.

Opinions have been divided on whether there is a wall effect on fixed bed radial dispersion.
An early study by Fahien and Smith [6] used a centerline point source, but allowed the dispersing
solute to reach the tube walls. They found that DT was not constant across the tube radius and that
the decrease in DT near the tube wall depended on the tube-to-particle diameter ratio, N. The authors
correlated their results for radial average transverse dispersion coefficient by:

PeT =
8

1 + 19.4/N2 (4)

Wall effects on transverse dispersion were also found in the presence of thermal gradients by
Schertz and Bischoff [10] who attributed the effect to changes in fluid viscosity with temperature.
Gunn and Pryce [8], on the other hand, found no wall effect, although their tracer did not reach
the tube walls. Han et al. [9] also concluded that the values of DT did not depend on bed location,
as they were not time dependent in their transient study. Foumeny et al. [11] from tracer experiments
with internal bed measurements at different bed heights suggested a correlation with a term that
explicitly accounted for wall effects and remarked upon the unreliability of data taken from the bed
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exit, as the flow patterns change rapidly there, and upon the high correlation between the longitudinal
and transverse dispersion coefficients in standard models.

In order to investigate the wall effects on dispersion and obtain wall transport coefficients that
could be used in heat transfer studies by analogy, several research groups performed experiments in
which the tube wall was coated with a dissolving substance [12–19]. A wall mass transfer coefficient
was introduced, either through a modified boundary condition on Equation (1) [12,15–17,19] or by
the theory for limiting current measurements in an electrochemical system [13,14,18]. A detailed
understanding of the transport processes near the tube wall could not be obtained by these methods,
due to the small number of radial concentration measurements that could be made.

In an experimental and modeling study, Coelho and Guedes de Carvalho [20] studied transverse
dispersion in granular beds. They used a two-region plug-flow model in which a near-wall region of
thickness δ may be thought of as a laminar sub-layer in which molecular diffusion is the dominant
mechanism. Outside of this layer, the transport in the bed is due solely to dispersion. They performed
experiments with a soluble wall for different bed lengths and obtained values of the overall mass
transfer coefficient kav to which they were able to fit the two parameters DT and δ. Using these
parameters, they were able to predict overall mass transfer coefficients for other values of Re and
L with reasonable agreement. An interesting result of their work was that for a long enough bed,
the δ-region saturates with the soluble species and a one-parameter model suffices. The criterion for
a one-parameter model to be valid is:

L
dp

> 0.625
Re·Sc

ε
(5)

where ε is the bed voidage and Re is based on the interstitial velocity.
In following experimental studies, Guedes de Carvalho and Delgado [21,22] studied lateral

dispersion in fixed beds of spheres by including in the bed a soluble cylinder of benzoic acid aligned
with the flow of water entering the tube. They neglected any near-wall effects on dispersion, stating
that the section of packing contacting the soluble slab actually indents onto this soluble section,
removing the near-wall, high-voidage region that is typical in a fixed bed. Solute concentration
in the outlet section of the bed was measured as a means to determine the rate of dissolution of
the cylinder. Diffusion was treated as occurring in one dimension, given that the bed followed the
criterion in Equation (5). The authors noted the strong dependence of DT/Dm on Sc in the range
140 < Sc < 500 and showed that dispersion behavior was generally independent of particle size. In later
work by Delgado [4], both longitudinal and transverse dispersion in porous media were studied over
a wide range of the Schmidt and Péclet numbers. The author supplied a set of equations each for
the longitudinal and transverse dispersion coefficients, subdivided by different regimes of dispersion
based on the molecular Péclet number: (1) diffusion regime (Pem < 0.1); (2) predominant diffusional
regime (0.1 < Pem < 4); (3) predominantly mechanical dispersion (4 < Pem and Re < 10); (4) pure
mechanical dispersion (10 < Re, Pem < 106); and (5) dispersion beyond the validity of Darcy’s law
(Pem > 106). While this paper presents important correlative equations for dispersion, the experimental
data were largely from beds above the low N range (2 < N < 8). The difficulties of obtaining detailed
experimental measurements in complicated systems such as fixed beds has suggested the use of
computational tools as a complementary method of obtaining insight into transport properties such
as dispersion.

Computational fluid dynamics (CFD) is a numerical method-based computing approach for
simulating fluid flow, mass and heat transport and reaction kinetics, among other physical phenomena.
In general, the use of CFD requires converting the geometry of interest, here a fixed bed of spheres, into
a number of small control volumes, collectively called the computational mesh, or grid. After supplying
the appropriate boundary conditions related to flow and species transport and an initial, estimated
solution for the system of interest, a complete numerical solution can then be obtained by iterative,
convergence-guided, numerical techniques. With the recent introduction of high performance
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computing capabilities and the continued growth of such computing resources, CFD can now be
used as an important tool for the design and simulation of fixed beds. The use of CFD allows the
elucidation of certain flow and heat characteristics that cannot be obtained from experimental methods,
such as the velocity distribution around and between particles or the temperature at any point within
the bed.

An early use of CFD to simulate flow and dispersion in computer-generated random sphere packs
was made by Schnitzlein [23]. The motivation for the study was his observation that radial dispersion
should be the sum of molecular diffusion and fluid mechanical phenomena (eddy diffusion in local
voids, which act as mixing cells, branching in the packing and channeling due to the placement of
particles and the wall effect) and should not be driven by a concentration gradient. This point of
view was similar to one suggested by Gunn [1] who described axial and radial dispersion in terms of
probability theory, accounting for dispersion in the fast stream (convective-dominated) and the slow
stream near the tube wall (diffusion-dominated). Gunn estimated the probability of a particle existing
in the diffusion boundary layer or moving into the fast stream area of the bed. He stated that diffusion
in the bed had little effect on convective radial dispersion and introduced a fluid-mechanical Péclet
number based on convective-dispersion alone, which in the limit of a high Reynolds number tended
to 11.

In Schnitzlein’s work, a two-dimensional map of the void fraction was obtained from the
computer-generated packing and used in the porous medium 2D Navier–Stokes equations to obtain
a two-dimensional velocity field. The velocity field was then used in a 2D mass balance to generate
a simulated dispersion experiment. This was then fit by a standard dispersion model to estimate
DT, which gave a limiting fluid-mechanical Péclet number of 28, which was probably due to low
variation in local voidage, leading to underestimation of radial displacement of fluid. A second study
by Schnitzlein [24] used the sphere pack to obtain a 3D network model with inertial terms, but no
diffusion or wall friction, which gave a velocity distribution. Using this in the 2D tracer model for
Re > 100 gave PeT ∼= 12.

Magnico [25] simulated beds of N = 5.96 and 7.8 consisting of 326 and 620 spheres, respectively,
with a focus on near-wall effects on radial dispersion. He used particle tracing without molecular
diffusion and found that particles in a boundary layer at the tube wall of thickness dp/4 moved
longitudinally and tangentially, but not radially. He concluded that exchange with this layer was
mainly diffusive. At higher flows, Re = 200, tracer particles were not easily transported through
the boundary layer along the wall, signifying a molecular diffusion-dominated mechanism of mass
transfer in this region.

Lagrangian particle tracking along with lattice Boltzmann methods (LBM) were used by
Freund et al. [26] for a tube with N = 9.3 and L/dp = 27. Asymptotic behavior was not reached
as the tube was too short. Their computed values of DT/Dm were in good agreement with literature
experimental results [8,9] for 0.1 < Pem < 104 with a tortuosity of τ = 1.45. Soleymani et al. [27]
simulated dispersion in laminar flow for a packing of 3000 spheres for various larger N values to get
DT in the post-Darcy region. Results were slightly lower than in [9]. Jafari et al. [28] used packings of
>3000 particles with N ∼= 60, with solute continuously injected at the inlet on the centerline, but they
estimated DL only.

Augier et al. [29] simulated liquid flow in a bed of 440 particles in the form of a square volume
taken from the center of a larger bed, to eliminate wall effects. They simulated the radial dispersion
experiment of Han et al. [9] in which a radial step profile is gradually flattened out, for Re < 100.
Their results for PeT were larger than literature correlations [3,4,21,22]. This was attributed to
the change in void fraction that occurred when the authors reduced their particle sizes by 2% to
avoid meshing problems near the contact points. A correction factor was applied that improved
the agreement.

In a recent study by Jourak et al. [30], radial dispersion coefficients were derived by supplying
3D concentration profiles to a 2D effective porous medium model and fitting the coefficients to the
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data. Their simulation experiments used a bed of regular and randomly packed particles, with a fixed
concentration boundary condition at the tube wall, to mimic earlier tracer injection experiments.
Results were presented for laminar flow with 0.1 < Re < 100. The researchers recommended using beds
of large width and length, noting that radial dispersion coefficients showed some length dependency.
That is, the radial dispersion coefficient was found to decrease as the length of the bed increased.
They also noted that a 2D effective medium approach typically predicts dispersion coefficients higher
in magnitude than the 3D counterpart. This is due to higher intercellular fluid motion in the lateral
direction and, therefore, a higher radial dispersion coefficient.

Dispersion in packed beds of low N is an area of research that demands attention. Previous studies
of radial dispersion typically neglect the presence of the tube wall, and these studies are generally
conducted in beds of large N. The development of the diffusion-dominated boundary layer induces
significant flow effects in the bed, and research that includes this additional dispersion mechanism
is important. In a review of previous studies, liquid phase flows were typically the fluid of interest
in experimental situations. It is of interest to study dispersion in a gas-phase system, over a range
of flow rates, covering different flow regimes from steady-state laminar at low Re through transition
regimes, up to so-called turbulent flow at Re > 600, approximately. Experimental tracer injections are
highly erroneous when deriving dispersion coefficients: concentration data points are selected from
few radial positions, and beds of long length are studied, which yield concentration profiles with small
gradients. It is therefore important to study dispersion in beds of developing flow also, in which a clear
and total picture of the radial concentration profile is included.

The objective of the present work is therefore to evaluate the ability of standard dispersion
models to describe developing concentration profiles in fixed beds of low N where wall effects are
important. This is difficult to do experimentally because of the small number of measurements that
can be taken, typically at the exit of the bed and not inside it. We shall do this by computational
generation of a number of 3D fixed beds of spheres, with more than 1000 particles in each, over a range
of 5.04 < N < 9.3, followed by resolved-particle simulation of flow and diffusion of a solute from
a coated wall in each bed, over a range of Re. These simulated “data” sets will then be used to provide
a rigorous test of 2D effective medium models with a single dispersion parameter DT, two parameters
DT and a wall mass transfer coefficient and, finally, a model derived from mixing length concepts that
gives DT as a function of radial position [31,32].

2. Computational Methodology

The finite volume method implemented in ANSYS Fluent v. 16.2 (ANSYS, Canonsburg, PA, USA)
was used for the analysis in the present work. In finite volume methods, the computational domain is
divided or discretized into a number of small control volumes. The collection of all control volumes,
referred to as the mesh or computational grid, represents the geometry being simulated. The governing
equations are integrated over the control volumes to produce algebraic equations for the dependent
variables of interest (i.e., pressure, velocity, species mass fraction in this case). In conjunction with
the necessary boundary conditions, a complete numerical solution can then be obtained by solving
the resulting large set of nonlinear algebraic equations. This solution method is repeated iteratively
until specified convergence criteria have been met and a converged solution is reached. Detailed
descriptions of the governing equations and the numerical methods can be found in the ANSYS Fluent
manual [33], so only a brief description of the main equations and methods is provided here.

2.1. Fluid Mechanics

The steady-state equation for continuity of mass is given by the following partial differential equation:

∇·(ρ→u ) = Sm (6)
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The source term Sm is mass added to the continuous phase through user-defined sources or
through phase changes. For the simulations carried out in this work, this term was zero.

The steady-state momentum balance for the fluid in three dimensions is given by the
Navier–Stokes equation:

∇·(ρ→u→
u ) = −∇p +∇·(=τ) + ρ

→
g +

→
F (7)

In the above equation, p is the static pressure, and the term ρ
→
g represents the gravitational body

force. The last term
→
F is used for external body forces acting on the fluid and in this study was zero.

The stress tensor
=
τ is defined as:

=
τ = μ

[
(∇→

u +∇→
u

T
)− 2

3
∇·→u=

I
]

(8)

where μ is the molecular viscosity,
=
I is the identity tensor and the second term on the right gives the

effect of volume dilation due to fluid motion.

2.2. Chemical Species Transport

The chemical species mass fractions Yi are given by the steady-state convection-diffusion equations:

∇·
(

ρ
→
uYi

)
= −∇·→J i + Ri + Si (9)

The last two terms on the right-hand side Ri and Si denote the rate of generation of species i by
chemical reaction and the rate of addition of species i through user-defined sources, respectively. Both
were zero in this study.

The term
→
J i accounts for the species diffusion flux that occurs from a concentration gradient and

is as follows: →
J i = −ρDi,m∇Yi (10)

where Di,m is the diffusion of species i in the mixture m. To obtain the diffusion coefficient, Fickian
diffusion was assumed using the dilute approximation method.

2.3. Geometry and Discretization

Eight beds of different N were generated, each packed with spherical particles of 0.0254 m
diameter. The 3D random beds of spheres were produced using a modified soft-sphere collective
rearrangement Monte Carlo algorithm [34]. The original algorithm was used along with a method
to arrange the layer of spheres around the tube wall more realistically at the bottom of the tube [35].
Each bed consisted of three sections. The first was an empty section spanning 0.0762 m (3dp) from the
entrance of the bed, denoted as the “calming section.” The following section was the packed section,
whose length is specified in Table 1. The final section was another empty section, 0.254 m (10dp) in
length, used to mitigate backflow effects near the exit of the bed. The bulk void fractions in Table 1
were calculated using the center section of the bed, from 5dp above the inlet to 3dp below the outlet,
to exclude end effects, except for N = 5.04, where a shorter length was used to avoid packing defects.
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Table 1. Fixed bed configurations.

N L/dp No. Spheres Bed Voidage

5.04 50.13 1000 0.442
5.45 40.12 1000 0.430
5.96 36.36 1080 0.429
6.40 31.97 1113 0.427
7.04 29.18 1200 0.431
7.44 26.63 1250 0.418
7.99 23.15 1250 0.414
9.30 17.01 1250 0.408

The model geometry is shown for three of the beds in Figure 1. These beds represent the smallest,
largest and an intermediate value of N. Since only fluid transport mechanisms were to be simulated,
only the fluid domain needed to be meshed. Tetrahedral cells characterized the fluid domain, and
the control volume linear size was 0.00127 m, which corresponded to dp/20. Boundary or prism
layers extended from the particle and tube wall surfaces into the fluid and were 2.54 × 10−5 m thick.
This gave mesh counts of 30.2–40.3 M cells depending on the value of N. Mesh refinement studies were
carried out on a smaller test column with N = 3.96, using tetrahedral cells of sizes dp/16.7 (0.00152 m),
dp/25 (0.001016 m) and dp/33.3 (0.000763 m), which gave mesh counts from 4.2–30.0 M cells. Excellent
agreement was observed for void fraction and interstitial velocity radial profiles for all mesh sizes,
with average differences on the order of 1%–2%. Further mesh refinement tests were made using three
prism layers on the tube surfaces, again with excellent agreement between profiles.

 

Figure 1. Cut-away views of three computer-generated beds: N = 5.04, N = 7.04 and N = 9.3 with the
short unpacked inlet sections and the longer unpacked outlet sections.

The contact points between spheres and between the spheres and the tube wall give very narrow
“fillets” of fluid, which cause problems in meshing. Various methods have been compared to deal with
this difficulty [36], and a local modification using the “caps” contact point approach [37] was selected
as being suitable for flow problems with no heat transfer. In our implementation of this method,
a small cylinder of height 5.13 × 10−4 m was aligned with its axis along the vector connecting the
particle centers and centered at the contact point between the particles, then subtracted from each
particle and replaced by a small amount of fluid. At the particle-wall contacts, a similar procedure was
followed; this cylinder was 6.15 × 10−4 m in height, slightly larger because of the opposite curvature
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of the tube wall. The bed void fraction change from this modification to the geometry was less than
0.5%. The modifications are shown schematically in Figure 2.

 
Figure 2. Treatment of contact points showing close-up views of caps approaches, for both
particle-particle and particle-wall cases.

2.4. Boundary Conditions

To obtain velocity profiles in the bed, a uniform velocity boundary condition was set normal to
the inlet of the tube, for each of the four particle Reynolds numbers used in this study, namely Re = 87,
348, 696 and 870. For these flow rates, direct numerical simulation was used. Air was specified as the
fluid in the bed, with constant properties for isothermal conditions (i.e., μ = 1.7894 × 10−5 kg/m/s,
ρ = 1.225 kg/m3). A constant pressure condition was specified at the exit of the tube as atmospheric
pressure. No-slip boundary conditions were assigned to the tube walls and particle surfaces.

The focus of this work was to model dispersion and more specifically near-wall effects in
low-N beds, by simulating methane diffusion from a coated tube wall into flowing air. To avoid
unrepresentative concentration profiles caused by developing flow, the first 5dp axial length of the bed
was uncoated to allow flow to become established. The coated section was implemented by setting the
methane species mass fraction as unity on the tube walls.

2.5. Computational Aspects for Computational Fluid Dynamics (CFD)

The semi-implicit pressure-linked equations (SIMPLE) method for pressure-velocity coupling
was chosen [33]. The least squares cells approach was selected for the gradient method. For spatial
discretization, the first-order upwind scheme was chosen for pressure, momentum and species for the
first 200–300 solution iterations, to take advantage of the stability properties. After iterations stabilized,
the discretization was switched to the more accurate second-order upwind for the remainder of
the solution.

Solution convergence was attained by ensuring that column pressure drop remained constant
over at least 1000 iterations. For species transport, a monitor was added to a 2-mm isosurface at the end
of the packed section to track methane concentration on each iteration step. Once the concentration
was no longer monotonically increasing, the solution was deemed converged. A complete solution
for a single case required approximately 15,000–20,000 iterations, with solution times averaging 1000
iteration steps per 12 h. All simulations were completed on a Dell R620 PowerEdge Server (Dell,
Round Rock, TX, USA) running a Windows server 2008 R2 (Microsoft, Redmond, WA, USA) operating
system. The server contained 2 Intel Xeon E5-2680 CPUs (Intel, Santa Clara, CA, USA), each with
8 cores, and 128 GB of Random-access memory (RAM).

To obtain velocity and methane concentration profiles, cylindrical surfaces aligned axially with
the bed were generated at various radial positions spanning the column diameter. The surfaces for
axial velocity were clipped five particle diameters from the start of the bed packing and three particle
diameters before the end of the packing, to prevent any end effects on the velocities. The resulting
velocity profile was therefore averaged both axially and circumferentially. The surfaces for the methane
concentrations were created similarly, with those surfaces clipped to 2 mm in height, at different axial
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positions, giving angularly-averaged methane concentration profiles across the diameter of the bed,
at specified axial positions. Area-weighted averages were performed to collect both data sets for
all runs.

2.6. Dispersion Models

To obtain dispersion coefficients based on the CFD 3D resolved-particle simulation results,
2D effective medium dispersion models based on Equation (1) were used and their mass transfer
parameters fitted to the CFD-generated radial profiles of methane concentration. The finite
element commercial code COMSOL Multiphysics® (COMSOL Inc., Stockholm, Sweden) was used.
The two-dimensional domain was subdivided as shown in Figure 3 to reflect the corresponding
sections in the 3D CFD model.

The radii of the beds simulated in COMSOL were the same as those in the CFD simulations.
In Figure 3, the first two and the last sections of the bed represent those parts that were assigned a wall
boundary condition of zero methane flux or zero methane concentration. These include the empty
sections at the beginning and end of the tube. The “flux” section represents the portion of the 3D model
that was assigned a non-zero wall mass fraction of methane. In the two-dimensional model, either
a methane wall concentration or a non-zero wall methane flux condition is instead assigned, as detailed
in the following subsections. The four horizontal internal boundaries were positioned at the z-values
at which concentration radial profiles were extracted from the CFD simulations and were used as the
dataset for fitting radial dispersion parameters. For each bed, the highest z-location was always three
particle diameters below the top of the bed, to avoid exit effects, while sampling at the most developed
profile location possible. The other three z-locations were originally approximately equidistant along
the rest of the bed, but as results were analyzed, it was sometimes necessary to dispense with the
lowest z-location and replace it with a location further down the bed, which corresponded to more
developed concentration profiles.

The 2D domain was meshed with 32 layers of quadrilateral prisms on the tube wall surface,
to capture the steep gradients there. The first layer thickness was 1/20 of the local element size,
and a stretching factor of 1.3 was applied. The rest of the domain was meshed with triangular
elements of sizes between 7.81 × 10−4 m and a maximum of 0.012 m. The coarse mesh sizes were used
only in the bed center region, where the concentration profiles were relatively flat. Different mesh
refinement settings were used within COMSOL® to check for mesh-independence, which led to the
given mesh sizes.

 

Figure 3. Two-dimensional representation of N = 5.45 packed bed for dispersion models.
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Optimization studies were conducted for each of the 2D models, coupled to the transport models
within the COMSOL Multiphysics® framework. The Levenberg-Marquardt least-squares optimization
method was employed, which is commonly used for parameter fitting. The objective function was
the sum of squares of deviations between the radial concentration profiles of methane, extracted from
the CFD simulations at the four bed heights, and the corresponding methane radial concentration
profiles from the 2D dispersion model under study. Each optimization was conducted for a given N
and Re. The axial Péclet number remained constant at Pea = 2 in all runs. The study was complete when
a minimization of the least-squares value of methane radial concentration deviations was achieved
and an optimality tolerance (1 × 10−6) was met.

2.6.1. Model 1: Constant DT

In this model, we tried to reproduce the developing radial concentration profile with a constant
transverse dispersion coefficient and a radially-varying interstitial velocity:

vz(r)
∂cA
∂z

=
vzdp

PeL

∂2cA
∂z2 +

vzdp

PeT

(
∂2cA
∂r2 +

1
r

∂cA
∂r

)
(11)

and at the coated tube wall r = R:
cA = cW (12)

Here, PeL =
vzdp
DL

= 2 and PeT =
vzdp
DT

. The only fitted parameter was PeT .

2.6.2. Model 2: Constant DT and Wall km

In this model, we try to take account of the steep gradient near the tube wall by introducing a step
change at the wall, governed by a wall mass transfer coefficient:

vz(r)
∂cA
∂z

=
vzdp

PeL

∂2cA
∂z2 +

vzdp

PeT

(
∂2cA
∂r2 +

1
r

∂cA
∂r

)
(13)

and at the tube wall r = R:
− ∂cA

∂r
= Bim

1
R
(cA − cW) (14)

Here, PeL =
vzdp
DL

(again equal to 2), PeT =
vzdp
DT

and Bim = kmR
DT

. The two fitted parameters were
PeT and Bim.

2.6.3. Model 3: Radially-Varying DT

In this model, we use a simplified model for the transverse dispersion coefficient that decreases
sharply near the tube wall to take account of the strong decrease in DT there, while being constant and
neglecting any minor variations in the center of the packed bed:

vz(r)
∂cA
∂z

=
vzdp

PeL

∂2cA
∂z2 +

1
r

∂

∂r

(
rDT(r)

∂cA
∂r

)
(15)

and at the tube wall r = R:
cA = cW (16)

Here, PeL =
vzdp
DL

= 2, and the simplified transverse dispersion coefficient is given by:

DT(r) = Dm +
vzdp

PeT
f (R − r) (17)
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where:

f (R − r) =

{ [
(R−r)

δdp

]nm
0 < R − r ≤ ôdp

1 ôdp < R − r ≤ R
(18)

which is based on a mixing length model [31] and re-written following Winterberg et al. [32] with some
differences. The three fitted parameters were PeT , δ and nm.

The original version of the model [32] was developed to include thermal conductivity and was
therefore based on superficial velocity in both the differential equation and the equations for radial
variation in the parameters, which used the bed-center value obtained by numerical solution of the
Brinkman–Forchheimer–Darcy (BFD) differential equation. In our implementation of the model,
the interstitial velocity is used for consistency with Model 1 and Model 2, and the bed center velocity
is replaced by the bed-average interstitial velocity, obtained from the CFD velocity profiles, to avoid
having to solve the BFD equation. Parameter δ gives the thickness of the region next to the tube wall
(in dp) over which the dispersion coefficient rapidly decreases; nm controls the shape of the decreasing
function; while PeT represents the constant bed-center transverse dispersion.

3. Results and Discussion

Validation of the 3D CFD model was made against available experimental data in the literature.
Figure 4a shows an example comparing void fractions from the CFD model as a function of radial
coordinate to data from Giese et al. [38], for the case N = 9.30. The computed void fractions agree
very well with the experimental ones, especially near the tube wall where the strong decrease occurs.
The oscillatory nature of the void fraction in a bed of spheres is also well captured, with the locations
and magnitudes of the peaks and troughs in the profile in good agreement. Only at the bed center,
where the sampling isosurfaces become small, some differences were seen, which is typical in fixed
beds. Figure 4b shows comparisons of the normalized superficial velocity profile obtained in [38] by
laser-Doppler anemometry on a single plane to the bed-average normalized superficial velocities from
CFD obtained by multiplying the interstitial velocity by the void fraction at each radial position and
dividing by the inlet velocity. Detailed agreement is less good than for the bed structure, but the major
features are reproduced to an acceptable degree. The sharp peak near the wall is predicted by CFD
close to that seen in the experimental data, while the locations of maxima and minima in the velocity
are in good agreement. Magnitudes of the peaks are somewhat under-predicted, and some deviation
is seen at the bed center, which is usual in such studies. The differences between CFD and experiment
could be attributed to the sampling of a single plane in the experiments versus averaged velocities
over most of the packed bed length in the CFD simulations.

Figure 4. Validation of Computational Fluid Dynamics (CFD) simulations against data from [38] for
(a) bed void fraction for N = 9.30; and (b) normalized axial superficial velocity profile for Re = 532 and
N = 9.30.
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3.1. 3D Computational Fluid Dynamics (CFD) Model

The images below in Figure 5 show contour plots of the concentration of methane taken from
a center plane of the two beds, N = 5.04 and N = 9.30, for two selected values of particle Reynolds
number Re, to illustrate the developing concentration fields obtained from the CFD simulations.

In the longer, narrower N = 5.04 tube, the full development of the concentration field can be seen.
The local irregular penetration of the methane into the bed is evident, caused by the motion of the
fluid between the wall particles. Regions of lower concentration near the wall can be seen caused
by missing wall particles, which allow greater access of the fluid to the wall region. On average,
however, a regular development is clearly seen. For the N = 9.30 tube, which due to computational
constraints was necessarily shorter, the methane has only developed 2–3 particle diameters into the
bed, and a large core of fluid free of the wall species persists the entire length of the bed. On exiting
the bed, the fluid flow pattern exhibits regions of re-circulation and lateral motion, which are reflected
in the irregular regions of high and low concentration.

N = 5.04, Re = 87 

N = 9.30, Re = 348 (kmol/m
3
) 

Figure 5. Full bed methane molar concentration (kmol/m3) contour plots on a slice through the
midplane of two particle beds, for N = 5.04 and N = 9.30. The direction of flow for the two views is left
to right.

Figure 6 displays the velocity profiles of three selected beds at all particle Reynolds numbers. Each
plot contains axial interstitial velocity normalized by the superficial velocity set at the bed entrance.
With each bed diameter, the velocity at the lowest Reynolds number (Re = 87) peaks higher than for the
other three velocity profiles, which are essentially coincident. This is due to viscous forces in the flow
becoming more significant compared to inertial forces at low Re. The velocities approach zero towards
the tube wall, owing to the no-slip boundary condition. This low-velocity region is the reason for the
separation of the diffusion-dominated wall boundary layer from the dispersion-dominated flow in
the rest of the bed. From a comparison of the void fraction profiles, higher axial velocities appear
in areas of highest radial void fraction (i.e., low velocities in areas of low bed porosity, except in the
near-wall vicinity). Near the wall, when the void fraction is close to unity, a channeling effect occurs,
in which flow becomes axial. In this region, resistance to radial mixing is strong, giving a decrease in
transverse dispersion.
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(a) (b) (c) 

Figure 6. Comparison of all four interstitial velocity profiles for each of three values of (a) N: 5.04,
(b) N: 7.04 and (c) N: 9.30.

3.2. One-Parameter Dispersion Model

Typical results for fits of the one-parameter model to single bed depth data are shown in Figure 7,
for two values of N and Re. All combinations of N and Re were fitted and gave the same qualitative
results. The one-parameter model is clearly unable to describe the developing concentration profiles,
although literature results have indicated that it is sufficient for well-developed profiles. In this model,
the concentration is forced to take the value cw at the tube wall. This constrains the shape of the profile,
which can reproduce neither the flatter profile region in the bed center, nor the steep increase near the
tube wall. It was also found that there was a strong dependence of PeT on bed depth, L, and poor fits
were obtained if the model was fit to all four bed depths simultaneously.

The dependence of PeT (and hence, DT) on L can be understood by considering that in fact the
dispersion must vary with radial position, due to the change in void fraction and velocity close to the
tube wall. The use of a constant DT means that this variation is being represented by an average value,
and the value of this average depends on which parts of the radial concentration profile contribute
most heavily to the least-squares objective function. That is, a profile that is just starting to develop
will be influenced more by the lower values of DT near the wall, than will a profile that is developed
across the whole radius, which will be influenced also by higher dispersion values in the bed center.

 
(a) (b) 

Figure 7. Representative comparisons of fits of the 1-parameter model using constant DT to simulated
data from Validation of Computational Fluid Dynamics (CFD), for (a) N = 5.04 and Re = 870 and for
(b) N = 7.04 and Re = 696.
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3.3. Two-Parameter Dispersion Model

From the one-parameter model results, the next idea is that since most of the change in DT is
anticipated to take place very close to the tube wall, it may be possible to account for it by introducing
a wall mass transfer coefficient km and retaining the constant DT. This essentially idealizes the extra
resistance to mass transfer in the region of the tube wall, to a resistance located at the tube wall. Typical
results are shown in Figure 8. In general, the fitted model predicts methane concentration away from
the tube wall with both good qualitative and quantitative agreement. The model is unable to reproduce
the increase in concentration in the region of the tube wall.

The wall concentration is better predicted for higher N, lower Re and lower bed depth
combinations, as these correspond to situations in which the difference between the near-wall region
and the bed center is reduced. In beds of lower N and higher Re and higher bed depth (e.g., N = 5.04,
Re = 870), small gradients in methane concentration characterize the radial concentration profiles.
In these cases, enough methane has dispersed laterally from the wall and been transported axially up
the bed that a smaller drop in concentration from the wall value is seen at the longer bed depth.

The fitted values of PeT were somewhat higher than would be expected from literature studies of
fully-developed profiles without wall effects [3,4]. This observation corresponds to lower values of the
transverse dispersion coefficient. The values of Bim for the wall mass transfer coefficient were also quite
high, which may be due to the same low DT. A possible explanation is that the methane dispersion is
controlled by slow diffusion through the wall boundary layer and then dispersed at a reduced rate
of convective-dispersion at the interface between the diffusive-dispersion and convective-dispersion
layers. Previous literature has shown also that 2D models predict higher dispersion coefficients to their
3D counterparts due to higher intercellular fluid motion in the lateral direction [30]. These coupled
effects may serve as an explanation for the lower than expected dispersion coefficient values found in
this research.

 
(a) (b) 

Figure 8. Representative comparisons of fits of the 2-parameter model using constant DT and km to
simulated data from Validation of Computational Fluid Dynamics (CFD), for (a) N = 5.04 and Re = 870,
and for (b) N = 7.04 and Re = 696.

It appears that the mechanism of dispersion should be quantified by at least three types: slow,
diffusive-dispersion in the tube wall boundary layer; then, an increasing rate of dispersion at the
diffusive-dispersion and convective-dispersion interface and toward the tube center and, finally, a fully
convective dispersion at the tube center. The use of the two-parameter model shown here reduces this
mechanism to two parts: that of constant radial dispersion from the tube center and up to the wall,
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at which point a jump in concentration is implemented by the mass transfer coefficient. This limits the
physical realization of the various dispersion mechanisms in the bed.

A separate study was conducted using N = 5.04, 6.40 and 9.3 in which the velocity profile was taken
constant. The dispersion coefficients predicted with a constant velocity profile were 10%–20% higher
than those obtained with a variable velocity. The unidirectional, constant velocity profile includes
a nonzero velocity up to the wall, so that the axial convection of mass is higher in the near-wall
region, which would reduce transverse mass transfer. To compensate for this, the transverse dispersion
coefficient is increased in the fitting process, which would result in lower PeT values. The combination
of fitting to developing profiles rather than fully-developed ones and using a radially-varying velocity
profile rather than plug flow may account for the decreased transverse dispersion coefficients found
for this model.

3.4. Three-Parameter Dispersion Model

The results from the two-parameter model suggested that more detail was required to represent
the effects of the tube wall on DT. In the three-parameter model, DT varies with the radial coordinate
controlled by three parameters, PeT , δ and nm. A typical profile of DT(r) is shown in Figure 9.

The general form of the DT(r) profile is a constant through most of the bed, followed by a steep
decrease in the vicinity of the wall, so that it may be termed a wall-function model. The magnitude of
the bed center dispersion coefficient value is controlled by PeT, which changes in inverse proportion to
DT. The width of the region over which DT decreases is given by δ as a fraction of a particle diameter,
so that in the example provided in Figure 9, the near-wall region is of thickness 0.32dp. The form of the
decrease is governed by the parameter nm, which results in a convex function as shown for values less
than unity and a concave function for values greater than unity. The convex function gives a decrease,
which becomes steeper as the radial coordinate approaches the tube wall, as opposed to the concave
function, which is steepest at the initial point of transition from a constant to a variable DT. The profiles
in the present study were always represented better with the convex shape with nm < 1, a different
result than that found for heat transfer in [32], where nm ≈ 2.
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Figure 9. Typical form of DT(r), shown for the case N = 7.04 and Re = 696, with parameters δ = 0.33,
nm = 0.77 and PeT = 15.74.

The results of fitting the radial methane concentration profiles one depth at a time using the
three-parameter model gave a great improvement, as shown in Figure 10 for the same two cases that
were presented previously in Figures 7 and 8, for ease of comparison. The fitted profiles are able to
follow both the flat regions in the bed center, as well as the steep gradients very close to the tube
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wall. Again, similar results were seen for all eight values of N, four values of Re and four bed depths.
The only aspects of the profiles that were not reproduced were the slight oscillations, familiar in heat
transfer studies, which measure radial temperature profiles and which are attributable to the discrete
nature of the ordered layers of the spheres adjacent to the wall. To reproduce these oscillations or
“humps” would require a function for the radial dispersion parameter that mirrored the particle level
changes. This is a level of detail that may not be worth pursuing. The estimates of all three parameters
did change, often quite drastically, with bed depth, but no systematic trends in the changes could be
found. The results of the individual bed depth fitting show that the fit was improved by the inclusion
of a third parameter, which allowed the inclusion of a more nuanced treatment of the radial variation
of the dispersion coefficient.

 

Figure 10. Results for three-parameter wall function model using DT(r): (a) N = 5.04, Re = 870;
(b) N = 7.04, Re = 696. Single bed depth.

The next step was to see if the model could fit all bed depths simultaneously and whether
depth-averaged parameter values would give acceptable fits. Results are presented in Figures 11–13.
Figure 11 shows relatively well-developed methane radial concentration profiles for the N = 5.04
case. The methane has dispersed from the tube wall across the entire tube radius, so that the radial
concentration gradients are relatively small, and at the longest bed depths, the profiles are quite
flat. At all four values of Re, the model slightly over-predicts the concentrations in the bed center
at the lowest bed depth and under-predicts the profile in the bed center at the highest bed depth.
The two profiles at the middle depths are in good agreement, but even there, a slight trend can be
seen suggesting that the predicted profiles show lower spread with bed depth than the CFD-generated
ones. This disagreement occurs only for the profiles for N = 5.04; even for N = 5.45 and N = 5.96,
the axial spread of CFD profiles and fitted profiles is in good agreement (see Figures S1–S5 in the
Supplementary Material). Near the tube wall, the profiles all come closer together, as the boundary
condition forces cA −> cw for all. As for the individual bed depths, the steeper near-wall gradients are
well captured. The fits to the set of four bed depths are reasonable with a single set of parameters.
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Figure 11. Results for three-parameter wall function model using DT(r) and vz(r) for the case N = 5.04,
all four values of Re, each fitted to all four bed depths simultaneously.

Steeper radial concentration profiles are shown in Figure 12, for N = 7.04, in which the methane
dispersing from the tube wall has only just reached the tube center at r = 0. The spread in the profiles
in the center of the bed is much less than in the N = 5.04 case and is quite well captured by the model.
Again, the profiles near the tube wall are close together, and the model does well in reproducing them.
In particular, the increasingly steep gradient of concentration adjacent to the tube wall with increasing
Re is followed, even with the fairly simple treatment of decreasing radial dispersion used in the model.
In all cases, there is clearly considerable local variation in the shapes and details of each profile, but the
overall trend, magnitudes and gradients of the profiles are fitted well by the three-parameter wall
function model.
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Figure 12. Results for three-parameter wall function model using DT(r) and vz(r) for the case N = 7.04,
all four values of Re, each fitted to all four bed depths simultaneously.

In Figure 13, the fits for the non-developed profiles of the highest tube-to-particle diameter ratio
N = 9.30 case are presented. The CFD-generated radial methane concentration profiles here are flat
in the center of the tube, as the methane has not been able to disperse across the full tube radius.
This is due to the wider tube, which increases the distance for material to disperse, and also the shorter
tube length, which was constrained by the computational restrictions on the total number of particles
that could be simulated. This shape of profile, which combines extremely sharp gradients near the
tube wall and flat profiles with no gradients at all in the tube center, provides a severe test of the
wall-function model’s ability to reproduce a profile in the early stages of development. As can again
be seen, the model is in excellent agreement with the CFD profiles over the entire radius, even as the
gradients increase with higher Re. The spread of the four profiles with bed depth is less in this case
than for the other two shown in Figures 11 and 12, and even that reduction is followed by the model.
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Figure 13. Results for three-parameter wall function model using DT(r) and vz(r) for the case N = 9.30,
all four values of Re, each fitted to all four bed depths simultaneously.

The results shown for the three N values in Figures 11–13, as well as the five other N values
presented in the Supplementary Material confirm that a model that incorporates the reduction in
transverse dispersion over a region near the tube wall can fit a wide variety of profiles over the ranges
of N and Re studied. This type of model improves on the representation of the complex radial variation
of transverse dispersion by distributing a decrease over a finite region, instead of neglecting it or
idealizing it to a point. Even a simple mixing-length approach is sufficient to accommodate both sharp
and flat gradients, in profiles that range from ones starting to develop to others that are almost fully
developed. The greatly improved ability of this three-parameter model to fit these profiles, compared
to the one-parameter and two-parameter models, counter balances the disadvantage of having to
estimate and correlate an extra parameter.

Having demonstrated that the three-parameter model can provide excellent agreement with
CFD-generated developing radial concentration profiles, the next step is to determine whether
reasonable correlations for the three parameters can be obtained. The parameters are presented in
Figures 14–16 as functions of the main variables, N and Re. In each case, there is a reasonable amount
of variation in the parameter, as well as one or two points that represent outliers from the main trends.
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The runs corresponding to these outliers were re-examined for anomalies, but in each case, the results
were confirmed. The fitted values of the parameters in these cases may be due to the randomly-
generated bed structures, leading to the occasional anomalous feature in the concentration profiles.

From Figure 14, the parameter δ, which represents the width of the near-wall region scaled by
particle diameter, can be seen to have a weak dependence on N and to decrease with increasing Re.
These trends may be explained by considering that for any N, the arrangement of spheres next to the
tube wall is similar, as has been suggested by radial void fraction profiles [37] and velocity profiles
(Figure 6 above), which almost (with the exception of Re = 87) fall onto a single curve when properly
scaled. As Re increases, also, the convective contribution to transverse dispersion will increase, and the
diffusive layer next to the tube wall will be expected to decrease in thickness.

The shape of the decrease in DT is represented by the parameter nm, which is seen in Figure 15 to
have a strong dependence on Re, increasing from approximately 0.2 up to nearly 1.0 over the range
studied here. It is possible that at higher Re, the shape of the function may change and the value may
approach 2.0, as found for heat transfer by Winterberg et al. [32]. The reason may be that at higher
flow rates, the differences between the two approaches in use of the velocity profile may become less
important. The parameter nm may be taken as independent of N, as shown in Figure 15b.

 
Figure 14. Variation of parameter δ against (a) Re for all values of N; and (b) N for all values of Re.

 
Figure 15. Variation of parameter nm against (a) Re for all values of N; and (b) N for all values of Re.
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Finally, the parameter PeT as shown in Figure 16 is independent of Re except that it is possibly
a little higher for Re = 87. This is consistent with values of transverse dispersion for gases [1–4] in which
the convective contribution dominates and the asymptotic value of PeT is reached for Re > 100–200,
approximately. PeT depends only weakly on N, showing a slight increase at higher N values. The range
for PeT is 16–20, which is again a little higher than for the cases in which only fully-developed profiles
are considered, without wall effects.

For a chosen set of runs, the variance inherent in the CFD data (no replicates in computer
simulation) was estimated by forming the sum of squares of the deviations of the CFD points around
the fitted curve and dividing by the number of degrees of freedom. Two alternative cases were made,
one by adding the square root of this variance (or a sample estimate of standard deviation) to each point
of the original CFD data and one by subtracting the standard deviation from each point. The model
was then re-fitted to each of the two new datasets, and the range of parameter estimates obtained was
taken as an indication of the uncertainty in the parameter estimates. These ranges were then plotted in
Figures 13–16 as red, vertical lines, and the original CFD data points were also plotted in red so that
they would be clearly visible. Note that these “confidence intervals” are not centered on the original
data, which is normal for nonlinear parameter estimation. The uncertainty ranges depend on both N
and Re and can vary considerably in magnitude. Despite that, the observed trends in the parameters
are seen to be significant even in comparison to the uncertainties involved.

 

Figure 16. Variation of parameter PeT against (a) Re for all values of N; and (b) N for all values of Re.

4. Conclusions

Literature studies [1–4] have shown that in the absence of wall effects, i.e., for well-developed
concentration profiles, radial dispersion in a packed tube can be described satisfactorily through the
use of a single transverse dispersion coefficient. The present study has shown that to describe the
development of radial concentration profiles in the presence of wall effects, neither a one-parameter
model, nor a two-parameter model that incorporates a wall mass transfer coefficient are adequate.
It is necessary to allow for a region of primarily diffusive mass transfer adjacent to the tube wall,
a transition region where both diffusive and convective transfer are important, and the bed center
region, which is dominated by convective dispersion. Our work has shown that a three-parameter
model based on a mixing length concept [31,32] in which the transverse dispersion coefficient varies
with radial position can represent the developing profiles even with a relatively simple functional
dependence on tube radius. Further work should investigate the development of an equation for
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the velocity profile in the bed that can be used in engineering (as opposed to CFD) models and the
provision of quantitative and reliable correlations for the three model parameters.

Supplementary Materials: The following are available online at http://www.mdpi.com/2311-5521/2/4/56/s1,
Figure S1: Results for the three-parameter wall function model using DT(r) and vz(r) for the case N = 5.45; Figure S2:
Results for the three-parameter wall function model using DT(r) and vz(r) for the case N = 5.96; Figure S3: Results
for the three-parameter wall function model using DT(r) and vz(r) for the case N = 6.40; Figure S4: Results for
the three-parameter wall function model using DT(r) and vz(r) for the case N = 7.44; Figure S5: Results for the
three-parameter wall function model using DT(r) and vz(r) for the case N = 7.99.
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Abstract: The current study experimentally examines bubble size distribution (BSD) within a bubble
column and the associated characteristic length scales. Air was injected into a column of water via
a single injection tube. The column diameter (63–102 mm), injection tube diameter (0.8–1.6 mm)
and superficial gas velocity (1.4–55 mm/s) were varied. Large samples (up to 54,000 bubbles) of
bubble sizes measured via 2D imaging were used to produce probability density functions (PDFs).
The PDFs were used to identify an alternative length scale termed the most frequent bubble size
(dmf) and defined as the peak in the PDF. This length scale as well as the traditional Sauter mean
diameter were used to assess the sensitivity of the BSD to gas injection rate, injector tube diameter,
injection tube angle and column diameter. The dmf was relatively insensitive to most variation, which
indicates these bubbles are produced by the turbulent wakes. In addition, the current work examines
higher order statistics (standard deviation, skewness and kurtosis) and notes that there is evidence in
support of using these statistics to quantify the influence of specific parameters on the flow-field as
well as a potential indicator of regime transitions.

Keywords: bubble column; bubble size distribution; Sauter mean diameter; probability density
function; skewness; kurtosis

1. Introduction

Bubble columns are frequently used as contact reactors in chemical processing, bio-chemical
applications and metallurgical applications due to their simplicity (e.g., no moving parts), low
operation cost and high efficiency at heat and mass transfer. Design and scale up of a bubble column
relies on characterization of transport coefficients, which are sensitive to the bubble size and spatial
distribution (local void fraction). Relative velocity between phases coupled with nonhomogeneous
distributions has significantly limited the ability to apply laboratory insights to industrial applications.
This is due in part to the fact that bubble size is frequently characterized with a single length scale
(commonly the Sauter mean diameter, d32), which fails to capture details of the size distribution.
Thus, the current work aims to characterize the bubble size distribution (BSD) and its dependence
on bubble column conditions via examination of the probability density function (PDF) and higher
order statistics.

BSDs are heavily dependent on the operating regime, which determines dominant fluid
mechanisms active within the multiphase system [1]. The current work does not aim to provide
an analysis of characteristic length scales over a range of flow regimes, but rather focuses on relatively
low volumetric injection fluxes to assess the sensitivity of the distribution to a range of parameters.
However, it is hypothesized that the size distribution characteristics can provide a robust means of
identifying regime transitions.

Use of a single length scale would be appropriate for characterizing the bubble size if the bubble
size/shape is readily represented with a single length (e.g., spherical bubbles) and the shape of the
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size distribution was constant. Many researchers implicitly make this assumption without examining
the higher order statistics, primarily due to the challenge of generating a sufficiently large sample size
to accurately estimate the higher order statistics. Sauter mean diameter (d32) is the most widely used
characteristic length in bubble column studies (e.g., [2–5]). Sauter mean diameter,

d32 =
∑n

i=1 nid3
i

∑n
i=1 nid2

i
(1)

is the ratio of the representative bubble volume to the bubble surface area, which is a weighted average.
Here ni is the number of bubbles with size di. Sauter mean diameter is frequently used when the
sizes are acquired using optical photography techniques. Here the bubble cross sectional area (Aproj)
is determined from the projected image. Then assuming that the bubbles are well approximated as
ellipsoids (or more specifically an oblate spheroid), an equivalent bubble chord length,

db =

√
4bAproj

π
(2)

can be computed. Here b is the ratio of the large diameter to the small diameter (i.e., aspect ratio). This
equivalent bubble diameter is then used for di in Equation (1).

A common alternative to d32 is a probabilistic approach, which uses the mean of the PDF of the
bubble chord length [5–9]. This method is most common when the measurements are acquired with
electrical impedance/resistivity [10–12], wire mesh [13–15] or optical [16] point probes, which can
only provide a single length scale but a relatively large sample size. These measurements are sensitive
to the bubble size, velocity, shape and orientation as well as the sensor design (e.g., response from
optical/impedance probes are unique to the sensor design and fluid properties). Consequently, these
measurements are unable to provide details about the shape due to the required ad hoc assumptions to
relate the signals to a bubble size. The current work uses bubble imaging of a large bubble population
to produce PDFs that are not dependent on the assumption that the bubbles are spherical. These PDFs
are then analyzed to identify an alternative length scale based on the peak in the PDF, which is then
used along with the Sauter mean diameter to test sensitivity of the scales to operation conditions. In
addition, higher order statistics from the PDFs are reported.

2. Experimental Methods

2.1. Test Facility and Air Injection

The bubble columns used in this work were originally designed as part of a vibrating bubble
column facility that examined the influence of unsteady loading on bubble dynamics [17–19]. The
current work utilizes the facility’s bubble columns and a modified compressed air injection setup.
Here we provide details of the components used in the current study and the interested reader is
directed to Still [17] for additional details on the test facility and its design. The current work used
two columns with inner diameters of 63 mm and 102 mm with corresponding lengths of 610 mm and
1220 mm, respectively.

The columns were fabricated from cast acrylic for optical access for bubble imaging. The ends
of the columns were capped with flanges, which were used for mounting as well as a pressure seal.
Both columns were filled with water and the ratio of the bubble column height (H) to the column
diameter (D) was held constant at nine throughout testing. This aspect ratio was selected following the
recommendations of Besagni et al. [20] to mitigate the effect of column height on the physical behavior
of the system.

Fluid properties are known to affect the size distribution with bubble size decreasing with
increasing liquid density [21] and decreasing surface tension [22]. Viscosity plays a more complex
role [23] as illustrated with reports of increasing [24] and decreasing [25] bubble size with increasing
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viscosity. However, fluid properties had minimal variation in the current work with filtered air injected
into filtered water at nearly constant temperature. The columns were filled with tap water that was
passed through a cartridge filter (W10-BC, American Plumber, Pentair Residential Filtration, LLC,
Brookfield, WI, USA) that had 5 μm nominal filtration. Surface tension of the filtered water supply
was measured with a force tensiometer (K6, Krüss GmbH, Hamburg, Germany) and platinum ring
(RI0111-28438, Krüss GmbH, Hamburg, Germany). The surface tension of the filtered water supply
over several days was 72.6 ± 0.4 mN/m, which is comparable to the nominal surface tension of
pure water (~72.8 mN/m). The column pressure for all data in the current study was at atmospheric
pressure (plus hydrostatic pressure).

The injection method is known to impact BSDs [26]. The current study injected compressed air
into the column via a single gas injector tube mounted near the column base as shown schematically
in Figure 1a. After the stainless steel tube passed through the column wall, it was smoothly curved to
produce either a 45◦ or 90◦ bend. The tube outlet was centered in the cylinder and pointed vertically
upward. The injector tube had an inner diameter of 0.8 or 1.6 mm, which, for reference, produce initial
bubble sizes of 3.4 and 4.3 mm, respectively, when surface tension dominates detachment [27]. Thus
the dimensionless injector (sparger) opening parameter for the 0.8 and 1.6 mm injector tubes are 4.3 and
2.7 [28], respectively. The injection tube was supplied with compressed air from the building that was
filtered to 5 μm (SGY-AIR9JH, Kobalt, Lowe's Companies, Inc., Mooresville, NC, USA). Immediately
upstream of the injection tube was a check valve to prevent water from back filling the air supply line
between test runs.

Figure 1. (a) Schematic of the experimental setup including the bubble column, gas injection system
and instrumentation to monitor and control flowrates. (b) Top view of the column showing the camera
and lighting configuration for bubble imaging.

The mass airflow rate into the bubble column was controlled and monitored with a combination
of a rotameter (EW-32461-50, Cole-Parmer, Vernon Hills, IL, USA), thermocouple (5SC-TT-K-40-36,
Omega Engineering, Norwalk, CT, USA) and pressure regulator (Spectra Gases, Inc., Stewartsville,
NJ, USA). The rotameter had a manufacturer specified accuracy of 2% full scale and a measurement
range of 0.4 to 5 liters per minute (lpm). The thermocouple measured the air temperature immediately
upstream of the rotameter with an accuracy of ±0.1 ◦C. The pressure regulator was used to both
measure the pressure at the rotameter as well as control the mass injection rate. The ideal gas law
was used to convert the volumetric flowrate, air temperature and pressure to a mass airflow rate.
Note that the air temperature difference between the regulator and the rotameter was ≤0.3 ◦C over all
test conditions. The mass airflow rate was converted back to a local volumetric flow rate within the
bubble column using hydrostatic pressure and the water temperature, which was measured with a
separate thermocouple (HSTC-TT-K-20S-120-SMPW-CC, Omega). All tests were conducted with the
air temperature between 20 ◦C and 22 ◦C, and temperature difference between the air and water was
less than ±2 ◦C.
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2.2. Bubble Size Measurement

The BSDs were determined from 2D optical imaging with a high-speed complementary
metal–oxide–semiconductor (CMOS) camera (Phantom Miro 110, Vision Research, Wayne, NJ, USA),
which has a resolution of 1280 × 800 pixels. The camera pixel size was 20 μm × 20 μm with a 12-bit
depth. For the current work, the sample rate was 400 Hz with a reduced resolution of 1280 × 400 pixels,
which the on-board memory (12 GB) allows ~38 s of recording with these settings. A 60 mm diameter,
f/2.8D lens (AF-Micro-NIKKOR, Nikon Corporation, Tokyo, Japan) was used with the camera, which
produced a field-of-view of 470 mm × 150 mm. The exposure time was 600 μs to provide maximum
illumination without bubble blurring. The column was backlit with four 500 W halogen lights and
twelve 45 W fluorescent lights. The light was uniformly diffused using several 2.3 m × 2.6 m solid
white microfiber fabric sheets. Consistent and uniform backlighting simplifies image-processing and
decreases uncertainty. The final lighting configuration (shown in Figure 1b) produced a homogenous
light intensity distribution.

Imaging through a round cylindrical column produces optical distortions, especially near the
column edges. A spatial calibration was performed with a particle-image-velocimetry (PIV) calibration
target (Type 58-5, LaVision, Göttingen, Germany), which also quantified the impact of these distortions.
Figure 2a illustrates use of the target to identify the distortions, and Figure 2b shows the spatial
variation of the calibration coefficient for each column. Cropping the images at the lines shown
(11 mm and 14 mm from the wall for the 63 and 102 mm columns, respectively) results in a maximum
size variation of ±0.4 mm due to the calibration variation, which is below the minimum bubble size
(1.6 mm). Since this variation is comparable to the variation associated with out-of-plane motion, an
average mid-plane spatial calibration was used for the entire image.

 
(a) (b) 

Figure 2. (a) Effect of column curvature on spatial calibration, ΔX = 5 mm, D = 102 mm. (b) Spatial
variation of the calibration coefficient across the column mid-plane.

Bubble images were acquired with commercial data acquisition software (2.5.744.0v, Phantom
Camera Control, Vision Research, Wayne, NJ, USA) and then post-processed using ImageJ
(1.49v, National Institutes of Health (NIH), Bethesda, MD, USA) [29–31], a common open access
image-processing program. Within ImageJ, an edge detection algorithm was used to sharpen the
bubble edges, the background was subtracted and then a grayscale threshold was used to convert the
12-bit images to binary images. A subset of images from each condition were manually processed
and then used to determine the appropriate grayscale threshold. Note that a range of acceptable
threshold values were explored and had a 2% variation on measured bubble size. Figure 3 provides an
example of a raw image with the identified bubbles using the appropriate threshold outlined. This
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illustrates that the processing algorithm can identify in-focus bubbles and exclude out-of-focus bubbles,
which minimizes the impact of out-of-plane bubble locations on the spatial calibration. Note that
for the current study in-focus bubbles were limited to ±12 mm of the focal plane. Figure 3 was also
selected to show that, even with a proper threshold, overlapping and defective bubbles (e.g., defected
bubble outlined at bottom left of Figure 3) can contaminate the size distributions. Consequently, each
image was manually inspected for the aforementioned problems and impacted bubbles were removed
from the population sample. These manual inspections were also used to confirm that the grayscale
threshold was not impacted by changes in void fraction between conditions.

 

Figure 3. Example image of bubble identification (identified bubbles are outlined). Note that
out-of-focus bubbles are not identified due to the blurred edges.

The cross-sectional area, bubble centroid location and the aspect ratio were then calculated for
identified bubbles. Note that any deviation in orientation perpendicular to the visualization plane
when the aspect ratio is greater than 1 (i.e., bubbles larger than ~2 mm) results in an overestimate of
the bubble projected area. A high-pass filter with a cutoff area of Aproj = 2 mm2 was used to remove
noise contamination from BSD and consequently the PDFs. Given the cross-sectional area, a nominal
bubble size was determined using Equation (2). Note that not every image was processed because the
sample rate (400 Hz) did not produce a sufficient duration for a new bubble population in each image.
Consequently, the period between processed images was increased such that each processed image
contained a new bubble population to ensure statistically independent bubble samples.

2.3. Repeatability

A subset of tests were conducted to evaluate the repeatability of the experiment, which also
provided insight into the target measurement location. Three air volumetric flowrates (Qm) were
selected that produced superficial gas velocities (volume averaged phase velocity; Usg = Qc/Acs) of
6.9 mm/s, 27.6 mm/s and 55.1 mm/s. Under these conditions, the bubble column was operating
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within the poly-dispersed homogenous regime [18], which is true throughout the current study. Each
condition was repeated at least ten times with a minimum of 3000 bubbles sampled per condition.
Results from these tests are shown in Figure 4 with the Sauter mean diameter (d32) plotted versus
the vertical distance above the injection location (Z) scaled with the column diameter (D). Error bars
represent the standard deviation of the mean for each condition. Similar to Akita and Yoshida [22],
these results exhibit a decrease in d32 with increasing gas flux for locations sufficiently far from the
injection location. Note that increasing superficial velocity is known to increase or decrease [32,33]
bubble size due to its complex role modifying bubble formation processes and liquid circulation.
Figure 4 also indicates that beyond Z ~4D the bubble size remains constant within the measurement
uncertainty. Consequently, the current work focuses on bubble measurements in the range of
4 < Z/D < 6 to minimize the influence of the injection method. It is noteworthy that the minimum height
above the injector will be sensitive to the injection condition, which will be discussed subsequently.
Furthermore, inspection of the images within the target height range showed minimal influence of
bubble breakup and/or coalescence.

Figure 4. Sauter mean diameter (d32) plotted versus the scaled vertical distance above the injection
location. Each data point is the average of 10 repetitions, and the error bars are the standard deviation
of the mean (Pm = 600 kPa, Tc = 21 ± 1 ◦C, D = 102 mm, dinj = 1.6 mm).

3. Bubble Size Length Scales

While Sauter mean diameter (d32) is widely used as the characteristic bubble length scale, bubble
size distributions are often poly-dispersed, which makes a single length scale insufficient to characterize
the distribution. Consequently, in the current work the PDF was examined to identify a length scale(s)
that represents the size distribution. The PDFs generated from counting at least 10,000 bubbles per
condition is provided in Figure 5a (PDF of conditions shown in Figure 4, though limited to 4 < Z/D < 6).
Here there is a noticeable shift between the PDF peaks and d32. Consequently, the most frequent bubble
size (dmf) was defined as the size corresponding to the peak in the PDF (mode). These representative
conditions illustrate the different behavior between d32 and dmf, with dmf being significantly smaller
than d32 over the range tested. In addition, while there is a noticeable dependence between d32 and the
volumetric gas flux, dmf appears to have negligible variation. It is worth mentioning that the high-pass
filter forces the left leg of PDFs to be zero when Aproj < 2 mm2. For a spherical bubble (b = 1; aspect
ratios are nominally one for smallest bubbles), this minimum area translates into a minimum bubble
size of db < 1.6 mm.
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Figure 5. (a) Probability density functions (PDF) and (b) cumulative density function (CDF) of bubble
size (db) for the same conditions shown in Figure 4. The PDF/CDF for each Usg was determined from
counting at least 10,000 bubbles. Dashed lines in (a) correspond to the d32 values for each condition
(Pm = 600 kPa, Tc = 21 ± 1 ◦C, D = 102 mm, dinj = 1.6 mm).

The obvious question is what accounts for the difference between d32 and dmf. As seen in Equation
(1), d32 is a weighted average that is biased towards the largest bubbles generated due to the diameters
being raised to powers before summing. Consequently, the influence of a large quantity of small
bubbles has a weaker impact on d32 than a few large bubbles. This can be seen in the cumulative
density function (CDF) for these conditions provided in Figure 5b. The lowest flow rate exhibits
significantly more large bubbles (e.g., 23% of bubbles are larger than 10 mm) than the highest injection
flux (<5% of bubbles are larger than 10 mm), thus illustrating how these three conditions with nearly
identical dmf values generate measurable deviations in d32.

A comprehensive examination of the variation between d32 and dmf is provided in Figure 6 with
the most frequent bubble size plotted versus Sauter mean diameter for all test conditions. For reference,
a dashed line corresponding to dmf = d32 has been included, which shows that for all conditions dmf
is smaller than d32. The majority of the data points collapse on a curve that appears to asymptote to
dmf ≈ 2 mm. The uniformity of these bubbles and insensitivity to the injection condition suggests that
they are being generated by the flow-field, which the most likely mechanism would be the turbulent
motions generated by the bubble wakes. This would suggest that dmf is a length scale associated with
the velocity fluctuations within the flow-field. This conjecture is supported by the known Reynolds
number dependence of bubble wakes. Bubble diameter (dmf) based Reynolds numbers (Re = Vb·dmf/ν,
where Vb is the mean bubble rise velocity that is nominally Usg/α, α is the void fraction and ν is the
kinematic viscosity) tested ranged between 590 and 11,000. Starting at a Reynolds number of ~500,
vortices begin to be shed from bubbles and the flow-field becomes quite unsteady until ~1000. Starting
at Re ~1000, a boundary layer forms on the bubble with a laminar near-wake region. However, the
shear layer spreads resulting in a turbulent far-wake region. This behavior exits until Re ~3 × 105,
which is beyond the range of bubbles observed in the current study. Of note, a bimodal distribution is
observed at lower Reynolds numbers (590 < Re < 2300), which is shown in Figure 7. This is a curious
observation given that in this range the bubble wakes are unsteady with periodic shedding of vortex
rings. The Strouhal number for Re ~1000 is ~0.3 [34], which the shedding from a 2.5 mm diameter
bubble (nominal dmf for conditions in Figure 7) would produce an 8.3 mm long wavelength. This is
comparable to the size of the second peak in the distribution.
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Figure 6. Comparison between the most frequent bubble size (dmf) and the Sauter mean diameter
(d32). The dashed line corresponds to dmf = d32. Open and closed symbols correspond dinj = 0.8 and
1.6 mm, respectively.

Figure 7. PDFs from bimodal conditions (Usg = 1.4, 3.5, 4.9 and 6.9 mm/s). While the dmf is still
determined from the smaller bubbles, there is a second weaker peak near 10 mm (D = 102 mm;
dinj = 1.6 mm).

Assuming that the PDF shape changes are related to regime transitions, higher order statistics (i.e.,
standard deviation, skewness and kurtosis) for a subset of conditions are presented in the conclusions
of the parametric study. The use of both dmf and d32 are explored in more detail in the following section
with a parametric study to assess the sensitivity to individual control parameters. Of note, over the
conditions explored dmf (mode of PDF) is similar to d10 (mean of PDF; defined using Equation (1)
with the powers changed from 3.2 to 1.0). Given that the PDFs are skewed to larger bubbles, d10 is
generally larger than dmf and smaller than d32. While the behaviors are similar, they carry distinctly
different physical information. While not explored in the current study, if the Reynolds number based
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on bubble diameter decreased below ~500, it is expected that dmf > d10. This is contrary to the current
work where dmf < d10 for all conditions.

4. Parametric Studies

4.1. Gas Injection Rate

The volumetric flowrate of gas within the column (Qc) is determined from the mass flowrate
into the column (ṁ), column pressure (Pc) and column temperature (Tc). In the current experiment,
the column temperature and pressure were held nearly constant at Tc = 21 ± 1 ◦C and atmospheric
pressure (plus hydrostatic pressure), respectively. Consequently, the mass flow rate was the only
parameter varied, which was controlled with a combination of meter pressure (Pm) and metered
volumetric flow rate (Qm). Figure 8 compares d32 and dmf dependence on the superficial velocity
(Usg). Four different meter gauge pressures (Pm = 40, 260, 400 and 600 kPa) were used to achieve
1.4 ≤ Usg ≤ 55 mm/s. Sauter mean diameter shows good collapse over most of the test conditions, but
there is some deviation observed with the Pm = 40 kPa condition. Conversely, dmf collapses at lower
superficial velocities but show some deviation at higher fluxes with Pm = 600 kPa.

(a) (b) 

Figure 8. (a) Sauter mean diameter and (b) most frequent bubble size plotted versus the superficial gas
velocity. Error bars represent the standard deviation for the given condition (D = 102 mm; dinj = 1.6 mm;
Tc = 21 ± 1 ◦C).

The only significant outlier condition from Figure 8a is the Pm = 40 kPa with Usg = 11.1 mm/s
condition. Images at the injection location compare this condition with other low mass flux conditions
in Figure 9. Here it is apparent that the initial bubble size distribution is significantly different
compared to the other low mass flux conditions. The Reynolds number based on the injector tube
diameter for the outlier condition is 4800, which is at the transition between laminar and turbulent
flow in a pipe. This makes the airflow at this superficial gas velocity transitional, which transitional
flows are extremely sensitive to the operating condition. The data suggests that the lower metering
pressure makes the initial bubble formation more sensitive to the inlet airflow condition. The metering
pressure could impact bubble detachment from the injection tube since the upstream pressure could
modify the bubble shape during expansion (especially with transitional flow). In addition, the initial
bubble size distribution as well as breakup and coalescence behaviors are sensitive to the density of
the gas [35].

123



Fluids 2018, 3, 13

 

Figure 9. Still frames in the D = 102 mm column with dinj = 1.6 mm with an injection condition of (a)
Pm = 260 kPa, Usg = 3.5 mm/s; (b) Pm = 600 kPa, Usg = 6.9 mm/s and (c) Pm = 40 kPa, Usg = 11.1 mm/s.

4.2. Injector Tube Angle

The experimental setup had the injector tube positioned such that it was pointed upward and
aligned with gravity. However, the setup made fine adjustments to the injector tube orientation difficult
once installed. Thus, testing was performed to assess the sensitivity of the BSD to injector orientation.
Here, two different injector orientations were tested, 45◦ and 90◦ (vertical, design condition) measured
from horizontal with D = 102 mm and dinj = 0.8 mm. Results for both dmf and d32 are provided in
Figure 10 at each injector tube angle. These results show that dmf has negligible variation even with
the significant misalignment. Conversely, d32 has a measurable decrease at 45◦ relative to the 90◦

condition. There are two potential mechanisms responsible for this deviation; (i) the misalignment
between gravity (buoyancy force) and the bubble wake where the turbulent production is located
and/or (ii) increased influence of wall effects as the initial bubbles were directed into the column wall
where the stress distribution will deviate from the core of the column. The wall effects are mostly likely
for the current work since the decrease in bubble size suggests a higher shear stress.
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Figure 10. Bubble sizes (dmf and d32) plotted versus the superficial gas velocity with the injector tube
angle either 45◦ or 90◦ from horizontal (see insert sketch) (D = 102 mm; dinj = 0.8 mm; Pm = 600 kPa).

4.3. Injection Tube Diameter

The injection tube diameter is one of the key parameters that modifies the BSD, especially in the
homogenous regime by effecting the bubble formation process. It is commonly accepted that bubble
chord (vertical length from tube to top of bubble) at detachment is on the same order of magnitude as
the injector tube diameter [36], which is supported with observations that decreasing orifice diameter
decreases the bubble size [37]. This is because at the time of detachment the surface tension forces are
balanced with hydrostatic pressure and buoyancy forces, where the outer diameter of the injector sets
the contact angle [38]. Thus, the injector size has a significant impact on the initial bubble size, which
is known to affect the flow pattern [39] and consequently the flow regime as discussed above.

Given the above observations, the current study examined the effect injector diameter has on the
BSD with two injector sizes (dinj = 0.8 and 1.6 mm). Based on past observations [40], it is expected that
increasing the injector tube diameter will increase the bubble size. Results for both dmf and d32 are
provided in Figure 11. The most frequent bubble size shows negligible variation between the injector
tube diameters. This is consistent with the turbulent scales within the wakes setting dmf. The Sauter
mean diameter trend is nearly identical between tube diameters, but the curve for the smaller tube is
shifted downward slightly. This supports previous observations since it exhibits a dependence on the
tube diameter, but the tube diameter was not varied by an order of magnitude resulting in the bubble
size having a relatively small variation.

It is instructive to examine the PDFs from these conditions to determine how the tube diameter is
modifying the BSD.

Figure 12 provides the PDF for two of the volumetric flow rates tested with each of the injector
tube diameters. These two representative conditions (Usg = 6.9 mm/s produced PDFs with and without
an apparent second peak) demonstrate that the PDFs are nearly identical between the two injectors.
This explains why dmf is nearly identical between the two injector diameters, but not the shift in d32.
The difference between the PDFs is that the larger injector tube diameters produced larger maximum
sized bubbles (i.e., larger tube diameter produces a longer tail in the PDFs). Maximum measured
bubble sizes (dmax) for Usg = 6.9, 27.6 and 55.1 mm/s are provided in Table 1. This shows that the
smaller bubble tube diameter produces significantly smaller dmax (up to 40% smaller than the large
tube). This supports the comments that both length scales are important since while dmf is insensitive to
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these changes, d32 is modified because of these larger bubbles. While d32 is sensitive to these variations,
higher order statistics (particularly skewness, a measure the asymmetry of a distribution) should be
more sensitive to these variations.

 

Figure 11. Bubble sizes (dmf and d32) plotted versus the superficial gas velocity varying the injector
tube diameter (D = 102 mm; Pm = 600 kPa).

Figure 12. Bubble size PDF for the two injector tube diameters (dinj = 0.8 or 1.6 mm) tested at
(a) Usg = 6.9 mm/s and (b) Usg = 27.6 mm/s (D = 102 mm; Pm = 600 kPa; Tc = 21 ± 1 ◦C).

Table 1. The maximum measured bubbles size (dmax) spanning the flow rates tested with both injector
tube diameters.

Usg (mm/s)
Maximum Measured Bubble Size (mm)

dinj = 0.8 mm dinj = 1.6 mm

6.9 10.2 11.7
27.6 9.9 16.7
55.1 9.4 15.8
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4.4. Column Diameter

Wall effects play a significant role when the column diameter is below 0.15 m [40]. This explains
the contradictory trends between bubble size and column diameter in the literature [41–43]. These
contradictory observations are the product of operation within different flow regimes or transitioning
between regimes. In particular, there are a number of studies [44–46] that indicate column diameter
has an impact on the transition superficial gas velocity, but currently there is no comprehensive
understanding of the influence of column diameter. The current study does not aim to assess the
overall impact of column diameter, but does examine variation of the BSD with two different column
diameters (D = 63 and 102 mm). Results in Figure 13 show no significant deviation for either bubble
size measurements between the two column diameters.

Figure 13. Bubble sizes (dmf and d32) plotted versus the superficial gas velocity with different column
diameters (dinj = 0.8 mm; Pm = 600 kPa).

5. Higher Order Statistics

While the parameter space of the current study is insufficient to provide a detailed analysis of
higher order statistics (i.e., standard deviation σ, skewness S and kurtosis κ), the available results
are provided in Figure 14 given the dearth of available data in the literature. Based on the previous
observations/discussion, there are a few expected trends in the higher order statistics. In particular,
increasing the injector diameter is expected to increase the skewness given that larger injection tubes
generate larger maximum bubbles, which will result in a longer tail in the PDF. This is observed in
Figure 14c, noting that the open symbols are dinj = 0.8 mm and the closed symbols are dinj = 1.6 mm.
Thus focusing on the large column (D = 102 mm) and Pm = 600 kPa, the smaller injector tube diameter
results in a smaller skewness at a given Usg. The kurtosis (a measure of “tailedness” of a distribution) is
provided in Figure 14d, which for all conditions the kurtosis is greater than that of a normal distribution
(κ = 3). The relatively high kurtosis values indicate the presence of infrequent excessive deviations
from the mean. Furthermore, use of the skewness and kurtosis can provide a quantitative measure of
the bimodality of the distribution (e.g., Sarle’s bimodality coefficient). There is a peak in this bimodality
coefficient at a Reynolds number based on the dmf at ~1000. This supports the previous observations
that the bimodality could be the product of the transition from the unsteady flow-field between
500 < Re < 1000 and the turbulent far-wake with Strouhal shedding above 1000. Thus, the higher order
statistics are a potential means for identifying regime transitions within the column.
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Figure 14. Higher order statistics from the PDFs including (a) unweighted mean, (b) standard deviation
σ, (c) skewness S and (d) kurtosis κ of the bubble diameter. Dashed line on the kurtosis plot at κ(db) = 3
corresponds to the kurtosis value of a normal distribution. The same legend is used for all plots. Open
and closed symbols correspond to dinj = 0.8 and 1.6 mm, respectively.

6. Conclusions

The current study analyzed the BSD within a bubble column using high-speed imaging of a
large population of bubbles. The gas phase (air) was injected into the liquid phase (water) near the
base of the column via a single injection tube. The column diameter (D = 63 or 102 mm), injection
tube diameter (dinj = 0.8 or 1.6 mm) and the superficial gas flux (1.4 < Usg < 55 mm/s) were varied
during testing. The range of superficial gas fluxes was controlled via a combination of pressure and
volumetric flux measured/controlled upstream of the injection tube. However, the temperature both at
the metering location as well as within the column were held nearly constant throughout testing. The
large sampling of bubbles were used to generate PDFs for each test condition. The maximum peak in
the PDFs was used to identify a new bubble length scale, which was termed the most frequent bubble
size (dmf). This bubble length scale was compared with the traditional Sauter mean diameter (d32),
which is a weighted average. Both were applied to a parametric study to determine the information
that each length scale provides. In general, Sauter mean diameter is more sensitive to the largest
bubbles within the flow while dmf is related to the turbulent structures created in the bubble wakes.
Consequently, the difference between d32 and dmf is a nominal range of bubble sizes expected within a
given flow.

The parametric study examined the dependence of each of the bubble length scales on the gas
injection rate, injector tube diameter, injection tube angle and column diameter. These individual
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studies are not meant to be an exhaustive assessment of these dependences, but rather a case study
to assess how these length scales can be utilized to characterize multiphase flow behavior. The
Sauter mean diameter was sensitive to the tube angle and injection tube diameter, but was relatively
insensitive to the gas injection rate (except when the flow within the injection tube was transitional)
and column diameter. Sauter mean diameter did exhibit a sensitivity to tube angle with misalignment
between the tube and gravity resulting in a ~25% decrease in bubble size. The two most likely
mechanisms for the sensitivity are the buoyancy force not aligning with the initial bubble wakes (i.e.,
turbulent regions) and the gas being directed towards the walls where the shear stress distribution
is higher. Since the Sauter mean diameter decreased, the increase in shear stress at the wall is the
likely cause for the sensitivity since the misalignment would decrease the turbulence level the bubbles
experience at low void fractions. Conversely, doubling the injector tube diameter produced a ~33%
increase in the Sauter mean diameter. This dependence is expected based on previous work that
noted that the detachment bubble size is of the same order of magnitude as the injector tube, and
the detachment bubble size is directly related to the largest bubbles. Since d32 is biased towards the
largest bubbles within the flow, it is expected that there would be a dependence of d32 on injector
tube diameter.

Conversely, the most frequent bubble size was relatively insensitive to gas injection rate, injection
tube diameter, tube angle and column diameter. The insensitivity to most parameters is due to
the minimum bubble diameter based Reynolds number tested being greater than 500 and most
bubbles greater than 1000. In this range, coherent structures shed from the bubbles produce turbulent
far-wakes. It is known that turbulent flow-fields produce relatively uniform bubble distributions,
which is consistent with the observations of dmf.

Higher order statistics (standard deviation, skewness and kurtosis) were also reported for the
test conditions. While the range of test conditions limited the insights from these results, they were
reported due to dearth of available data in the literature. The limited data were consistent with some
expected behavior given conclusions drawn from the parametric study assessing the behavior of the
Sauter mean diameter and the most frequent bubble diameter. These conclusions are (i) skewness
increases with increasing injection tube diameter due to the longer tail in the PDF, (ii) high kurtosis
values indicate the presence of infrequent excessive deviations from the mean and (iii) higher order
statistics could be used as an indicator for a regime change since a bimodal coefficient peaked at Re
~1000. The overall evaluation is that the combination of Sauter mean diameter and most frequent
bubble diameter provides a more comprehensive assessment of the flow behavior.
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Abstract: Bubble column reactors are ubiquitous in engineering processes. They are used in
waste water treatment, as well as in the chemical, pharmaceutical, biological and food industry.
Mass transfer and mixing, as well as biochemical or chemical reactions in such reactors are determined
by the hydrodynamics of the bubbly flow. The hydrodynamics of bubbly flows is dominated by
bubble wake interactions. Despite the fact that bubble wakes have been investigated intensively
in the past, there is still a lack of knowledge about how mass transfer from bubbles is influenced
by bubble wake interactions in detail. The scientific scope of this work is to answer the question
how bubble wakes are influenced by external flow structures like a vortex street behind a cylinder.
For this purpose, the flow field in the vicinity of a single bubble is investigated systematically with
high spatial and temporal resolution. High-speed Particle Image Velocimetry (PIV) measurements
are conducted monitoring the flow structure in the equatorial plane of the single bubble. It is
shown that the root mean square (RMS) velocity profiles downstream the bubble are influenced
significantly by the interaction of vortices. In the presence of a vortex street, the deceleration of the
fluid behind the bubble is compensated earlier than in the absence of a vortex street. This happens
due to momentum transfer by cross-mixing. Both effects indicate that the interaction of vortices
enhances the cross-mixing close to the bubble. Time series of instantaneous velocity fields show the
formation of an inner shear layer and coupled vortices. In conclusion, this study shows in detail
how the bubble wake is influenced by a vortex street and gives deep insights into possible effects on
mixing and mass transfer in bubbly flows.

Keywords: particle image velocimetry; flow structure; single bubbles; convective transfer; mixing

1. Introduction

The efficiency of process engineering operations strongly depends on the transport of heat, mass,
and momentum. As the transport from a dispersed phase into a bulk phase is often the limiting step,
fundamental knowledge of phenomena close to fluidic interfaces is crucial to selectively improve
chemical reactors like, e.g., bubble columns, stirred tanks or jet loop reactors. The hydrodynamics
of bubbly flows is dominated by bubble wake interactions. There is a large number of experimental,
as well as numerical studies dealing with the characterization of bubble wakes. While there are
good standard references on mass transfer and multiphase flows [1,2], Fan and Tsuchiya were the
first who collected the state of the art for a book dealing with bubble wakes [3]. There are many
experimental studies dealing with single rising bubbles, e.g., [4–8] or bubble swarms, e.g., [9]. It is
known that bubbles are able to induce turbulence [10] and that they can enhance mixing processes [11].
Furthermore, the primary bubble wake is known to dictate transport phenomena in multiphase
systems [3]. There are also recent numerical studies on reactive mass transfer from single bubbles which
are much elaborated [12–14]. Despite the great amount of carefully performed studies, the question of
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how bubble wakes are influenced by external flow structures is still not answered completely. Due to
the wide knowledge of flows around cylinders [15–18], an experiment has been designed with the aim
to investigate the influence of a vortex street generated within a cylinder wake on the hydrodynamics
of a single bubble, which is fixed in place.

There are studies on fixed bubbles presented in literature: No et al. [19] and Tokuhiro et al. [20]
compared the flow around a bubble, which is kept in place by a cap, to the flow around a solid
ellipsoid. They found a major difference in turbulent production terms. Tokuhiro et al. [21] investigated
the hydrodynamics around two confined bubbles. They observed wake interaction and a jet-like
flow between the bubbles. When comparing a confined ellipsoidal bubble to a solid ellipsoid,
Tokuhiro et al. [22] found the turbulent kinetic energy to be more uniformly distributed directly
behind the bubble than it was directly behind the solid body.

The flow behind one or two cylinders has been studied extensively in the literature for many
years [23,24]. It is well known how Strouhal numbers, i.e., dimensionless frequencies, depend on
Reynolds numbers. There are correlations for different Reynolds numbers. Roshko [23] proposed the
following correlations:

Sr = 0.212
(

1 − 21.2
Re

)
, 50 < Re < 150

Sr = 0.212
(

1 − 12.7
Re

)
, 150 < Re < 500

Due to the wide knowledge of von Karman vortex streets, a cylinder can be used to produce
well-defined vortices with a certain frequency. There are two flow instability points that describe the
bifurcation process in the subcritical Reynolds number regime: The first flow instability that occurs
in the cylinder wake is at Re = 49. From this point, it is unsteady, but two-dimensional. At Re = 190,
the second instability occurs, and the cylinder wake becomes three-dimensional and is no longer
laminar [25]. The wake transition regime occurs at Re = 190 [25,26]. The irregular regime of the von
Karman vortex street is found for Reynolds numbers higher than Re = 300 [23,25].

A thorough understanding of processes at fluidic interfaces and how they are influenced by
external structures is crucial to specifically influence multiphase processes in the future. This study
is a first step towards this aim. It deals with the interaction of a cylinder wake and a fixed bubble
held in place by a cap. The cap ensures a nearly spherical bubble shape. Strouhal numbers of the
bubble wake and the cylinder wake are calculated on the basis of Particle Image Velocimetry (PIV)
data. The fluctuating motions behind the bubble are monitored, and the velocity field of the bubble
is characterized for different Reynolds numbers. This paper is organized as follows: In Section 2,
the experimental setup is depicted, and the data processing is described. Section 3 consists of three
parts. The first part gives information about the cylinder wake, which is used to create vortical
structures within the fluid flow that approaches the bubble. The second part shows the analysis of the
flow situation around the single bubble without an upstream cylinder wake. Finally, the third part
illustrates the flow structure of the flow around the single bubble influenced by cylinder wakes.

2. Experimental Set-up and Data Processing

2D2C high-speed PIV measurements are conducted in a duct made from acrylic glass with a
cross-section of 0.1 × 0.1 m2. Demineralized water with PIV seeding particles (details are listed in
Table 1), which have a density very close to water, is supplied continuously through the duct with
adjustable volumetric flow rates (250–875 L/h). The single bubble is produced by a hypodermic needle,
which is pushed through a septum into the fluid flow. The bubble (CO2 or air) is kept in place using a
spherical cap. A cylinder is brought into the duct to produce vortices of different frequencies by means
of a von Karman vortex street. The streamwise distance between the cylinder and the bubble is varied
while the transverse distance is held constant. In Figure 1, the staggered configurations of bubble and
cylinder within the duct are sketched in detail. The first configuration (Figure 1a) has the cylinder
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diameter as the distance between the bubble and cylinder; the second (Figure 1b) has several cylinder
diameters as the distance. This is chosen in order to observe different wake interactions.

(a) (b)

Figure 1. Staggered configurations of the cylinder and bubble.

PIV experiments are conducted to characterize the flow field around the bubble and to monitor
the influence of the cylinder wake. For this purpose, the laser light sheet (thickness ≈ 1 mm),
which is produced using a light sheet optics with a 50◦ rod lens (ILA_5150 GmbH, Aachen, Germany),
is adjusted at the equatorial plane of the bubble (see Figure 2). In Table 1, the experimental parameters
are summarized. The temperature of the fluid is held nearly constant, and the experiments are
conducted under atmospheric pressure.

Table 1. Parameters of 2D high-speed Particle Image Velocimetry (PIV) experiments.

Parameters Settings

Camera PCO dimax HS2 (PCO AG, Kelheim, Germany),
1400 × 1000 Px2, 12 bit

Objective Zeiss macro planar 2/50 mm

Laser

Quantronix Darwin-Duo-100M, Nd:YLF
(Quantronix Inc., Hamden, CT, USA),

total energy > 60 mL,
average power at 3 kHz > 90 W

Seeding Particles
PS-FluoRed-Fi203, monodisperse 3.16 μm,

abs/em = 530/607 nm (MicroParticles GmbH,
Berlin, Germany)

Frame Rate 500 fps

Acquisition Time 20 s

Number of Images Processed 10,000

Spatial Resolution (vector-to-vector spacing) 0.36 . . . 0.69 mm (24 Px)

Temperature 20 ± 1.5 ◦C

PIV Data Processing Software PivView 3.60 (PivTec GmbH,
ILA_5150 GmbH, Aachen, Germany)
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Figure 2. Schematic diagram of the experiment.

The high-speed images with an equidistant timing of 2 ms between the images are processed using
commercial software (see Table 1). A Fast Fourier Transformation (FFT) correlation with a multi-grid
refinement algorithm is used. Peak search is conducted using the least squares Gauss algorithm.

In Figure 3, a raw PIV image and the related instantaneous velocity field is shown. The axis
coordinates, as well as the velocity magnitude values are given in physical coordinates to obtain a first
overview of the flow case. The direction of flow is from left to right. Later on in this study, velocity
fields are shown turned 90◦ counterclockwise. This is done for an easier readability when comparing
to velocity profiles. Velocity vector arrows are included, as well as stream traces. By following the
stream traces, one can easily observe the vortices generated within the cylinder wake approaching
the bubble.

(a) (b) 

Figure 3. PIV processing: raw image (a) and instantaneous velocity field with physical coordinates (b).

Via MATLAB® (The MathWorks, Natick, MA, USA), the PIV data are processed further.
Fast Fourier Transformation (FFT) is used to obtain frequencies dominating the bubble wake or
the cylinder wake, respectively. Strouhal numbers are calculated using the frequencies obtained by FFT.
The frequency analysis is carried out 1 cm downstream of the bubble or the cylinder (see Figure 4).
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(a) 

  

(b) 

(c) 

  

Figure 4. Nomenclature (a); procedure of velocity analysis (b) and frequency analysis (power
spectrum) (c).

At this point, the velocity fluctuations over time perpendicular to the flow are monitored (see
Figure 4). An FFT leads to a spectrum of frequencies with a sharp peak. This frequency f is the
frequency of the wake and can therefore be used to characterize it. This is taken to calculate the
Strouhal number of the bubble:

Srb =
f ·db
v∞

with the frequency f, the bubble diameter db and the mean velocity that approaches the bubble v∞.
For v∞, which is calculated from the volumetric flow rate

.
V and the cross-section of the duct Aduct:

v∞ =

.
V

Aduct
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the conservation of mass is used. This is done because due to the field of view, a complete flow profile
of the duct flow is not obtained. Due to a preferably high spatial resolution (see Table 1), the whole
duct was not recorded. With the so calculated velocity, also the Reynolds numbers:

Reb =
v∞·db

ν

are calculated (kinematic viscosity ν). If the cylinder is characterized (Recyl , Srcyl), the diameter of the
cylinder is used as a characteristic length.

3. Results and Discussion

3.1. Characterization of the Vortex Street

The vortex street arising from the flow around the circular cylinder is analyzed via the calculation
of Strouhal numbers for several Reynolds numbers. Table 2 shows the results in combination with
well-established correlations from the literature [23], which are depicted in Section 1. The flow regimes
are also added to the table so that it becomes clear that the laminar and irregular vortex street with
three-dimensional effects can be produced within the experimental setup. It is visible that the Strouhal
numbers achieved in the experimental setup deviate from the theoretical values. Slightly different
geometric relationships may be the reason for this fact: The cylinder diameter is 2 cm, and the hydraulic
diameter of the duct is 10 cm (see Figure 1). Therefore, the vortex street can be influenced by the
proximity of the walls. The geometry of the duct is chosen this way to obtain the best optical access to
investigate the bubble. The optical access can be limited by choosing, e.g., a large cross-sectional area.

From the comparably high Strouhal numbers achieved in this work, it can be deduced that
the wake is stable and remains more two-dimensional than an ideal von Karman vortex street
would. This is found when comparing the results to data from numerical simulation in the transition
regime [25]. Furthermore, the cylinder has a mean averaged surface roughness of 8.8 μm. In many
literature references, also the one used for Table 2 [23], there is no information about surface roughness.
The cylinder used may therefore be rougher than the ones used by other authors. This can lead to
an enhanced detachment of the boundary layer and, thus, to enhanced vortex shedding. However,
Chen [24] summarizes that the roughness does not have a great influence on the subcritical Reynolds
number regime (Recyl < 3 × 104). Nevertheless, there is a noticeable frequency of velocity fluctuation
(see Table 2). In particular, the vortices generated behind the cylinder are very well visible when
having a look at the streamlines in Figure 3. Therefore, it can be concluded the von Karman vortex
street is generated successfully.

Table 2. Details of frequency analysis behind the cylinder.

Reynolds Number
Recyl

Flow Regime [25]
Frequency of u(t)
Fluctuation/s−1

Strouhal Number
Srcyl

Calculated Strouhal
Number [23] Srcalc

100 2D (laminar) 0.06 0.24 0.17
418 3D (irregular) 0.24 0.23 0.21
418 3D (irregular) 0.27 0.26 0.21
478 3D (irregular) 0.31 0.25 0.21

3.2. Characterization of the Single Bubble

In the following, the fluid flow around the single bubble (no cylinder) is characterized. This is
done by a frequency analysis and by the analysis of the streamwise velocity component v. Since only
the equatorial plane of the bubble is illuminated by the laser light sheet (2D experiments), the velocity
is evaluated for three azimuthal angles ϕ. By monitoring several Reynolds numbers, an overview of
the flow structure depending on the relative velocity between the bubble and the liquid is obtained.

A dependency of the frequencies behind the bubble on the Reynolds number is clearly visible
in Figure 5. There, the Strouhal number of the single bubbles (right red y axis) and the frequency of
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velocity fluctuations (left blue y axis) is plotted against the Reynolds number of the bubble. For the flow
regime investigated in this work, no asymptotic value for the Strouhal number is achieved. For the
Reynolds numbers in this regime, Strouhal numbers between 0.1 and 0.18 are expected, similar to the
cylinder Strouhal number. This can be estimated from the first equation given in Section 1. While the
Strouhal numbers for the lower three Reynolds numbers are slightly below the values estimated from
the equation, the Strouhal number for Re = 148 is higher. The differences of the values that are presented
in Figure 5 may arise due to the fluidic interface; they can also be caused by three-dimensional effects.
In Section 1, critical points for the cylinder wake are mentioned. For the bubble, the three-dimensional
effects are different from the ones of the cylinder wake. For spheres, a large amount of information is
available from the literature [27]. In contrast to flow past cylinders, the wake structure behind spheres
looks different and stays planar up to Re = 350. However, there is still a lack of information regarding
the flow past spheres with the fluidic interface, as is the case for a bubble in three-dimensional flow.
For this reason, a clear statement concerning three-dimensional effects in the bubble wake cannot be
made, and further research is needed. Furthermore, it is also likely that the differences arise due to
experimental limits. For example, there is only a given amount of frequencies that can be calculated
during the FFT. When the flow is non-linear and the data are noisy, higher order dynamic mode
decomposition can be used to calculate dominant frequencies [28]. However, with the given temporal
resolution (see Table 1), the data basis in this study is considered to be large enough. It is worth
noting that the Reynolds numbers in this work are in a low-to-medium regime. For bubbles, there are
only Strouhal number correlations for much higher Reynolds numbers [2,29]. The duct Reynolds
numbers are added to an upper x axis. The fact that the data points at the highest Reynolds number
are already in a transitional regime (Red = 2421 > 2300) can be an explanation for the remarkably
higher Strouhal number.

Figure 5. Strouhal numbers of the bubble. Red diamond items belong to the red (right) axis, and blue
star items belong to the blue (left) axis.

To characterize the flow field in the vicinity of the bubble, the mean velocity vmean in the direction
of flow is used. The non-dimensional velocities vmean/v∞ of the single bubble depend strongly on the
azimuthal angle ϕ and scale with the Reynolds number of the bubble. In Figure 6, velocities of the
bubble are plotted for two different Reynolds numbers. They are plotted over the distance from the
bubble center. Utilizing v∞ and dB, the axes are made non-dimensional. The horizontal axis starts
with 0.5, since PIV only yields information regarding the flow of the continuous phase outside the
bubble. For detailed information on the coordinate system, a schematic overview is added to Figure 6.
Data points are shown for three azimuthal angles of 0◦, 90◦ and 180◦.

At the angle ϕ = 0◦ (empty icons), the velocity decreases with decreasing distance from the
bubble until the stagnation point is nearly reached. Further away from the bubble, at r/dB < 1.5,
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it is well visible that v/v∞ is nearly equal to one. This means that the velocity calculated from the
continuity equation dominates there. At the very surface of the bubble, no velocity field information is
available since a mask has to be used to cover the bubble during PIV data processing.

At ϕ = 90◦ (light-colored icons), the fluid is accelerated near the bubble and then approaches to a
profile which is the undisturbed flow profile in the duct. Due to the position of the bubble in the center
of the duct, the undisturbed flow profile does not equal one. In the literature, there is a theoretical
curve given by Oellrich et al. [29] (semi-analytical solution for a single bubble of constant spherical
shape). This curve goes at ϕ = 90 straight to v/v∞ = 1. The reason why the experimental results from
this study differ slightly from [29] is that there is a flow profile approaching the bubble and not one
single velocity v∞. Close to the interface, the experimental data from Figure 6 decrease significantly.
This leads to the assumption that the single bubble in the experiments has only a little inner circulation.
This can be a result of the bubble fixation.

Behind the bubble, which is ϕ = 180◦ (dark-colored icons), the tangential velocity is very low
and also can be slightly negative due to back flow (Figure 6b). Here, the fluid is decelerated due to
the bubble. However, there is no back flow for the higher Reynolds number (Figure 6a). The wake
at Re = 31 is very steady, and vortex shedding is very low or does not occur at all. According to
Komasawa et al. [30], Re = 31 lies in the regime of a laminar wake, while Re = 120 lies in the regime
of a transitional wake. When comparing the findings of Komasawa et al. [30] to the findings of this
work, it has to be kept in mind that this study deals with fixed bubbles. Due to the fixation, the relative
velocity between bubble and liquid is determined by the duct flow. The shape of the bubble is spherical
due to the fixation cap, although free rising bubbles with a comparable diameter may often be already
of an ellipsoidal or cap shape. Clift et al. [2] present cases of wake shapes for several Reynolds numbers.
They describe a change from a convex to a concave shape at Re = 35.

Finally, some considerations concerning the hydrodynamic boundary layer can be made by
further analyzing the ϕ = 90◦ curve. The hydrodynamic boundary layer is defined as the thickness
that is needed until 99% of the velocity far away from the interface is reached. This is highlighted in
Figure 6a,b for the location ϕ = 90◦. It is well visible that this boundary layer is thicker for the lower
Reynolds number and thinner for the higher one. This meets the expectations. There is a rule of thumb
to estimate the boundary layer thickness of spheres [31]:

δhydr, 90◦ = 1.7db/
√

Reb

Utilizing this equation leads to theoretical values of δhydr, 90◦ = 1.89 mm for the lower Reynolds
number and δhydr, 90◦ = 0.88 mm for the higher Reynolds number. The values match the experimental
results well.

(a) (b)

Figure 6. Cont.
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(c)

Figure 6. Non-dimensional streamwise velocity component v/vϕ of the single bubble for two different
Reynolds numbers (a,b); and nomenclature (c). r/dB denotes the surface of the single bubble.

3.3. Characterization of the Single Bubble Wake Influenced by the Vortex Street

The observation of velocity fluctuations is a helpful and widely-used tool to describe unsteady
flow structures. By decomposing the velocity vector into a temporal mean (highlighted by a bar
over the symbol or a mean in the lower index) and a fluctuating part (Reynolds decomposition),
statements on the turbulence and unsteadiness of a fluid flow can be made. In the Reynolds number
regime investigated in this work, the fluid flow around the bubble cannot be described as turbulent.
Nevertheless, there are unsteady motions in the wake of the bubble, and therefore, it is reasonable to
use root mean square (RMS) velocities. They are calculated by the following:

uRMS =

√
(u − u)2

In this work, uRMS depicts the fluctuations perpendicular to the flow direction. This is shown in
Figure 7a,b along the y coordinates along a line downstream the bubble (see Figure 4 or Figure 6
for orientation). Utilizing v∞ and dB, the axes are made non-dimensional. Expectedly, uRMS is
dependent on the Reynolds number and increases with increasing distance from the bubble. It is
expected to again decrease further downstream. The dependency on the Reynolds number is weak
for the lower three Reynolds numbers. The profiles for Re = 43, Re = 86 and Re = 129 do not differ
much; they even intersect. However, what is remarkable is that for similar Reynolds numbers of
about Re = 150 (circular symbols), uRMS is influenced by the vortex street (filled icons). There are
two different staggered configurations presented in Figure 7: A cylinder with 2 cm in diameter,
5.5 cm from the bubble (L* = 5.5 cm/2 cm = 2.75), and a cylinder with 2 cm in diameter, 2 cm from
the bubble (L* = 2 cm/2 cm = 1) (see Figure 1). Both cylinders enhance the velocity fluctuations
downstream the bubble and, thus, the cross-mixing within the bubble wake. The cylinder further
away (L* = 2.75) increases uRMS to a higher extent (dark-colored icons) than the cylinder which is
closer to the bubble (L* = 1) (light-colored icons). To further discuss this point, the fluctuations for the
two configurations are plotted for two different Reynolds numbers in Figure 7b. There, it is visible
that the type of configuration, i.e., the value of L*, affects the fluctuations to a greater extent than the
Reynolds number. The development of uRMS is very similar for Re = 126/L* = 2.75 and Re = 163/L* = 1,
even though the Reynolds numbers differ. The stronger influence of the L* = 2.75 configuration of
the uRMS profile can be explained as follows. Due to the larger distance between the bubble and the
cylinder, the vortex street is further developed for L* = 2.75. With increasing distance from the cylinder,
this momentum affects a larger area of the flow field (like in a free jet) and therefore leads to higher
values for uRMS and to a wake that remains for a longer distance because even the dissipation of energy
in the larger area needs a longer time (respectively longer way) compared to the case for the L* = 1
configuration. The vortices are detached from the cylinder over a longer distance and are accelerated
by the surrounding fluid flow. This development leads to a higher momentum within the wake.
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(a) (b)

Figure 7. Vertical root mean square velocities downstream the bubble at the rear stagnation point,
ϕ = 180◦ (y/dB = 0: surface of the bubble). (a) Comparison with and without the vortex street;
(b) comparison of different configurations and Reynolds numbers.

To get a deeper insight into this finding, velocity profiles of mean velocities in the flow direction
(y direction) are plotted in Figures 8–10 at several locations downstream the bubble. The distances
from the bubble are given in bubble diameters (d). Velocity fields for the whole viewing field including
streamlines are added in small pictures to the profiles. The bubble, as well as the shadow of the bubble,
which occurs as a result of the laser light sheet illumination, are marked. Due to the bubble, the mean
velocity in the y direction vmean decreases dramatically. Further away from the bubble, vmean again
increases. The width of the primary bubble wake is in the order of the bubble diameter. The sharp
changes in vmean depict the spatial extension of the primary bubble wake. In Figure 8, it can be seen
that in absence of a cylinder wake, these sharp changes blur with increasing distance from the bubble
until they are no longer sharp for a distance three bubble diameters from the rear stagnation point
(180◦). In the presence of cylinder wakes (Figures 9 and 10), the velocity profiles look different. Due to
the cylinder, which is located at positive x values, upstream the bubble, the velocity increases to a
lesser extent to the right from the bubble (increasing x values). The influence of the different cylinder
setups is well visible: for the L* = 1 configuration, the primary cylinder wake is still visible. This leads
to a more rapid blurring of the bubble wake: already one bubble diameter behind the rear stagnation
point, the bubble wake is no longer sharply recognizable. For the L* = 2.75 configuration, the bubble
wake is blurred 1.5 diameters behind the rear stagnation point. This means that the presence of the
cylinder wake shortens the primary bubble wake length. The three-dimensional effects found in the
cylinder wake may enhance this effect. The higher value of L* leads to a stronger increase of the vertical
RMS velocities, whereas the bubble wake length remains longer. Between the bubble and the cylinder,
an inner shear layer is formed, which is described later on when Figure 11 is discussed. This shear
layer transfers momentum from the cylinder wake into the bubble wake. Since the momentum within
the cylinder wake for the L* = 2.75 configuration is considered to have a larger momentum (see the
discussion of Figure 7b) close to the bubble, the inner shear layer can transfer the momentum to the
bubble wake. Thus, the bubble wake remains longer for this configuration. Furthermore, it is visible
that for the L* = 1 configuration, the bubble wake is attracted strongly to the cylinder wake. The bubble
wake is therefore pulled away. It does not remain downstream the bubble, but it is drawn in the
positive x/dB direction. As mentioned earlier, the cylinders enhance the cross-mixing (higher uRMS
velocities, Figure 7) and, thus, the interaction of the wake with the external flow. The observation
of the shortened primary wake leads to the assumption that not only the cross-mixing, but also the
downstream mixing is enhanced. This downstream mixing is enhanced more strongly for the L* = 1
configuration due to the shortened wake. Transferred mass from the bubble into the liquid may
therefore be mixed into the liquid remarkably faster.
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(a) (b)

Figure 8. Horizontal velocity profiles (a) and velocity fields with stream traces (b) around a single
bubble (no cylinder).

(a) (b)
to cylinder 

L*=2.75 

Figure 9. Horizontal velocity profiles (a) and velocity fields with stream traces (b) around a staggered
configuration of a single bubble and a cylinder (L* = 2.75).

(a) (b)

to cylinder 

L*=1 

Figure 10. Horizontal velocity profiles (a) and velocity fields with stream traces (b) around a staggered
configuration of a single bubble and a cylinder (L* = 1).
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Due to the fact that the centers of the cylinder and the bubble are at different x coordinates,
the cylinder wake attracts the bubble wake, and therefore, it is slightly shifted to the right (higher
x values). This is more clearly visible for the L* = 1 configuration. The formation of an asymmetric
wake structure of both the bubble and the cylinder is a convincing explanation of why the L* = 2.75
configuration leads to higher velocity fluctuations directly behind the bubble in Figure 7.

For both configurations of bubble and cylinder, no dominating frequency could be found at the
observation point 1 cm behind the bubble. Thus, no Strouhal numbers are calculated. From Figure 7,
it could be learned, however, that the vertical velocity fluctuations increase behind the bubble.
By observation of the temporal vertical velocity profiles, it could be deduced that the fluctuations
increase in an irregular manner, which explains the fact that no sharp peak in the power spectrum
is found.

The interaction of the bubble wake and the cylinder wake is strongly dependent on the distance
between them. Strong wake interaction is well visible for L* = 1. The formation of an inner shear
layer resulting from proximity and wake interference can be observed by following the stream traces.
In this study, for the sake of simplicity, it is called the inner shear layer. Strictly speaking, according
to Sumner [17], it consists of the upstream inner shear layer (cylinder), the downstream inner shear
layer (bubble), as well as the gap between them. Tokuhiro et al. [21] observed a jet-like behavior
when investigating two bubbles in a parallel configuration. Due to the staggered configuration of
this work, a jet-like behavior cannot arise; however, the complex interaction of shear layers is visible.
Along the inner shear layer, vortices and even coupled vortices occur. It has to be pointed out that
wake interaction can be investigated better by analyzing instantaneous velocity fields. This is depicted
in Figure 11. Instantaneous velocity fields of the velocity magnitude are presented for three time steps.
Again, the bubble and the bubble shadow are marked. Observation of the stream traces gives insight
into the vortex structures, which approach the interface. Many vortices are formed along the inner
shear layer, which is highlighted white in Figure 11. A good way to analyze flow structures is to use
flow topology [32–34]. For the flow around cylinders, proper orthogonal decomposition, dynamic
mode decomposition and critical point theory have been applied to experimental and numerical
data to analyze the flow structure [35,36]. This gives the opportunity to make statements concerning
the kinetic energy distribution within nonlinear and unsteady flow [35]. Vortices can be detected
furthermore via vortex detection criteria [37–39]. Following the streamlines can give a first visualization
of vortices within instantaneous flow fields. A node (critical point) shows the presence of a vortex,
while the limiting streamlines follow the trajectory of the inner shear layer. The vortex is separated
from the bubble by the inner shear layer. Jeong and Hussain [38] suggest a criterion that identifies
local pressure minima by making a critical point analysis of the Hessian of pressure. Starting with
the Navier–Stokes equation for incompressible flows and neglecting unsteady irrotational straining
and viscous effects, they find that a vortex core is a connected region with two negative eigenvalues of
S2 + Ω2. This condition is equivalent to the condition that after ordering the eigenvalues according
to size (λ1 ≥ λ2 ≥ λ3), the second eigenvalue has to be negative: λ2 < 0. For this reason, it is
called the λ2 criterion. At the point where the inner shear layer touches the bubble, the application
of the λ2 criterion yields a minimum (see Figure 11, marked purple). This location can therefore be
interpreted as an important point from which the separation of vortices from the bubble starts. Only
the vortices that are formed downstream the bubble move visibly in the direction of flow. Interestingly,
it can be observed how a coupled vortex is formed, which is also located close to the inner shear
layer: in Figure 11c, two vortices rotating in opposite directions are visible at the upper part of
the image. This is also found by Hu and Zhou [40], who call this phenomenon vortex pairing and
enveloping. In studies dealing with flow around circular cylinders [15,16], the flow is classified based
on interference. This classification says for the flow case in this work that there should be proximity
and wake interference, which matches the findings of this work. This accordance is remarkable since
most studies are carried out at much higher Reynolds numbers and with cylindrical bodies with
equal diameters.
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As is the case for all experimental investigations, there are several shortcomings of this study,
which will be discussed in the following. It has to be mentioned that the measurements take place in a
two-dimensional plane. Therefore, three-dimensional effects cannot be observed. Vortices moving out
of the laser light sheet plane cannot be tracked once they have left the illuminated area. Trajectories
of vortices are therefore not identified in this work. This can be overcome in the future by carrying
out three-dimensional measurement methods, e.g., tomographic PIV [41]. As was already discussed
earlier, events that take place very close to the interface cannot be tracked via PIV. This is observable in
Figure 6. Due to a mask, which has to be put over the bubble during PIV processing, the velocities
close to the bubble are low. It is not clear whether there is in fact only very little internal circulation
within the bubble or whether the velocities close to the bubble are underestimated due to the data
processing. Eventually, the fixation of the bubble reduces the degrees of freedom of the bubble motion.
Free rising bubbles undergo different shape regimes as a function of the three non-dimensional
numbers, Reynolds, Eotvos and Morton [2]. In contrast to free rising bubbles, the shape of the bubble
in this study is constantly spherical. This slightly idealized system has been chosen deliberately since
only with a fixed bubble, these deep insights into bubble and cylinder interactions could be carried out.

(a) (b)

(c)

Figure 11. Instantaneous velocity fields and stream traces of a staggered configuration of a single
bubble and a cylinder (L* = 1); Reb = 163, Recyl = 484.

4. Conclusions

This study presents the detailed experimental investigation of a single bubble wake in a vortex
street behind a cylinder. 2D2C high-speed PIV experiments are conducted to obtain information about
velocity profiles and flow structures close to the single bubble. After characterizing the cylinder wake,
the flow field around the single bubble is analyzed. For this purpose, streamwise velocity components
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are determined for three azimuthal angles and discussed. Perpendicular to the direction of flow,
at ϕ = 90◦, the thickness of the hydrodynamic boundary layer is estimated.

The streamwise velocity profiles of the single bubble are highly dependent on the azimuthal
angle and on the Reynolds number of the bubble. The hydrodynamic boundary layer scales with
the Reynolds number. Due to the flow profile within the duct, the velocity towards the bubble is not
uniformly v∞. This leads to the question of how the boundary layer can be estimated even if there
is no uniform velocity. This is also the case for the flow field of the interacting bubble and cylinder.
From our point of view, it is necessary to have a more general definition of the boundary layer than
the 99% criterion.

By analyzing the root mean square velocities behind the bubble, the influence of the cylinder
wake is clearly visible. Velocity profiles of the mean velocity in the direction of flow show the different
effects of the two configurations of a bubble with and without a cylinder. The type of configuration (L*)
influences the fluctuations to a greater extent than the Reynolds number. Both configurations show
that the deceleration of the fluid behind the bubble is compensated earlier than in absence of a cylinder
due to momentum transfer by cross-mixing. In combination with the higher RMS velocity profiles,
this finding indicates that the cylinder wake enhances the cross-mixing close to the bubble.

For the L* = 1 configuration, direct wake interactions are apparent. The evaluation of instantaneous
velocity fields shows the formation of an inner shear layer, which is comprised of the shear layers of
the bubble and the cylinder and a gap between them. Along this inner shear layer, vortices and even
coupled vortices are formed. It furthermore turns out that the cylinder wake attracts the bubble wake
and a joint wake is formed. This interaction of shear layers is considered to be a dominant mechanism
for mixing and mass transfer in bubble swarms. Furthermore, in the case of fast parallel or consecutive
reactions, the contact time between gaseous and liquid educts might be influenced by the interaction
of shear layers, leading to different yield and selectivity.

Future studies are intended to study how mass transfer from a single bubble is influenced by the
interaction of shear layers in a vortex street without and with chemical reaction. In combination with
the results of this study, a deeper understanding of the influence of vortex structures on the transport
of momentum and mass at fluidic interfaces will be achieved.
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39. Kolář, V. Vortex identification: New requirements and limitations. Int. J. Heat Fluid Flow 2007, 28, 638–652.

[CrossRef]
40. Hu, J.C.; Zhou, Y. Flow structure behind two staggered circular cylinders. Part 1. Downstream evolution

and classification. J. Fluid Mech. 2008, 607, 51–80. [CrossRef]
41. Elsinga, G.E.; Scarano, F.; Wieneke, B.; van Oudheusden, B.W. Tomographic particle image velocimetry.

Exp. Fluids 2006, 41, 933–947. [CrossRef]

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

147



fluids

Article

On the Bias in the Danckwerts’ Plot Method for the
Determination of the Gas–Liquid Mass-Transfer
Coefficient and Interfacial Area

German E. Cortes Garcia 1, Kevin M. P. van Eeten 1, Michiel M. de Beer 2, Jaap C. Schouten 1 and

John van der Schaaf 1,*
1 Laboratory of Chemical Reactor Engineering, Department of Chemical Engineering & Chemistry,

Eindhoven University of Technology, P.O. Box 513, 5600 MB Eindhoven, The Netherlands;
g.e.cortes.garcia@tue.nl (G.E.C.G.); k.m.p.v.eeten@tue.nl (K.M.P.v.E.); j.c.scouten@tue.nl (J.C.S.)

2 AkzoNobel Chemicals B.V., RD&I, Expert Capability Group-Process Technology, Zutphenseweg 10,
7418 AJ Deventer, The Netherlands; michiel.debeer@akzonobel.com

* Correspondence: j.vanderschaaf@tue.nl; Tel.: +31-40-247-2850; Fax: +31-40-244-6653

Received: 14 December 2017; Accepted: 11 February 2018; Published: 20 February 2018

Abstract: The Danckwerts’ plot method is a commonly used graphical technique to independently
determine the interfacial area and mass-transfer coefficient in gas–liquid contactors. The method was
derived in 1963 when computational capabilities were limited and intensified process equipment
did not exist. A numerical analysis of the underlying assumptions of the method in this paper has
shown a bias in the technique, especially for situations where mass-transfer rates are intensified,
or where there is limited liquid holdup in the bulk compared to the film layers. In fact, systematic
errors of up to 50% in the interfacial area, and as high as 90% in the mass-transfer coefficients, can be
expected for modern, intensified gas–liquid contactors, even within the commonly accepted validity
limits of a pseudo-first-order reaction and Hatta numbers in the range of 0.3 < Ha < 3. Given the
current computational capabilities and the intensified mass-transfer rates in modern gas–liquid
contactors, it is therefore imperative that the equations for reaction and diffusion in the liquid films
are numerically solved and subsequently used to fit the interfacial area and mass-transfer coefficient
to experimental data, which would traditionally be used in the graphical Danckwerts’ method.

Keywords: gas–liquid mass transfer; Danckwerts’ plot method; numerical simulation; mass-transfer
coefficient; interfacial area

1. Introduction

Novel types of process equipment have recently been developed in which the mixing and
hydrodynamics of gasses and liquids directly lead to better gas–liquid mass-transfer performance [1–5].
By reducing limitations in heat and mass transfer, chemical processes can be performed at their intrinsic
kinetic conditions. These intensified processes will help meet the societal demand for safer, more
efficient, and economical production of chemicals.

Accurate measurements of the interfacial area for gas–liquid mass transfer (aGL), and of the gas-
and liquid-phase mass-transfer coefficients (kG and kL, respectively), are thus required in order to
understand the effect of different design and operating parameters on the mass-transfer performance
of gas–liquid contactors and reactors.

Numerous methods have been used to measure these parameters and several reviews about
them are available in the literature [6–10]. The most commonly used methods rely on chemical and
physical absorption experiments and, in most cases, they allow for the measurement of the volumetric
mass-transfer coefficients (i.e., the products kG·aGL and kL·aGL). However, it is often desired to measure
aGL independently, since design and operating conditions affect each of these parameters differently.
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One of the methods most often used for the independent determination of kL and aGL is the
Danckwerts’ plot method. This method was proposed by Danckwerts et al. in 1963 [11] and it has been
used ever since to characterize the mass-transfer performance of several gas–liquid contactors and
reactors, such as stirred gas–liquid reactors [12], three-phase fluidized beds [13], packed columns [6],
bubble columns [14], Venturi contactors [15], and even for gas–liquid–liquid systems [16]. The method
relies on the absorption of gaseous A into a liquid, in which B is pre-dissolved. A and B react inside
the liquid, increasing the concentration gradient of A near the interface, effectively enhancing the
mass-transfer rate. The absorption rate can then be expressed as:

RaGL = kLaGLC∗
AE (1)

where E represents the enhancement factor, which is defined as the factor with which the transport of
A through the interface is increased due to the effect of reaction.

According to Hatta’s theory [17], the enhancement factor for an irreversible first-order reaction
can be expressed in terms of Ha as:

E =
1

C∗
A

(
C∗

A − C∞
A

cosh(Ha)

)
Ha

tanh(Ha)
(2)

where Ha is the Hatta number, defined by:

Ha =

√
k2DAC∞

B
kL

(3)

Based on surface renewal theory, Danckwerts further derived an approximation for the
enhancement factor for the case where the bulk concentration of dissolved gas (A∞) is zero [6]:

E =
√

1 + Ha2 (4)

which holds for Ha > 0.3.
If the reaction is fast enough, i.e., Ha > 3, Equation (4) can be approximated as

E = Ha (5)

and the rate of absorption becomes independent of the mass-transfer coefficient

RaGL = aGLC∗
A

√
k2DAC∞

B (6)

Equations (4) and (5) can also be applied to irreversible second-order reactions as long as the
reactions can be considered pseudo-first-order. It should then hold that:

Ha << k2
L · Ei (7)

Combining Equations (1) and (4) yields the following relationship for the absorption rate:

RaGL = aGLC∗
A

√
DAk2C∞

B + k2
L (8)

which can be rearranged to give:

(
RaGL
C∗

A

)2
= a2

GL · DA · kapp + (kLaGL)
2 (9)
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in which the apparent first-order rate constant is

kapp = k2C∞
B (10)

Chemical absorption experiments with a pseudo-first-order reaction can then be used to
characterize the mass-transfer performance of gas–liquid contactors and reactors in two different ways:
(a) by measuring aGL in the fast reaction regime (i.e., 3 < Ha < 0.5Ei) based on Equation (6), and (b) by
measuring both aGL and kL in the intermediate reaction regime (i.e., 0.3 < Ha < 3) based on Equation (9).
Method (b) is known as the Danckwerts’ plot method. This method uses a pseudo-first-order reaction
between a liquid and an absorbed gas to measure the absorption rate at different apparent rate
constants (kapp). The data thus obtained is used to construct a Danckwerts’ plot, as schematically
depicted in Figure 1, from which aGL and kL can be found from the slope and the intercept, respectively.
The apparent first-order rate constant can be varied by either changing the concentration of reactant B
or by modifying the reaction rate constant with the help of a catalyst [6].

Figure 1. Schematic representation of the Danckwerts’ plot method.

The method was developed in 1963 when there was no global trend in process intensification
for the development of novel gas–liquid contactors. Although the method still has its merit, it has an
important limitation: the existence of a systematic error, or bias, in the estimation of the mass-transfer
coefficient (kL). This paper discusses this bias and its dependence on the Hatta number and on the
relative liquid volume in the bulk versus that in the film layers and how this limits its use for novel,
intensified gas–liquid contactors.

2. Numerical Methods

Every experimental method is only as accurate as the underlying data. In order to present the bias
in the Danckwerts’ plot method in the most accurate way, data is generated by solving the continuum
equations for diffusion and reaction in the liquid-film layer near the interface. Since this simplified,
one-dimensional (1D)-diffusion model is the basis for the original method, the same system is solved
here, but in a more rigorous way. The numerical data generated with the following method will then
be subjected to the Danckwerts’ plot. The mass-transfer parameters will be extracted from the slope
and the intercept and will be compared to parameters initially fixed in the model in order to analyze
the accuracy of the method.

2.1. Diffusion-Reaction Model

The numerical method is based on a Two-Film model [18]. In this model, reactant A is in the gas
phase and reactant B is in the liquid as shown in Figure 2. When gas-side mass transfer is neglected,
the concentration of A on the interface is determined by the partial pressure of A in the gas and by
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Henry’s solubility constant (H). Component A diffuses through the film of thickness δ into the bulk
while simultaneously reacting with B, which diffuses in the opposite direction.

 

Figure 2. Concentration profiles of A and B within stagnant liquid film (Film Theory).

The liquid-side mass-transfer coefficient is determined by the thickness of this stagnant liquid
film and the diffusivity of the species (DA), as shown in Equation (11).

kL =
DA
δ

(11)

A mass balance over the liquid film results in the following two equations:

DA
d2CA

dx2 = k2CACB (12)

DB
d2CB

dx2 = υB · k2CACB (13)

These two equations can be solved simultaneously in MATLAB (R2017a, MathWorks, Inc., Natick,
MA, USA) using the bvp4c solver subject to boundary conditions (14)–(17) to obtain the concentration
profiles of A and B within the liquid film.

CA|x=0 = C∗
A (14)

(
−DA

dCA
dx

)∣∣∣∣
x=δ

· aGL = k2C∞
A C∞

B · (ε l − δ · aGL) (15)

dCB
dx

∣∣∣∣
x=0

= 0 (16)

CB|x=δ = C∞
B (17)

Boundary condition (15) states that at x = δ the total flux of A equals the rate of reaction in the
liquid bulk. Consequently, (εl − δ·aGL) equals the bulk volume, excluding the liquid film.

After solving Equations (12) and (13), the overall rate of absorption can be calculated from the
slope of the concentration profile at the gas–liquid interface, given by Equation (18).

RaGL = −DA ·
(

dCA
dx

)
x=0

· aGL (18)

This model was used to simulate a bubble column, a packed bed, and a rotating packed bed so
that the effect of the holdup εl and of the magnitude of the interfacial area aGL can be accounted for.
The model requires input for the liquid holdup and interfacial area. Typical values occurring in bubble
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columns, packed beds, and rotating packed beds are chosen as represented in Table 1. Please note that
kL is fixed in this model by choosing a value for δ in boundary conditions (15) and (17), while aGL is set
via Equation (18). Other parameters used in the simulation are shown in Table 2.

Table 1. Parameters used in the simulations.

Equipment εl (mL
3·mR

−3) aGL (mi
2·mL

−3) kL (mL
3·mi

−2·s−1) (εl/aGL·δ) References

Bubble Column 0.90 50
1.0 × 10−3 1.0 × 104

[19–21]
1.0 × 10−4 1.0 × 103

Packed Bed 0.15 150
1.0 × 10−3 5.6 × 102

[22–24]
1.0 × 10−4 5.6 × 101

Rotating
Packed Bed

0.03 700
1.0 × 10−3 2.4 × 101

[25–27]
1.0 × 10−4 2.4 × 10

Table 2. Other parameters used in the simulations (based on properties of the system CO2/NaOH [6]).

Parameter Value

DA (mL
4·mi

−2·s−1) 1.80 × 10−9

DB (mL
4·mi

−2·s−1) 3.10 × 10−9

CB
∞ (mol·mL

−3) 1.00 × 103

CA* (mol·mL
−3) 3.90 × 10−1

Ei 2.18 × 102

From the results following Equation (18), a Danckwerts’ plot can be finally made from which the
regressed values of aGL and kL are compared with their counterparts in Table 1.

3. Results and Discussion

3.1. Accuracy of the Danckwerts’ Plot Method

The model described in Section 2.1 was used to obtain the concentration profiles for a bubble
column using its respective values from Tables 1 and 2, with a kL value of 1.0 × 104 mL

3·mi
−2·s−1.

Figure 3a shows typical concentration profiles for a bubble column at Hatta numbers between 0.3
and 3, with a spacing between them of ΔHa = 0.15. The concentration of B is nearly constant and the
reaction can therefore be considered pseudo-first-order in A. Since Equation (4) holds, the graphical
method should, in principle, be able to be applied to obtain aGL and kL.

Figure 3. Concentration profiles (a) and Danckwerts’ plot (b) for εl/(aGL·δ) = 1.0 × 103 (bubble column).
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In Figure 3b, the results from the simulation data are plotted alongside the theoretical line expected
from the Danckwerts’ method using aGL and kL as reported in Table 1 for a bubble column. If the
method were accurate enough, regressing the simulation results would produce a straight line with a
very similar slope and intercept to those of the “ideal” plot. Nevertheless, inspection of this figure
shows that the slope of the numerical data approaches that of the theoretical line only for high values
of the apparent rate constant. On the other hand, the Danckwerts’ method results in the right value
of the mass-transfer coefficient at low values of kapp at the cost of accuracy in aGL. In addition to this
effect, a small deviation in the slope of kapp further reduced the accuracy in the mass-transfer coefficient.
It is thus clear that a trade-off exists between the accuracy at which each of these parameters can
be estimated.

Since the slope and the intercept of a regressed plot change as kapp increases, the mass-transfer
parameters thus calculated should vary with the Hatta number. As the Hatta number depends on the
mass-transfer coefficient, it cannot be known a priori at which position in Figure 3b the experiments
were performed, and thus to which accuracy aGL and kL were determined.

To study the effect of Hatta number on the accuracy of the method, regressions of the simulation
data were performed over a wide range of Hatta numbers. For each Hatta number, a regression
was made over five equidistant points in the range Ha < x < Ha + 0.1. From this, aGL, kL and their
corresponding percentage errors with respect to the values in Table 1 were calculated. The results for
a bubble column are shown in Figure 4. The shaded area corresponds to the intermediate reaction
regime, i.e., 0.3 < Ha < 3, where the Danckwerts’ plot method should hold. In this range of Ha,
the interfacial area is underestimated by up to 20%, it then becomes more accurate for faster reactions,
i.e., Ha > 3, and starts to deviate again for Ha > 100, or Ha ~0.5Ei. At this point, the reaction is too
fast for the assumption of pseudo-first-order to be valid. The source of error in the intermediate
reaction regime comes from the misprediction of the Enhancement factor by Equation (4), which was
derived under the assumption that the concentration of reactant A in the liquid bulk equals zero,
an assumption that holds well for fast reactions but not so well for intermediate and slow reactions
relative to the mass-transfer rate. These results show that chemical absorption can lead to very accurate
measurements of the interfacial area if a fast reaction is used while a loss of accuracy should be
expected when using intermediate reactions. The mass-transfer coefficient, on the other hand, lies
close—without fully converging—to the predetermined value of 1.0 × 10−4 mL

3·mi
−2·s−1 when it

is measured within the intermediate reaction regime but is highly mispredicted in the fast reaction
regime. In this sense, it does not seem possible to determine, simultaneously, both mass-transfer
parameters in an accurate way.

 
(a) (b)

Figure 4. Percentage error in the estimation of (a) interfacial area (aGL) and (b) mass-transfer coefficient
(kL) using the Danckwerts’ plot over a wide range of Ha for a Bubble column, εl/(aGL·δ) = 1000.
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3.2. Bias in the Determination of kL and Effect of the Ratio εl/(aGL·δ)

Figure 5 shows similar plots to those in Figure 4 but for the intermediate reaction regime only.
The different lines represent one of the three equipment types previously mentioned, with their
characteristic hydrodynamic and mass-transfer parameters listed in Table 1. It can be seen in the figure
that again there is always a bias in the determination of aGL and kL At higher Hatta numbers, aGL can
be determined more accurately, while the error in kL is less, but never fully disappears, at lower Hatta
numbers. Moreover, the error at lower Hatta numbers rapidly increases when εl/(aGL·δ) decreases.

 
(a) (b)

Figure 5. Percentage error in estimation of (a) interfacial area (aGL) and (b) mass-transfer coefficient
(kL) using the Danckwerts’ plot in the intermediate reaction regime for the different equipment.

These results show that the Danckwerts’ plot method leads to acceptable estimations of the
interfacial area but estimates of the mass-transfer coefficient are subject to a systematic error. This error
becomes more significant as the ratio of liquid in the bulk over liquid in the film layers decreases, i.e.,
as εl/(aGL·δ) decreases. The method has been said to be valid for 0.3 < Ha < 3; however, the exact range
depends on the validity of the assumption that A∞ is close to zero. This assumption can only hold
when the rate of reaction in the bulk is large enough to prevent the presence of unreacted A in the
bulk itself. The lower limit of this range is located at Ha = 0.3 for systems with large volumes of bulk,
such as bubble columns. However, this lower limit shifts towards higher Ha numbers as εl/(aGL·δ)
decreases. If this ratio becomes too small, which may occur with process-intensified equipment,
at some point an accurate determination of kL cannot be obtained any longer. This is true even
without considering the possible accumulation in time of unreacted A for systems with limited bulk,
a phenomenon previously described by Elk et al. [28]. A natural approach would then be to introduce
a correction factor in terms of the ratio εl/(aGL·δ) to obtain a revised and more general expression for
the range of validity of the method. In this way, it could be applied with more certainty to reactors
with different relative amounts of liquid bulk. However, according to Equations (12) and (13) and
boundary conditions (14)–(17), the range of validity depends not only on this ratio but also on the
reaction rate constant, the stoichiometric coefficient, and the diffusivity of species A and B and their
concentration at the interface and in the liquid bulk, respectively. Introducing such a revised range of
validity for the method thus seems unfeasible and of little practical significance as it would require
knowledge on the mass-transfer coefficient a priori.

Even inside the traditional limits of 0.3 < Ha < 3, kL is subject to a bias of up to 90% while the
interfacial area is subject to a bias of up to 50%. In this perspective, it is interesting to note the findings
of Cents et al. [29], who measured kL·aGL simultaneously by physical desorption and by chemical
absorption, ending up with differences of about 64% between both measurements.

In intensified equipment, where there is a limited amount of liquid in the bulk and the
mass-transfer coefficient is large, the interval in allowable Hatta numbers becomes too small to
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make accurate predictions with the Danckwerts’ method. The method can therefore only be used to
estimate the interfacial area accurately when considerable care is taken that the assumptions of zero
bulk concentration of solute gas and large bulk volumes are satisfied. In addition, the method only
allows for an order of magnitude estimation of kL. A more accurate way to obtain the mass-transfer
parameters from experimental data would be to fit kL and aGL in a numerical simulation of the equations
of reaction and diffusion.

4. Conclusions

The Danckwerts’ plot method results from a mathematical approximation for the enhancement
factor for intermediate reactions. The derivation of the Danckwerts’ plot equation has a solid
mathematical basis and therefore it has been used often for the simultaneous determination of
the mass-transfer coefficient and the effective interfacial area of gas–liquid absorbers and reactors.
However, this method was developed more than 50 years ago, when computational capability was
limited and process-intensified equipment types were not under development. At this time, there was
thus no need and no computational possibility to study the effect that the underlying assumptions had
on the accuracy of the method. This work shows that the Danckwerts’ method can only lead to fair
estimates of the mass-transfer coefficient over a very limited range of Hatta numbers, depending on
the relative liquid volume in the bulk versus that in the film layers. Nonetheless, the accuracy in kL
comes at the cost of a loss in accuracy in the prediction of the interfacial area. On the other hand, if the
method is applied to measure the interfacial area, it comes at a loss in accuracy in kL. A systematic error
appears then to exist in the method, since kL cannot be determined accurately even using simulated
absorption data. A bias of up to 90% in the mass-transfer coefficient and of up to 50% in the interfacial
area was found for the equipment simulated. A preferred approach to isolate kL from aGL would be to
use the chemical absorption method (either with a Danckwerts’ plot or with single measurements) to
find the interfacial area and to use physical absorption experiments to measure kL·aGL. Moreover, with
the current computational power, a more accurate method would be to fit kL and aGL in a numerical
simulation of the equations of reaction and diffusion to experimental data that would typically be
subjected to the graphical Danckwerts’ method.
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Nomenclature

aGL Effective gas–liquid interfacial area, mi
2·mR

−3

CA Concentration of solute gas A within stagnant liquid film, mol·mL
−3

CA* Concentration of solute gas A at the gas–liquid interphase, mol·mL
−3

CA
∞ Concentration of solute gas A in liquid bulk, mol·mL

−3

CB Concentration of liquid reactant B within stagnant liquid film, mol·mL
−3

CB
∞ Concentration of liquid reactant B in liquid bulk, mol·mL

−3

DA Diffusion coefficient of component A in the liquid, mL
4·mi

−2·s−1

DB Diffusion coefficient of component B in the liquid, mL
4·mi

−2·s−1

E Enhancement factor

Ei Enhancement factor for an instantaneous reaction, defined by Ei = 1 + DBL
DA

· C∞
B

υB ·C∗
A
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εl Liquid holdup
Ha Hatta number
kapp Apparent first-order rate constants, s−1

kG Gas-phase mass-transfer coefficient, mG
3·mi

−2·s−1

kG·aGL Volumetric gas-phase mass-transfer coefficient, mG
3·mR

−3·s−1

kL Liquid-phase mass-transfer coefficient, mL
3·mi

−2·s−1

kG·aGL Volumetric liquid-phase mass-transfer coefficient, mL
3·mR

−3·s−1

k2 Reaction rate constant for second-order reaction
R·aGL Overall rate of absorption, mol·s−1

vB Stoichiometric coefficient of B
x Position perpendicular to interface, m
y Position parallel to interface, m
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Abstract: The complexity of flashing flows is increased vastly by the interphase heat transfer as well
as its coupling with mass and momentum transfers. A reliable heat transfer coefficient is the key in
the modelling of such kinds of flows with the two-fluid model. An extensive literature survey on
computational modelling of flashing flows has been given in previous work. The present work is
aimed at giving a brief review on available theories and correlations for the estimation of interphase
heat transfer coefficient, and evaluating them quantitatively based on computational fluid dynamics
simulations of bubble growth in superheated liquid. The comparison of predictions for bubble
growth rate obtained by using different correlations with the experimental as well as direct numerical
simulation data reveals that the performance of the correlations is dependent on the Jakob number
and Reynolds number. No generally applicable correlations are available. Both conduction and
convection are important in cases of bubble rising and translating in stagnant liquid at high Jakob
numbers. The correlations combining the analytical solution for heat diffusion and the theoretical
relation for potential flow give the best agreement.

Keywords: flashing flow; interphase heat transfer coefficient; bubble growth in superheated liquid;
two-fluid model; computational fluid dynamics

1. Introduction

Flash boiling is a vaporization process triggered by depressurization instead of heating, which is
relevant to a number of industrial economic and safety concerns. For example, in the automobile
industry, the atomization of fuel spray in a combustion chamber is affected significantly by its flashing
characteristics inside the injector nozzle [1]. In the nuclear industry, during the hypothetical loss
of coolant accident of pressurized water nuclear reactors, the rate of coolant loss is determined by
the critical flashing flow through the crack [2]. In the chemical industry, the severity of failure of
pressurized vessels or pipes containing liquefied chemical hazardous gases is characterized by the
external flashing flow [3]. An additional flashing evaporation phenomenon was reported in [4],
which refers to an aerospace application and concerns the leading edge cooling of a space vehicle.
Another similar phenomenon often encountered in case of pressure variation is cavitation. In general,
cavitation occurs at relatively low temperature levels, where bubble growth is controlled mainly by
the pressure difference across the interface. In contrast, flashing of hot fluids is more like a boiling
process, which is driven principally by the thermal non-equilibrium. The complexity of flashing flows
is represented by gas-liquid mixture with rapid phase change and bubble dynamics [5], and numerical
studies are directed towards the determination of vapour generation rate. Good reviews have been
given by Pinhasi [3] and Liao & Lucas [6]. In general, two methods have been used for the evaluation of
the interfacial mass transfer rate in flashing flows. One is based on the observation of non-equilibrium
mechanical and thermal processes. The other treats the transition of the thermodynamic system from
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non-equilibrium to equilibrium as a relaxation process. The two states are bridged by means of an
empirical coefficient, i.e., the relaxation time [7–10]. The present paper will focus on the former one,
which is consistent with the two-fluid framework. Under this category there are again two alternatives
having been adopted for the estimation of vapour generation rate. One is based directly on the
interfacial heat transfer process

ṁ =
q̇
L

, (1)

where ṁ is the mass flux, L the latent heat of vaporization, and q̇ the heat flux transferring from
the vapour and liquid to the phase interface. For vapour-liquid such as steam-water flows under
most practical conditions, the interfacial heat transfer on the vapour phase is usually much smaller
(less than 5%) than that on the liquid phase [11]. Therefore, it is usually neglected by assuming that
the temperature is uniform inside the bubble and equal to that at the interface. This assumption is also
made in the current work

q̇ = hlTsup , (2)

where hl is the overall heat transfer coefficient between the superheated liquid and the liquid-vapour
interface, and Tsup is the superheat degree of the liquid.

An alternative approach is formulated in terms of the resultant bubble growth rate

ṁ = ρvṘ , (3)

where Ṙ is the growth rate of bubble radius given by an analytical solution, and ρv vapor density.
Bubble growth in superheated liquid is known to be controlled successively by surface tension,
liquid inertia and heat transfer [12]. The first stage is usually neglected in numerical analysis with
the consideration of sufficient bubble size. The effect of liquid inertia is only important at the very
early stage of depressurization [13] and for sufficiently small bubbles [14]. Therefore, the thermally
controlled growth is of the greatest interest. In this domain the above two models are related to each
other, and one gets

q̇ = hlTsup = LρvṘ , (4)

hl =
LρvṘ
Tsup

. (5)

As a result, a primary concern of the numerical study on flashing flows turns out to be a
reliable prediction of the interphase heat transfer coefficient or bubble growth rate. It is generally
recognized that high uncertainty is present in choosing an appropriate heat transfer coefficient
correlation for two-fluid computational fluid dynamics (CFD) simulations [6]. One major reason is
that the insufficiency and limitation of the correlations is not completely identified, and a quantitative
evaluation is missing. This work aims to present a thorough literature survey on existing theories and
correlations, and evaluate their performance by carrying out CFD simulations and making comparisons
with available experimental and Direct Numerical Simulation (DNS) data. Note that although the
background of the present work is flashing flow, the results and discussions are not restricted to
it. Certain similarities have been identified in the transfer scenarios of a liquid sphere exposure to
blowing hot gas and a bubble rising in superheated liquid or dissolving in liquid. The correlations
for heat (or mass) transfer in condensation, evaporation and dissolution are often exchangeable.
A variety of correlations are available in the literature. They take into account the effect of conduction,
convection and turbulence partially or totally, but mostly in a pure empirical or semiempirical
way. A good review was given by Mathpati & Joshi [15]. An overview of the classical theories,
analytical solutions and empirical correlations is given below.
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2. Theories and Analytical Solutions

2.1. Conduction

Numerous analytical solutions are available for the heat transfer between spherical vapour
bubbles and the surrounding liquid. Most of them account for the simplified heat conduction problem
and neglected the momentum effect in the liquid and gas phases on the bubble growth and its shape.
It states that the bubble growth problem is analogous to a one-dimensional, unsteady state heat
diffusion process with moving boundary, which is described by

∂Tl
∂t

= al
∂2Tl
∂x2 , (6)

where al is liquid thermal diffusivity, t the time coordinate, the direction x normal to the boundary
surface, and Tl is the temperature of the surrounding liquid. Under certain initial and boundary
conditions, the temperature field of the liquid around the bubble surface may be solved from
Equation (6) analytically. The assumption of a thin “thermal boundary layer”, i.e., the change of
liquid temperature taking place only in a thin film adjacent to the interface, is often made in these
solutions. The liquid temperature in the bulk, T0, is uniform and constant. In addition, for constant
pressure fields, the saturation temperature Tsat at the interface remains unchanged, and the vapor
inside the bubble is often assumed to have the saturation temperature. The theory of thermal boundary
layer is shown schematically in Figure 1.

Figure 1. Temperature profile in the thermal boundary layer.

Knowing the temperature distribution, the heat flux transferring from the bulk to the bubble
surface can be determined from the Fourier’s Law

q̇ = λl
∂Tl
∂x

∣∣∣∣
x=R

, (7)

where λl is liquid thermal conductivity and R the bubble radius. Finally, the bubble growth rate
Ṙ is obtained by substituting q̇ into Equation (4). Fritz and Ende [16] solved the heat conduction
across a semi-infinite plane slab under constant temperature boundary conditions. They derived the
asymptotic bubble radius

R (t) =
2√
π

· JaT · (alt)
1/2 , (8)

where the Jakob number, JaT , is defined as

JaT =
ρl cp,lTsup

ρvL
. (9)
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Combining with Equation (5) the heat transfer coefficient for conduction is obtained

hl
cond =

λl√
πalt

, (10)

wherein the time t is related to JaT number and bubble radius via Equation (8). In terms of the
dimensionless number, the Nusselt number Nu, above equation is expressed as

Nucond =
4
π

JaT . (11)

Unsteady heat conduction across spherical bubble surfaces were studied by Plesset & Zwick [17]
and Forster & Zuber [13] independently. Both solutions are in the same form as Equation (8) with the
exception of a so-called “spherical factor”, Ks, i.e.,

R (t) = Ks
2√
π

· JaT · (alt)
1/2 . (12)

The numerical constant Ks is greater than 1, which means that under the same temperature
difference, heat flux across a spherical bubble is larger than a planar surface because the temperature
gradient in the “thermal boundary layer” is increased by the curvature. In [17] Ks =

√
3 while in [13]

Ks = π/2. Olek et al. [18] derived an alternative expression for the heat flux at the boundary of a
sphere by using the hyperbolic heat conduction equation. For long times, the asymptotic solution
approaches those obtained by using the Fourier heat conduction, but with a correction factor like

Ks =
1
2

[
1 +

(
1 +

2π

JaT

)1/2
]

. (13)

With consideration of the correction factor Ks, the Nussellt number in Equation (11) turns into

Nucond = K2
s

4
π

JaT . (14)

2.2. Convection

In principle, the above solutions without considering the effect of slip velocity are applicable
for low void fraction and high superheat degrees. These conditions are expected to be satisfied only
in a short time interval during a rapid depressurization, and at the transition of the flow changing
from one-phase to two-phase [19]. For large bubbles one may expect a significant under-prediction by
using these models. As observed and discussed in [20,21], the influence of slip velocity on the transfer
rate is noticeable even in the case of bubbles rising in stagnant superheated liquid under normal
gravity. The effect of slip velocity on interfacial heat transfer was firstly studied by Ruckenstein [22]
and Sideman [23]. For the transfer between spherical independent vapour bubbles (influence of other
bubbles and turbulence negligible) and the boiling liquid in motion, they suggested in a potential flow

hl
conv =

λl
R

· 1√
π

· Pe1/2 , (15)

or in terms of Nusselt number
Nuconv =

2√
π

· Pe1/2 , (16)

where the Péclet number is defined by

Pe =
d
∣∣∣�Urel

∣∣∣
al

= Rep Prl , (17)
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with the particle Reynolds number Rep = d
∣∣∣�Urel

∣∣∣ /νl and the liquid Prandtl number Prl = νl/al .
Equation (15) or (16) is often interpreted by the so-called “penetration theory” [24]. It states that the
liquid molecules in contact with the bubble surface are replaced at a constant time interval, which can
be expressed as a ratio of bubble diameter to relative velocity

τconv ≈ d∣∣∣�Urel

∣∣∣ . (18)

The schematic representation of the penetration theory is shown in Figure 2.

Figure 2. Schematic representation of the penetration theory.

Similar expressions can be obtained from the “penetration” theory and the “thermal boundary
layer” theory [23] discussed above. The heat transfer takes place in a thin laminar sublayer, where a
constant velocity can be assumed regardless of the hydrodynamics in the bulk of liquid. By substituting
Equations (17) and (18) to Equation (15), one gets

hl
conv = 2 · λl√

πalτconv
, (19)

which has the same form as the conduction transfer coefficient given in Equation (10) except the factor 2
and the characteristic time scale.

2.3. Effect of Turbulence

The effect of wake and freestream turbulence on the transfer from spheres has received relatively
less attention, and is still not well understood. Conflicting arguments and observations exist. It is
commonly believed that the transfer is enhanced in the presence of wake interactions and freestream
turbulence. The experimental investigation on heat transfer from solid spheres reported by Lavender
& Pei [25] and Raithby & Eckert [26] showed that the Nusselt number increased with increasing
turbulence intensity in the ambient flow. Yearling & Gould [27] measured the convective heat and
mass transfer rates from liquid droplets in turbulent air flow and also observed that the Nusselt number
increased with increasing turbulence intensity. However, the augmentation was not duplicated by
the experiment on the evaporative heat and mass transfer of suspended heptane droplets performed
by Buchanan [28]. Theoretical interpretation of the turbulence effect is mainly based on the so-called
“surface renewal theory”, which is a modification of the “penetration theory” discussed above.
As described in [22], if intense turbulent motions appear in the liquid, the contact surface between the
liquid and the bubbles is continuously renewed by turbulence eddies, which brings the liquid from
the bulk to the interface at average intervals of τturb, see Figure 3.
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Figure 3. Schematic representation of the surface renewal theory.

The characteristic time is determined by the turbulent fluctuation velocity instead of the slip
velocity used by the “penetration theory”. Dackwerts [29] suggested that turbulence renews the
volume elements at the interface, but the turbulence dies out as it approaches the interface. As a result,
the liquid element itself has a non-turbulent structure, and the heat or mass transfer at the interface
still has a molecular character. The heat transfer coefficient may be expressed as

hl
turb = 2λl · 1√

πalτturb
. (20)

It has the same form as Equation (19) except the time scale τturb, which is often estimated using

the ratio between Kolmogorov length and velocity scales [30–32], i.e., τturb =
√

ν
ε . That means that the

boundary layer adjacent to the interface is renewed by near-surface small scale eddies. In contrast,
a large eddy model uses the scales of energy containing eddies [33]. Some researchers suggested that
the small eddy model is more valid at higher Reynolds numbers while the large eddies dominate the
surface renewal at lower Reynolds numbers, and thus proposed a two-regime model. However, there is
no consistent definition of the Reynolds number and the criterion for transition. On the other hand,
Sideman [34] approximated it as a ratio of the bubble diameter d to the fluctuation velocity at a
distance of d

U′∼
⎧⎨
⎩
(εd)1/3 for inertial regime (η < d ≤ l)

d
( ε

ν

)1/2
for viscous regime (d ≤ η)

, (21)

where η, l is the Kolmogorov and integral length scale, respectively. Owing to advances in numerical
algorithms and high performance computing, the transfer process occurring at the interface becomes
amenable with the aid of DNS. Figueroa-Espinoza and Legendre [35] investigated the effect of
bubble aspect ratio and bubble wake on the mass transfer from oblate spheroids by DNS solving the
Navier-Stokes equations. They found that most of the transfer occurs on the front part of the bubble.
The contribution in the wake region increases as the aspect ratio increases. The local transfer rate at the
bubble surface as a function of the azimuthal angle deviates significantly from Equation (15) due to
unsteady effects from vorticity production and wake destabilization. However, the total transfer rate
expressed as the Nusselt number is shown to satisfy well the potential flow theory if the equivalent
diameter is used as the characteristic length scale, see Figure 4.
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Figure 4. Applicability of the potential theory for calculating average transfer rate around deformed
bubbles with wake interaction (DNS data from [35]). DNS: Direct Numerical Simulation.

Similar results about the wake effect on the transfer rate were obtained by Bagchi & Kottam [36]
in their DNS simulation of heat transfer from a sphere in a turbulent flow. In addition, the freestream
turbulence was shown to have a clear influence on the instantaneous and local Nusselt number.
However, the time and surface averaged Nusselt number was found insensitive to the ambient
turbulence and it can be predicted by correlations for steady and uniform flow.

3. Empirical Correlations

Besides analytical solutions, some researchers have proposed useful empirical correlations for
calculating the heat transfer coefficient in flashing conditions. For conduction, a widely used expression
in terms of the Jakob number was presented in [37]

Nu =

[
2 +

(
6 JaT

π

)1/3
+

12
π

JaT

]
(22)

The correlation was validated for bubble growth in uniformly heated liquid, and adopted
in [38–40] for the modelling of various flashing flows. A slightly modified expression was presented
later on in [41].

Nu =

[
2 + (2 JaT)

1/3 +
12
π

JaT

]
. (23)

The Ranz-Marshall correlation [42], which was proposed based on experimental data for spherical
water drops evaporating in blowing hot dry air

Nu =
(

2 + C · ReA
p PrB

l

)
, (24)

has been often used for estimating interphase heat transfer rates also in the case of flashing
flows. Among many others examples are one-dimensional simulations presented by Richter [43],
Bird et al. [44] and Dobran [45] and three-dimensional CFD simulations by Giese [46], Laurien [47] and
Frank [48]. The empirical constants in Equation (24) are A = 1/2, B = 1/3 and C = 0.6. Hughmark [49]
suggested that these constants are valid for the range Rep < 450 and Prl < 250. The exponents
A and B may increase with the Reynolds number Rep and the Prandtl number Prl , respectively.
Actually, correlations with slightly different constants have been widely used for convective transfer,
e.g., in [50] C = 0.15, while in [51,52] C was replaced by 0.46 and 0.55, respectively. At the same
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time, Lee and Ryley [53] found that the observations of water drops evaporating in superheated
steam instead of air conform closely to Equation (24) but with C = 0.738. For a vapour bubble
freely oscillating in liquid, A = B = 0.5, and C = 1.0 according to Nigmatulin et al. [54] and
Mahulkar et al. [55]. The expression of Aleksandrov et al. [56] was modified slightly by Saha et al. [57]
for the calculation of heat transfer rate in flashing nozzle flows. They combine the conduction and
convection transfer in the way

Nu =

(
122

π2 Ja2
T +

4
π

Pe
)1/2

. (25)

A similar expression was used by Wolfert [58] to simulate the rapid depressurization processes of
high pressure pipes

Nu =

(
12
π

JaT +
2√
π

Pe1/2
)

. (26)

The above two correlations can be reformulated as

Nu =

√
(Nucond)

2 + (Nuconv)
2 , (27)

and
Nu = Nucond +Nuconv . (28)

The conduction and convection Nusselt number is evaluated by Equations (14) and (16),
respectively. To account for the effect of turbulence, Wolfert et al. [59] introduced a so-called eddy
conductivity, λt. The apparent thermal conductivity of liquid is given by

λ′
l = λl + λt . (29)

And the overall heat transfer coefficient is computed through

Nu =

(
12
π

· JaT +
2√
π

(
1 +

λt

λl

)
· Pe1/2

)
. (30)

The eddy conductivity λt was assumed to be dependent on the liquid velocity. In case of one
velocity component Wl , λt is expressed as

λt = λl · χt · Wl , (31)

where χt is an empirical constant. Based on a pressure release experiment on a test vessel and two
blowdown experiments on the vessel and straight pipe, Wolfert et al. [59] found that χt = 0.8 sm−1

gives the best agreement between calculated and experimental results. Whitaker [60] interpreted that
the enhancement in transfer rates from a sphere due to the presence of turbulence comes purely from
the wake contribution, while the transfer process at the front surface can be described by the law for
potential flow, i.e., the Nusselt number Nu ∝ Re1/2

p , and the freestream turbulence has no effect. In the
wake region, the functional dependence for the Reynolds number is Re2/3

p , and it is cumulative to the
laminar part

Nu =
(

2 +
(

0.4 · Re1/2
p +0.06 · Re2/3

p

)
Pr0.4

l

)
. (32)

Another empirical method often used to account for the turbulence enhancement is to increase
the constant A in Equation (24). Issa et al. [61] compared the Nusselt number correlations for the
case of saturated steam bubbles condensing in subcooled water, and found that the dependency upon
Reynolds number grows as it increases, e.g., for Rep up to 800, Nu ∝ Re0.5

p , and for Rep up to 104,
Nu ∝ Re0.7

p . They derived the following correlation for highly deformed large bubbles condensing in
turbulent pipe flow,

Nu = 0.0609 Re0.89
p Pr0.33

l . (33)
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Based on a numerical study on the transient heat transfer from a sphere, Feng & Michaelides [62]
obtained a simple correlation for the Nusselt number, which describes the dependence on Reynolds
and Peclet numbers as follows

Nu =
(

0.922 + Pe1/3 +0.1 · Re1/3
p Pe1/3

)
. (34)

The DNS performed by Dani et al. [63] showed that the average mass transfer (heat transfer) from
spherical bubble is affected not only by the Reynolds and Schmidt (Prandtl) numbers but also by the
surface mobility and contamination. As shown in Figure 5a, for solid spheres or fully contaminated
bubbles in a creeping flow (low Rep numbers) following expression proposed by Clift [64] reproduces
the exact numerical solution with very high accuracy

Nu = 1 + (1 + Pe)1/3. (35)

However, as the Rep number increases, the influence of Rep and Prl are no more similar and have
to be considered separately. In these cases, the Ranz & Marshall [42] correlation was shown to be able
to give perfect agreements, see Figure 5b.
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Figure 5. Applicability of correlations for predicting the average Nusselt number of fully contaminated
spherical bubbles (DNS data from [63]): (a) Rep = 0.1, Prl = 1 ∼ 104. (b) Rep = 1 ∼ 150, Prl = 2.
DNS: Direct Numerical Simulation.

For clean spherical bubbles, Clift [64] suggested

Nu = 1 + (1 + 0.564 Pe2/3)1/3, (36)

which achieves excellent agreement with the DNS data at low Reynolds numbers, e.g., Rep ≤ 0.1 (see
Figure 6a). As shown in Figure 6b the aympotic solution for both Prl → ∞ and Rep → ∞ agrees well
with the potential theory, i.e., Nu ∼ Pe1/2 given by Equation (15). In this case, the Ranz & Marshall [42]
correlation under-predicts the growth rate significantly.
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Figure 6. Applicability of correlations for predicting the average Nusselt number of clean spherical
bubbles (DNS data from [63]): (a) Rep = 0.1, Pr = 1 ∼ 104. (b) Rep = 1 ∼ 250, Prl = 2. DNS: Direct
Numerical Simulation.

4. CFD Simulation of Bubble Growth in Superheated Liquid

Bubble growing in stagnant liquid of uniform superheats has been adequately studied with
high speed photography around the middle of the last century [20,65–68]. Dergarabedian [65]
obtained bubble formation within the body of the liquid by heating a beaker of water slowly.
In order to avoid wall nucleation, the Pyrex beaker surface was annealed carefully to be very
smooth and free of pits. Nevertheless, thermal gradients were found to exist in a narrow boundary
adjacent to the bottom of the beaker, and most of the bubbles were formed in this thermal layer.
Hooper [66] and Florschuetz et al. [20] achieved uniform superheats by suddenly depressurizing
heated pressurized water down to the atmospheric pressure within 5 ms. The bubble growth rates
observed by Hooper [66] were found to be lower than the theoretical ones, and moreover, the deviation
increased as the superheat was increased. Florschuetz et al. [20] investigated the effect of translational
motion on the bubble growth rate at small superheat degrees under near zero- and normal-gravity
conditions. The zero-gravity data was found to be suitable for the validation of theoretical solutions
for heat-conduction controlled growth. In other words, the convective effects are negligible in these
cases. On the other hand, the data taken at normal gravity indicate clearly that the enhancement of
growth rates due to bubble translation becomes significant at later stages. Kosky [67] heated a tube of
water uniformly in a silicone oil bath. The pressure in the test chamber was regulated with a vacuum
pump, and recorded with a pressure transducer simultaneously.

In this section, the analytical and empirical correlations discussed above (see Table 1) are tested for
the early stage of bubble growth in superheated liquid with the two-fluid CFD. Three configurations are
considered, namely stationary bubble growth, translating bubble growth in stagnant and flowing liquid.
These cases are chosen for validation considering the fact that the effect of heat conduction, convection
and turbulence can be investigated separately to a certain extent, and many other uncertainties such as
swarm effect and interphase momentum transfer can be excluded. Separate conservation equations
are solved for the vapour and liquid phases. Further, the vapour is assumed to be saturated as done
by many other researchers like Maksic [39] and Giese [46]. The particle model is applied for the
mimic of interfacial morphology and computation of interfacial area density, where the vapour is
modelled as spherical bubbles. A constant number concentration is assumed, which is consistent
with the experimental observation by Florschuetz et al. [20] and valid for the early-stage of flashing.
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Microscopic or nearly microscopic bubbles are present naturally in the domain at the instant of pressure
release, and provide the nuclei for subsequent phase growth. For further details about the numerical
setup, the reader is referred to [69,70]. The presumed bubble concentration is found to have a negligible
effect on the results, and a value of 104 m−3 is adopted in all the cases.

Table 1. Correlations for estimating interphase heat transfer coefficient.

Conduction

Reference Correlation Note

[16] Nu =
4
π

JaT analytical

[17] Nu =
12
π

JaT analytical

[13] Nu = π JaT analytical

[18] Nu =
JaT
π

[1 + (1 +
2π

JaT
)1/2]2 analytical

[37] Nu = 2 + (
6 JaT

π
)1/3 +

12
π

JaT empirical

Convection

[22] Nu = (
2√
π
)Pe1/2 potential theory

[56] Nu =

(
122

π2 Ja2
T +

4
π

Pe
)1/2

heuristic

[58] Nu =

(
12
π

JaT +
2√
π

Pe1/2
)

heuristic

[42] Nu = 2 + 0.6 Re1/2
p Pr1/3

l empirical

Turbulence

[29] Nu =
2√

πalτturb
surface renew theory

[60] Nu = 2 + (0.4 Re1/2
p +0.06 Re2/3

p )Pr0.4
l empirical

[59] Nu =
12
π

JaT +
2√
π

(
1 +

λt
λl

)
Pe1/2 empirical

[62] Nu = 0.922 + Pe1/3 +0.1 · Re1/3
p Pe1/3 empirical

[61] Nu = 0.0609 Re0.89
p Pr0.33

l empirical

4.1. Stationary Bubble Growth

Two experimental test cases under atmospheric conditions at zero gravity are simulated with the
CFD software ANSYS CFX (Version 18.0, ANSYS Inc., Canonsburg, PA, USA), where the buoyancy
is deactivated and therefore there are no relative motion and convection effects. The experimental
data are taken from the work of Florschuetz et al. [20] for steam-water systems. The water has an
initial superheat degree of 2.9 K and 3.2 K, respectively. The simulation domain is a cube as shown in
Figure 7. It is worth noting that the domain for the simulation of translating bubble growth in stagnant
and flowing liquid is elongated in the stream direction.

No slip wall boundary conditions are applied to the bottom of the box. The top is set as opening,
which allows both inflow and outflow of the gas phase. The other four sides (left, right, front, back)
are treated as symmetrical planes. The results show that in the first ∼500 ms the liquid temperature
remains nearly constant. Meanwhile, the phase distribution and flow parameters are uniform in
the domain with the exception of the region adjacent to the bottom wall. Therefore, the simulation
condition conforms with the experiment that a bubble grows in stagnant uniform superheated liquid,
for which an analytical solution of the growth rate is possible. As shown in Figure 8 the numerical
results for the case Tsup = 2.9 K, which is averaged over the midplane of the domain(plane 1 in
Figure 7), coincide with the analytical ones. This proves that the applied model is capable of simulating
bubble growth in superheated liquid.
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Figure 7. Simulation domain for cases at zero gravity.
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Figure 8. Numerical and analytical solution of bubble growth at zero gravity (Tsup = 2.9 K).

The comparison of the simulated and measured transient bubble size for the two cases is depicted
in Figure 9a,b, respectively.

Note that in a log-log plot, the bubble growth exhibits a slope of 1/2 according to both theory
and experiment. Nevertheless, linear-linear plots are used here in order to show the difference
more clearly. For the case of Tsup = 2.9 K the results obtained by using the correlations of
Labuntzov et al. [37], Plesset & Zwick [17] and Forster & Zuber [13] agree well with the measurement,
while the Olek et al. [18] and Fritz & Ende [16] correlations under-predict the bubble growth rate
substantially. As the liquid superheat increases from 2.9 K to 3.2 K, at the early stage the experimental
data are more consistent with the predictions of the former three correlations. However, asymptotically
they approach to the latter two, see Figure 5b. It is interesting to note that the overall uncertainty
of bulk liquid temperature values and equivalent bubble radii was estimated to be about ±0.2 K
and ±0.05 mm [20]. Another DNS case of bubble growth in superheated under the zero-gravity
condition presented in Ye [71] is simulated. It is based on the thermal properties of water under the
atmospheric conditions. A liquid superheat of 1 K is considered, and the Jakob number is estimated
as 3.0. The predicted bubble growth rate is shown in Figure 10. The DNS results evidence that the
asymptotic bubble growth follows the theoretical relation, R(t) ∝ t1/2. However, in the initial stage
when the thermal boundary layer around the bubble is developing, the growth rate is evidently larger
than the 1/2 law (see Figure 6a). In contrast, the two-fluid simulation results obey the theoretical law
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well. The correlation of Fritz & Ende [16] is shown to be able to reproduce the DNS asymptotic results
satisfactorily, while all the others are prone to over-predict the bubble size.
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Figure 9. Simulated and measured bubble growth at zero gravity (experimental data from [20]):
(a) Tsup = 2.9 K. (b) Tsup = 3.2 K.
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Figure 10. Two- fluid CFD and DNS simulated bubble growth at zero gravity (DNS data from [71],
Tsup = 1.0 K). CFD: Computational Fluid Dynamics, DNS: Direct Numerical Simulation.

4.2. Translating Bubble Growth

Under the normal gravity condition, bubbles will be rising and translating simultaneously through
the initially stagnant liquid, and the bubble growth rate is obviously larger than the diffusion limit 1/2.
In the simulation, the buoyancy model is activated, which results in a relative motion between the
bubbles and the liquid. Both the conduction and convection play a role in the interphase heat transfer,
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but the turbulence effect is negligible. The momentum interaction is modelled by interphase drag
force, and the drag coefficient is calculated according to the Ishii & Zuber correlation [72].

4.2.1. Florschuetz et al. Cases

Two cases from Florschuetz et al. [20] with T = 3.0 K and T = 3.9 K respectively are simulated
by the two-fluid CFD with different correlations for the heat transfer coefficient. The results are
presented in Figure 11. As expected, the relative motion accelerates bubble growing and results in a
steeper slope of growth line than that under zero-gravity conditions. At the early stage (t < 5 ms) the
predictions given by Wolfert [58] and Aleksandrov et al. [56] agree well with the experimental data.
Later on, the potential theory without consideration of heat conduction deliver the best agreement
with the experimental data. It implies that heat conduction plays an important role at the initial stage,
while convection becomes the dominant mechanism later. The results obtained by the correlation
of Ranz & Marshall [42] under-predict the growth rate significantly in both cases. In addition,
the asymptotic value of 2 is found to be insufficient to describe the heat transfer rate under the
asymptotic condition of zero slip velocity, which is consistent with the findings of Walton [73]. In his
experimental study on the evaporation of water droplets in hot air, Walton [73] measured the average
Nusselt number of 3.8 for natural convection and an asymptotic value of 6 for forced convection.

(a) (b)

0 40 80 120 160
t [ms]

2

4

6

R
[m

m
]

p=1atm, Ja=8.9
Exp.
Potential theory
Aleksandrov et al.
Ranz and Marshall
Wolfert

0 20 40 60
t [ms]

1

2

3

4

R
[m

m
]

p=1atm, Ja=10.98
Exp.
Potential theory
Aleksandrov et al.
Ranz and Marshall
Wolfert (1976)

Figure 11. Simulated and measured bubble radius at normal gravity (experimental data from [20]):
(a) Tsup = 3.0 K. (b) Tsup = 3.9 K.

4.2.2. Kosky Cases

Four cases from Kosky [67] with higher superheat degrees (T = 10.5 ∼ 23.2 K) are also
investigated. The results are shown in Figure 12. They have pressures other than 1 atm and relatively
high superheats in comparison with the last two cases. Here, a generally good agreement with
the experimental data is demonstrated by the heuristic correlations of Aleksandrov et al. [56]
and Wolfert [58]. On the other hand, the potential theory and the empirical correlation of Ranz
& Marshall [42] under-predict obviously the transient bubble size.

The thermodynamic conditions of all above cases are summarized in Table 2.
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Table 2. Summary of test cases used for validation.

Case No. p [atm] Tsup [K] JaT Prl

1 1.0 2.9 8.69 1.70
2 1.0 3.2 9.58 1.69
3 1.0 1.0 3.0 1.72
4 1.0 3.0 8.9 1.69
5 1.0 3.9 10.98 1.68
6 1.19 10.5 26.5 1.50
7 0.642 16.0 71.0 1.68
8 0.477 19.5 113.25 1.75
9 0.613 23.2 107.0 1.58
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Figure 12. Simulated and measured bubble radius at normal gravity (experimental data from [67]):
(a) Tsup = 10.5 K. (b) Tsup = 16.0 K. (c) Tsup = 19.5 K. (d) Tsup = 23.2 K.
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4.3. Bubble Growth in a Flowing Liquid

Up to now the formulas obtained for stagnant liquid are commonly used for estimating the growth
rate of vapor bubbles in high-velocity flowing liquid without checking the applicability. In his book,
Avdeev [74] showed that these extrapolations are not justified and that they conflict with available
measurements. Unfortunately, data on bubble growth rate in turbulent flows are quite limited because
of the great difficulty of experiments. A set of experimental data regarding bubble growth in turbulent
flow (Re = 1.8 × 105 ∼ 1.9 × 106) obtained by Kol’chugin et al. [74] and Lutovinov [75] was presented
in [74]. The pressure of these experiments was in the range of 0.3 ∼ 4.0 MPa, and the liquid superheat
varied from 0.7 to 2.5 K. It was found that bubbles were always deformed and had an irregular shape.
The bubble velocity and growth rate were measured by high-speed filming at different positions along
the flow direction and the double-exposure method. The comparison between the bubble size predicted
by the empirical correlations and the measured one is shown in Figure 13a. An under-prediction is
given by the correlations of Whitaker [60], Feng & Michaelides [62] and Issa et al. [61]. In contrast,
the Wolfert et al. [59] correlation given by Equation (30) accounts for the intensification due to flowing
velocity and turbulence adequately by introducing an eddy conductivity. The prediction of bubble
growth rate is in a good agreement with the measurement. Finally, the surface renewal theory is tested
by combining the theoretical parts of conduction, convection and turbulence cumulatively, i.e.,

Nu =

(
12
π

JaT +
2√
π

Pe1/2 +
2d√

πalτturb

)
. (37)

The results are shown in Figure 13b. The difference between the small and large eddy model
lies in the time scale τturb for surface renewal as discussed above. It is evident that the prediction
by the small eddy model is closer to the measurement. It may indicate that small eddies instead of
large eddies are responsible for the surface renewal and interphase transfer. However, further data are
required for a reliable evaluation of the correlations and theories for turbulent flows.
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Figure 13. Simulated and measured bubble radius at turbulent conditions (experimental data from [74]):
(a) Empirical correlations. (b) Theoretical models.

5. Conclusions

The interphase heat transfer in flashing flows is commonly believed to be a joint effect of heat
conduction, convection and turbulence. The theory of bubble growth driven by each of the three
mechanisms has been studied intensively. Whereas some general agreement exists on the contribution
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of conduction and convection, the effect of turbulence is still under debate. In spite of the large
uncertainty, correlations obtained under stagnant or potential conditions are often extrapolated to
turbulent cases. An evaluation of the applicability of these correlations in the two-fluid modelling of
practical flashing flows is difficult, since there is a great deal of uncertainty related to other closures such
as momentum interactions and turbulence modulation by bubbles. In the present work, heat transfer
models are evaluated for the early stage of bubble growth in stagnant and high-velocity liquid with
CFD simulations. The cases are ideal for the purpose of evaluation, since the effect of conduction,
convection and turbulence can be investigated separately, and other uncertainties are reduced to a
minimum. From the comparison with available DNS and experimental data, the following conclusions
can be drawn:

• For creeping flows (Rep � 1) the two correlations presented by Clift [64] provide
excellent agreement for immobile (contaminated bubbles) and fully mobile (clean bubbles)
interfaces, respectively.

• For high Reynolds number, the Ranz & Marshall [42] correlation reproduces well the transfer rate
from (to) solid spheres, droplets and contaminated bubbles, while it gives under-predictions in
the case of clean bubbles, for which the potential theory is more suitable at least for Pe > 10.

• Stationary bubble growth follows the theoretical relation for heat conduction, i.e., R(t) ∝ t1/2.
The numerical results are consistent with the analytical ones. The performance of the correlations
is found to be dependent on the Jakob number. The correlation of Fritz & Ende [16] reproduces
the bubble growth rate very well at low Jakob numbers, while those of Plesset & Zwick [17] and
Forster & Zuber [13] give better predictions at moderate Jakob numbers. As the Jakob number
increases further, the results of Olek et al. [18] get closer to the experimental data.

• For a reliable prediction of translating bubble growth, it is important to account for both
heat conduction and convection. The conduction effect is evident in the initial stage even
at moderate Jakob numbers. In cases with high Jakob numbers, the potential theory and the
Ranz & Marshall [42] correlation under-predict the bubble size significantly, while the Wolfert [58]
and Aleksandrov et al. [56] correlations, which account for both conduction and convection,
deliver satisfying results.

• Wolfert et al. [59] is capable of reproducing the bubble growth rate in turbulent high-velocity
flows by introducing an eddy conductivity, while significant under-prediction is given by other
empirical correlations. The situation is improved by using the cumulative model proposed by
Wolfert [58] supplemented with the surface renewal theory for turbulence. The time scale of small
eddies is found to more suitable for the characterization of interfacial transfer than that of the
large eddies. Nevertheless, acquisition of more detailed data is necessary for the quantitation of
the turbulence effect.
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Abstract: Results from numerical simulations of the mixing of two puffs of scalars released in a
turbulent flow channel are used to introduce a measure of mixing quality, and to investigate the
effectiveness of turbulent mixing as a function of the location of the puff release and the molecular
diffusivity of the puffs. The puffs are released from instantaneous line sources in the flow field with
Schmidt numbers that range from 0.7 to 2400. The line sources are located at different distances from
the channel wall, starting from the wall itself, the viscous wall layer, the logarithmic layer, and the
channel center. The mixing effectiveness is quantified by following the trajectories of individual
particles with a Lagrangian approach and carefully counting the number of particles from both puffs
that arrive at different locations in the flow field as a function of time. A new measure, the mixing
quality index Ø, is defined as the product of the normalized fraction of particles from the two puffs at
a flow location. The mixing quality index can take values from 0, corresponding to no mixing, to 0.25,
corresponding to full mixing. The mixing quality in the flow is found to depend on the Schmidt
number of the puffs when the two puffs are released in the viscous wall region, while the Schmidt
number is not important for the mixing of puffs released outside the logarithmic region.

Keywords: turbulent transport; turbulent mixing; Lagrangian modeling; turbulence simulations

1. Introduction

Turbulent flow is known to promote mixing in chemical reactors and other industrial processes.
In fact, turbulent diffusion, which is one of the defining characteristics of turbulent flow [1], leads to
enhancement in mixing [2]. A number of industrial applications depend on turbulent mixing [3–7],
including combustion processes, and the design and operation of continuous stirred tank reactors
(CSTRs) and plug flow reactors (PFRs), in addition to environmental processes that are important
for weather changes and pollution dispersion [8,9]. While mixing because of molecular diffusion
is a slow process [10], convective diffusion can significantly increase the mixing speed in turbulent
flows. Yet, it has been noted that “the study of fluid mixing has very little scientific basis; processes
and phenomena are analyzed on a case-by-case basis” (see J.M. Ottino’s introduction in [10]). In fact,
several definitions of mixing have been proposed in the literature, while finding one that can fully
describe mixing for industrial applications is still a matter of investigation [11]. Often, the measure of
mixing is defined by examining the segregation between two substances, instead of the mixing [11,12].

A rather fundamental mixing process occurs when two clouds of different substances are released
from point sources in a flow field. A cloud of particles or scalar markers resulting from an instantaneous
release from a point or a line is called a puff (for example, consider a puff of smoke that comes out
of the exhaust pipe of a car or a puff of smoke exhaled by a smoker), while a cloud of particles that
results from a continuous release of particles is called a plume [13,14]. The behavior of a puff is the
most elementary dispersion in a turbulent flow field, and can be used to investigate and understand
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quite fundamental mechanisms of turbulent dispersion [15–17], even though it is not easy to study
experimentally, where the study of plumes is easier [18–25].

Using computations, it is feasible to simulate the dispersion of particles that mark the trajectory
of scalar quantities (like heat or mass concentration) in turbulent flow. These computations are
based on the Lagrangian framework, and they consist of tracking individual scalar markers in a
flow field obtained through a computational fluid dynamics model. A lot of work has been done
with turbulent dispersion in homogeneous, isotropic turbulence [26–33], as well as in anisotropic
turbulent flow, like channel flow [34–38], where the flow field was obtained through a direct numerical
simulation (DNS) or a large eddy simulation (LES) approach. Lagrangian methods offer the advantage
of simulating dispersion cases with a range of molecular diffusivities and Schmidt numbers (Sc) that
may span a wide range. Combining a DNS with Lagrangian scalar tracking (LST), our laboratory has
produced results for simulations with Sc that covers several orders of magnitude (from Sc = 0.01 to
Sc = 50,000) [17]. The main disadvantage of Lagrangian methods is the need to use a large number of
scalar markers to simulate turbulent transfer and the slow convergence of particle-based methods [39].
Hybrid Eulerian-Lagrangian methods have been utilized recently [34], but the highest Sc achieved is
in the order of Sc = 50. The use of DNS for the generation of the velocity field has the advantage of
providing a high fidelity representation of the flow in which mixing occurs, but has the disadvantage
that the Reynolds number (Re) for the flow field is relatively small [40–43], while LES or hybrid
methods can get to higher Re values but with sacrifice in fidelity.

In the present work, a DNS/LST approach is employed to investigate mixing from instantaneous
line sources of scalars released at different locations of a turbulent channel flow. Such an approach
has been implemented to investigate the changes of the shape of a puff or scalar markers released
in the middle of a turbulent flow channel [44] and to investigate mixing [45]. The contributions of
this work are distinct from the contributions of prior work in that they (a) describe the concept of
mixing quality with a quantitative measure; (b) investigate the characteristics of turbulent mixing in
anisotropic turbulent flow; and (c) explore the effects of different Sc on mixing, with the use of results
for Sc = 0.7, 6, 200, and 2400.

2. Materials and Methods

2.1. Flow Field Simulation and Lagrangian Scalar Tracking Approach

The velocity field is obtained using a DNS for a Newtonian and incompressible fluid in a fully
developed Poiseuille channel flow. The turbulent flow is anisotropic, so that the velocity fluctuations
and the turbulence statistics depend on the distance from the wall. The details of the DNS methodology
have been published elsewhere [46] and have been validated with experimental measurements [44,47],
while the LST approach [48] has also been validated with comparisons of the computational results
to both experimental and Eulerian computational results [14,49,50]. The dimensions of the DNS
computational box are 16πh × 2h × 2πh in the x (streamwise), y (wall-normal), and z (spanwise)
directions, respectively, where the half-channel height (h) is 300. The driving force for the flow is a
constant mean pressure gradient, and the resolution of the simulation is a grid with 1024 × 129 × 256
points in the x, y, and z directions, respectively. The spacing of the mesh is uniform in the streamwise
and spanwise directions with periodic boundary conditions, while Chebyshev polynomial collocation
points are used in the direction normal to the channel walls with no-slip and no-penetration boundary
conditions on the rigid channel walls. The DNS algorithm is based on a pseudospectral fractional
step method with the pressure correction suggested by Marcus [51,52]. The friction Reynolds number
is Reτ = h = 300, when the quantities are made dimensionless with the viscous wall parameters (i.e.,
the friction velocity, u*, and the kinematic viscosity of the fluid, ν). The friction velocity is given as
u*= (τw/ρ)1/2, where τw is the shear stress at the wall and ρ is the fluid density. Based on the mean
centerline velocity and the channel half height, the Reynolds number is Re = 5760. The time step was
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0.1 in viscous wall units, and the iterations were carried out for 30,000 time steps for stationary channel
flow in order to simulate 3000 viscous time units of flow after the puffs are released.

The trajectories of mass markers released from lines parallel to the z axis at different distances
from the channel wall are calculated using the flow field created by the DNS. Data were generated for
Sc covering four orders of magnitude (Sc = 0.7, 6, 200 and 2400) with markers released at a distance
from the bottom channel wall equal to yo = 0, 15, 75, and 300, as seen in Figure 1. This configuration
allows the study of effects of turbulent convection and molecular diffusion on mixing at both small
and relatively large times. The markers were released from 20 lines uniformly spaced along the x
direction (at spaces of Δx = 16πh/20), with the first line starting at x = 0 for each distance from the wall.
The released markers were also uniformly spaced in the z direction (spacing equal to Δz = 2πh/5000),
so that 5000 markers were released on each one of the 20 lines. In this way, the total number of markers
per distance from the wall, yo, is 100,000 and the total number of markers per Sc is 400,000. Since the
flow is homogeneous in the x and z directions, there is no statistically important difference in choosing
the point of release, and by covering the x-y plane with particles released at each yo, one can remove
bias effects by velocity field peculiarities at the point of particle release. In order to obtain the statistics
of the particle motion in the streamwise direction, the x coordinate of each particle was determined after
subtracting the x coordinate at the marker point of release xo, so that (x-xo) was used as the streamwise
marker location in the data analysis. The mass markers are passive, and they do not affect the flow field.
The flow field used for the Lagrangian scalar tracking of the markers is the same for all Sc cases, so that
the effects of the Sc can be observed rather than the effects of the flow. The mass markers were released
after the flow field reached a stationary state [48]. The motion of the scalar markers was decomposed
into a convection part and a molecular diffusion part. The convective part can be calculated from the
fluid velocity at the particle position, so that the Lagrangian velocity at time t of a marker released at

location
→
Xo at time zero, is assumed to be the same as the Eulerian velocity at that particle’s location at

the beginning of the convective step, i.e.,
→
V(

→
Xo, t) =

→
U[

→
X(

→
Xo, t), t], where

→
V is the Lagrangian velocity

and
→
U is the Eulerian velocity vector. The equation of particle motion is then:

→
V(

→
Xo, t) =

∂
→
X(

→
Xo, t)
∂t

(1)

The particle velocity is found by using a mixed Lagrangian-Chebyshev interpolation between
the Eulerian velocity field values at the surrounding mesh points. The particle position integration in
time is approximated with a second order Adams-Bashforth scheme. The above approach has also
been used in [44,45]. The effect of molecular diffusion follows from Einstein’s theory for Brownian
motion [53], in which the rate of molecular diffusion is related to the molecular diffusivity D as follows:

dX2

dt
= 2D (2)

for diffusion in the x dimension. The diffusion effect is simulated by adding a random movement on
the particle motion at the end of each convective step. This random motion is a random jump that
takes values from a Gaussian distribution with zero mean and standard deviation σ, which is found
using Equation (2) to be σ =

√
2Δt/Sc, where Δt is the time step of the simulation in viscous wall

units, (Δt = 0.1). This approach has also been applied in [14,16,17,54].
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Figure 1. Channel geometry and points of release of markers at time t = 0.

2.2. Mixing Calculations

The mixing of scalar markers arriving at a location in the flow field was evaluated following
the procedures detailed in [45]. Assuming that two puffs of particles (one of type A and one of type
B) were released in the flow field, one needs to decide when they would be considered to be mixed.
A length scale for mixing, r, can be defined as the maximum distance at which two mass markers can
interact, so that when a particle A is close to a particle B at a distance smaller than r, the two particles
are considered mixed. The length scale for mixing needs to be determined so that it is not too small
(missing mixed particles) or too large (overestimating mixing) [12]. In this work, the mixing length
scale was determined as the diameter of a sphere defined using the turbulent Schmidt number (Sct) and
the Lagrangian time scale. The scale r is proportional to the length scale for particle turbulent diffusion,
which is σ =

√
2τ/Sct, in analogy to the standard deviation of the random molecular motion. This is

the standard deviation of the distribution of particle motion for particles diffusing with a diffusivity
related to the turbulent Schmidt number over a time scale τ that is defined based on a Lagrangian
criterion. In analogy to the Lagrangian correlation coefficient for fluid particles, Saffman [55] defined
a material correlation coefficient for the Lagrangian motion of scalar markers. The difference is that
scalar markers can move off of fluid particles depending on their diffusivity. The integral of Saffman’s
material correlation coefficient over time provides a material timescale for scalar turbulent motion, and
this is the time scale used herein to determine the value of σ. This time scale has been determined in
prior results from our lab to be [56]:

τ = 4.59 + 33.04(
yo

h
)

0.87
(Sct > 3) (3a)

τ = (0.98 ∗ Sct
0.13)[4.59 + 33.04(

yo

h
)

0.87
] (Sct ≤ 3) (3b)

while the average Sct in the flow channel has been found to be Sct = 1.0257 (based on averaging the
data in Figure 6 of ref. [35], where the Sct has been calculated as a function of distance from the channel
wall). Since there is 95% probability for a Gaussian random variable to be within 2σ of its mean, we can
assume that 95% of the motion of a scalar particle within time τ is going to be within a sphere of
diameter 4σ, with σ determined as above. The average value of τ is 21.76, so that σ = 6.5 in viscous
wall units. A circle with the diameter 4σ has an area of 533 square wall units. Therefore, the whole
channel is divided into square bins of size 20 × 20 in the x and y directions, respectively, so that the
bin area is in the same order of magnitude as the area of the particle motion when projected on the
x-y plane (i.e., 400 square wall units is close to 533 square wall units). Bins of this size account for the
mixing length scale used herein.

The total number of bins in the x and y directions were:

NbinX =
4 ∗ LX
ΔbinX

; NbinY =
2h

ΔbinY
(4)
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where the bin size is ΔbinX = ΔbinY = 20, LX is the computational box length in the x direction,
and 2h is the channel height. Each bin in the system can be denoted as bin (i,j), with 1 ≤ i ≤ NbinX and
1 ≤ j ≤ NbinY. In the flow direction, there were enough bins to cover four times the channel length (this
can be accomplished by taking advantage of periodicity in the streamwise direction and by allowing a
particle that exits the box from one side to enter the box from the other side). This length was sufficient
to track all the particles within 3000 viscous wall time units. Tests with bins starting at different positions
showed negligible difference in the results regarding mixing [45].

3. Results

3.1. Development of Mixing Region with Time

Figure 2a–d are contour plots of the development of the mixing region from puffs released at the
center line of the channel and at y = 75 as a function or time t after their release. In this case, particles
of type A are particles with Sc = 0.7 released from the center of the channel (at yo = 300). This puff is
designated as 0.7y300. Particles of type B are particles of the same Sc (Sc = 0.7), but released at yo = 75,
designated as 0.7y75. This notation will be adopted herein to denote the Sc of a puff and the location
of its release. The contour colors in Figure 2 denote the number of mixed particles in each location,
defined as the minimum particle count of particles of type A or B found in a bin. The idea is that if
there are nA(i,j) particles of type A in bin (i,j), and nB(i,j) particles of type B in the same bin, then the
mixing will be characterized by the minimum of nA(i,j) and nB(i,j). When this number is high, it means
that the intensity of mixing is high. Figure 2 is a presentation of the quantity nAB(i,j) = min[nA(i,j),
nB(i,j)], and in this respect, it represents the development in time of the shape of the mixing zone and
of the mixing intensity in the flow field.

Figure 3a–d are plots of the mixing region for puffs 0.7y300 and 0.7y15. The Sc is the same for
these two puffs, but the location of release of the second puff is at yo = 15, so that differences in the
development of mixing can be seen when compared with the case shown in Figure 1. Since past work
has indicated that the Sc of the puff released in the center of the channel is not important for mixing,
only figures for puffs with Sc = 0.7 released from the channel center are shown. However, the Sc of the
puff released closer to the wall is important for the development of the mixing zone. This is why in
Figure 4a–d, plots of the mixing region for puffs 0.7y300 and 2400y15 are presented.

(a) 

(b) 

(c) 

Figure 2. Cont.
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(d) 

Figure 2. Development of the mixing region with time for two puffs, puff A: Sc = 0.7, yo = 300, and puff
B: Sc = 0.7, yo = 75. (a) Contours of nAB at t = 500; (b) Contours of nAB at t = 1000; (c) Contours of nAB at
t = 2000; (d) Contours of nAB at t = 3000.

(a) 

(b) 

(c) 

(d) 

Figure 3. Development of the mixing region with time for two puffs, puff A: Sc = 0.7, yo = 300, and puff
B: Sc = 0.7, yo = 15. (a) Contours of nAB at t = 500; (b) Contours of nAB at t = 1000; (c) Contours of nAB at
t = 2000; (d) Contours of nAB at t = 3000.
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(a) 

(b) 

(c) 

(d) 

Figure 4. Development of the mixing region with time for two puffs, puff A: Sc = 0.7, yo = 300, and puff
B: Sc = 2400, yo = 15. (a) Contours of nAB at t = 500; (b) Contours of nAB at t = 1000; (c) Contours of nAB

at t = 2000; (d) Contours of nAB at t = 3000.

3.2. Quality of Mixing

Figures 2–4 are depictions of the mixing intensity, as expressed by nAB, but there is a chance
that particles are mixed, but not efficiently. This means that there might be many particles of one
type in a bin, but there might be multiples of this number of particles of the other type in the same
bin. To make this point clearer, when the number of particles of each type in a bin is the same, i.e.,
nA(i,j) = nB(i,j), then the quality of mixing is considered to be best, as opposed to a case where nA(i,j)
= C nB(i,j), with C being a large coefficient. In order to quantify the quality of mixing in a location in
the flow field, a new measure is introduced in this study, the mixing quality index, φ, defined as the
product of the particle fraction in each bin (i,j), as follows:

ϕ(i, j) =
nA(i, j)× nB(i, j)

[nA(i, j) + nB(i, j)]2
(5)

The above quantity has the advantage that it is monotonically increasing with the quality of
mixing. When only particles from puff A or from puff B are present in a bin, the value of φ(i,j) is
zero. The maximum value of φ occurs when half of the particles in a bin are from puff A and half
from puff B—at that point the value of the mixing quality index is φmax = 0.25. Figures 5–7 are plots of
the development of the mixing quality index for puffs 0.7y300 and 0.7y75, puffs 0.7y300 and 0.7y15,
and 0.7y300 and 2400y15.
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(a) 

(b) 

(c) 

(d) 

Figure 5. Mixing efficiency in the flow channel based on the contours of the mixing quality index,
φ, for two puffs, puff A: Sc = 0.7, yo = 300, and puff B: Sc = 0.7, yo = 75. (a) Contours of φ at t = 500;
(b) at t = 1000; (c) at t = 2000; and (d) at t = 3000.

(a) 

(b) 

Figure 6. Cont.

185



Fluids 2018, 3, 53

(c) 

(d) 

Figure 6. Mixing efficiency in the flow channel based on the contours of the mixing quality index,
φ, for two puffs, puff A: Sc = 0.7, yo = 300, and puff B: Sc = 0.7, yo = 15. (a) Contours of φ at t = 500;
(b) at t = 1000; (c) at t = 2000; and (d) at t = 3000.

(a) 

(b) 

(c) 

(d) 

Figure 7. Mixing efficiency in the flow channel based on the contours of the mixing quality index,
φ, for two puffs, puff A: Sc = 0.7, yo = 300, and puff B: Sc = 2400, yo = 15. (a) Contours of φ at t = 500;
(b) at t = 1000; (c) at t = 2000; and (d) at t = 3000.
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One can also define an overall mixing efficiency that can combine the intensity of mixing with the
quality of mixing across the channel in the following manner:

m =
∑NbinX

i=1 ∑NbinY
j=1 nAB(i, j) ϕ(i, j)

Nt ϕmax
(6)

The measure m can take values between zero and one (Nt is the total number of particles released
in each puff, in this case, Nt = 100,000). When it approaches zero, there is either no mixing or the
quality of mixing is very poor, and when it approaches one, the particles are half of type A and half of
type B in each bin. Figure 8 is a plot of the change of m with time for the cases of puff A being released
from the center of the channel (0.7y300) and puff B released at different distances from the wall of
the channel.

Figure 9 is a plot of the change of m for two puffs that have different Sc values. Puff A is the same
as above, but puff B is a puff of drastically higher Sc, with a value of Sc = 2400. Figure 10 is a plot of
the change of m for two puffs released at the same time at the wall of the channel. While the Sc of puffs
released in the center region of the channel might not be that important in determining the dynamics
of the mixing region, the Sc effects for puffs released in the viscous region close to the channel walls
are important. In this region, the dynamics of the puff are affected by convection and by molecular
diffusion. Figure 11 is a plot of m for two puffs that were released either with the high Sc puff released
at the wall or the low Sc released at yo = 15 (puff A is 0.7y15 and puff B is 2400y0) and for two puffs
with the Sc reversed (puff is 2400y15 and puff B is 0.7y0).

Figure 8. Normalized mixing efficiency m for mixing between a puff released at the channel center
(puff A: Sc = 0.7, yo = 300) and puffs of the same Sc released at distances yo = 75, 15, and 0.

Figure 9. Normalized mixing efficiency m for mixing between a puff released at the channel center
(puff A: Sc = 0.7, yo = 300) and puffs of drastically different Sc values (Sc = 2400) released at distances
yo = 75, 15, and 0.
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Figure 10. Normalized mixing efficiency m for mixing between two puffs released at the channel wall,
but with different Schmidt numbers (here we have all 4 Sc).

 
(a) (b) 

Figure 11. Normalized mixing efficiency m for mixing between two puffs released at the channel
wall, and at y = 15, but with Schmidt numbers switching between the two configurations ((a): mixing
between puff 0.7y15 and puff 2400y0, (b): mixing between puff 2400y15 and puff 0.7y0).

4. Discussion

For the mixing of puffs of the same Sc released at different distances from the wall, it is seen in
Figures 2 and 3 that the mixing region starts from a crescent shape and slowly extends to cover the
whole channel width. The crescent-shaped mixing region occurs because it represents the overlap
region between puff A (released at the center of the channel and convecting downstream with a high
velocity) and puff B (which is released at the logarithmic layer, where the mean flow velocity is less
than at the channel centerline). The crescent shape is more pronounced in Figure 3, when one of the
two mixing puffs is released closer to the wall (at yo = 15). In Figure 12, we plot the individual puffs
that resulted from the mixing shown in Figure 3a. One can see that the shape of the mixing region
is the result of the shape of the individual puffs, and that the relative velocity of the puffs to each
other and the shape of each puff (which is never a circle or an ellipse) play a very significant role in
the dynamics of the mixing region. In anisotropic turbulence, such as the case of puffs released in
a channel flow, mixing is affected by viscous effects and molecular diffusion, since the puff shape is
the result of the interplay between molecular and convective transfer. At longer times, times larger
than t = 2000 viscous wall units, the mixing region looks more homogenous, and the extent of it is
quite large (see, for example, in Figure 3d, that the mixing region extends from roughly x = 50,000 to
x = 54,000).

In Figure 4, it is seen that the Sc for the puff released in the viscous layer plays a role in the
development of the mixing region, since the puff for higher Sc stays close to the channel wall for a
longer time (note that the molecular diffusion for a high Sc puff is small, so that it takes longer for
particles released close to the wall to get to the outer region of the flow field and mix with a puff
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released from the channel center). In Figure 4, it is seen that the crescent shape is narrower and the
development of a mixing region that extends across the channel takes longer than seen in Figure 3.

(a) 

(b) 

Figure 12. Contours of the location of the two puffs mixing at t = 500, corresponding to the conditions
of Figure 3a. (a) Puff A (Sc = 0.7, yo = 300), and (b) Puff B (Sc = 0.7, yo = 15). Note that the shape of puff
B is elongated in the streamwise direction and a large part of it is close to the wall. The shape of puff
A looks like a jellyfish, because of the high mean velocity at the channel center. Mixing occurs at the
overlap of these two puffs.

The index for mixing quality φ, as introduced in Equation (5), at t = 500, offers more insights to
the mixing process. While the mixing zone, which is mostly located in the lower half of the channel
at this time, seems to be homogeneous in terms of mixing intensity (see Figure 1a), the quality of
mixing is not the same across this area, with peak mixing quality at the semicircular region clearly
seen in Figure 4a. Similar results are seen for the other cases considered. The intensity of mixing and
the mixing location do not necessarily imply a high mixing quality, when one considers Figures 2–4
along with their counterparts, Figures 5–7. In theory, if the mixing intensity reaches a maximum value
of 100%, then based on our previous definitions, the mixing quality will also reach a value of 0.25 at
every mixing bin, implying that mixing is homogenous across the channel. However, mixing intensity
cannot necessarily reach 100% (as in this study, the measurements showed that up to 70% of the total
number of particles can be mixed), and a rather extended amount of time may be required for it to
happen, assuming that there is no reaction between different types of particles during this period of
time. Under this circumstance, the mixing quality index allows us to evaluate the mixing zone in terms
of its homogeneity. From the observed values of this index, it may not be accurate to assume that
perfect mixing always occurs in turbulent flow. One case where such effects could be more pronounced
is in the case of a fast chemical reaction happening, where one reactant may be fully depleted. For
example, if puffs A and B represent two reactants that react with one molecule of A reacting with one
molecule of B, then the reaction will occur in the pattern seen in Figures 5–7, where mixing is most
homogeneous. If the reaction is exothermic, heat will be released in locations that follow the same
pattern. This information might be important for the design and performance of chemical reactors in
engineering, where controlling the reaction rate/location and heat transfer during the process is of
high priority.

In a previous study [57], a mixing parameter was defined to quantify mixing that happens due
to a Richtmyer-Meshkov instability, which involves the motion of two fluids with different densities
driven by an impulsive acceleration. This parameter was said to be a measure for a fast reaction rate
where one reactant is fully depleted, and the amount of mixing was quantified by measuring volume
fractions along the x direction. The normalized mixing efficiency that is introduced here, depicted in
Figures 8–11, is a measure that considers both mixing intensity and quality of mixing in both x and
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y directions. It is seen that given the conditions prescribed in the simulations, there appears to be a
maximum m for each pair of puffs. This maximum is approached asymptotically, and it indicates that
the best mixing (m = 1) is not achieved. It is seen in Figures 8 and 9 that the mixing is better when
the two puffs are released in locations that are closer (see that m asymptotically goes to larger values
when puff B is closer to the channel center). However, less mixing occurs when one puff is released
at the center of the channel and the other at the channel wall, because the puff released at the wall
is more elongated in the x direction. In Figure 9, where there is a large difference between the Sc of
the two puffs, there is hardly any mixing when the second puff is released at the channel wall (see
the green curve in Figure 9). When the Sc of puff B changes from 0.7 to 2400, there are no significant
changes in the maximum m obtained when puff B is released at yo = 75. The same is true when puff B
is released at yo = 15 (see Figures 8 and 9). The values of m exhibit differences when puff B is released
from the channel wall. Furthermore, when two puffs of significantly different Sc values are released
from the wall of the channel, even when they are released at the same time and at the same location
on the wall, the value of m starts at its maximum value of 1, then decreases to a minimum, and then
increases again. The local minimum of m indicates a decrease in mixing–in other words, particles
released together separate first and mix again later in the channel. This is a behavior that has been
observed and analyzed recently [58,59] for small times, while here, it is clearly observed during a
larger time interval.

The mixing behavior observed for the puffs examined in Figure 11 is quite interesting and might
have implications for the design of reactors. The same two puffs are released in the flow field, but the
Sc of the two puffs is switched. When the low Sc puff is released at the channel wall, large molecular
diffusion helps to disperse the puff in the flow field and to reach the regions where the yo = 15 puff
reaches. Mixing occurs in that case, as seen by the value of m that is relatively high at long times
(m goes to 0.64 asymptotically). However, when the high Sc puff is released from the channel wall,
there is hardly any mixing between the two puffs. One would expect to observe this behavior given
the details of the development of puffs released from the channel wall, and given the transition of
the puff from molecular diffusion-dominated development to convection-dominated dispersion [58].
However, if one were to predict mixing behavior without a deeper appreciation of the molecular effects
on turbulent dispersion in anisotropic turbulence, the predictions might not have been correct.

5. Conclusions

Mixing in an anisotropic turbulent velocity field generated by channel flow has been studied using
Lagrangian methods (direct numerical simulation of turbulent flow and Lagrangian scalar tracking
techniques). Measures that quantify the efficiency of mixing in terms of both quality and intensity
have been introduced and utilized to explore the simulation results. It is found that the mixing of
puffs released in the flow field can depend strongly on the Schmidt number and on the location of puff
release. It is also found that only calculating how many particles are mixed is not enough to obtain a
full picture of the process, which is completed when the quality of mixing is taken into account. While
the Sc of the puff released at the center of the flow field is not critical to the mixing process (as has
previously been shown) it is now found that the Sc of puffs released at the wall or in the viscous wall
region is important. Finally, it appears that one could control particle mixing and particle separation as
a function of time after particle release by determining the position of puff injection in the flow field.
This realization could be taken advantage of in the design of equipment for applications where the
control of mixing is important. While the results presented here are obtained for passive scalar and
cannot be extended to non-passive particles, one could change the equation of motion of the particles
and include effects like drag, lift etc., to apply a similar analysis for non-passive particles.
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Abstract: Direct numerical simulations of a turbulent channel flow with a passive scalar at Reτ = 394
with blowing perturbations is carried out. The blowing is imposed through five spanwise jets located
near the upstream end of the channel. Behind the blowing jets (about 1D, where D is the jet diameter),
we observe regions of reversed flow responsible for the high temperature region at the wall: hot spots
that contribute to further heating of the wall. In between the jets, low pressure regions accelerate
the flow, creating long, thin, streaky structures. These structures contribute to the high temperature
region near the wall. At the far downstream of the jet (about 3D), flow instabilities (high shear)
created by the blowing generate coherent vortical structures. These structures move hot fluid near the
wall to the outer region of the channel; thereby, these are responsible for cooling of the wall. Thus, for
engineering applications where cooling of the wall is necessary, it is critical to promote the generation
of coherent structures near the wall.

Keywords: coherent structures; wall heat flux; flow control; blowing; channel flow; direct numerical
simulations (DNS)

1. Introduction

Jets in cross-flow, which are also known as transverse jets, are common in engineering applications,
and the environment. Examples include: gas turbine film-cooling, dilution jets in gas turbine
combustors, ash plumes from volcanic eruptions, etc. A comprehensive review of jets in cross-flow
can be found in Mahesh [1]. Most of the previous studies focused on the parameters of the jets and
cross-flow that affect the flow field. The generation of complex coherent vortical structures was studied
in [2–4]. However, there is no general consensus about the genesis and evolution of these motions
and their effects on passive scalars. The configuration of these vortical motions changes with the
characteristic flow parameters like the blowing ratio (the ratio between the mass flow rates/velocities
of the cross-flow and the jet) [1].

Blowing and suction have been tested for controlling turbulence, as well. Park and Choi [5]
used direct numerical simulations (DNS) on a spatially-developing turbulent boundary layer to study
the effect of small blowing and suction perturbations on wall skin friction. They imposed steady
blowing and suction through a spanwise slot. Their results show that the skin friction coefficient
significantly decreases near downstream and slightly increases far downstream of the slot. The
number of coherent vortical structures is also increased downstream. Further, the increase of drag
downstream of the slot was attributed to the stretching and tilting of vortices due to blowing. Kim
and Sung [6] applied periodic and steady blowing through a spanwise slot to study their effects on
the spatially-developing boundary layer. Their results showed that local steady blowing increased
the number of vortical structures downstream. Araya et al. [7] studied the effects of steady and
unsteady blowing on a turbulent channel flow. They found that forcing frequency, f+ = 0.044
( f+ = f ν/u2

τ , where ν-kinematic viscosity and uτ-friction velocity), is responsible for the local increase
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in skin friction coefficient. Their findings also include the generation of more vortex structures
downstream of blowing. The effects of localized steady blowing on the thermal transport were studied
by using DNS in a turbulent channel flow by [8,9]. They imposed the blowing through a spanwise
slot. The results of their numerical experiment demonstrate that the critical streamwise length of
the blowing slot is 30 wall units. At the critical streamwise length of the slot, they detected a strong
enhancement of heat flux. Although the previous studies have found interesting phenomena and
mechanisms related to both velocity and thermal fields with blowing perturbations, most studies
imposed blowing through spanwise slots. However, the blowing through spanwise slots is rarely
encountered in practice. In studies pertaining to gas turbine film-cooling, blowing is imposed
through round jets [10]. However, those studies did not focus on local variations of velocity and
temperature [11]. Although it is known that jets in cross-flow generate coherent vortical structures and
reduce the wall temperature downstream, the influence of vortices on heat fluxes and thereby on wall
temperature has not been investigated.

Therefore, we seek to demonstrate the importance of coherent vortical structures in cooling or
heating of the wall in a thermal turbulent channel flow. The study uses a turbulent channel flow with
small steady blowing perturbations at the bottom wall. Both walls are kept at constant temperatures,
and perturbations are set through five holes located at 25% of the channel length from the upstream
end of the channel and distributed in the spanwise direction. The results show that the generation of
coherent vortical structures increases the wall-normal heat flux compared to the streamwise heat flux.
The article is organized as follows. Section 2 describes the numerical procedure. The results are laid
out in Section 3, and the conclusions are given in Section 4.

2. Numerical Procedure

In this section, a brief description of the numerical procedure of the current simulations is given.
Continuity, momentum and passive scalar transport equations are shown in their non-dimensionalized
form by Equations (1)–(3), respectively. The non-dimensional form of the equations was obtained
by using velocity scale Uc and length sale h, where Uc is the unitary mean laminar centerline
velocity and h is the channel half height. If the dimensional form of the variables is denoted by
the superscript ∗, ui = u∗/Uc, xi = x∗/h, p = p∗/(ρUc), and t = t∗Uc/h represent non-dimensional
forms of instantaneous velocity, spatial coordinates, instantaneous pressure and the time coordinate.
The non-dimensional temperature is given by θ = 1 − 2[(Θbw − θ∗)/(Θbw − Θtw)], where Θbw is
the constant temperature at the bottom wall and Θtw is the temperature at the top wall. Here, ρ ui,
p and θ represent the density of the fluid, instantaneous velocity components, instantaneous pressure
and instantaneous temperature, respectively. In Equation (2), πδ1i is the instantaneously-changing
pressure gradient to maintain a constant flow rate in the channel. The governing equations were
discretized in a staggered grid using a second order central differencing scheme. The Reynolds number
of the flow is given by Reh = Uch/ν, and Pr (=α/ν) is the molecular Prandtl number of the fluid, where
α and ν stand for the thermal diffusivity and the kinematic viscosity of the fluid. The fractional step
method was used in which viscous terms and advective terms are respectively treated implicitly and
explicitly. An approximate factorization method was used to invert the large sparse matrix resulting
from explicit treatment of viscous terms. Details of the numerical procedure can be found in [12].
The equations are solved for the baseline case (unperturbed) and the perturbed case.

∂ui
∂xi

= 0 (1)

∂ui
∂t

+ uj
∂ui
∂xj

= −1
ρ

∂p
∂xi

+
1

Reh
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∂xj∂xj

+ πδ1i (2)

∂θ

∂t
+ uj

∂θ
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=

1
RehPr

∂2θ
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Figure 1 shows the physical domain of the flow, together with the profiles of perturbation velocity.
The dimensions of the computational box are: Lz = πh, Ly = 2h and Lx = 8πh. A grid-independence
test was performed as detailed in [7]. The number of grid points in the streamwise, spanwise and
wall-normal directions is 1153, 193, and 193 respectively. The mesh resolution in the unperturbed case
is: Δz+ = 6.4, Δy+min = 0.095, Δy+max = 11.3 and Δx+ = 8.6. Note that we use the friction velocity
uτ of the unperturbed case in the scaling of the velocity field and both thermal and velocity fields
were normalized using wall variables. The validation of the first and second order statistics for the
unperturbed case is shown in Araya et al. [7] and Dharmarathne et al. [13].

8 h
h

h
h
-h

D +=112

C +=217

Suction

Blowingxy

z

Figure 1. Schematic of the channel with spanwise local perturbations.

Periodic conditions are prescribed along the streamwise and spanwise directions. The no-slip
boundary condition is imposed at both walls, except at locations where the jets are placed.
The temperature boundary condition at the bottom wall is 1, and that at the top wall is −1. The fluid
that comes through jets at the bottom wall has a non-dimensional temperature of 0.8, and at the top
wall, the jet temperature is −1.2. The Courant–Friedrichs–Lewy (CFL) parameter remains constant
during simulations and the time step Δt+ ≈ 0.121–0.159 for all cases.

A mean parabolic velocity profile with random fluctuations was used as an initial condition
in the entire domain. The molecular Prandtl number, Pr, is 0.71, and the friction Reynolds number
(Reτ = huτ/ν, where uτ =

√
τw/ρ is the friction velocity of the unperturbed channel) is 394. Here, τw

is the shear stress at the wall. The local forcing, Vp, which creates the vertical perturbation, is modeled
as follows:

Vp = A sin(α) sin((R − x′c)π/2R) sin((R − z′c)π/2R) (4)

where R is the radius of a blowing/suction jet and x′c = z′c = 0 is the center of a perturbing jet.
Therefore, the range of jets is within −R < x′c < R, −R < z′c < R. The circular jets are approximated
to the Cartesian grid with a percentage error ≈ 7%. The parameter A represents the ratio of the jet
centerline velocity to channel centerline velocity (blowing ratio), and A = 0.2 in this study. This value
of A complies with the widely-used blowing ratios in gas turbine film cooling [14]. Five equally-spaced
jets were imposed at both walls in the spanwise direction; they are located at Lx/4 downstream from
x = 0 as shown in Figure 1. The spanwise separation between the centers of two adjacent jets, ΔC+,
is approximately 217 in wall units, which accommodates the average separation of near-wall streaks
in terms of spanwise wavelength, λ+

z = 100 ± 20 [15], in between two adjacent jets. The diameter of
the jets in wall units, D+, is 112. The value of D+ is approximately equal to the thickness of near-wall
high and low speed streaks. In order to ensure the conservation of the mass flow rate inside the
computational box, spatially-sinusoidal blowing at the bottom wall was synchronized with sinusoidal
suction at the top wall, as shown in Figure 1.
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3. Results

First, the effect of blowing on the mean velocity and temperature fields will be demonstrated.
The next subsection describes the changes of the velocity and temperature fluctuations due to blowing
perturbations. Then, we show the existence of hot and cold spots in the near-wall region by using
two-dimensional contours on the xz plane. We then direct our focus to the heat fluxes, u′θ′ and
v′θ′, in the following section. Subsequently, we show the generation of coherent vortical structures
downstream of the jets.

3.1. Mean Velocity and Temperature Field

Figure 2 shows the variation of mean streamwise velocity (Figure 2a) and mean temperature
(Figure 2b) along the centerline of the blowing jets (behind the jets, hereafter) at different downstream
locations. The mean streamwise velocity at 1D downstream of blowing becomes negative in the
near-wall region, as seen in Figure 2a. The negative streamwise mean velocity implies a reversed
flow region just behind the blowing jets. The presence of jets obstructs the incoming boundary layer,
which in turn creates a reversed flow region behind the jets. This region may significantly change the
exchange processes between the wall and the boundary layer. The reversed flow region exists until
y+ ≈ 30. The velocity quickly recovers from y+ = 30 to y+ = 100. This sudden change of velocity
causes steep gradients of velocity. Steep velocity gradients generate more turbulence and increase
turbulent momentum and heat transport in that region. The influence of blowing in the near-wall
region is considerable even at 3D downstream of the jets. Although the deceleration of the flow in
the near-wall region at 3D downstream is not as notable as at 1D downstream, it is noticeable at the
outer-layer even at 10D downstream. Interestingly, we can observe a slight flow acceleration in the
near-wall region at 5D and 10D downstream. This can be ascribed to the entrainment of accelerated
flow in between two jets. The acceleration is a clear manifestation of the three-dimensionality of the
perturbations, which may not be seen in slot blowing cases studied previously. The velocity deficit
created by the presence of blowing jets gradually moves to the outer-layer of the channel, as suggested
by the outward movement of the mean velocity deficit.

(a) (b)

Figure 2. (a) Mean streamwise velocity variation and (b) mean temperature variation in the wall
normal direction behind the jets.

We can observe simultaneous changes of the mean temperature profiles as Figure 2b shows. Due to
the reversed flow region in the near-wall region at 1D downstream of blowing, velocity fluctuations
might have been reduced. The reduction of velocity fluctuations reduces turbulent heat transport
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in the near-wall region; therefore, the temperature of the flow close to the wall is nearly similar to
that of the wall. At the end of the recirculation region (around y+ = 30), the mean temperature
starts rising rapidly, creating steep temperature gradients. Steep temperature gradients generate
temperature fluctuations.

It is peculiar to see that the temperature in the near-wall region at 3D downstream is lower
than that of unperturbed flow. Because the mean velocity at 3D downstream is lower than that
of the unperturbed flow, one would expect the temperature to be higher than the unperturbed
flow. This inconsistency in the near-wall region at 3D downstream becomes more striking since the
temperature profile becomes consistent with the velocity profile above the buffer region. Further,
the mean temperature profiles at 5D and 10D downstream of the jets are also in compliance with the
velocity profiles. The unpredictable behavior of the mean temperature profile (extra cooling effect) at
3D downstream may be attributed to the fluctuations of velocity and temperature fields.

3.2. Fluctuations of Velocity and Temperature

In this section, we discuss the variations of velocity and temperature fluctuations. Figure 3a
depicts the root mean square (RMS) value of streamwise velocity fluctuations, u+

rms, in wall coordinates.
At the near-wall region (below y+ = 10), the profiles of u+

rms at all downstream locations, except 1D
downstream, are not significantly different from the unperturbed flow. At 1D downstream of blowing,
streamwise velocity fluctuations are small compared to the unperturbed case. The obstruction of the
cross-flow in the presence of blowing jet sets a wake at the immediate downstream of the jets. Since the
wake is filled in with slowly-moving fluid, the recirculation region near the downstream of blowing
jets attenuates turbulence. Above the reversed flow region (y+ ≈ 30), fluctuations increase rapidly
due to the turbulence production caused by steep velocity gradients, and the maximum u+

rms occurs
around y+ = 70. Furthermore, for 3D, 5D and 10D downstream locations, peak values of u+

rms are in
the log-layer. The movement of the peak values of u+

rms towards the outer-layer could be attributed to
the high v fluctuations due to blowing.

(a) (b) (c)

Figure 3. Variation of (a) streamwise velocity fluctuations; (b) wall normal velocity fluctuations; and
(c) temperature fluctuations downstream, behind the jets.

RMS values of wall-normal velocity fluctuations at different downstream locations are shown in
Figure 3b. It is interesting to see that v+rms at 1D downstream is similar to that of the unperturbed flow
particularly in the near-wall region. This indicates that the mechanism that creates wall-normal velocity
fluctuations does not change due to the flow reversal just downstream of jets. However, wall-normal
velocity fluctuations have considerably increased at 3D downstream. In fact, this location shows the
highest increase in v+rms from its unperturbed case out of all the observed locations. We speculate
that wall-normal velocity fluctuations intensify due to the generation of more coherent vortical
structures in the same region. The high fluctuations of wall-normal velocity move warm near-wall
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fluid upwards. Therefore, the amplification of wall-normal velocity fluctuations at the downstream
of blowing may closely correspond to the low wall temperatures observed at 3D downstream. The
increase of fluctuations is also significant at 5D and 10D downstream. However, the magnitude of
fluctuations gradually reduces as the location moves away from the blowing jet.

Figure 3c depicts the variation of RMS values of temperature fluctuations, θ+rms. At 1D downstream,
temperature fluctuations in the near-wall region are mitigated due to the reversed flow. It seems
that temperature fluctuations correspond to streamwise velocity fluctuations at 1D downstream.
As the location moves downstream, θ+rms behaves similar to v+rms. Temperature fluctuations in the
near-wall region are amplified at the 3D, 5D and 10D downstream locations. The observations of the
temperature fluctuations suggest that turbulent mixing is intensified in the near-wall region after 1D
downstream. The amplified wall-normal velocity fluctuations and temperature fluctuations relate
to the abrupt change in mean temperature at 3D downstream. Moreover, we can predict significant
differences between turbulent heat fluxes in the streamwise direction, u′θ′, and that of the wall-normal
direction, v′θ′.

3.3. Hot Spots Near the Wall

To elucidate the changes of instantaneous and mean temperature in the near-wall region,
we observe the temperature field around y+ = 5. Figure 4a illustrates instantaneous high temperature
spots (red color) in between jets where the flow is susceptible to acceleration. Right behind the
jets where a reverse flow region is observed, high wall temperatures can also be detected. These
instantaneous hot spots in between and right behind the jets contribute to the regions of high mean
temperature in those regions, as we see in Figure 4b. According to Figure 4a, at 1D behind the jets, the
high temperature spots exist. They are also observed on the mean temperature contours. When we
move slightly downstream, around 3D, we can see that cold (blue) spots are emerging right behind
the jets. These sporadic events are directly coupled with sudden changes of flow phenomena like
coherent vortical structure proliferation. The difference of instantaneous temperature between the hot
and cold spots around 3D downstream is clearly noticeable. However, the changes that we see in mean
temperature contours at the same region is not very distinguishable. Therefore, these instantaneous
changes of thermal field are absolutely necessary in the design process. This highlights the importance
of understanding the underlying flow physics of the changes in the instantaneous temperature field.

(a) (b)

Figure 4. (a) Instantaneous and (b) mean temperature contours at y+ = 5 on the xz plane.
Both instantaneous and mean temperatures are normalized by Θbw and Θtw, as shown in Section 2.

Comparing the thermal field behind the jets with the unperturbed incoming flow, one can notice
a significant reduction of hot spots behind the jets, i.e., x+ ∼ 1300–2400. This further confirms the
importance of blowing jets in the proliferation of coherent vortical structures, which in turn, promotes
the cooling of the wall, particularly beyond 3D. These observations are clearly noticed in both the
instantaneous and mean temperature contours, which extend far downstream in the channel, as shown
in Figure 4.
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3.4. Turbulent Heat Fluxes

This section discusses the changes of turbulent heat fluxes (streamwise heat flux, u′θ′,
and wall-normal heat flux, v′θ′) due to blowing. Here, we are particularly interested in heat fluxes in
the near-wall region to see which one of u′θ′ and v′θ′ influences temperature more.

In Figure 5, we observe that both u′θ′ and v′θ′ are negligibly small in the near-wall region at
1D downstream. The flow reversal just downstream of blowing jets diminishes the fluctuations of
streamwise velocity and temperature. The reduction of fluctuations decreases turbulent transport near
the downstream of the blowing jets. This observation complies with the high mean temperature at
that location. A clear distinction between u′θ′ and v′θ′ can be seen at the 3D, 5D and 10D downstream
locations particularly in the near-wall region. At the 3D, 5D and 10D locations, both u′θ′ and v′θ′
are higher than the respective values of the unperturbed case in the near-wall region until y+ ≈ 8.
In between y+ = 10 and y+ = 70, one can clearly see that u′θ′ downstream of the perturbations is
lower than that of the unperturbed flow.

(a) (b)

Figure 5. The variation of turbulent heat fluxes on the xy plane. (a) u′θ′ along the jets and (b) v′θ′
along the jets.

u′θ′ at downstream locations surpasses unperturbed conditions beyond y+ = 70. On the other
hand, v′θ′ is higher than its unperturbed counterpart for most of the boundary layer at all downstream
locations, except at 1D downstream. The intensification of v′θ′ at downstream locations suggests
a change in the mechanism that generates turbulent heat fluxes. We examine the changes of vortex
structures downstream of blowing to see whether the vortex structure generation influences turbulent
heat fluxes.

3.5. Generation of Vortex Structures

Figure 6a,b illustrates two-point correlations of streamwise velocity fluctuations, ρuu, in the
near-wall region at 1D downstream of blowing behind the jets and in between jets, respectively.
The streamwise length of ρuu demonstrates the flow acceleration in between jets (Figure 6b) in
comparison to the deceleration of the flow behind the jets (Figure 6a). It is clear that the streamwise
length scale of ρuu in between jets is much larger than ρuu behind the jets. This suggests that streaks
in the near-wall region are stabilized in between jets, while they are destabilized behind the jets.
In other words, the flow acceleration in between jets stabilizes low and high speed streaks. The flow
acceleration is a result of the favorable pressure gradient that occurs between the jets. Conversely,
there exists an adverse pressure gradient behind the jets. This spanwise pressure heterogeneity leads
to a difference in coherent vortical structures’ generation in between and behind the jets.
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Figure 7 shows coherent vortical structures identified by λ2 [16] iso-contours. The color spectrum
of the contours depicts instantaneous temperature on the surfaces of the vortices. The number of
coherent vortical structures downstream is higher right behind the blowing jets than that in between
blowing jets because of the adverse pressure gradient. The rapid generation of coherent vortical
structures has recently also been observed in reverse flow regions, even in high Reynolds number
adverse pressure gradient flows, by Vinuesa et al. [17]. In fact, between the jets, the flow is accelerated
(this is evident from the streamwise length of ρuu shown in Figure 6b), and this shows the evidence of
less coherent vortical structures than behind the jets.

(a) (b)

Figure 6. The two-point correlation of streamwise velocity fluctuations, ρuu (a) behind the jets and
(b) between the jets.

The interaction of the jet and the incoming flow sets Kelvin–Helmholtz instability at the interface
of the jet and the cross-flow. The process creates strong spanwise vortices. These spanwise vortices
connect with quasi-streamwise vortices that are generated by destabilized low-speed streaks [18]
behind the jet due to blowing perturbations. This leads to proliferation of hairpin vortices (as shown in
Figure 7) downstream of blowing perturbations. In between jets, flow accelerates due to wall pressure
gradient effects induced by blowing perturbations. The accelerated flow stabilizes low-speed streaks
and these stabilized streaks are less vulnerable to break up; therefore, suppressing the generation
of streamwise vortices downstream. This leads to a significant reduction in the number of vortices
between two jets (leading to hot spots). The quasi-heterogeneity of vortex structure generation in the
spanwise direction of the flow creates spanwise heterogeneity of turbulent thermal transport, as well.
The red color of the temperature contours of Figure 7 directly downstream of blowing jets implies
that vortical motions efficiently lift up hot fluid from the near-wall region to the outer region, thus
promoting cooling. However, in between jets, heat fluxes are seen to be significantly lower than at 1D
from the blowing jets; thus, they do not effectively remove hot fluid from the wall to the outer region.
This is contrary to what we observed behind the jets in which high proliferation of coherent vortical
structures led to effective cooling of the wall and, thus, generated extensive cold spot regions.

The previous section demonstrated that the wall-normal heat flux is highest around 3D
downstream. To see whether this increase of turbulent heat transport has any relation to the generation
of coherent vortical structures downstream of blowing, λ2 structures are taken on two cross-sectional
views at the 1D and 3D downstream locations, as shown in Figure 8a,b, respectively. It can be seen
that the number of coherent vortical structures is greater at 3D downstream of blowing jets than at
1D downstream. The generation of more coherent vortical structures amplifies wall-normal velocity
fluctuations in the near-wall region.

The wall-normal fluctuations in the near-wall region move low-speed fluid away from the wall.
This action increases streamwise velocity fluctuations further from the wall. Figure 9 clearly shows
the generation of wall-normal and streamwise velocity fluctuations with respect to the generation of
vortex structures downstream of blowing. As the figure depicts, wall-normal velocity fluctuations
increase at the near-wall region due to the proliferation of vortices. This is different than what we see in
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the unperturbed case in general, where wall-normal fluctuations are lower in the near-wall region due
to boundary conditions. The increase of v+rms in the near-wall region due to the proliferation of vortices
moves the peak of u+

rms away from the wall. The steep mean velocity gradient in the streamwise
direction is due to the wake recovery as observed previously in Figure 2a. The velocity gradients in the
streamwise direction stretch vortices, and vortex stretching strengthens them. Since vortex stretching
and the generation of vortices intensify near 3D downstream, wall-normal turbulent heat fluxes also
amplify at the same region. This phenomena transports more heat flux from the wall, which in turn,
reduces the temperature at 3D downstream. Importantly, streamwise heat fluxes in the near-wall region
do not amplify due to the generation of coherent vortical structures. This is why one could see reduced
u′θ′ at 3D, 5D and 10D downstream than that of unperturbed flow (see in Figure 5a), particularly in
the near-wall region. However, Figure 5b clearly shows that the generation and stretching of vortices
directly affect the wall-normal heat flux throughout the boundary layer.

Figure 7. λ2 contours colored with instantaneous temperature. The inset is a zoomed-in view of the
flow field near the jets. The dashed white line shows the centerline of the jets. The iso-surfaces are
drawn for λ2 = −3.

(a) (b)

Figure 8. Iso-contours of λ2 vortices at (a) 1D and (b) 3D downstream of the jets. The iso-contours are
drawn for λ2 = −3. The instantaneous realization corresponds to t = 2200.

3D

high u

high v

Figure 9. A schematic of hairpin vortices generated downstream of blowing. Wall-normal and
streamwise velocity fluctuations are shown with respect to the vortex structure generation.
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4. Conclusions

DNS of turbulent channel flow with small blowing perturbations was performed at a friction
Reynolds number (Reτ) of 394. Due to the obstruction of the flow by the presence of blowing jets,
a recirculation region is created downstream of the blowing. The reverse flow region attenuates the
intensity of turbulence, which in turn, reduces the turbulent transport of heat fluxes. Thus, it creates
a high temperature region at the wall just behind the jets. We observed a peculiar change in mean
temperature at 3D downstream at which we noticed low wall temperature even though the mean
velocity of the flow is considerably lower than the unperturbed flow. The results show that u′θ′ is
lower at 3D downstream than that of the unperturbed flow particularly from y+ = 10 to y+ = 70.
On the other hand, v′θ′ is higher than that of unperturbed flow throughout the channel. We found that
the generation of coherent vortical structures increases near 3D downstream, and they are intensified
by vortex stretching due to steep velocity gradients. The results clearly indicate that the proliferation
of coherent vortical structures downstream of the jets contributes to the removal of hot fluid from
the wall to the outer region. However, in between the jets, the flow is accelerated mainly due to low
pressure regions, which prevents the proliferation of coherent vortical structures, leading to high
temperature regions.
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