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Preface to “12th EASN International Conference on

Innovation in Aviation & Space for Opening New

Horizons”

This Special Issue features selected papers presented at the 12th EASN International

Conference on “Innovation in Aviation & Space to the Satisfaction of the European Citizens”

(https://easnconference.eu/2022/home), which took place successfully from October 18th to

21st, 2022, in Barcelona. The conference included 8 keynote lectures delivered by distinguished

personalities from the European Aviation & Space Community, along with 395 technical presentations

spread across 74 virtual sessions. Notably, 85 Aviation and Space projects showcased their latest

research findings and future trends in their respective technological domains during the conference.

The 12th EASN International Conference garnered considerable interest and active engagement,

attracting a remarkable turnout of over 470 participants representing 39 countries from around

the world.

Out of the numerous submissions received during the 12th EASN Virtual Conference, a total of

20 papers have been selected for publication in this Special Issue.

Focusing on the theme of sustainable aviation and infrastructure, in [1], promising technologies,

such as a wingtip propeller and electric green taxiing, are discussed, and their potential impacts on

the future of aviation are highlighted. In [2], The development and implementation of the GreAT

(Greener Air Traffic Operations) concept within the DLR realtime simulation environment ATMOS

is realised. In [3], the results of an energy demand analysis for a future regional airport over three

different time horizons are presented.

Focusing on safety and performance analysis, in [4], a methodology has been developed in

order to optimize the structure of the parachute harness with the purpose of lightening it. [5] aims

to establish capacity models that consider the neurophysiological variables recorded during the

development of ad hoc real-time simulation exercises designed for the CRITERIA project. In [6], the

impact of nanosecond pulse discharge NSPD on enhancing the flame propagation of CH4/H2/air

mixture under ambient temperature and pressure is investigated.

With regard to aviation technologies and innovations, [7] presents the extension of an approach

controller support system for diversions around severe weather areas. Within [8], a procedure is

developed which enables an efficient design of interface-modified CFRP under impact loads. The

aim of [9] is to simultaneously improve the duct’s pressure loss and flow distortion under three flight

conditions: nominal cruise, low-altitude climbing, and high-altitude cruise.

Focusing on aircraft design and materials, [10] describes the definition and application of the

technology evaluation stage of the Advanced Morphological Approach AMA design process based

on expert workshops. In [11], different mixtures of both milled and unmilled Cp-Ti grade 2 powder

were utilized using the PM method, aiming to synthesize samples with high mechanical properties

comparable to those of high-strength alloys. Within [12], the authors focus on the results of the

preliminary activities performed within the CleanSky 2/Astib research program, dedicated to the

definition of the iron bird of a new regional-transport aircraft. Within [13], a volume coefficient-based

vertical tail plane sizing is compared to handbook methods and the possibility to reduce the necessary

vertical stabilizer size is assessed with regard to the position of the engine integration and their

interconnection.

With regard to advanced technologies and applications, [14] develops a methodology in which

the final result is a machine learning model that allows predicting capacity regulations. In [15], a
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set of three different metaheuristic search algorithms have been considered for failure detection and

identification purposes. [16] describes the multidisciplinary design of an aerodynamic drag device

used to allow a passive re-entry, i.e., avoiding retropropulsion, of a reusable launch vehicles’ first

stage. In [17], the robustness of a hybrid MCDM tool to support the selection of sustainable materials

in aviation has been assessed. In [18], a rapid and robust sizing methodology is presented, along with

a comparative study on the impact of energy source configurations, on the autonomy of a multirotor

aerial vehicle. The authors of [19] deal with developing a self-healing resin designed for aeronautical

and aerospace applications. Finally, [20] demonstrates the competitive properties of a manufactured

part, produced using laser powder bed fusion (LPBF), using a specific build orientation.

The editors of this Special Issue extend their appreciation to the authors for their excellent

contributions and for greatly assisting in managing this Special Issue. Additionally, the editors would

like to express their gratitude to Ms. Linghua Ding and the Aerospace editorial team for their valuable

professional support.
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Abstract: Over the past few years, the rapid growth of air traffic and the associated increase in
emissions have created a need for sustainable aviation. Motivated by these challenges, this paper
explores how a 50-passenger regional aircraft can be hybridized to fly with the lowest possible
emissions in 2040. In particular, the use of liquid hydrogen in this aircraft is an innovative power
source that promises to reduce CO2 and NOx emissions to zero. Combined with a fuel-cell system,
the energy obtained from the liquid hydrogen can be used efficiently. To realize a feasible concept in
the near future considering the aspects of performance and security, the system must be hybridized.
In terms of maximized aircraft sustainability, this paper analyses the flight phases and ground phases,
resulting in an aircraft design with a significant reduction in operating costs. Promising technologies,
such as a wingtip propeller and electric green taxiing, are discussed in this paper, and their potential
impacts on the future of aviation are highlighted. In essence, the hybridization of regional aircraft is
promising and feasible by 2040; however, more research is needed in the areas of fuel-cell technology,
thermal management and hydrogen production and storage.

Keywords: FUTPRINT50; sustainable aviation; zero emissions; hybrid-electric propulsion; liquid
hydrogen; fuel-cell technology; electric green taxiing system; wingtip propulsion; superconducting
materials

1. Introduction

Over the past 40 years, air traffic has grown 10-fold, and air cargo has grown 14-fold [1].
Despite numerous crises in the 21st century, air traffic has been growing continuously [2].
Therefore, the climate responsibility of the aviation sector is even more important than
ever before. The overall goal of halving the carbon emissions by the year 2050 relative
to 2000 was set by the aviation industry [3]. In order to meet the European Union (EU)
Green Deal main objectives [4], an overall willingness from all parties to take new paths
and design bold concepts must be present.

For reaching the goals, the aircraft technology roadmap to 2050 engages in several
contributing opportunities [3]. In addition to focusing on the improvement of known
technologies, the roadmap foresees the increased use of new-generation technologies from
2030 onward. The EU-funded project FUTPRINT50 focuses on the possible technologies
for commercial hybrid-electric aircraft for the years 2035–2040 [5]. As part of the project
and contributions to the FUTPRINT50 Aircraft Design Challenge [5], the authors of this
paper designed the hybrid regional aircraft HAIQU (Hydrogen Aircraft desIgned for Quick
commUting).

This aircraft design provides capacity for 50 passengers and combines the advantages
of battery and fuel-cell technology in a hybrid combination. Therefore, the motivations for
HAIQU are to achieve zero emissions during the whole flight mission and to bring regional
aviation one step closer to a modern environment as well as to encourage future aircraft

Aerospace 2023, 10, 277. https://doi.org/10.3390/aerospace10030277 https://www.mdpi.com/journal/aerospace
1



Aerospace 2023, 10, 277

designs. Using liquid hydrogen to approach net zero emissions is based on the production
method of liquid hydrogen [6]. Depending on the method of production, hydrogen is
labeled with different colors depending on the method of production [6,7].

Indeed, green hydrogen is the only climate-neutral type [7,8]. However, the amount of
renewable energy required to produce green hydrogen in large quantities is enormous [9].
To ensure the efficiency and effectiveness of the aircraft design, various methods are utilized
during the design process, which are outlined in Section 2. The trade-off studies and their
results are summarized in Section 3. Finally, in Section 4, the advantages and disadvantages
of the aircraft design are discussed to provide a comprehensive understanding of the
design’s strengths and limitations.

2. Materials and Methods

In the following sections, the classical aircraft design methods build the base of the
familiar design process. Moreover, the unconventional design methods for the hybrid-
propulsion technologies are described in detail. As this aircraft design is part of the
FUTPRINT50 Aircraft Design Challenge, the guidelines [5] that were predefined by the
challenge committee had to be strictly followed in order to ensure comparability between
the different design proposals. Hereby, the main requirements were defined in the top level
aircraft requirements (TLAR) [5] and elaborated by Eisenhut et al. [10], and these are listed
in Table 1. The aim of the design process is to achieve the TLAR under the lowest possible
direct operating costs (DOC).

Table 1. Top level aircraft requirements [5].

TLAR Value

Number of passengers 50
Passenger weight 106 kg per passenger (incl. luggage) = 5300 kg

Design range 800 km
Design cruise speed ≤Ma 0.48
Maximum payload 5800 kg
Reserve fuel policy 185 km + 30 min holding

Rate of climb (MTOM, SL and ISA) ≥1850 ft/min
Time of climb to FL 170 ≥13 min

Maximum operating altitude 7620 m (25,000 ft)
Take-off field length ≥1000 m
Landing field length ≥1000 m
Benchmark for DOC Design payload with 400 km mission

Using a reference aircraft facilitates the design process and improves accuracy [11].
Therefore, a market analysis with the goal of finding a proper aircraft was conducted. The
regional aviation sector led to aircraft such as the Dash 8 and ATR 42. For the following
design process, the concept refers to only one reference aircraft that fit the given TLAR
the best. In this case, the ATR 42-600 [12] formed the most promising foundation and was,
thus, selected as the reference aircraft.

A basic comparability of the ATR 42 and ATR 72 can be generally assumed under
certain conditions, since the ATR 72 is merely an extended ATR 42 with an increased
maximum seat capacity from 48 to 78 seats [13]. In addition, the wingspan and engine
power are increased from the ATR 42 to the ATR 72 [13]. In the typical cases, the ATR 42-600
was used for reference values. However, if no reference values for the ATR 42-600 were
available, relative values from the ATR 72 were used, which are still legitimate due to the
scaled relationship between the two aircraft.

2.1. Design Iteration Code

The design process is described in Figure 1. In a first step, assumptions about the
propulsion system, the wing configuration, the fuselage shape and the empennage were
applied in the pre-design (red box). With these assumptions, preliminary values were
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defined for the range, passenger and luggage weight, runway take-off length, cruise and
landing speed and wingspan. Having these pre-design values, as well as the initial values
(blue box) set, the sizing process (green box) began with the weight estimation according to
Roskam [14].

In the next step, the sizing diagram was used to identify the design point and, thus,
the power and wing area. This calculated wing area was used to size the wing, resulting in
the required aerodynamic lift coefficients CA,Land and CA,To. Further, the lift coefficient was
used to obtain the drag-polar and, thus, the lift-to-drag ratio. This ratio was, in turn, used
to derive the weight of the aircraft components and, thus, the center of gravity. With the
calculated maximum takeoff mass, the payload-range diagram was created, which then led
to the required fuel mass. Bringing the iteration to an end and moving on to the analysis
(yellow box), a CAD model was adjusted, and the three-side view was drawn, bringing the
mechanical concept to a final freeze.

Figure 1. Schematic representation of the sizing code with the pre-design in red, the initial values in
blue, the sizing process in green and the results and analysis in yellow.

Range Calculation for Hybrid-Electric Aircraft

Conventional fuel burning aircraft can be sized using the well-known Breguet equation,
while battery electric aircraft can be sized using the modified Breguet Equation [15]. It
is possible to simplify the mission segments as “equivalent stationary horizontal flight
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phases” [16]; however, for this application, a more detailed incremental time step approach
was chosen. This allows the split between the energy sources to vary from one moment
to the next. With this approach, the normal flightpath of an aircraft can be simulated in
small time increments, calculating the required energy for each time step, splitting that
energy between battery and fuel and deriving the resulting mass change from it. This
allows for a very refined energy management strategy between the primary and secondary
energy source.

The input parameters for the incremental calculation are the basic aircraft characteris-
tics regarding mass, aerodynamics, efficiencies and specific energy. The output is fuel and
energy used per flight segment. This incremental approach will also be used in Section 3.1
to create the payload-range diagram for the aircraft.

2.2. Design Process of the Aircraft

To feed the design iteration code with information about new technologies, they must
be thoroughly investigated. For each new component of the aircraft, a literature study was
conducted to derive equations and reference values to apply to the design. The reference
aircraft was used to calibrate the masses, empennage and sizing diagram.

2.2.1. Configuration Selection

Through a preliminary evaluation process in compliance with the given TLAR [5],
some design possibilities were excluded. The remaining design possibilities are shown
in Figure 2. In this assessment, the design possibilities were evaluated by performance,
environment and economics as well as operational aspects. Since the focus of this work
lies in the basic design of the aircraft, no detailed analyses of the individual structures and
aerodynamics were performed. Nevertheless, this work is based on scientific evidence by
using estimation formulas for the design according to reliable sources [11,14,17,18]. The
aim of the configuration selection is to identify a performing concept and to place the
performance in relation to the reference aircraft. In the following sections, the reasoning
behind every decision is explained.

Figure 2. All investigated design possibilities listed by their category.

2.2.2. Propeller and Wing Tip Propulsion

In the regional aircraft sector, the most prominent propulsion method is the propeller,
while jets are more often used for longer ranges than the given TLAR for this design. The
propeller has the advantage of possible higher efficiencies at low speed [19] combined
with lower complexity and easy conversion to an electric drivetrain when compared to jet
engines [20,21]. With a small hybridization ratio, i.e., the ratio between electric power and
total propulsive power, it is possible to use motor–generator units within a jet turbine.
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With power electrification beyond 50%, the power has to be provided by an electric
motor driving a propeller. Further, the electrification enables an almost free positioning of
the propellers and motors. The current trends are the use of wingtip propulsion (WTP),
boundary layer ingestion (BLI) and distributed electric propulsion (DEP) [22,23]. Research
regarding BLI showed that the positive effects increased with speed, making the use
at relatively low speeds of the aircraft less suitable. DEP showed promising results in
an isolated setting; however, further analysis on aircraft level showed no effect or even
negative effects for this application [24].

The advantage of using WTP is the reduction of induced drag [25]. Considering the
WTP concept individually, it promises an improvement of up to 50% less induced drag
during climb and 25% less during cruise [26] regarding the wing and up to 15% less total
drag on the aircraft level [27]. Secondary effects are the decrease of the wingtip vortex
intensity through the WTP [26], which leads to a significant noise reduction [24] as well as
to a reduced wing bending moment, relieving the wing by mounting a mass with a long
lever arm on the wing tip.

Concerning the aircraft, the reduction in induced drag is derived as an average of the
values of Sinnige et al. [28]. The reduction in drag is measured for a single engine per
wing configuration. To account for a possible twin engine per wing architecture, the drag
decrease value is assumed to be halved for that setup. In that case, the inside propeller is
spinning in the same direction as the wing tip propeller, which could also help in the vortex
reduction; however, this requires further investigations. In Table 2, the chosen reference
drag decrease values from Sinnige et al. [28] for the single engine case are listed, as well as
the assumed correction factor to account for a possible twin engine setup. These reference
values are used to reduce the induced drag at the wing level for the calculation within the
design code.

Table 2. Drag reduction through wing tip propellers [27].

Reference Drag
Reduction—High Power

Reference Drag
Reduction—Medium Power

Correction Factor for Four
Propellers

35% 10% −50%

2.2.3. Wing Design

For the wing, the maximum lift coefficient CL,max was calculated using Raymer [18]
sizing methods. For the wing area S, the wingspan b and the taper ratio λ, the initial values
were defined before the execution of the sizing iterations. In the following design process,
S was obtained through the iterating mass estimation, while b and λ were chosen values.
With the lift coefficients of the selected airfoils at different positions from the reference
aircraft, the maximum lift coefficient was obtained. In contrast to current generation aircraft,
the wing is not used to store fuel and is, therefore, not subjected to passive stress relief.

The advantage of the WTP, in this case, is the mass of the motor, gearbox, DC/AC
converter and propeller acting as a load reducing bending moment with a long lever arm.
This can result in an increase of the local wing bending moment along the wingspan.
The additional stress is compensated for by applying a factor to the wing mass since the
maximum absolute bending moment occurs at MTOM. This factor is calculated as the
ratio between the wing bending moment for an aircraft wing in a theoretical "standard"
configuration (inboard engine and fuel in wing; usual estimations applicable) and the
selected configuration (WTP and dry wing). The additional wing root bending moment
can be reduced by increasing the wingspan and, therefore, increasing the lever arm of the
WTP mass. This further improves the aircraft performance by reducing the weight.

2.2.4. Empennage

According to Raymer [18], the empennage should typically be considered to be conven-
tional. Nevertheless, unconventional tail configurations may have advantages in special use
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cases. The criteria related to structural connections, dimensions, mass and flow interactions
must be considered when deciding on the type of empennage [18].

Depending on the chosen propulsion concept, the yawing moment must be considered
when designing the vertical tail plane (VTP). If the propulsion concept is not different from
the reference aircraft, the empennage is dimensioned with a volume coefficient similar to
the one of the reference aircraft. Since the configuration includes wingtip propellers, the
volume coefficient of the VTP has to be increased to provide a sufficient yawing moment
during wingtip engine failure. The increase is calibrated using the reference aircraft. First,
the volume coefficient of the reference aircraft is determined. The ratio between the yawing
moment created by the engine in the one engine inoperative (OEI) case and the volume
coefficient of the VTP of the reference aircraft is calculated. This ratio is used to increase the
conventionally calculated volume coefficient to account for the unconventional architecture.

2.2.5. Fuselage

New propulsion concepts do not necessarily require a new fuselage design. A com-
parison of aircraft with similar passenger capacities in terms of the number of seats can
be useful as demonstrated in the chart provided by [29]. Based on the integration of the
fuel tanks and further system technologies, the dimensions of the fuselage could vary.
A reasonable fuselage fineness ratio should be between 5.6 and 10 for regional aircraft,
according to Roskam [17].

There are multiple approaches to maximizing cabin space; however, it is essential
to weigh the balance between passenger comfort and space utilization in the design pro-
cess [30]. With a market analysis, the current state of the art in cabin layout can be analyzed
as well as new concepts, such as a windowless fuselage [31]. Nevertheless, the urgency for
a regional aircraft design preferring passenger comfort over the use of space is not relevant.
The major change to the fuselage is the integration of the fuel tanks, which is covered in
more detail in Section 2.3.3.

2.2.6. Landing Gear and Electric Green Taxiing System

There are two main options for the integration of the main landing gear in reference
to other high-wing aircraft [12,32]. The first option is the integration in a belly fairing—
similar to the reference aircraft. The second option is the integration in the cowling of the
turboprop engine as on the De Havilland Dash 8–400 [32]. The integration in the cowling is
challenging due to the propulsion choice of the relatively compact electric motor instead of
a gas turbine. To reduce energy use and noise on the ground, we investigated alternative
forms of taxiing.

At larger European airports, an aircraft spends 10–30% of its block time taxiing [33].
The electric green taxiing system (EGTS) promises to be a great solution to increase efficiency
during this phase. Electric motors have a relatively low noise output, and, locally, they
emit no emissions [34]. The technology readiness level (TRL) of onboard electric taxiing
systems is between TRL 6 to 7 [35]. With regenerative breaking during the taxiing phase,
15% of the energy could be recovered [36], and the lifetime of the brake system would be
increased [37,38]. The utilized dimensions for an electric taxiing system were calculated
with the formulas from Heinrich et al. [39].

2.2.7. Mass Calculation and Center of Gravity

The individual component masses were calculated by semi-empirical equations, which
were derived by Torenbeek [11]. To start the iterative calculations, first, assumptions were
made with the existing data of the reference aircraft [40]. The propulsion concept eliminates
the conventional turboprops; therefore, the mass of the electric motors, including cabling,
is calculated by linear scaling using the required power [41]. Electric motors are scalable
and adjustable within the required power [42].

The mass of the fuel cell and batteries are calculated according to the methods in
Sections 2.3.1 and 2.3.4. In case the reference aircraft differs in the composite vs. total
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structure volume ratio, further mass reduction factors can be introduced [43]. One method
for calculating mass reduction factors is to reference existing data, such as the 20% struc-
tural mass savings achieved by Boeing through the use of 50% composite materials [44].
However, there is inherent uncertainty in this extrapolation, and thus conservative values
as calculated by Kolb-Geßmann [45] were adopted and are presented in Table 3.

Table 3. Component mass reduction factor and composite amount.

Component Mass Reduction Factor Composite Amount in %

Wing 0.73 90
Fuselage 0.85 50

Empennage 0.715 95
Cowling 0.85 50

The crew is considered to consist of two pilots and one cabin crew member, which
were conservatively assumed at 85 kg each [46]. According to Roskam [14], the crew is an
element of the operating mass empty (OME). Furthermore, the center of gravity (CoG) of the
components can be determined with the methods of Torenbeek [11]. Considering the aircraft
at OME with the added max fuel mass, the maximum static margin can be determined.

2.3. Powertrain

New propulsion technologies require new calculation approaches. By scaling the
confirmed values of previous work, the component architecture can be calculated as laid
out in the following sections.

2.3.1. Fuel-Cell System

The sizing of the fuel-cell system was conducted based on the evaluation of the
feasibility of dual use of liquid hydrogen in regional aircraft [47]. The focus of the research
of Hartmann et al. [47] is an ATR 72, and thus the results of their baseline scenario are scaled
down using the fuel-cell polarization curve for the baseline case in [47]. The ATR 72 is the
larger version of the reference aircraft; however, since the powertrain is only influenced
by the required power for the aircraft and not other characteristics, e.g., the wingspan and
fuselage length, it is viable to scale the powertrain from the ATR 72 to a smaller aircraft.

The linearized section is assumed to be applicable from a current density of 0.2 up
to 1.4 A/cm². Three different cases were investigated, and the resulting sizing of the fuel
cell had to work for all of them. The first scenario is the maximum power during take-off.
For this case, the highest current density is expected. The upper limit of 1.4 A/cm² results
in the smallest size of the fuel cell, while it is desirable to achieve a lower current density
since that correlates linearly with higher efficiency. The second case is cruise flight. The
segment is the longest of the whole mission; therefore, a high efficiency in this segment
results in a high efficiency for the total flight. The third case is the descent phase.

Since the powertrain components utilize superconducting technologies, it is necessary
to provide a minimum flow of hydrogen to keep the components within their operating
window. This hydrogen will not be vented but instead used to power the aircraft during
descent, with the excess power being used to charge the battery. In this case, the current
density should not be lower than 0.2 A/cm². The minimum flow is calculated in three steps:

1. Calculate the mass flow for the ATR 72 during cruise.
2. Divide the mass flow by the ATR 72 cruise power.
3. Calculate the mass flow of the aircraft by multiplying the result of step 2 with the

aircraft’s cruise power.

Another limiting boundary condition for the fuel cell sizing is the maximum de-charge
rate of the battery during take-off. For durability reasons, this is set as 2C. The mass of the
fuel cell is calculated using the stack mass density given for the baseline scenario in [47]
using the calculated fuel cell area for the aircraft. The mass of the compressor and the
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humidifier are linearly scaled from the results for the ATR 72 using the fuel cell power. To
account for structures, etc., we introduced a Balance of Plant (BoP) factor. This was set as
20% by Hartmann et al. [47] and was used for the aircraft to add to the total mass. The
reference values for the calculations are listed in Table 4.

Table 4. Reference data for the fuel-cell system calculation [47].

Reference
Power

Stack Mass
Density

Reference
Compressor Mass

Reference
Humidifier Mass

BoP-Factor

4100 kW 1.65 kg/m² 200 kg 300 kg 0.2

2.3.2. Thermal Management System

The thermal management system (TMS) consists of two different types of cooling
loops. One loop uses the liquid hydrogen to absorb the heat from components, while the
other uses a conventional cooling cycle [47]. Since the difference between the temperature of
the components and the surrounding air is small compared to other appliances, the airflow
in the cooling inlet has to be higher to achieve sufficient cooling. To estimate the amount of
thermal energy that must be removed from the system, the energy distribution between
power used at the propellers and generated heat was taken from Hartmann et al. [47] for
the cruise flight segment.

The TMS load is defined as the ratio between heat energy displaced by the TMS and
the electric energy provided by the fuel cell. To calculate the TMS load for the aircraft, first,
the difference in fuel cell efficiency compared to the reference in Hartmann et al. [47] was
added/subtracted to the reference TMS load. These values are listed in Table 5. The second
step is multiplying the resulting number with the required propulsive power to result in the
heat power distributed to the TMS for the aircraft. Conventional cooling systems consist of
an air intake, a radiator and a nozzle to expel the air efficiently. Most applications have an
additional fan fitted to keep the performance of the radiator high even if the airspeed is
low, for example during the taxi phase.

The additional drag from the radiator can be reduced with the Meredith effect [48].
Kellermann et al. [49] concluded in their studies that the drag increased by 0.7% due to the
radiator. Since the study was conducted for a 30% hybridized 180 seat aircraft, the drag can
be scaled with the reference heat load and a reference MTOM. To calculate the additional
drag for the aircraft, an increase in heat load and a decrease in MTOM result in a higher
drag penalty. The reference values from Kellermann et al. [49] are listed in Table 6.

Table 5. Selection basis for thermal management system load [47].

Reference Efficiency of Fuel Cell Reference TMS Load

52.9% 107.9%

Table 6. Reference values for the thermal management system drag by [49].

Reference Heat Load Reference Drag Increase Reference MTOM

192.6 kW 0.7% 80.000 kg

Chapman et al. [50] conducted simulations on the transient behavior of fluid-based
TMS. Their findings concluded that designing the TMS for the maximum system power as
a steady state can result in oversized cooling systems. Their simple model was tested for a
much smaller load and fluid mass compared to this aircraft; however, the results showed
that maximum power for less than 2 min leads to a much smaller TMS size. Since the
takeoff phase takes less than a minute for regional aircraft, the cruise power was used to
size the TMS. The TMS fluid capacity should be sized to allow this simplification in follow
up projects.
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2.3.3. Fuel Tanks

Liquid hydrogen is stored at temperatures below 20 K for multiple hours within the
aircraft’s tanks, resulting in the need for an insulated fuel tank. Compared to gaseous
hydrogen, which is used in the automotive industry, the tank pressure is low, thereby,
resulting in lower strength requirements. The wall thickness and resulting empty tank
mass were derived from Silberhorn et al. [51] for their tank concept in the rear of the aircraft
and are listed in Table 7. Their fuel tank mass was scaled cubic with the block energy. This
was chosen because the tank volume, which is directly proportional to the stored energy,
scales with the power of 3 with the radius. The resulting mass from the cubic scaling was
further reduced since the mission range in the TLAR is only 14% of the aircraft used by
Silberhorn et al. [51], resulting in an estimated reduction of wall thickness of 60%.

Table 7. Reference values for liquid hydrogen fuel tanks by [51].

Reference Block Energy Reference Tank Mass Reference Wall Thickness

533 GJ 1651 kg 70 mm

2.3.4. Battery

The automotive and aviation industries are currently dominated by lithium-ion batter-
ies; therefore, to establish the configuration of the battery, we considered six important fac-
tors: the Specific Energy, Specific Power, Cost, Life Span, Safety and Performance. Lithium
cobalt oxide (LiCoO2)—LCO; lithium nickel manganese cobalt oxide (LiNiMnCoO2)—
NMC; and lithium iron phosphate (LiFePO4)—LFP batteries are the three most promising
concepts for future batteries [52].

Figure 3 shows a comparison between the main variables investigated for the selec-
tion of the battery. Figure 3a presents a comparison between the specific power and the
specific energy of the three selected battery types. Those figures, in combination with the
requirements for the aircraft powertrain, are used to decide on the battery chemistry. High
power needs to be achieved, and high specific energy use is attenuated since the batteries
will be used mainly at takeoff and not during the flight. For this reason, a LFP battery that
meets those characteristics was chosen.

Figure 3a indicates specific powers up to 2000 W/kg with 140 Wh/kg for LFP batteries.
Figure 3b represents a radar chart that relates the aforementioned variables where LFP
batteries stand out with respect to their life span, safety and specific power. LFP batteries
have an ideal cycle life of 1000–2000 with a charge rate between 1 and C and discharge
rate of between 1 and C and 3C. This means that the battery can provide between one and
three times its capacity in energy output per hour [53]. However, it is important to note
that the discharge rate of LFP batteries is generally higher than the charge rate; however,
they maintain better performance during their life cycle compared to the other batteries
mentioned [54].

(a) (b)

Figure 3. (a) Specific power vs. specific energy of Li-ion batteries distinguished by cell chemistry [55].
(b) Radar chart of LFP, LCO and NMC battery comparison [56].
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2.3.5. Superconducting Motors and Power Electronics

As mentioned in Section 2.3.2, the hydrogen is used to cool the powertrain components.
This enables the use of superconducting materials for the motors, inverters and cables.
The efficiencies and masses for the cables and inverters were estimated using the values
from Hartmann et al. [47]. The superconducting motor mass can be estimated with the
equation of Lukaczyk et al. [42], while the efficiency was estimated at 98% [47]. Power
densities for high-temperature superconducting (HTS) motors producing 1 MW above
13 kW/kg are feasible according to Yoon et al. [57] with their market readiness expected in
the early 2030s [58]. The total power of the aircraft is expected above the reference aircraft’s
power at about 4000 kW. The selected power density for the motor is 15 kW/kg, resulting
in a slightly heavier motor than the estimation equation according to Komiya et al. [41]
would predict.

2.4. Impacts on the Turnaround Process

One of the key elements of a competitive aircraft is the turnaround process. Compared
to the current generation of regional aircraft, there are three major changes:

1. Liquid hydrogen is used instead of jet fuel.
2. The refueling vehicle is connected to the back of the aircraft instead of the wings.
3. The battery may have to be recharged.

Mangold et al. [59] investigated possible solutions to refuel hydrogen aircraft. They
concluded that the safety level can be as high as it is today for kerosene. To calculate the
total time for the turnaround process, fixed values were used for segments where no fuel is
transferred into the aircraft, and a flow rate was used to calculate the time for the actual
refueling. For this aircraft, a single fuel line case with purging was assumed with the
variables taken from Mangold et al. [59] as listed in Table 8.

Table 8. Calculation basis for refueling with liquid hydrogen by [59].

Sum of Fixed Process Times Fuel Flow Rate

9 min 20 kg/s

The other areas that we considered for the turnaround process were the passengers,
baggage and battery recharging. For all of those segments, the equipment positioning and
removal time was taken from Mangold et al. [59]. For the passengers, the boarding and
de-boarding rates for a Type I door were taken from Airbus [60]. The cleaning rate can be
estimated as 3 seats/min according to Fuchte [61] with an estimation of two cleaners for
this aircraft. The baggage is loaded at two separate locations in one compartment each
as bulk cargo. The Boeing 737 utilizes the same cargo storage strategy allowing for their
loading and unloading rates [62].

Regarding the battery, the before-mentioned maximum rate of 2C for charging and
discharging is applied for the energy transfer required on the ground. However, the
strategy for the aircraft is to not have the charging time exceed the longest segment in the
turnaround process, i.e., the passengers. This is managed by recharging the battery in flight
to a level where the battery can reach the desired state of charge during the turnaround in
the specified time frame. The selected values used to calculate the turnaround process are
listed in Table 9.

Table 9. Turnaround calculation basis for the passengers, baggage and battery.

Boarding
Rate

De-Boarding
Rate

Cleaning
Rate

Loading
Rate

Unloading
Rate

Charging
Rate

12 PAX/min 18 PAX/min 6 Seats/min 10 Bags/min 15 Bags/min 2C
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2.5. Cost Calculation

The costs are subject to different variables, such as depreciation, insurance, main-
tenance, fuel consumption, flight crew, cabin crew, landing fees and passenger services.
These variables are grouped into direct operating costs (DOC) and indirect operating costs
(IOC) [63]. The IOC depend on the relation between the airline and the client and, thus,
is difficult to estimate. For this reason, it was not calculated in the present study. This
study focuses on the evaluation of aircraft design in economic terms through the cost per
available seat kilometer (CASK) and the DOC. A number of methodologies exist to estimate
the DOC with high reliability, e.g., ATA, NASA and AEA1989 [64].

ATA is based on industrial statistics from the United States [65], NASA uses an
estimation methodology considering interest [66] and AEA is a comparison methodology
used in Europe [67]. In this paper, studies were conducted based on the AEA1989 model.
The comparison with the reference aircraft was performed considering a depreciation
calculation based on the AEA Method 1989 over 14 years. For the year 2035, consequently,
a reduction in hydrogen prices between 1.5 €/kg and 5.5 €/kg is projected [68] as shown
in Table 10, while an increase of 10% for fossil fuels is estimated compared to the current
price [69].

Table 10. Price of hydrogen according to S&P Global [68].

Hydrogen Type Price in €/kg

Green 5.5
Blue 2.3
Gray 1.5

On the other hand, Rethink Energy’s model establishes, however, that the cost of
green H2 will fall to slightly over $1/kg in 2035 as led by nations such as Brazil or Chile,
generating the possibility of reaching even lower prices [70,71]. Consequently, achieving
this price for green hydrogen reduces the level of emissions to zero, something that does
not occur with blue hydrogen with 10% CO2 emissions or the total release of gray hydrogen
obtained only by steam methane reforming (SMR) or gasification [68].

In contrast, electricity prices will remain constant given the continent’s transition
to renewables. The implementation of these new environmentally friendly technologies
affects the fee costs in the DOC. For the AEA method, it was necessary to add charges
related to pollution and noise [72]. Those charges are considered for this study, although
they are currently not applied at every airport.

3. Results

The following sections present detailed results from the previous chapter’s analytical
and empirical analysis. Trade-off studies, which are explained in the next section, provide
the basis of the final design choice.

3.1. Payload Range Diagram and Design Point

As hydrogen was chosen as the main energy carrier, the shape of the payload range
diagram is significantly different from typical diagrams. The high gravimetric energy
density of the fuel leads to a very shallow middle section, making it impossible to place
the TLAR mission on this section without breaking the maximum payload requirement.
Therefore, the chosen design point is the required maximum payload of 5800 kg for a
400 km mission as shown in Figure 4 with the blue line and dot. The TLAR mission can be
achieved as shown by the red dot.
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Figure 4. Payload-range diagram with design point (blue) and TLAR mission (red).

3.2. Trade-Off Wingspan

Several trade-off studies are performed with the design iteration code. More wingspan
usually leads to better aerodynamic performance; therefore, the calculations were per-
formed for wingspans starting from the ATR 42 at 24.6 m and reaching to the end of Airport
Category C at 36 m. The grading criteria are the energy requirements for the 400 km mission
since this is a major part of the grading criteria for the whole aircraft, i.e., the DOC. Even
though the best aircraft performance is at a span of 36 m, the overhanging WTP tips reduce
the available wingspan to about 32 m. To account for structural integrity, the maximum
taper ratio was set to 0.25, which limits the wingspan to 28.5 m as can be seen in Figure 5.
Therefore, the wingspan of HAIQU was selected to be 28.5 m.

Figure 5. Energy requirements for a given wingspan.

3.3. Result of the Propulsion System Sizing

During the aircraft design process,we observed that using only wingtip propellers
would lead to immense yawing moments in the case of a single engine failure regarding
the electric motor, thus, leading to an oversizing of the VTP. To mitigate this problem, two
further propellers were placed in a conventional location on the wing close to the fuselage.
To optimize the power split between the outer and inner propellers, a tradeoff study was
conducted with the result being that a slightly more powerful WTP would be the optimum
solution regarding the boundary conditions.

However, the design iteration code does not include effects regarding disc loading,
blown wing area and similar; hence, the results of Nathaniel [27] were used to define the
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power split to achieve a higher level of fidelity. They investigated the power distribution of
an ATR 42–500 with WTP and conventional propellers. A power split of 50–50 between
the WTP and the inbound propellers was identified to be the optimum as the split reduces
the disc loading and, therefore, reduces the total required power by 5% compared to a
configuration with one propulsor per wing. While the induced drag reduction decreases
when using more than one engine per wing, the effects of the disc loading dominate in
comparison, thereby, leading to better performance with four propellers.

3.4. Power Split between Battery and Fuel Cell

The battery concept of HAIQU is to keep the mass as low as possible and to use it as
emergency backup while also increasing the lifetime of the battery. With the calculated
H2 mass flow for the descent, the minimum fuel cell power setting is 1050 kW, of which
420 kW are not used by the propulsion system or climate control. This overproduction
is directly fed into the battery to recharge it at 2C to further reduce the turnaround time.
This maximum charging power during descent, in turn, limits the fuel cell takeoff power to
3400 kW. The remaining 440 kW for the takeoff power are provided by the battery system.

With the given power density, the resulting battery mass would be 300 kg; however,
the self-set requirement to have a large enough battery to fly at a constant altitude for
10 min (a single traffic pattern in case of fuel cell failure for example) demands a storage
capacity of 206 kWh resulting in a battery mass of 1950 kg. The fuel cell has a resulting
mass of 1020 kg with the compressor and humidifier weighing 410 kg. The cable, propeller,
inverter and gearbox masses are listed as sums in chapter Section 3.5.2. The results are
listed in Table 11 for a better overview.

Table 11. Result of powertrain sizing regarding the power and mass.

Fuel Cell Power Battery Power PEMFC System Mass Battery System Mass

3400 kW 440 kW 1020 kg 1950 kg

To increase safety through redundancy, two identical fuel cells in the back of the cabin
and two identical batteries in the front of the cabin are used. The energy from both systems
is transformed using a DC/DC converter each to achieve the best transport voltage for
the superconducting cables. Those cables run from the DC/DC converters to the DC/AC
converters located at the motors in the wing as can be seen in Figure 6.

The motors need to provide a power of 900 kW each, resulting in a mass of 60 kg with
the gearbox adding another 35 kg each. They are driving a six-bladed propeller with a
diameter of 4 m running at low speed for lower noise emissions. Regarding the TMS, the
hydrogen is pumped from the tanks through the HTS cables and in a separate line to the
motors to supply the right temperature to both components. Both flows recombine at the
DC/AC converters and merge back in the fuselage to cool the DC/DC converters before
the gaseous hydrogen is heated to 85 °C using the fuel-cell system. This order is derived
from Hartmann et al. [47] and shown in Figure 7 but with a few modifications to reduce
the fuel line length.

For the cruise flight, a fuel consumption of 2.2 kg/min is achieved at a fuel cell
efficiency of 55%. This results in fuel consumption for the whole 400 km flight mission
of 172 kg. The electric green taxiing system complies with the requirements, and HAIQU
fulfills the Flightpath 2050 goal of emission-free aircraft movements during the taxiing
phase [73], as the electric motors produce relatively low noise, and they emit no emissions
locally [34].
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Figure 6. Powertrain component arrangement within HAIQU.

Figure 7. Hydrogen flow from the fuel tanks to the fuel-cell system; full line representing liquid
hydrogen and dotted line representing gaseous hydrogen.

3.5. Resulting Aircraft Design—HAIQU

All the components mentioned in the previous chapter are part of the final design of
HAIQU. In this section, the full aircraft will be shown and its performance characteristics
described. In Figure 8, the three-side view of the final aircraft design is shown, and Figure 9
shows a rendering of the operating plane [74].

3.5.1. Fuselage

In order to keep the main focus of HAIQU on the propulsion technology, the cabin
should not present any noticeable change for the passengers and operators. This re-
sults in a seamless integration in today’s airport infrastructure for all non-fuel-related
ground segments.

As shown in Figure 10, the layout consists of a four abreast seat arrangement per row
with a single row of two seats on one side at the back. Boarding is conducted in the rear
while the baggage is loaded in the front on the left side and on the back on the right side.
The rest of the cabin layout is conventional.

The fuel tanks showcased in Figure 11 behind the cabin weigh a total of 300 kg.
Concluding the design choices, the fineness ratio for the fuselage is 8.6. The cabin cross
section is split into two parts, the upper, pressurized section is reserved for passengers and
baggage, and the lower, unpressurized section is used for powertrain components, the TMS
and the landing gear. This is shown in Figure 12.
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Figure 8. Three-side view drawing of HAIQU.

Figure 9. 3D rendering of the HAIQU aircraft.

Figure 10. Cabin layout of HAIQU; twelve rows with four abreast, one row with two seats, space for
baggage in the front and back and fuel tanks located behind the rear bulkhead.
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Figure 11. Cross-sectional view of the rear fuselage section showcasing the fuel tank arrangement;
venting line routed through the vertical stabilizer.

Figure 12. Cross-sectional view of the cabin section, showcasing the pressurized cabin and the
unpressurized system compartment.

3.5.2. Masses and Center of Gravity

Compared to the reference aircraft, HAIQU has a higher MTOM due to the additional
weight of the system masses of the hybrid powertrain. The resulting individual masses are
listed in Table 12. Regarding lightweight construction, HAIQU has a composite vs. total
structure volume ratio of 54% leading to four-times higher [43] usage of composite material
in comparison with the reference aircraft. In case of the typical 400 km mission, the aircraft
masses are listed in Table 13.

Table 12. Summary of the component masses.

Component Resulting Mass in kg

Wing 900
Fuselage 1950

Empennage 320
Landing Gear 620

Control Mechanism 205
Electric Motors 255

EGTS 120
Flight Systems 2590

Fuel Cell System 2780
Fuel Tank 300

Battery System 1950
Crew and Equipment 1050

Miscellaneous 150
Gearboxes 140
Cowling 170

Total OME 13,500
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Considering the tank position in the tail, the center of gravity (CoG) shift during the
refueling process is important. The CoG is located at 23.8% mean aerodynamic chord
(MAC) at the operating mass empty (OME) as shown in Figure 8. Considering the ferry
case as the most critical loading case, the CoG is located at 33% MAC.

Table 13. Aircraft masses.

Designation Mass in kg

Operating Mass Empty 13,500
Fuel + Reserve for 400 km Mission 300

(Max. Fuel + Reserve) (420)
Max. Payload 5800

Max. Takeoff Mass 19,600

3.5.3. Wing and Empennage

For the wing design, the classical configuration of high wing and T-tail was chosen.
The shape of the main wing resulting from the design code is a two-shape design with a
rectangular shape from the centerline towards the inboard motor and a trapezoid shape
from there until the outboard motor as shown in Figure 8. The wing features single segment
Fowler flaps [43] that stretch for 60% of the wingspan with a depth of 17%. As the wing
profile, the proven parameters of the reference aircraft were selected leading to a NACA
43018 at the root and a NACA 43013 at the tip [75]. The sizing resulted in an increased
wingspan of 28.5 m and an aspect ratio of 15.

Retractable struts on the lower side of the wing are necessary for takeoff and landing
in strong side winds to protect the WTPs. During the flight they are retracted and fully
enclosed and covered inside the wing, so that no drag is added. In case of an emergency,
the struts brake before the wing would be overstressed. The T-shaped empennage was
chosen to reduce the wing-and propeller-wake interaction with the tail plane. Furthermore,
the volume coefficient of the vertical tail area was set to a larger value than the reference
aircraft to provide enough yawing moment during wingtip engine failure.

3.5.4. Cost Results

Given the high fluctuation of fuel costs due to geopolitical variables, the highest price
was taken. This affects the projection as at the beginning of this project the price of the LH2
was three-times lower than the stipulated price. CO2, NOx and Noise costs were charged
to the reference aircraft based on the methodology of Johanning and Scholz [72].

This new methodology includes the additional cost applied in the form of tax for
pollution and noise at airports from 2000. The results for the benchmark mission are shown
in Figure 13. These prices are reflected mainly in the reference aircraft. Pollution and noise
charges represent 0.2% and 0.02%, respectively, of the total DOC.

The costs were divided into their respective categories, and the unit EUR/Seat-100 km
represents the costs in Euros per seat per 100 km. These results indicate a total cost saving
of approximately 19% on the total DOC only taking into consideration the prices for green
hydrogen. On the design route, this implies a saving of 2 million euros per year per
aircraft. However, hydrogen prices can have a significant impact on the cost of the mission
depending on the type of hydrogen to be used, i.e., blue or gray hydrogen as can be seen
in Figure 13. For example, using blue hydrogen produces a 25% savings in DOC and
approximately 28% in the case of using gray hydrogen, actions that nevertheless would not
nullify polluting emissions due to the way in which these fuels are obtained.

Additionally, although the variable that most influences operating costs in a positive
way is fuel, in this study, a negative performance was observed in other variables, such as
depreciation, interest, crew, maintenance and taxes, where there is a slight increase in prices.

17



Aerospace 2023, 10, 277

3.6. Turnaround Process

As discussed in Section 2.4, the passengers are the critical path for the turnaround.
Both refueling and baggage take less time, while the battery recharging takes the exact same
time as the passengers. Specifically for the refueling, a total time of 9 min was achieved,
while a maximum time of 21 s was required for actual hydrogen flow. Table 14 lists the
total times for all considered turnaround segments.

Figure 13. Cost for design mission for HAIQU based on 1500 flights per year.

Table 14. Turnaround process times.

Baggage Hydrogen Passengers Battery

12.5 min 9 min 15 min 15 min

3.7. Performance Data

Evaluating the payload-range diagram in Figure 4, it is clear that the range TLAR
are proven to be fulfilled. The aircraft can fly both the design mission of 800 km with
a payload of 5300 kg as well as a maximum payload mission of 400 km. The rest of the
TLAR are confirmed in Table 15. Now, the performance characteristics of HAIQU can be
compared with the reference aircraft. It must be kept in mind that other criteria than the
DOC specified for HAIQU may were used in the design of the reference aircraft. In Table 15,
the performance characteristics of the reference aircraft [12] are displayed.

HAIQU exceeds the in the TLAR required climb rate at sea level, improving the
take-off performance about 30% compared to the reference aircraft. The glide ratio is not
ground breaking, which can be attributed to the short take-off distance requirement and
the resulting wing design trade-off. At this point, it should be stated again that HAIQU is
designed with the aim of fulfilling the specified TLAR of Table 1. This is why the target
missions for HAIQU and the reference aircraft may differ and cannot always be compared
directly. With a fuel flow of 132 kg/h during cruise, the lost mass in flight is much lower
than for similar kerosene aircraft, such as the reference aircraft.
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However, it has to be said that this flow of pure hydrogen is combined with oxygen
from the air, which results in a production of several tons of water, which is released in
fluid form at low temperatures. The total required energy amounts to 2360 kWh for the
DOC benchmark mission, which is less than 1/3 of the required energy of the reference
aircraft, leading to the significant cost reduction discussed in Section 3.5.4.

Table 15. Performance characteristics.

Aircraft Performance Achieved Characteristics Verification Characteristics Reference Aircraft [12]

Take-off distance at MTOM, ISA, SL 980 m Calculation 1.107 m
Landing distance at MTOM, ISA, SL 775 m Calculation 966 m
Maximum rate of climb at MTOM, ISA, SL 2400 ft/min Calculation 1851 ft/min [76]
Cruise speed, Mach, Altitude 298 kt/0.48 Ma @ FL170 Defined 289 kt @ FL240
L/D in cruise 12.9 Calculation 14.8 [75]
LH2 consumption in cruise 2.2 kg/min Calculation 10.3 kg jet fuel/min
Total energy required for DOC mission 2360 kWh Calculation 7263 kWh 1

1 Assuming an energy density of Jet A-1 at 42.8 MJ/kg [77] and an interpolation of the fuel mass for the DOC mission.

4. Discussion

The decrease in DOC shows a great deal of promise for a more environmentally
friendly hydrogen-powered and more economical new aircraft. Recent press releases by
Embraer [78] and Airbus [79] indicated that the near future of aviation is moving jointly
towards fuel-cell powered aircraft for the regional market. Big players, such as Airbus,
being part of the movement, aim at aircraft larger than 50 seats.

However, there are many challenges ahead that need to be overcome before the first
hydrogen-powered regional aircraft can enter service. Regarding the fuel, there is currently
no infrastructure at airports for storing hydrogen and refueling aircraft. There is also
no sufficient production for blue or green hydrogen as of now, including the means of
distribution from production facilities to consumers. Regarding the technical side, many
technologies are still evolving and will need multiple years to achieve market readiness.
Right now, no 1 MW superconducting electric motors for the aviation industry exist in the
market, and fuel cells are still being tested.

The true impact of the thermal management system on aircraft performance has to
be evaluated. From a legal point of view, procedures and criteria for the certification,
production, maintenance and operation of hydrogen aircraft have to be developed. In
order to be able to make more precise statements concerning the actual effects of these new
technologies utilized in the proposed aircraft, more detailed studies using CFD and FEM
may be considered for future investigations.
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Abbreviations

The following abbreviations are used in this manuscript:

BLI Boundary Layer Ingestion
BoP Balance of Plant
C-Rate Charge Rate
CASK Cost per Available Seat Kilometer
CFD Computational Fluid Dynamics
CFRP Carbon Fiber-Reinforced Polymers
CoG Center of Gravity
CO2 Carbon Dioxide
DC/AC Direct Current to Alternating Current converter
DC/DC Direct Current to Direct Current converter
DEP Distributed Electric Propulsion
DOC Direct Operating Costs
EGTS Electric Green Taxiing System
FEM Finite Element Method
FL Flight Level
FUTPRINT50 Future propulsion and integration: towards a hybrid-electric 50-seat regional aircraft
H2 Hydrogen
HAIQU Hydrogen Aircraft designed for Quick commuting
HTS High Temperature Superconducting
ISA International Standard Atmosphere
L/D Lift-to-Drag Ratio
LFP Lithium Iron Phosphate
LCO Lithium Cobalt Oxide
LH2 Liquid Hydrogen
MAC Mean Aerodynamic Chord
Ma Mach number
MTOM Maximum Take-Off Mass
MTOW Maximum Take-Off Weight
NACA National Advisory Committee for Aeronautics
NMC Lithium Nickel Manganese Cobalt Oxide
NOx Nitrogen Oxides
OEI One Engine Inoperative
OME Operating Mass Empty
PAX Passengers
PEMFC Proton Exchange Membrane Fuel Cell
SCM Superconducting Motor
SL Sea Level
SMR Steam Methane Reforming
TLAR Top Level Aircraft Requirements
TMS Thermal Management System
TOFL Take-Off Field Length
TRL Technology Readiness Level
VTP Vertical Tail Plane
WTP Wing Tip Propulsion
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Abstract: Growing political pressure and widespread social concerns about climate change are
triggering a paradigm shift in the aviation sector. Projects with the target of reducing aviation’s
CO2 emissions and their impact on climate change are being launched to improve currently used
procedures. In this paper, a new coordination process between aircraft flight management systems
(FMSs) and an arrival manager (AMAN) was investigated to enable fuel-efficient and more sustain-
able approaches. This coordination posed two major challenges. Firstly, current capacity-centred
AMANs’ planning processes are not optimised towards fuel-efficient trajectories. To investigate the
benefit of negotiated trajectories with fixed target times for waypoints and thresholds, the terminal
manoeuvring area was redesigned for an independent parallel runway system. Secondly, the FMS-
AMAN negotiation process plan the trajectories based on time, whereas air traffic controllers guide
traffic based on distance. Three tactical assisting tools were implemented in an air traffic controller’s
working position to enable a smooth transition from distance-based to time-based coordination and
guidance. The whole concept was implemented and tested in real-time human-in-the-loop studies at
DLR’s Air Traffic Validation Center. Results showed that the new airspace design and concept was
feasible, and a reduction in flown distance was measured.

Keywords: green approaches; FMS; AMAN; CDA; negotiation process

1. Introduction

Addressing environmental challenges, especially global warming, is more than ever a
must for the community [1]. This matter is becoming an increasing priority at the regional
and global level, which was already investigated by Crompton in 2009 [2]. Europe has made
commitments to reduce aviation’s environmental footprint [3], not only because of growing
political pressure, but also due to the widespread social concern about climate change.
This is triggering a paradigm shift in the aviation sector, since the sector is contributing
to climate change, increasing noise, affecting local air quality and consequently affecting
the health and quality of life of European citizens [4,5]. In 2020, air traffic movements
drastically reduced due to the COVID-19 pandemic [6]. Currently, at the end of 2022, the
number of movements still being below that of pre-pandemic times [7]. Gudmundsson
expects that it will require up to five to ten years to recover to 2019 numbers of air traffic
movements [8]. The dramatic reduction in flights is not only considered as negative. On
the contrary, it could be seen as an opportunity to rebuild the system and make the air
traffic sector greener than before the pandemic. In this context, Brouder and Ateljevic
described the extensive economic reset evoked by COVID-19 but also the possibility for a
fresh start [9,10]. From a general perspective, the air traffic in Europe was growing until
2019 and is expected to continue increasing significantly in the future again in order to
cope with the growing demand for mobility and connectivity [11]. For example, Dube
and Gössling assessed the rapid impact of pandemic control measures on the air transport
sectors and the prospects for recovery of the global aviation industry [11,12].
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The long-term effects on the environment from the aviation sector, mainly caused
by aircraft noise and exhaust gases (especially CO2, nitrogen oxides NOx and methane),
make aviation’s environmental footprint a clear target for mitigation efforts. The future
growth of air traffic shall go hand in hand with environmentally sustainability policies.
Therefore, studies and research are being conducted especially in Europe, exploring pos-
sible optimisation of aircraft technologies and air traffic management (ATM) operations.
This is investigated by Bolić and Ravenhill within the Single European Sky ATM Research
(SESAR) projects [13]. One possible starting point is the optimisation of ground move-
ments at the airport. Within the EPISODE 3 project [14] and the EMMA project [15,16],
advanced surface movement guidance systems were developed to design airport move-
ments more efficiently. Furthermore, the use, optimisation and practical implementation
of 4D trajectories, including a time parameter, was investigated by [17]. Given the close
interdependence between aircraft routing and the resulting impact on the environment,
optimisation of flight trajectory design and air traffic control (ATC) operations are appro-
priate means of reducing emissions in short and medium-term periods. Another target
is the analysis of airspace conditions to mitigate delays due to overload. Analysing the
air traffic complexity in the approach phase can lead to multi-sector planning operations,
which detect overload and reduce delays. The Harmonised ATM Research in Eurocontrol
(PHARE) [18] developed a algorithm to calculate the air traffic complexity.

Within the European funded project GreAT (Greener Air Traffic Operations), this paper
investigates a new concept for the approach phase with a slightly extended scheduling hori-
zon from 50 to 125 Nautical miles (NM) [19]. The main goal is to enable more sustainable
approach procedures in terms of fuel-optimised approaches. This is realised by a new coor-
dination system between aircraft flight management systems (FMSs) and arrival manager
(AMAN) for guidance of inbound traffic. For that purpose, a new airspace structure and con-
troller system enhancements for arrival and departure management are investigated within
this project. In the following sections, all new concept elements are briefly introduced. In
addition, the discrepancy between time-based and currently used distance-based planning
is examined. These concept elements and the tactical assisting systems are the basis for
the final human-in-the-loop (HITL) validation trials. According to EUROCONTROL’s
European Operational Concept Validation Methodology (E-OCVM), HITL simulations
are appropriate techniques to receive objective and subjective outputs [20]. These out-
puts are generated by collecting data from simulator logs, observer notes, questionnaires
and debriefings. The described study aims to test the system and concept improvements
based on the advanced ATM procedures. Furthermore, the aim is to assess the reduction
in fuel consumption by operational parameters and therefore, assess the reduction in
greenhouse gas emissions too. Aside from the operational parameters directly linked to
environmental sustainability, such as flown distance and number of landed aircraft, the
air traffic controllers’ (ATCOs) mental workload, situation awareness and perceived safety
are analysed.

The concept of mental workload is described by Eggemeier and O’Donnell in [21]. An
ATCO’s mental workload is related to the requirements of the control tasks performed. As
a new airspace design was proposed within the GreAT Project, it is important to assess if
the ATCOs can handle the traffic within the new airspace structure while maintaining an
acceptable level of mental workload. On the one hand, an unknown simulated operational
environment with unfamiliar tools, including the radar display and new functionalities in
the controller working position (CWP), may induce an additional workload. The extent
of the increase will depend on the complexity and measures required to handle the new
functions. On the other hand, an automated process of the 4D-FMS aircraft could also cause
mental underload. It is furthermore essential that the ATCOs perceive operations as safe
and that they maintain an adequate level of situation awareness. According to Endsley [22],
situation awareness involves (a) the perception of the elements in the environment, (b) the
comprehension of the current situation and (c) the projection of the future status.
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For a medium–large-scale airport, such as Munich airport (EDDM), it is assumed that
fuel-optimised procedures are not feasible due to the current airspace structure, average
traffic flows and applied planning horizon. This hypothesis is underlined by two crucial
reasons. Firstly, current AMANs are developed with regard to increased capacity and
to support ATCOs at scheduling and sequencing of inbound traffic. Thus, the AMAN’s
planning process is not optimised towards fuel-efficient trajectories, rather than optimising
the capacity. Enabling greener approaches at medium to large sized airports with less CO2
emissions, such as long-distance independent approaches, depends upon a redesign of the
airspace structure and extension of the capacity-centred AMAN calculation. Since these
independent long-distance approach procedures start at the top of decent and end on the
final decent, aircraft’s speed profiles are unknown for ATCOs, which requires more space
for coordination with standard approaches [23]. Therefore, a completely new terminal
manoeuvring area (TMA), a so-called the extended-TMA (E-TMA), was designed for the
independent parallel runway system of EDDM. Additionally, a trajectory negotiation
process between the aircraft’s FMS and the in-house developed AMAN was established to
enable long-distance independent approach procedures. Lastly, tactical supporting tools
have been developed and provided for ATCOs to enable a time-based aircraft guidance
system instead of the conventional distance-based guidance system, since the guidance of
fuel-optimised approach routes follows the time principle in order to meet the negotiated
target times, although occasionally, aircraft deviate from their optimum profiles. In the
following, each concept will be introduced one after another.

2. Materials and Methods

2.1. Extended Terminal Manoeuvring Area

The redesign of the EDDM TMA consists of four steps, which is simplified in Figure 1.
First of all, the EDDM TMA was extended from a range of 50 to 125 NM. Secondly, when
crossing the border from an outside sector of the E-TMA, all aircraft were distributed on
direct routes leading towards the runway system. Thirdly, aircraft were distinguished by
their technical functionality in their onboard FMSs. Thus, approaching traffic was sorted
into two categories.

20 NM

4D 3D
4D-FMS 3D-FMS

Created by Cho Nix

from the Noun Project

Created by Cho Nix

from the Noun Project

direct routes125 NM

a b dc

Figure 1. Four fundamental steps to enable green approaches: (a) extend the terminal manoeuvring
area to 125 NM, (b) enable direct routes towards the airport, (c) distinguish aircraft by flight man-
agement system functionality and (d) introduce aircraft separation points and different routes to the
end point.

Aircraft equipped with common FMSs, autopilots and no or only simple data links,
such as Controller Pilot Data Link Communications (CPDLCs), were categorised. In this
concept, these were referred to as 3D-FMS aircraft or non-equipped aircraft. They were able
to perform a flight along a calculated trajectory but did not have the ability to meet a target
time with less than twenty seconds of reliability, since they cannot sufficiently compensate
changing wind conditions with an influence on their own airspeed. Additionally, the
limited bandwidth of the data link did not allow a target time negotiation between the FMS
and AMAN.

The second category had by aircraft equipped with an advanced FMS or 4D-FMS and
a broadband data link. These were referred to as 4D-FMS aircraft and had the ability to
perform a long-distance independent approach on a defined route with negotiated target
times. With a 4D-FMS, aircraft had the capability to fly along a predefined 4D-trajectory
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and meet the target times at all points of the way with divergence of less than plus or minus
six seconds. Deviations in route, altitude and speed due to changing wind conditions were
automatically compensated by the 4D-FMS, even if this may mean a divergence from the
optimal approach profile.

In the fourth step to adapt the E-TMA, aircraft separation points (ASP) were introduced.
Those ASPs were located around the airport with a distance of around 20 NM to the
runways and had nearly the same functionality, such as TMA entry fixes today. The
difference from traditional entry fixes is that at this point, the aircraft with differing FMS
equipage are split. 4D-FMS aircraft followed a direct route to the direct-only merge points
(DOMP), located on the right and left sides of the final approaches. This DOMPs had the
task to serve as stream collection points only for the 4D-FMS aircraft from one compass
direction. 3D-FMS aircraft were guided conventionally from the ASPs—the downwind
transition by the ATCOs.

To separate the inbound streams of 4D-FMS and 3D-FMS aircraft in the area between
ASPs and final approaches, the downwind intercept altitude was 8000 ft. In this way, the
direct approaches overtook the standard approaches at the possible crossing points. If
there was more than one aircraft heading to the same ASP, the wake vortex separation was
established with the traffic distribution to nearby ASPs before entering the TMA. If too
many aircraft arrived at one ASP at the same time, additional speed and level clearances
were advised. In the event of conflicts at the ASPs, the first arrival received its optimal
trajectory. If additional aircraft arrived at the ASPs at the same time and could not be
guided without conflict due to their optimal target time window, they were automati-
cally treated as conventional aircraft and manually guided over the conventional routes.
Figures 2 and 3 illustrate the designed model in three dimensions. The cyan routes corre-
spond to the direct routes towards the airport, purple marks the E-TMA boundaries, direct
approaches for 4D-FMS aircraft are displayed in green and the conventional routes for
3D-FMS aircraft are in orange. All remaining blue routes depict designed departure routes.

Figure 2. E-TMA: cyan = direct routes, purple = E-TMA boundaries, green = 4D paths, orange = 3D
paths, blue = departure, red = direct-only merge points and routes.

Figure 3. E-TMA with distinction into 3D (orange lines) and 4D (green lines) arrival paths. Red =
direct-only merge points and routes, purple = touchdown areas.
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2.2. Tactical Assistance Systems

To support approach ATCOs sequencing the inbound traffic in the GreAT airspace
structure around an airport, three systems were developed or refined as tactical support
systems. In order to obtain an early picture of the target times of 4D-FMS approaches
relative to 3D-FMS approaches, the label projection technique “ghosting” was used and
extended for continuous decent approaches (CDA). Ghosting is the method of projecting
an aircraft’s label on a radar display on a different route in order to make it easier for the
ATCOs to merge two routes at one waypoint [24]. The ghost position is located where,
based on current performance, the aircraft would be if flying that route. The visualisation
of the arrival slots planned by the AMAN was carried out on the centreline and the final
approach with the help of TargetWindows. Finally, a precise numerical check of the planned
and observed separations was made possible by the Centerline Separations Visualisation Tool.

2.2.1. Time-Based Ghosting

Separation between ghost and real aircraft on different routes then showed the actual
relative temporal spacing between those objects, as if both aircraft were on the same
route [25]. This was originally done for two arrival streams on converging runways
simulating a dependent parallel approach [26]. Two different methods can be used to
calculate ghost-label positions: Time-based and distance-based ghosting. Distance-based
ghosting can be used without problems for regular arrival routes, where two approach
streams are merged on which the aircraft move with the same standardised approach
procedure and speed [27]. The merging of approach streams with different approach
procedures and speeds poses new challenges. These can be partially solved if a time-based
“segmented ghosting” with dynamic approach speeds is used for the ghost-label’s position
calculation [28].

One of the tasks of approach ATCOs in the GreAT study was the merging of manually
guided and CDA-performing aircraft with different speed profiles at the late merging
point (LMP) onto the jointly used last six nautical miles of the final approach. A particular
challenge for ATCOs was that they did not know the speed profiles of the 4D-FMS aircraft.
Due to this reason, a time-based form of ghosting was developed, since here, aircraft with
significantly different speed profiles had to be merged and therefore projected onto one
route [29]. In time-based segmented ghosting, the current ghost-label position is calculated
using the negotiated target time of the original aircraft at the late merging point (LMP)
and calculating from this point in time back to the actual time to locate the position an
aircraft would have if moving with a standard speed profile already on the final approach.
The LMP represents the location where the 4D-FMS aircraft and ghost meet on the final
approach. For the movement of the ghost on the final approach, a rudimentary flight
simulator was implemented in the AMAN, which calculated the aircraft movements along
the typical speed profile of a standard approach on the final approach and moved the ghost
accordingly (see in Figure 4). Thereby, the phases of speed reduction and constant speeds
were tuned for each aircraft so that ghost and real aircraft finally met at the LMP at the
negotiated target time. If an aircraft deviates from its negotiated target time, it will also not
meet its ghost at the LMP. However, since it will also cause a conflict on the final approach
in the event of a deviation, it must then be downgraded to a standard approach and guided
conventionally via the downwind and base leg to the final approach. In this case, it loses all
the advantages of the direct approach. However, during the validation, we assumed that
modern 4D-FMS can accurately maintain a fixed target time for a waypoint with only a few
seconds of deviation even under unfavourable wind conditions. During pre-validations,
it was shown that it is sufficient for ATCOs, regarding safety aspects, if the ghost label
is faded out thirty seconds before reaching the LMP, instead of showing the ghost until
aircraft meet at the LMP.

In this way, the approach ATCO was able to implement the distances between manu-
ally guided 3D-FMS aircraft and the 4D-FMS aircraft (callsign CDA123, CDA987) on the
final approach, while being sure that they can be maintained all the way to the LMP.
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Figure 4. The working principle of 3-segment ghosting. GRT234 and GRT456 are regularly guided
aircraft; CDA123 and CDA987 are aircraft (4D-FMS) conducting an long-distance independent
approach. The two CDAs are “ghosted” onto the final approach and centreline by adjusting their
position calculations in the typical approach procedure of the manually guided aircraft.

2.2.2. TargetWindow

Another optical supporting function used for guidance assistance in operational en-
vironments for 3D-FMS aircraft is an indicator in the form of a target circle or arrow on
the centreline and final approach. This target circle visualises a position for the merging
of two arrival streams. These systems also do consider several turns of an aircraft [30,31].
Another approach is using “slot marker” circles to show the aircraft’s expected posi-
tion along its trajectory if it were conforming to the schedule [32]. Similar target po-
sition indicators may also be used for certain waypoints in upper airspace, for wake
vortices [33] or in lower airspace for aircraft on several arrival routes, which are mapped
onto one centreline [28,34]. For the introduction of the European wake turbulence categories
and separation minima on approach and departure (RECAT-EU) I, a new categorisation
of the mandatory wake vortex separates them into six. While today most countries use
four categories, EUROCONTROL implemented the Leading Optimised Runway Delivery
(LORD) display aid for approach ATCOs [35,36]. With two additional triangular symbols
for each inbound aircraft moving on the final approach, it follows the principle of DLR’s
TargetWindow without indicating an additional safe area around the optimal position
on the final approach.

A TargetWindow on the ATCOs traffic situation display was a marked interval on the
centreline where it was safe for individually guided aircraft to be fed into the planned or
established arrival stream by the ATCO [37]. Target positions in this window indicated the
optimal positions after a turn-to-base manoeuvre to meet the AMAN’s calculated trajectory
and touchdown time. When aircraft were flying on downwind, they received a turn-to-base
command to perform the base and final leg by the feeder ATCO [38]. It did not matter
whether an aircraft was turned in from downwind or guided to the final approach by a
direct or a fan approach. The decisive factor was that the aircraft manoeuvres were precisely
presented within the TargetWindow when reaching the its last phase of approach.

On the one hand, the task of approach ATCOs was to clear the turn not too early to
avoid wake vortex separation violations on final approach. On the other hand, the clearance
had to be given early enough, so that the aircraft was not too far behind its predecessor,
thereby reducing the capacity and effectiveness of the airport after the turn manoeuvre. A
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special challenge in this context was the wind, as its influence on the airspeed can change
extremely during the 180◦-turn from downwind on the final approach.

In the TargetWindows concept, target positions for turning aircraft were indicated by
a dotted semicircle on the final approach with the open side facing the for this position
by the AMAN scheduled aircraft (Figure 5). The surrounding dotted lined TargetWindow
symbolises a safe area around this optimal target position even if the aircraft does not hit
its planned position exactly. Furthermore, there is a buffer of half a nautical mile, shown
by a tapering of the TargetWindow at both ends. This helps ensuring that ATCOs do not
violate separation minima from predecessors and successors.

Figure 5. Schematic illustration of the TargetWindow concept displayed on an ATCO’s traffic situation
display. The dashed pointed area (grey) moves with the time in the direction to the runways. The
ATCO’s task is to turn the aircraft at the right time, as they fit in the open areas in the TargetWindow
to meet their scheduled landing time perfectly. Additionally, ATCOs have the ability to quickly
perceive if an aircraft is too fast or too slow. Thus, they can assess if these deviations will have any
impact on the wake-vortex safety distances.

With the passage of the time, the TargetWindows moved with the speed of the expected
aircraft in the direction of the runway. In this way, the ATCO was shown the current
sequence planning and also planned distances of aircraft from each other. From this point
of view, the TargetWindow also represented a “ghost”, since it projects the position of the
corresponding aircraft from another route onto the centreline depending on the distance
still to be flown until touchdown, at least as long as the aircraft was moving along its
planned trajectory. Unlike a ghost, however, a TargetWindow did not change its movement
on the final approach because it represented the ideal position when the corresponding
aircraft had to be turned on base and final approach. The ATCOs therefore did use the
TargetWindow as an indicator of whether the aircraft was too early or too late at the LMP,
and thus at the threshold. Nevertheless, the ATCO retained both the responsibility for
the approach guidance and all freedom to follow the AMAN’s suggestions or to establish
his own sequence. The TargetWindow reacted just as adaptable to traffic changes as the
entire AMAN.

2.2.3. Centreline Separation Visualisation Tool

Within the trails, an essential task of an approach ATCO was to set and monitor the
separation between aircraft on centreline and final approach. In addition, distance markers
(scale) were available on modern primary displays, which allowed a quite fast and reliable
estimation of the distances between approaching with subdivision in a nautical mile. For
a much more finely graduated distance display, the final approach distance indicator
centreline Separation Visualisation Tool (CSVT) was developed (Figure 6). Located in
separate windows for each centreline, the aircraft which were currently on final approach
approach were represented by defined symbols with callsigns. In addition, the current
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distances between the aircraft were displayed in NM. In this way, the alphanumeric display
enabled the ATCO not only to monitor the current distances, but also to immediately detect
any changes in their tendency and to intervene with guidance in the event of imminent
separation violations.

Figure 6. The CSVT. The symbols mark the positions of aircraft (triangle), ghosts (square) and
TargetWindows (semicircle). The labels’ colours represent the aircraft’s weight classes (yellow:
medium; green: heavy), and the white numbers between the labels indicate the current separation
between them.

In addition to actual aircraft, labels for ghosts (squares) and TargetWindows’ positions
(semicircles) were also displayed, allowing approach ATCOs to estimate how large the
separation would be after turning over Base or LMP and before reaching the final approach.
Different colours for the weight classes of aircraft allowed more precise differentiation.

2.3. Validation Trials and Setup

The validation was conducted in the form of real-time HITL simulations and focused
on the coordination and guidance of arrival streams (especially the 3D-FMS aircraft) within
the novel E-TMA concept and supporting tools. The ATCO worked as a director (feeder).
All necessary actions normally done by the executive (pick-up) role were fulfilled by the
simulation pilots independently. This included, for example, early decent clearances for the
3D-FMS aircraft. Thereby, the 4D-FMS aircraft were untouchable as soon as the negotiation
process was completed. This means that the ATCOs were not actively participating in the
negotiation process and not directing these aircraft through their assigned flight paths.
During the trials, the ATCO was in charge of both independent parallel runways at EDDM.
A within-subjects design with the factor “share of 4D-FMS equipped aircraft” was used
to examine the dependent variables flown distance, number of landed aircraft, mental
workload, perceived safety and situation awareness [39]. Additionally, feedback about the
improved assistant tools was received. By evaluating the dependent variables, the targeted
environmental impact was recorded.

The trials were structured into two HITL simulations campaigns. This paper focuses
on the results of the final second campaign. The first HITL simulation campaign took place
in May 2022. The outcome of this campaign provided minor adjustments and improve-
ments for the simulation setup and procedures which were implemented in the second
campaign. The second HITL simulation campaign took place in September 2022. Five male
ATCOs participated in the second campaign, with an age ranging between 28 and 44 years
(M = 36.8, SD = 8.12) and with 2 to 18 years (M = 10, SD = 7.18) of work experience. One of
the five ATCOs had used similar supporting tools or concepts before the simulation in the
first HITL simulation campaign in May. Nevertheless, the participant’s data were included
in the final analysis, as no large training effects were expected. Due to the limited sample
size, N = 5, the data and results were analysed on a non-parametric level, providing only
first indicators.

2.4. Simulation Environment

As simulation environment for the HITL simulation campaigns, the Air Traffic Man-
agement and Operations Simulator (ATMOS) [40] of the DLR, Braunschweig Air Traf-
fic Validation Center was selected. The software NARSIM (NLR’s Air traffic Manage-
ment Real-time Simulator) version 8.1 was deployed as generic real-time simulation soft-
ware [41]. Furthermore, the aircraft’s performance was modelled based on the BADA
(Base of aircraft data) model version 3.15 by EUROCONTROL [42]. For the HITL simula-
tions, one CWP and three simulation pilot positions were configured. All four working
positions were connected via a simulated radio connection (Voice over IP). Simulation
pilots were responsible for implementing the aircraft clearances communicated by ATCO
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via radio connection. Within this study, one simulation pilot controlled up to four aircraft,
depending on the traffic situation and flow. A simulation pilot was provided with a slightly
different display compared to the ATCO, consisting of the following elements.

(a) Stripview: Listing all flights radioing on simulation pilots’ frequency.
(b) Workspace: Displaying flight strips of flights under control of the simulation pilot.

Flight strips included aircraft’s performance data, such indicated airspeed, heading,
flight level or altitude if the aircraft is below the transition level, arrival route and
further more.

(c) Radar screen: Providing an overview of the actual traffic picture within the airspace.

2.5. Simulation Setup and Scenarios

The simulation was implemented for EDDM airport with its two parallel runway
systems. Both runways have an offset of 1500 m and a length of 4000 m. The distance
between the runways is 2300 m, sufficient for independent usage of both runways. During
the simulation, runways 26R and 26L were in use. The ATCO was in charge of both
independent parallel runways guiding the arrivals streams. Departure was integrated
into the simulation but handled by the simulator automatically via a departure manager
(DMAN). No limitations regarding the aircraft type or weather restrictions were simulated.

In total, seven different scenarios were developed. Table 1 displays an overview of the
seven developed scenarios and their composition. In the following, all scenarios are briefly
explained. For the human performance, no baseline was simulated during the simulation
campaign. Therefore, the results were compared to the reference scenarios (R1 and R2).
The reference scenarios, R1 and R2, serving as the baseline for the objective data, were
considered important to ensure comparability for the simulation data. The scenarios were
based on real air traffic. Data for the reference scenarios where taken from the OpenSky
scientific dataset [43]. These data are not validated and may contain inaccuracies. The data
for R1 and R2 were composed by ten operating hours selected from October to December,
2021, consisting of 38–40 (R1) and 18–22 (R2) landings per hour from OpenSky datasets.
R2, which provides a smaller number of aircraft, was taken into the analyses too, to see the
comparison of simulation results for an even smaller number of arrivals. This was done
under the presumption that a greater number of arrivals per hour makes it more difficult
to enable direct routes due to safety issues. Hence, more aircraft have to fly conventional
routes, which leads to a greater value of distance flown per aircraft.

The simulation scenarios were based on a medium traffic load at EDDM, which equals
two thirds of the maximum traffic at EDDM [44]. The number of departures was reduced.
The traffic mix by aircraft type was based on typical EDDM traffic conditions in 2022 [45].
Since currently the share of aircraft with advanced FMS varies widely among airlines, the
amount of 4D-FMS aircraft included in the scenario was used as decisive parameter to
distinguish the scenarios. Thus, the four simulation scenarios were developed with different
amounts of 4D-FMS aircraft, starting with 20% for a training scenario and increasing up
to 80%. Respectively, in the present paper, the scenarios are referred as R1, R2, T, S30
scenario, S60 scenario and S80 scenario; see Table 1. For the simulation scenarios, only the
information from flightradar24 on the real callsigns, aircraft types and departure airports
was used [46]. The percentage of heavy aircraft varied between 3 and 19%. Each scenario
lasted for 45 min. Aircraft were initialised outside the E-TMA area and flew predefined
arrival routes towards the boundaries of the E-TMA.
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Table 1. Reference and simulation scenarios: composition and overview (ARR: arrivals).

Scenario ID ARR per Hour % of 4D ARR Traffic Sample % of ARR Heavy Time Interval 3

R1 1 38–40 0 2021 0 -
R2 1 18–22 0 2021 0 -
T 2 20 25 2019 13 14:00–14:45

S30 2 40 30 02.04.2022 23 07:00–08:00
S60 2 40 60 03.03.2022 19 09:00–10:00
S80 2 40 80 01.04.2022 3 18:00–19:00

1 Data taken from OpenSky database. 2 Data taken from Flightradar24 [46]. 3 Time interval in which the data
were captured.

Each ATCO participated in a full day of simulations. Each day was scheduled into
five sections, starting with a briefing and training session (T) to familiarise the ATCOs
with the simulation environment. Thereafter, the simulation scenarios S60, S30 and S80
were run. After each session, the ATCOs were asked to fill in the post-run questionnaire
(PRQ). Finally, a second run with the S60 scenario was conducted. This run acted as an
explorative simulation run with the ATCO to obtain more in-depth feedback about the
system from the ATCOs. During the explorative simulation run, individual components
(Ghosts, TargetWindows and CSVT) were deactivated and activated one at a time. Partici-
pants received some time to test the system when one of the components was deactivated
and were asked how this affected their work as an open question. This was followed by
detailed questions about each tool. The debriefing took place after the non-explorative
simulation runs and was combined with the explorative simulation run. The debriefing
questions were modified from the first to the second HITL campaign, based on ATCOs
feedback. Finally after a full day of simulation exercises, ATCOs were prompted to fill in a
post exercises questionnaire (PEQ). As the order of simulation runs was kept constant for
all participants, training effects or effects of exhaustion cannot be entirely ruled out.

2.6. Validation Methods and Techniques

During the simulations runs, all aircraft data were recorded. This included aircraft
performance data, such as velocity, three-dimensional position and actual thrust value.
Aircraft performance data were logged. The resulting log files were used for post-analysis
to examine the concept’s impact on the defined dependent variables flight distance and
number of landed aircraft.

The dependent variables mental workload, perceived safety and situation awareness
were assessed on the basis of questionnaires and debriefing sessions. Two different sets of
questionnaires were administered. The PRQ was used after each simulation run. The PRQ
includes the NASA Task Load Index (NASA-TLX) [47,48] and the situation awareness part
of the Solutions for Human Automation Partnerships in European ATM (SHAPE) (SASHA)
questionnaire, which was developed to assess the effects of system automation and trust
on ATCOs’ situation awareness [49,50].

NASA-TLX was used to assess the different dimensions of workload [47]. The NASA-
TLX includes the subscales mental demand, physical demand, temporal demand, perfor-
mance, effort and frustration. The subscale physical demand was omitted in the present
trials, as no physical demand was expected for the task. Participants were instructed to
place a score on slider bars with 21 gradations each, ranging from 0 (low) to 100 (high) (or 0
(good) to 100 (poor) in the case of performance) in steps of 5. Raw TLX ratings were used;
i.e., the sub-scales were not weighted. According to Hart [47], this is a common practice
and does not reduce sensitivity. A global raw TLX score was computed by calculating the
mean of the five subscale ratings.

In order to assess ATCOs’ experienced situation awareness, the SASHA question-
naire [50] was administered. SASHA consists of six items on a 7-point Likert-scale from 0
(never) to 6 (always) [51]. By inverting the ratings of items 2, 3, 5 and 6 and then calculating
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the mean of all item ratings, the overall SASHA score was computed [50]. A higher score
represented higher situation awareness and was thus preferable.

The post exercise questionnaire (PEQ) was administered after the ATCOs completed
the full simulation day. The PEQ included a bespoke questionnaire. Only selected state-
ments about situation awareness and perceived safety are reported in this paper. Statements
were rated on a 5-point Likert-scale from 1 (strongly disagree) to 5 (strongly agree). Means
and standard deviations were calculated for the bespoke statements, where mean rating of
3 was used as the success criterion.

In addition to the introduced ATCO radar and supporting tools, the Instantaneous
Self Assessment (ISA) measure was integrated into the CWP on a second touchscreen to
obtain subjective mental workload ratings [52–54]. The ATCO was prompted to rate their
perceived mental workload on a five-point rating scale (1 = under-utilised, 5 = excessively
busy) every five minutes [55]. The data were used afterwards to evaluate the ATCOs
perceived mental workload in different traffic situations.

3. Results

The aim of the simulation trials was to evaluate whether the GreAT concept, adapted
within EDDM terminal airspace, could lead to a reduction in both fuel consumption and
greenhouse gas emissions by assessing operational parameters compared to the concept
currently applied.

3.1. Traffic and Trajectory Analysis

In the first step of the evaluation, an analysis of the traffic data was carried out in
order to determine appropriate research horizon and measure the lengths of the travelled
trajectories. Figures 7–9 present in detail the results of the validation trials and effects
described above.

Figure 7. Flight trajectory results obtained under the simulation conditions (green) and compared with
real traffic reference values for flows of 40 aircraft per hour (blue) and 20 aircraft per hour (orange).

In Figure 7, the vertical axis presents the average distance flown within the radius
of 100 NM from the EDDM reference point for arriving aircraft. The horizontal axis
presents the results of validation trials executed by the five ATCOs (C1–C5) testing the
two traffic scenarios, differing with distribution of 3D-FMS and 4D-FMS flights, where
30 and 60 correspond, respectively, to the S30 scenario and the S60 scenario. The results
obtained during the simulation have been marked as a green line. They can be directly
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compared with real traffic data for a flow of 40 aircraft per hour (marked in blue—R1) and
for a flow of 20 aircraft per hour (marked in orange—R2). These reference flown distances
were calculated as averages based on 10 h of arrival traffic at EDDM extracted from the
OpenSky database for both.

Treating that as a reference, it can be observed that even with a smaller number of
total arrivals in R1 and R2, the introduction of innovative airspace structure, new FMS
procedures and ATCOs supporting systems resulted in a reduction in flight distance for
all ATCOs and all scenarios. In each case, the simulation results were lower than all
reference values.

Figure 8 presents the distances flown by aircraft as cumulative occurrence curve
divided into 5 NM lengths, where again the green line refers to the simulation results, and
the blue and orange lines present the data of the reference scenarios. Within the simulation
scenarios, the numbers of flights covering shorter distances were slightly higher than those
in the reference scenarios. This was particularly evidenced by the first two peaks observed
in Figure 8, which are substantially higher, representing well over half of scheduled flights
(sum of 68.3%) that arrived at the airport in the range of 100–115 NM, in contrast to 36.9%
(orange) in one reference. In addition to that, the real traffic data show that a significant
amount of flights (corresponding to 25% of occurrences) needed a distance of 125 NM to
reach the airport.

Figure 8. Cumulative occurrence curve for flight-distance results obtained in validation trials (green)
and real traffic reference values for flows of 40 aircraft per hour (blue) and 20 aircraft per hour
(orange).

The last set of results is related to the number of approach operations performed. This
situation is reflected in the results presented in Figure 9. The figure displays a comparison
between number of approaches executed in two simulation scenarios, where different
distributions of 3D-FMS and 4D-FMS operations are analysed. The blue bars represent the
numbers for the S30 scenario, and the orange bars correspond to the S60 scenario. The bars
display that for each ATCO, a greater number of landed aircraft was recorded during the
S60 scenario in comparison to the S30 scenario.
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Figure 9. Capacity assessment from validation trials: numbers of landed aircraft listed for five
different ATCOs (C1–C5) in each scenario, S30 (blue) and S60 (orange).

3.2. Mental Workload

Alongside the capacity analysis, the mental workload analysis was conducted. There-
fore, Figure 10 shows the mean ISA ratings depending on the share of 4D-FMS equipped
aircraft (30% vs. 60% vs. 80%). The results were averaged for all participants and assess-
ment times.

Figure 10. Mean ISA ratings in the different scenarios (S30 vs. S60 vs. S80) summarised over all
participants and assessment times. Error bards represent standard deviations.

Mean ISA ratings were the highest in the S30 scenario, followed by the S60 scenario
and then the S80 scenario. For the S30 and S60 scenarios, respectively, ISA ratings fell
between 2 (relaxed) and 3 (comfortable), indicating a slightly lower than mid-level mental
workload. For the S80 scenario, mean ISA ratings were below 2 (relaxed), pointing towards
mental underloading. It is worth noting that the S80 scenario was slightly shorter than the
others runs, hence the lower sample size.

Moreover, the results from NASA-TLX were assessed. Figure 11 shows the mean raw
NASA-TLX scores for scenarios S30 and S60. The mean global score and all mean sub-scores
were higher in the S30 scenario than in the S60 scenario, indicating higher overall workload
in the S30 scenario than in the S60 scenario on a descriptive level. This is in line with
the ISA ratings. Standard deviations were especially high for the sub-scales frustration
and performance.
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Figure 11. Mean raw TLX scores for the scenarios (S30 vs. S60 vs. S80). Error bars represent standard
deviations.

3.3. Situation Awareness

Figure 12 depicts the mean SASHA score for the S30 scenario and the S60 scenario. For
both conditions, the mean SASHA score was above 4. On a descriptive level, the SASHA
scores for the S30 scenario and the S60 scenario differed only slightly. The SASHA score for
the S30 scenario was higher than that for the S60 scenario. Participants’ mean agreement
with the statement “I always had a good mental picture of the situation” was M = 4.00
(SD = 0.71), indicating overall agreement with the statement.

Figure 12. Mean SASHA scores for the scenarios (S30 vs. S60 vs. S80). Error bars represent standard
deviations.

3.4. Safety

The bespoke statements regarding the perceived safety are shown in Figure 13. All
statements regarding the general perceived safety received a mean rating higher than three
(neither agree nor disagree) at the minimum. From this rating, it became apparent that
the ATCOs seemed to feel in control and safe in controlling the traffic, including the area
around the LMP where the traffic was converging as well.

During the debriefing, the ATCOs reported overall safe operation within the new
airspace design. Nevertheless, some safety-critical situations were reported, which are also
shown in the recorded data. Critical situations were mainly related to the simulation setup,
technical issues or lack of experience with the system—for instance, difficulty in judging
distances due to lack of measurement tools in unknown airspace. Although aircraft might
need to keep adjusting their flying speed constantly to meet the negotiated target times,
no further risk was produced. These results reflect the subjective feedback from ATCOs
gathered through the questionnaire and debriefing.
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Figure 13. Mean agreement to tailored statements regarding the perceived safety for all scenarios.
Error bars represent standard deviations.

3.5. Tactical Assistance Systems

The feedback on the three tactical assistance systems was not free of contradictions.
However, the main feedback was positive rather than negative, along with suggestions for
possible improvements. All in all, the tactical assistance systems provided the required
information about the projected aircraft’s positions on the final approach in line with the
sequences computed by the AMAN. The provided information was reported by ATCO as
helpful to obtaining the whole picture of the traffic situation and to plan ahead. Participants
made also several suggestions to further improve the provided data, indicating that there
is room for improvements. Some examples of the suggested improvements are listed in the
following paragraph.

Based on feedback collected from all ATCOs, the time-based ghosting tool was one
of the most used and useful assisting tools made available during the validation trials. It
was even considered by most of ATCOs as necessary and crucial for handling the 4D-FMS
traffic safety-wise. Participants reported also that they would even like to have it for real
operations to be used for other purposes. Nevertheless, some ATCOs felt distracted by
the ghost symbol, which could tie up mental capacity. Some would only like to have
the sequence number above the ghost symbol or to reduce the label by displaying only
the callsign. Others would like to see a special marker when the real aircraft deviates
too much from the planned route due to certain environmental conditions. This request
could be accommodated by enabling the ATCO to individually customise the ghost symbol
using different shapes and colour settings. The ATCOs perceived the TargetWindow as
helpful and sufficient for handling the conventional 3D-FMS traffic, making the CSVT
superfluous. Consequently, the CSVT was rarely used. Additionally, the ATCOs recorded
some minor technical stability issues, which means that in some cases, aircraft did not
have a TargetWindow, or the label was shown on the wrong side of the runway system.
As an improvement, some features should be made available to ATCOs, enabling them
to manually adjust the label, shape and colour settings for the TargetWindow itself. This
feedback is in line with feedback on the ghosting.

4. Discussion

The traffic and trajectories analysis results display that during the experimental sce-
narios, S30 and S60, the trajectories were on average 7.5% shorter than in the baselines R1
and R2. As cumulative events, it was found that the share of 4D-FMS aircraft allowed a
greater number of flights to be implemented with shorter approach distances on average.
Although the capacity was not planned to be addressed by this solution, it was observed
that ATCO assistance tools effectively supported them in guiding the traffic during the
validation activities. Taking that into consideration, it can be pointed out that a greater
number of FMS equipped aircraft were more efficiently routed for landing by all ATCOs.
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Based on ISA measurements, two conclusions for mental workload analysis can be
drawn. Firstly, mental workload remained at acceptable levels in the S30 scenario and in
the S60 scenario, pointing out that no mental overload arose. This evaluation was also
confirmed through ATCOs’ feedback during the debriefing sessions. Nevertheless, ISA
ratings during the S80 scenario pointed towards mental underload, because increasing au-
tomation took away much of the traffic guidance work. Mental workload could be expected
to be lower in simulations than in real operations. However, since mental underload is a
potential safety risk because crucial events can be missed, this should be tested in further
validation campaigns with adjusted preconditions. For example, improved visualisation
of the tactical assistance systems and a bigger sample size could be used. Secondly, the
experienced ATCO’s mental workload seemed to be inversely related to the percentage
of 4D-FMS aircraft. Increasing the amount of untouchable 4D-FMS aircraft results in a
reduction in the share of 3D-FMS aircraft navigated by the ATCO. Indeed, the number
of aircraft a ATCO manages simultaneously at a given time was the most used index to
estimate the workload [56]. However, this index is influenced by the way aircraft are spread
over space and time [56], and therefore, less aircraft to be managed does not necessarily
result in less workload. An alternative explanation could be linked to the main task of the
ATCO: Given the route structure (separated by design) and the sequence proposed by the
AMAN (considering required separation), the ATCO mainly monitored and guided the
3D-FMS aircraft towards the TargetWindow to meet the optimal position on final approach,
unless he decided to choose an alternative path based on direct routing. That being said,
the higher the number of 4D-FMS aircraft, the less intervention is required from the ATCO,
potentially resulting in lower mental workload.

The results from NASA TLX analysis point out that the mean global score and all mean
sub-scores were higher in the S30 scenario than in the S60 scenario, indicating higher overall
workload in the S30 scenario than in the S60 scenario on a descriptive level. Those results
coincide with the ISA ratings. Additionally, standard deviations were especially high for
the subscales frustration and performance. This means that a wide range of answers were
attributed to these subscales. This divergence was also indicated during the debriefings and
explorative simulation runs. For instance, some ATCOs felt comfortable being in charge of
fewer 3D-FMS aircraft, while others pointed out their frustration about the untouchable
character of 4D-FMS aircraft. Likewise, some ATCOs tried to further optimise the sequence
proposed by the AMAN; others reported strictly following the proposed sequence. The
latter might have impacted ATCOs’ perceived performance ratings. Nevertheless, the
NASA TLX analysis shows that increasing the amount of 4D-FMS aircraft lowers the
perceived ATCOs workload. This could result in more spare mental capacity, which can be
used for other ATCOs tasks, such as safety monitoring or improving sequence planning.

During the debriefing session, ATCOs named both the ghosts and the TargetWindows
as beneficial, if not essential, for increasing and maintaining situation awareness. However,
one ATCO raised the concern that situation awareness will be lost if the share of 4D-FMS-
equipped aircraft is too high. Communication between ATCOs and 4D-FMS pilots is
reduced to a minimum after the initial call. Such a little amount of exchange of information
could reduce situational awareness for specific aircraft. In short, it can be concluded
that besides the discussed effects, the perceived ATCO situation awareness remained at
an acceptable level for a 4D-FMS aircraft percentage of up to 60%. More research will
be needed to assess the impact of higher percentages of untouchable 4D-FMS aircraft
on situation awareness. Monitoring automated systems and assuming a more passive
role instead of actively engaging with a system can impair situation awareness, possibly
resulting in an out-of-the-loop performance problem [57]. As a higher share of 4D-FMS
aircraft leads to the ATCO passively monitoring more aircraft, an overly large number of
4D-FMS aircraft might result in lowered situation awareness. This possibility should be
critically considered in future research.

To sum up, the new airspace design and supporting functions were considered as
acceptable from ATCO perspectives in terms of safety. ATCOs felt able to provide the same
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safety level compared to current operations. Nevertheless, ATCOs addressed potential
safety risks, such as the possible loss of situation awareness for overly high shares of
4D-FMS aircraft.

Although the qualitative and quantitative assessments provided promising initial re-
sults, it should be added that there exist still some limitations. Those limitations are mainly
related to the constraints on the large-scale implementation of such systems. For example,
no baseline scenario was used to compare human performance results. Additionally, the
human performance data were analysed on a non-parametric, descriptive level; i.e., no
statements can be made regarding statistically significant differences due to the sample size
of five per iteration. Therefore, a bigger sample size should test the GreAT concept and its
impacts on efficiency, mental workload and situation awareness.

5. Conclusions

The development and implementation of the GreAT concept within the DLR real-
time simulation environment ATMOS was realised. The HITL validation campaign was
conducted with a total of five ATCOs from HungaroControl. The obtained results allow
two conclusions to be drawn. The first one indicates that the developed GreAT concept
has proved to be supportive for ATCO by sequencing arrival traffic in a safe and efficient
manner. This has a proven influence on the mean flight distance per aircraft, and therefore,
a positive impact on the reduction of overall fuel consumption. Furthermore, reducing the
total fuel consumption mitigates the exhausted gas. These results indicate that through the
implementation of the GreAT concept, a important reduction of aviation’s environmental
impact is feasible. The second conclusion is that the 4D-FMS aircraft guidance may to
certain extent increase airport capacity. Increasing the number of aircraft equipped with
advanced FMS leads to more landed aircraft with shorter flown distances, while keeping
the mental workload, situation awareness and safety to acceptable levels. All in all, the
GreAT concept carries the potential to lower aviation’s impact on the environment while
keeping airport capacity at least on the same level. Further research should focus on the
large-scale implementation and gathering of statistically significant results by increasing the
sample size. Additionally, a baseline for the human performance results could bring new
insights on the impacts of the GreAT concept on mental workload and situation awareness.
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Abbreviations

3D-FMS Aircraft with conventional FMS equipment
4D-FMS Aircraft with advanced FMS equipment
AMAN Arrival Manager
ASP Aircraft Separation Point
ATC Air Traffic Control
ATCO Air Traffic Controller
ATM Air Traffic Management
ATMOS Air Traffic Management and Operation Simulator
BADA Base of Aircraft Data
CSVT Centreline Separation Visualisation Tool
CDA Continuous Decent Approach
CPDLC Controller Pilot Data Link Communications
CWP Controller Working Position
DLR Deutsches Zentrum für Luft- und Raumfahrt e.V.
DMAN Departure Manager
DOMP Direct-only Merge Point
EDDM Munich airport
E-OCVM European Operational Concept Validation Methodology
E-TMA Extended TMA
FMS Flight Management System
ft foot/feet
GreAT Greener Air Traffic Operations
HITL Human-in-the-Loop
ISA Instantaneous Self Assessment
LMP Late Merging Point
LORD Leading Optimised Runway Delivery
NARSIM NLR’s Air traffic management Real-time SIMulator
NASA TLX NASA Task Load Index
NM Nautical Mile
PEQ Post Exercise Questionnaire
PHARE Harmonised ATM Research in Eurocontrol
PRQ Post Run Questionnaire

RECAT-EU
lEuropean wake turbulence categories and separation minima on approach and
departure

SESAR Single European Sky ATM Research
SASHA Situation Awareness for SHAPE (SASHA)
SHAPE Solutions for Human Automation Partnerships in European ATM
TMA Terminal Manoeuvring Area
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Abstract: Sustainability and, especially, emission reductions are significant challenges for airports cur-
rently being addressed. The Clean Sky 2 project GENESIS addresses the environmental sustainability
of hybrid-electric 50-passenger aircraft systems in a life cycle perspective to support the development
of a technology roadmap for the transition to sustainable and competitive electric aircraft systems.
This article originates from the GENESIS research and describes various options for ground power
supply at a regional airport. Potential solutions for airport infrastructure with a short (2030), medium
(2040) and long (2050) time horizon are proposed. This analysis includes estimating the future energy
demand per day, month and year. In addition, the current flight plan based on conventional aircraft
is adapted to the needs of a 50-PAX regional aircraft. Thus, this article provides an overview of the
energy demand of a regional airport, divided into individual time horizons.

Keywords: on-ground energy supply; hybrid-electric aircraft; airport infrastructure; sustainable aviation

1. Introduction

Sustainability and reducing emissions are significant challenges for airports. Frankfurt
airport will reduce CO2 emissions by around 65% until 2030 and operate in 2045 without any
CO2 emissions. A total of 34% of the vehicles in the airport in Frankfurt are hybrid-electric
or hydrogen-based. With this advantage, it was possible to reduce the CO2 emissions
on this German airport by around 35% since 2010 [1]. Aircraft manufacturers such as
Airbus plan to introduce hydrogen planes by 2035. With the code ZEROe (short for zero
emissions), Airbus plans three types of passenger planes that rely on liquid hydrogen
(LH2) as fuel [2]. Aircraft manufacturers have already initiated a transition to sustainable
aviation, which the airports strive to follow. However, there are enormous challenges, such
as the generation of hydrogen or electricity from renewable energies, to decarbonising
the industry entirely. The electrification of aircraft systems raises the question of whether
airports will be among the largest electricity consumers in our infrastructure in the future.
At the small Corisco International Airport, Source [3] proposes the renewable energy
generation of 307.42 MWh/year with an energy surplus of 41.30% by integrating wind
turbines (WTs), photovoltaics and diesel generators. This integration will reduce annual
greenhouse gas emissions on the island by 98.50% [4]. The Soekarno-Hatta Airport Railink
Project is one of the projects the Indonesian government prioritizes to ensure reliable
mass transport to and from Soekarno-Hatta International Airport [5,6]. In this study, the
electricity demand for the operation of the Soekarno-Hatta airport railway is discussed and
compared with the demand for the existing substation. The results of this study show that
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the substations will require a small amount of additional capacity. However, overall, the
existing substations will remain reliable even though additional capacity will be required in
2030 to maintain the reliability of the electricity supply for two different services. According
to the calculations, the cost of the additional capacity is USD 4.3 million. Electricity costs
are estimated at USD 85,000 to 100,000/month for the first year, with 89 trips per day [6].
These examples show that both small and very large airports are currently investing
heavily in electrification to drive the electrification of the entire aviation industry. The
first simulations of energy supply technologies for a regional airport show that the energy
demand of a regional airport with 13 gates will increase from 6 GWh to 22.53 GWh by
operating 49 hybrid-electric aircraft per day [7]. As part of the Clean Sky 2 ENhanced
electrical energy MAnagement (ENIGMA) project, a centralised smart supervisory control
(CSS) with enhanced electrical energy management (E2-EM) capability was developed
for an Iron Bird electrical power generation and distribution system (EPGDS) [8]. These
projects show that this is a very current and important research topic.

The Rotterdam The Haque Airport (RTHA) is a subcontracting partner of the Clean
Sky 2 GENESIS project (Gauging the ENvironmEntal Sustainability of electrIc and hybrid
aircraft Systems) and seeks to change its infrastructure to adopt hybrid-electric aircraft
(HEA). To accomplish this, RTHA plans to electrify around 70% of its aircraft traction
fleet from 2030 onwards and aims to replace the remaining 30% with hydrogen-powered
aircraft by 2050 [9]. Therefore, they must develop and adapt their ground power supply
strategies to meet the demand for HEA (Hybrid-Electric-Aircraft) traffic. The study aims
to determine the energy requirements for a regional airport’s operation and the expected
emissions. This paper is framed in the context of GENESIS, which corresponds to the EU
theme JTI-CS2-2020-CFP11-THT-13 under the Clean Sky 2 programme for Horizon 2020
and presents a forward-looking view focusing on the assessment of appropriate energy
supply technologies for ground energy storage, grid connection and power transmission
to aircraft. Based on these technologies, a flight plan and the design of a 50 PAX HEA
developed in the project, the energy requirements for operations at a regional airport
can be estimated [10]. The fuel types for HEA change depending on the time horizon.
The energy demand of the developed HEA was used to classify the energy demand of a
conventional aircraft (ATR 42 with a Pratt and Whitney PW127 engine). In the short-term
(2025–2035) and medium-term (2035–2045), a direct comparison between kerosene and a
mixture of kerosene and sustainable aviation fuels (SAF) can be made. This study also
assumes that LH2 and a battery in the medium-term can power HEA. In the long-term
(2045–2055+) horizon, hybrid-liquid–hydrogen aircraft are assumed exclusively. Based
on the energy requirements of the aircraft, which were provided by two partners of the
consortium UniNa (Università degli Studi di Napoli Federico II) and SmartUp Engineering,
the flight plan and the number of take-offs and landings, the emissions can be estimated.
In addition, a flight plan is being developed to replace conventional aircraft with HEA
and thus enable more environmentally friendly air traffic. Table 1 provides the key figures
of the conventional aircraft and HEA designed with GENESIS, with information on the
amounts of fuel (kerosene, SAF and LH2) and battery energy consumed per kilometre.
Results are presented in this table for two separate missions: a 600 nmi mission, which was
used to size both conventional aircraft and HEA concepts, and a shorter 200 nmi mission,
more representative of the typical mission for a regional turboprop aircraft.
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Table 1. Overview of fuel and battery energy consumptions per km based on calculations performed
by UNINA and SmartUp.

2025–2035 kg kerosene/km kg SAF(4)*/km kWh/km kg LH2/km

Short-term 200 nmi(1)*
Short-term ICE(ref,2)* 1.25 1.23

Short-term ICE(2)* + Battery 0.87 0.96 2.23
Short-term 600 nmi (1)*

Short-term ICE(ref,2)* 0.98 0.96
Short-term ICE(2)* + Battery 0.86 0.94 0.76

2035–2045 kg kerosene/km kg SAF(4)*/km kWh/km kg LH2/km

Medium-term 200 nmi(1)*
Medium-term ICE(ref,2)* 1.14 1.12 0.00

Medium-term ICE(2)* + Battery 0.64 0.63 2.39
Medium-term PEMFC(3)* + Battery 2.58 0.16

Medium-term 600 nmi(1)*
Medium-term ICE(ref,2)* 0.90 0.88

Medium-term ICE(2)* + Battery 0.46 0.20 1.61
Medium-term PEMFC(3)* + Battery 1.75 0.21

2045–2055 kg kerosene/km kg SAF(4)*/km kWh/km kg LH2/km

Long-term 200 nmi(1)*
Long-term ICE(ref,2)* 1.11 1.09

Long-term PEMFC(3)* + Battery 2.37 0.16
Long-term 600 nmi(1)*
Long-term ICE(ref,2)* 0.88 0.86

Long-term PEMFC(3)* + Battery 1.60 0.19
(ref)*: Reference aircraft with conventional gas turbine engines as power plant technology. (1)*: Nautical mile.
(2)*: Internal Combustion Engine. (3)*: Polymer Electrolyte Membrane Fuel Cell. (4)*: Sustainable Aviation Fuel.

2. Methodology

2.1. Supply Technologies under Consideration

The electrification of aircraft comes with immense stress to the airport’s electrical
system due to the vastly increased power demand for charging airplanes. In addition, a
mid-to-long-term infrastructure should aim to improve the airports’ entire energy system,
including information technology (IT) and control systems, lighting, and general-use low
voltage supply. Furthermore, building a hydrogen infrastructure with a new generation
of tanks, pipelines, and supply possibilities to refuel the aircraft is also necessary. Instead
of overhauling the existing system, the short-term (2025–2035) analysis will focus on an
electrical grid whose sole purpose is to charge aircraft on the airfield. The medium-term
(2035–2045) time perspective includes more fast-charging stations and the possibility of
including a hydrogen infrastructure. As assessed for the regional airport, the needed hy-
drogen infrastructure onsite will provide only storage on wheels and tanks. The hydrogen
production will be off-site in a nearby harbour. The components currently limiting the
airport infrastructure and required to be installed and/or revised are (i) connection to the
main grid, (ii) local photovoltaic supply, (iii) charger for aircraft, (iv) charger for airfield
support vehicles, (v) local battery storage and (vi) local hydrogen storage.

Even with a local supply of electricity from the airside solar park and storage, the grid
feed-in for an infrastructure capable of charging multiple aircraft and support vehicles will
need to be connected to the medium-voltage grid (6 kV to 60 kV) due to the high-power
demand. The distribution network on the airport premises should then be realised on a
low-voltage level (or according to the low voltage directive 2014/35/EU) due to safety
reasons. The AC (analog current)-concept utilises a common AC bus for the distribution
system. It is a standard electrical installation, as it is common in most of the world [11].

Photovoltaic power generation, fuel cell technology, stationary battery storage, and
mobile batteries in aircraft and escort vehicles are DC (direct current)-based by nature. A
second concept links all components to a low-voltage DC grid (<1500 V). This DC grid
must be rebuilt entirely at an airport [11]. This possibility is mentioned in this article for
completeness but is not considered in more detail in the scenarios, as the RTHA airport
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operates with an AC-based grid. Sections 2.1.1 and 2.1.2 briefly describe the type of supply
voltage and the basic connection of a Fast-Charging-Station to the airport grid.

2.1.1. Voltage on the Grid

Compared with the DC-based method, the AC based approach benefits from being
the currently established technology at the airport side. Therefore, a large selection of
installation components is available, as are trained technical staff to work with standard
grids. However, from a technical perspective, the DC approach has multiple benefits.
For example, integrating additional battery storage units and photovoltaic systems is
simplified by eliminating the AC/DC or DC/AC conversation stages for all DC-based
devices. Therefore, fewer conversation stages are needed between local battery storage,
photovoltaic generators, and consumers (e.g., DC chargers). In addition, a DC-based grid
increases the system’s efficiency and decreases complexity. Furthermore, DC-connected
systems are easier to control than AC-connected systems [11].

There is also an advantage when it comes to power distribution cables. An AC system
uses a four-wire setup for the power distribution network. As such, the transported power
results in Equation (1).

PAC =
√

3·Upeak·Ie f f · cos(ϕ) (1)

with the effective current (Ie f f ), the peak voltage (Upeak) and the power factor (cos(ϕ)).
Using the same four-wire setup for a DC system with two wires used for positive and
negative, the maximum current per wire matches the effective AC to not overload the
conductor. For AC systems, the insulation rates for the peak voltage. As such, the nominal
voltage in a DC system can be Upeak, and the power in a four-wire DC system results in
Equation (2).

PDC = 2·Upeak·Ie f f (2)

Comparing the DC and AC power results in Equation (3):

PDC
PAC

=
2·Upeak·Ie f f√

3·Upeak·Ie f f · cos(ϕ)
=

2√
3· cos(ϕ)

(3)

Even with a power factor cos(ϕ) of 1, the same wire system can transport about 15%
higher power using a DC system. Using the reciprocal reduces the required copper cross-
section of the wiring system to approximately 85% for the same power. Despite the many
advantages of a DC network, however, the AC network is considered in this study because,
as already mentioned, the AC network is an established technology, trained specialists are
available, and the airport is equipped with an AC network. However, developing a DC
network could also become a key element in the future.

2.1.2. Fast-Charging-Stations

According to safety standards [12], galvanic isolation must be guaranteed between
the main distribution 3-phase AC-grid and the charging station. This can either be realised
by utilizing a low frequency (LF-) transformer or an isolating DC-DC converter (MF-
transformer), which operates in the medium frequency (MF) range. These two possibilities
are visualised in Figure 1 as “Topology 1” and “Topology 2”. Higher frequencies allow
for lower material effort, and hence the size of the passive devices. Therefore, Topology
2 provides benefits over Topology 1 in the form of a less “bulky” transformer. However,
a transformer connects the regional airport to the medium-voltage grid. Accordingly,
“Topology 1” is considered in this study.
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Figure 1. Basic topologies for DC-Fast-Charging of electric vehicles.

2.1.3. Hybrid-Electric-Aircraft Configurations

First, Figure 2 visualises an overview of a 50 PAX hybrid-electric aircraft with a gas
turbine and battery as an energy source and the drivetrain’s arrangement, valid for two
different reference entry-into-service (EIS) years 2030 and 2040 [10].

Figure 2. Schematic view of an HEA (EIS 2030/2040, ICE + Battery) - Reprinted/adapted with
permission from Ref. [10]. 2023, Marciello, V.; Di Stasio, M.; Ruocco, M.; Trifari, V.; Nicolosi.

The propulsive architecture adopted for the short- and medium-term scenarios was
based on a serial/parallel partial hybrid configuration with two distinct propulsive lines.
This choice made it possible to use the distributed electric propulsion during the ground
phases to increase the lifting capabilities of the aircraft, compensating for the increased mass
due to the advanced powerplant. At cruise, in light of the lower efficiency of distributed
propellers, delivering all the shaft power through the primary line is preferable, redirecting
the energy from the electric storage. New secondary electric machines were designed based
on nominal RPMs equal to 8000 since it was found that it is optimal to delegate to gearboxes
the task of adapting the number of revolutions to that of the propellers. The specific fuel
consumption reflects the usage of pure hydro-processed esters and fatty acids synthetic
paraffinic kerosene (HEFA-SPK) as fuel [10].
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The second HEA configuration deals with a Proton Exchange Membrane Fuel Cell
and a battery (PEMFC + Battery). Figure 3 gives a short introduction and overview of the
aircraft design and the arrangement of the components. The main difference concerning the
Internal combustion engine (ICE) + Battery scenario is that there is only a single-drivetrain,
referred to as primary in the present context, with five engines of equal power attached
to each semi-wing. For this reason, the electric machines will generate thrust through the
propeller for the aircraft in all phases of flight. Since there is no distinction between primary
and secondary propulsion lines, the production costs, as well as the maintenance costs of
the aircraft, would benefit from having installed electric machines all rated at the same
power. The propulsive architecture with Proton Exchange Membrane Fuel Cell (PEMFC) is
based on a full-electric configuration, where part of the electricity is produced directly by
the fuel cells through the reaction of hydrogen with air. The atmospheric air is supposed to
be supplied through suitable air intakes and compressed up to the operating pressure of
the fuel cells using a centrifugal compressor. Based on the power and energy requirements,
Li-S batteries were identified to be the best choice for this application.

Figure 3. Schematic view of the aircraft (EIS 2040/2050; PEMFC + Battery) - Reprinted/adapted with
permission from Ref. [10]. 2023, Marciello, V.; Di Stasio, M.; Ruocco, M.; Trifari, V.; Nicolosi.

2.1.4. Airport Infrastructure Scenarios

This paper is about the energy requirements of an airport for the operation of hybrid-
electric aircraft, so only the most necessary supply technologies are briefly presented here.
In principle, a Photovoltaic (PV) system, battery storage, wind power and an on-ground
electrolyser/fuel cell also make sense to include in an airport network. However, this
would go beyond the scope of this paper, which is therefore limited to the necessary
components to describe the methodology, which applies to both presented scenarios in the
following. Figure 4 shows possible airport infrastructure for a conventional fuel supply
and fast-charging stations for the HEAs. This configuration is used with ICE + Battery HEA
for the short-term and medium-term horizon. A 10 kV/400 V transformer connects the
medium-voltage and 400 V AC airport grid. The left side of Figure 4 shows this connection
to the medium-voltage grid. The AC/DC converters and DC/DC boost converters are
connected to the airport AC grid, as described in simplified form in Section 2.1.2, to provide
the necessary high charging currents. For the sake of simplicity, the regular 3-phase AC
grid is shown here with a line for a better overview. In addition, the airport is connected to
the AC grid as an electric load to supply the terminals, lightning, etc., with electric energy.
Furthermore, charging possibilities for baggage cars, busses and other airport vehicles are
connected to the airport. Finally, the lower part of Figure 4 shows the kerosene and SAF
mixture ratio supply as fuel.
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Figure 4. Airport infrastructure for the ICE + Battery HEA for medium– and short–term horizons.

Figure 5 shows possible airport infrastructure for a LH2 and battery hybrid electric
aircraft. This configuration is used for the medium-term and long-term horizon with
PEMFC + Battery HEA. The connection to the medium voltage grid on the left side above
is shown in Figure 5. The AC lines are shown with one single line similarly to Figure 4.
Furthermore, the AC/DC and DC/DC boost converters for the fast charging stations are
shown in the upper part of Figure 5. The hydrogen production for the airport hydrogen
supply is done off-site at a port near the airport. Wind energy is converted into electrical
energy. This electrical energy is converted into hydrogen via electrolysers and liquefied
(i, ii). Trailer trucks transport liquid hydrogen to the airport, and the aircraft can be refuelled
directly (iii). This process can be seen on the bottom right-hand side of Figure 5.

 

Airport

Medium 
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(i)  Off-Site LH2-production
(ii) LH2-liquefication (iii) LH2-transport to airport 
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Figure 5. Airport infrastructure for the LH2 powered PEMFC + Battery HEA for medium– and
long–term horizons.

2.2. Scenario Definitions

This section introduces the individual scenarios for consideration at a regional airport
of the future. These scenarios give an insight into which assumptions were made.

Based on the configurations and assumptions prepared by UNINA for the aircraft,
these were further developed for the benefit of the regional airport. The flights of the
HEA have been fitted into RTHA’s flight schedule based on the following assumptions
formulated by UNINA. Due to the COVID-19 pandemic, a flight plan from 2019 was used
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because air traffic was not restricted in 2019. These data form the basis for the operation of
the hybrid-electric aircraft in the scenarios of a regional airport of the future.

• Analysis of the Air Traffic Data for 2019, collected from RTHA and elaborated to collect
the necessary key figures;

• The flight data from RTHA 2019 were used to select the flights relevant to the HEA:
commercial flights with a destination with of maximum distance of 1111.2 km;

• These data were used to replace the fossil flights with HEA with max 50 PAX and a
maximum distance of 1111.2 km;

• HEA flights replace fossil flights with 50 passengers or fewer, with a maximum of
50 passengers;

• Two HEA flights replace fossil flights with more than 50 passengers but fewer than
100, with a maximum of 50 passengers;

• Three HEA flights would replace a flight with more than 100 passengers but fewer
than 150, with a maximum of 50 passengers each;

• Four HEA flights would replace all other flights with more than 150 passengers.

To calculate the energy required, an extra 330 km is added to the distance of 1111.2 km
for any possible calamities (holding/diversion, etc.). Partly in connection with this choice,
the gradual transition of aviation will accelerate the introduction of smaller but environ-
mentally friendly aircraft with smaller passenger capacity. This may mean that aircraft such
as a Boeing 737 will eventually be replaced by 2–4 environmentally friendly aircraft with
a capacity of 50 passengers, followed by hybrid/electric aircraft with 100–150 passengers.
For the first period, this means a severe increase in aircraft and flight movements at the
airport. This will also have a massive impact on the infrastructure and organisation at the
airport, with the comment that this transition will be gradual to allow the airport to prepare
for it. Airport infrastructure is geared to existing aircraft for take-off, landing, taxiing,
refuelling, loading/unloading, etc. Thus, it will change when adopting other disruptive
aircraft propulsive technologies. The future regional airport infrastructure design focuses
on the HEA, suitable for 50 PAX with a flight range of 1111.2 km.

• For 2025–2035, aircraft with combustion engines fuelled by 90% kerosene and 10% SAF
and electric engines powered by batteries are assumed (ICE + Battery-2030). The SAF
fuel will be HEFA (Hydroprocessed Esters and Fatty Acids), briefly explained in [13];

• In 2035–2045, aircraft with combustion engines fuelled by 75% kerosene and 25% SAF
and electric engines powered by batteries are assumed (ICE + Battery-2040). In
addition, some flights will be replaced by HEA with electric engines and PEMFC
powered by liquid hydrogen (PEMFC + Battery-2040);

• In 2045–2055+, all HEA flights will use fuel cells and electric motors. There will be a
further developed PEMFC (PEMFC + Battery-2050) installed.

In calculating the energy requirements in the different scenarios, a distinction has
been made between typical mission (200 nmi) and design mission (600 nmi) flights. For all
flights, the possibility of diversions, etc., corresponding to 330 additional km per flight has
been included.

2.3. Emmisions

UNINA and SmartUp presented in [14] a general approach for emissions estimation,
based on the results, produced with a gas turbine engine performance calculation tool,
the semi-empirical approach illustrated in [15] and average data included in [16]. This
emission model requires a manageable amount of input data: the engine’s overall pressure
ratio, fuel flow rate, operating conditions and ambient conditions are the only information
required. The output of this model consists of the emission indices (EIs) for the following
species: nitrogen oxides (NOx), carbon monoxide (CO), hydrocarbons (HC), carbon dioxide
(CO2), water vapor (H2O) and sulphur dioxide (SO2). For the EIs of CO2, H2O and SO2,
constant average values listed in Table 2 were assumed.
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Table 2. Average EIs for CO2, H2O and SO2 for conventional (Jet A-1) aviation fuel, assumed
according to [16].

Pollutant EI (g/kg)

CO2 3149.0
H2O 1230.0
SO2 0.84

It can be assumed that the approach adopted by UNINA and SmartUp can be consid-
ered reliable as long as the fuel is conventional jet fuel (i.e., Jet A-1). For this reason, in the
case of HEFA-SPK blends, calibration factors to correct the EI of the above species were
considered in [14]. Specifically:

• A correction for CO2 EI as a function of HEFA-SPK mixtures has been established.
According to [14], a reduction in CO2 EI of 0.78% can be obtained for 50% blends. For
pure HEFA-SPK, the reduction doubles (−1.56%);

• For the water vapor EI, a linear regression law was obtained for the percentage changes
as a function of the HEFA-SPK mixing ratio. According to this law, an increase of 10%
can be expected for pure HEFA-SPK [17];

• For CO and SO2 EIs, linear regression laws were determined instead using the data
collected by [18]. According to the equations obtained from these data, the use of pure
HEFA-SPK could lead to a reduction of −22% in CO-EI and −74% in SO2-EI;

• Finally, for NOx and HC-EIs, [18] suggests a negligible impact of biofuel blends.
Consequently, no percentage changes were considered.

These deviations were all applied to the reference EI values calculated with the original
approach established for conventional aviation fuel. With the help of these methods and
estimates, the emission impact in the different scenarios can be estimated [14].

2.4. Economic Aspect

In addition to the environmental and conservation benefits, switching from fossil
fuels to sustainably produced fuels is also financially attractive for airports, airlines and
travellers. The results of several studies indicate a reduction in fuel costs ranging from 15%
to 40%, depending on the study assumptions. The results of a recent Swedish study [19]
show the total costs for routes and aircraft in Table 3 below in euros (EUR). Table 3 shows
that costs increase with distance. Previous studies concluded that the operating costs of
electric aircraft are between 30 and 40% lower. In contrast to the previous study, the table
shows the difference between the conventional Jetstream JS31 (19 PAX) aircraft and the
Swedish ES-19 (19PAX) aircraft. The difference is between 15 and 22% per route.

Table 3. Total emission cost comparison of two aircrafts according to [19].

Route Distance [km] Jetstream JS31 [EUR] ES-19 [EUR]

Linköping-Visby 178 EUR 2306 EUR 1805
Pajala- Luleå 194 EUR 2380 EUR 1886

Umeå-Östersund 296 EUR 2976 EUR 2378
Sälen-Arlanda 326 EUR 3253 EUR 2636

Combining the cost difference from Table 3 with other data from the literature in
Table 4 and internal information from RTHA, costs can be estimated and determined for
the HEA and are listed in Table 4.
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Table 4. Cost estimation for HEA emissions.

Energy Unit Cost in EUR

Carbon tax ETS [20] kg CO2 0.25
Kerosene [21] kg 1.20

SAF [21] kg 2.00
Electric [22] kWh 0.60

LH2 [21] kg 6.00

Based on the fundamental literature research on the costs of the individual energy
parameters and carbon tax for the HEA aircraft, an estimate can be made for future typical
mission (200 nmi) and design mission (600 nmi) flights. For now, only the lower energy
requirements for the different scenarios were used in these cost estimates. Fuel costs and
landing fees account for 30% of the ticket price. For this reason, the fuel cost is calculated
on the price per kilometre. Then, the fuel saving per kilometre can be calculated on an
aircraft basis. Finally, ticket price savings can be calculated and stated on an aircraft basis,
with 30% of the total ticket price.

3. Results

Sections 3.1 and 3.2 will describe the procedure in the medium-term scenario in more
detail. The approach to determining energy demand, emissions and ticket prices is similar
for all time horizons. Therefore, the methodology described in Section 2 is carried out once
here. However, the different aircraft configuration already indicated in Table 1 was used.
The fuel mix ratio in the medium-term (ICE + Battery) is 75% kerosene and 25% SAF, and
the infrastructure is shown in Figure 4.

For the aircraft configuration PEMFC + Battery, the infrastructure was considered as in
Figure 5. The results for an HEA with FC and battery are also described in Sections 3.1 and 3.2.
A PEMFC is used for the fuel cell technology. This allows a direct comparison between the
operation of an ICE + Battery and a PEMFC + Battery HEA.

3.1. Determining Energy Demand ICE + Battery and PEMFC + Battery HEA

Based on information from the relevant commercial flight and the configuration of the
HEA, an overview of the fuel requirements for the eligible flights was made. To determine
the maximum fuel and electricity supplies, one of the busiest days was selected for flights
up to 1111 km to the destination.

For the medium term, based on these assumptions, the amount of electricity which
the HEA flights would potentially require on a busy day at a regional airport is reported in
Table 5. The departure airport in this study is Rotterdam. Table 5 lists the destinations and
the amount of kerosene, SAF and electrical energy or LH2 and electrical energy required
for the HEA in parentheses. The electrical energy demand for ICE + Battery HEA is listed
as “Electric ICE [kWh]”. The electrical energy demand for PEMFC + Battery HEA is listed
as “Electric ICE [kWh]” in Table 5. These destinations are determined from the number
of PAX and the distance, as already described in Section 2.3. It can be seen that several
flights would have to take off at the same time. This is, of course, not possible, but it should
serve here as an introduction to show the potential energy demand of the HEA. Energy
consumption per flight is high in the morning and evening for the London destination and
average for European flights. The total capacity required is highest in the late afternoon,
shown in Figure 6. This high capacity is because three flights with many passengers depart
in the afternoon. Figure 6 illustrates the high capacity of the period from 16:30 to 17:04.
The initial calculations and simulations show that the short-term scenario requires a daily
kerosene demand of 13.37 tonnes, an SAF demand of 4.39 tonnes and an electrical energy
demand of 46.68 MWh (yellow line).
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Table 5. Daily fuel and electricity amount per hybrid-electric flight, 2040.

Day 2030 PAX
Distance

[km]
GMT

[Time]
Kerosene

[kg]
SAF
[kg]

Electric ICE
[kWh]

LH2

[kg]
Electric PEMFC

[kWh]

London (2—HEA) 76 308 05:19 612 200 3049 209 3288
London (2—HEA) 78 308 08:38 612 200 3049 209 3288
Bergerac (3—HEA) 147 844 12:04 1743 572 5670 740 6128

Pula (4—HEA) 164 1049 16:30 2730 896 8881 1158 9598
Wien (3—HEA) 135 953 16:49 1905 625 6197 808 6697

Montpellier (4—HEA) 179 925 17:04 2485 816 8082 1054 8735
Pisa (4—HEA) 186 1021 19:56 2675 878 8700 1135 9403

London (2—HEA) 97 308 20:08 612 200 3049 209 3288
TOTAL 13,374 4389 46,678 5523 50,425

Figure 6. Daily fuel and electricity amount per hybrid-electric flight, 2040.

To compare the impact of LH2, based on the combination of information from the
respective RTHA traffic flight and the configuration of the newly developed medium-term
HEA with PMFC + Battery, an overview of the fuel requirements for the considered flights
is shown in Table 5 as “LH2” and “Electric PEMFC”. Initial calculations and simulations
show that the HEA in the medium-term scenario with PMFC + Battery no longer requires
the daily kerosene demand of 23.5 tonnes (short-term) and 13.37 tonnes (medium-term-
ICE + Battery). Similarly, the SAF demand of 2.55 tonnes (short-term) and 4.39 tonnes
(medium-term-ICE + Battery) is no longer needed. Instead, a liquid hydrogen requirement
of 5.523 tonnes is now determined to fuel the aircraft. In addition, the PEMFC + Battery
medium-term HEA will be fitted with a battery of higher capacity and power, increasing
the demand for electrical energy from 26.05 MWh (short-term) and 46.68 MWh (medium-
term-ICE + Battery) to 50.425 MWh (black line).

In order to replace these flights with hybrid-electric flights, a new flight schedule with
new departure times must be created. This new flight schedule is presented in Table 6. In
this table, the old departure times of the original flight plan are listed again. New departure
times are introduced in the column to the right with the destination abbreviation. These
new departure times are based on the original time, and an average time of 10 min assumed
between the departure times. These 10 min are for taxiing from the gate to the runway and
subsequent take-off. The kerosene, SAF and electrical energy consumption of each HEA
is given and composed of typical mission (200 nmi) and design mission (600 nmi) flights.
The maximum number of passengers per flight is 50. The maximum range of the potential
flights was kept below 1111.2 km to represent a realistic scenario.
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Table 6. Possible replacements through HEAs, 2040.

Destination Time—Old Time—New PAX km Kerosene [kg] SAF [kg] Electric ICE [kWh] LH2 [kg] Electric PEMFC [kWh]

London 05:19 LO 05:19 50 308 306 100 1.525 105 1643.94
London 05:19 LO 05:29 26 308 306 100 1.525 105 1643.94
London 08:38 LO 08:38 50 308 306 100 1.525 105 1643.94
London 08:38 LO 08:48 28 308 306 100 1.525 105 1643.94
Bergerac 12:04 BE 12:04 50 844 581 191 1.890 247 2042.76
Bergerac 12:04 BE 12:24 50 844 581 191 1.890 247 2042.76
Bergerac 12:04 BE 12:44 47 844 581 191 1.890 247 2042.76

Pula 16:30 PU 16:00 50 1049 683 224 2.220 290 2399.46
Pula 16:30 PU 16:10 50 1049 683 224 2.220 290 2399.46
Pula 16:30 PU 16:20 50 1049 683 224 2.220 290 2399.46
Pula 16:30 PU 16:30 14 1049 683 224 2.220 290 2399.46

Vienna 16:49 VIE 16:39 50 953 635 208 2.066 269 2232.42
Vienna 16:49 VIE 16:49 50 953 635 208 2.066 269 2232.42
Vienna 16:49 VIE 16:59 35 953 635 208 2.066 269 2232.42

Montpellier 17:04 MO 17:09 50 925 621 204 2.021 264 2183.7
Montpellier 17:04 MO 17:19 50 925 621 204 2.021 264 2183.7
Montpellier 17:04 MO 17:29 50 925 621 204 2.021 264 2183.7
Montpellier 17:04 MO 17:39 29 925 621 204 2.021 264 2183.7

Pisa 19:56 PI 19:36 50 1021 669 220 2.175 284 2350.74
Pisa 19:56 PI 19:46 50 1021 669 220 2.175 284 2350.74
Pisa 19:56 PI 19:56 50 1021 669 220 2.175 284 2350.74
Pisa 19:56 PI 20:06 36 1021 669 220 2.175 284 2350.74

London 20:08 LO 20:16 50 308 306 100 1.525 105 1643.94
London 20:08 LO 20:26 47 308 306 100 1.525 105 1643.94
TOTAL 13,374 4389 46,678 5523 50,425

As in the scenarios before, PEMFC + Battery HEA should replace conventional aircrafts
in this medium-term scenario. These energy requirements are also listed in Table 6 on the
right side as “LH2” and “Electric PEMFC”.

Figure 7 shows the new flight plan’s results and the energy required. It is apparent
that in the early morning, for the flights to London (LO), 1525 kWh of electrical energy is
required to charge the aircraft and refuel them for the flight. The kerosene quantity is 306 kg,
and the SAF quantity is 100 kg, with the previously defined specifications of 75% kerosene
and 25% SAF. The equalisation of the flights to Pula (PU), Vienna (VIE) and Montpellier
(MO) show an electrical energy demand of 2220 kWh to 2021 kWh. The flight schedule
was equalised, and the electrical energy required from 16:00 to 17:29. The kerosene/SAF
requirement of a maximum of 683 kg/flight can also be easily provided. Four take-offs to
Pisa (PI) are required in the evening, with an electrical energy quantity of 2175 kWh and a
kerosene quantity of 669 kg/flight. As soon as the last flight at 20:26 to London has taken
off with an electrical energy quantity of 1525 kWh and 306 kg of kerosene, the electrical
energy consumption of the airport can be reduced again.

As in the scenarios before, the HEA’s kerosene, SAF and electrical energy consumption
are now eliminated. Figure 7 shows the results of the new flight plan for required LH2
(blue) and electrical energy (black). Early morning flights to London (LO) require 1644 kWh
of electrical energy in the medium term to recharge the aircraft and refuel for the flight. This
is because a more powerful battery is installed in the PEMFC aircraft than in the previous
time horizon. The liquid hydrogen quantity is 105 kg instead of the paraffin quantities of
306 kg (medium-term) and 557 kg (short-term). The reconciliation of the flights to Pula (PU),
Vienna (VIE) and Montpellier (MO) resulted in an electrical energy demand of 2399 kWh
to 2184 kWh, which is significantly higher than in the previous scenarios, as expected.
The flight schedule was adjusted, and electrical energy is required from 16:00 to 17:29.
The kerosene/SAF requirement of a maximum of 1191 kg/flight in the short term and a
maximum of 683 kg/flight (medium-term) is now also omitted here. A maximum of 290 kg
of liquid hydrogen is required for the flight to Pula. Four take-offs to Pisa (PI) are required
in the evening, with an electrical energy quantity of 2351 kWh. The paraffin amounts of
1167 kg/flight in the short-term horizon and 669 kg/flight in the medium horizon with
ICE + Battery are omitted, and 284 kg liquid hydrogen per flight is required. Once the last
flight has taken off at 20:26 to London with an electrical energy quantity of 1644 kWh and
105 kg of liquid hydrogen, the electrical energy consumption of the airport can be reduced
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again. In the long term, storing electrical energy not needed in large batteries or converting
it into liquid hydrogen can be considered.

Figure 7. Possible new flight plan with HEAs, 2040.

Finally, the annual energy demand for the short-term scenario is given in Table 7.
Table 7 shows the energy demand for hybrid-electric flights in 2030 per month to determine
the loading and refuelling energy for one year in 2030. It was concluded that 3215 tonnes
of kerosene, 1056 tonnes of SAF and 11.704 GWh of electrical energy would be required in
the short-term horizon to operate the HEA. These calculations were made with a fuel mix
ratio of 75% kerosene, 25% SAF and an HEA configuration.

Table 7. Charging and refuelling HEA energy requirements per month, 2040.

Month Kerosene [Tons] SAF [Tons]
Electric ICE

[MWh]
LH2 [Tons]

Electric PEMFC
[MWh]

January 209 69 762 84 823
February 268 88 966 108 1043

March 355 117 1269 144 1371
April 261 86 975 103 1053
May 305 100 1111 123 1200
June 324 106 1171 131 1265
July 345 113 1221 141 1319

August 332 109 1165 136 1258
September 314 103 1128 127 1218

October 208 68 798 81 862
November 130 43 529 49 571
December 162 53 610 64 658

TOTAL 3215 1056 11,704 1291 12,640

For the PEMFC + Battery aircraft, the energy demand is listed on the right side of
Table 7 as “LH2 [tons]” and “Electric PEMFC” [MWh]. This table shows the energy demand
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for HEA flights in 2040 per month to determine the loading and refuelling energy for one
year in 2040. It was found that, instead of 3215 tonnes (medium-term-ICE + Battery),
1291 tonnes of liquid hydrogen are now required to operate the HEA in the medium-term
scenario. The requirement of 1056 tonnes of SAF in the medium-term horizon are eliminated
accordingly. The demand for electrical energy of 11.704 GWh (medium-term-ICE + Battery)
increases to 12.640 GWh (black line). The demand for electrical energy is 74% higher than
for the short-term horizon (Table 13). The demand for electrical energy in the medium-term
with PEMFC is almost 8% higher than in the medium-term scenario with ICE + Battery.
This is due, on the one hand, to the increased battery capacity in the PEMFC aircraft, and
on the other hand to the use of liquid hydrogen. The charging and refuelling energy for the
HEA is shown in Figure 8.

Figure 8. Charging and refuelling HEA energy requirements, 2040.

3.2. Determining Cost Estimations and Emissions for the Short-Term

In this section, a cost and emission forecast for the period 2025–2035 will be given. First,
it should be explained how the data were obtained. It is important to read Sections 2.2 and 2.3
first. Gilbarco Tritium RT175-S DCFC Fast Charge Single Electric Vehicle 175 kW Charging
Stations have a list price of USD 105,000 each. For a charging station with double capacity,
an investment of USD 175,000 is considered [23]. Costs for maintenance have not yet
been released.

Capex and Opex of the Maeve Recharge 30-ft container with 8 MW battery capacity
and control module have also not yet been released. The battery pack cost will be lower
than the market price for new batteries because it is reused from electric aircraft. The final
megawatt charging system (MCS) standard is expected to be published in 2024 [24,25].

For the ticket price calculation in the short-term scenario, the data and calculations in
Section 2.3 were used as a base Then, using the flight distance, the information from RTHA
and the composition of the current ticket price, the price of a passenger per km can be given.
It is further assumed that fuel costs and landing fees account for 30% of the ticket price.
Furthermore, three possible environmental price increases offered by Lufthansa [26,27]
were included and applied to the ERJ 190 and B737. A number is given in the brackets
after the respective conditions, indicating which scenarios were considered in the following
tables. These three environmental price increases amount to:

• A 100% climate project subsidy (100% describes that, with this selection, the full 2.6%,
which is additionally paid by the client, goes into climate projects)—2.6% → (1);

• An 80% climate project subsidy and 20% SAF fuel—21% → (2);
• A 100% SAF fuel and CO2 emissions reduced—by 96% → (3).
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In addition, an average inflation rate of 2.44% was assumed, which resulted over the
last 50 years in Germany [28]. This inflation rate is also included in the ticket prices, to give
a realistic estimate of the prices for different time horizons.

• 2.44% inflation rate in terms of 2040 → (4).

For the price comparison per ticket with the GENESIS flight, Scenario 2 was assumed in
the short term. Therefore, this scenario is considered with 20% SAF fuel and is comparable
with the HEA case study. The calculated costs for the short-distance flight are shown in
Table 8, and the costs for the medium-distance flight are in Table 9. These calculations and
data show that HEA ticket prices are somewhat higher than conventional ticket prices for
typical mission flights such as to London. However, in the medium-term scenario, the
ticket price for a flight with ICE + Battery HEA is 1.8 below the comparable ticket price
with 20% SAF. The expected ticket price for design mission flights is 11.8% below the
comparable price when using an HEA. As soon as HEA flights with PEMFC + Battery
can be offered, the ticket price difference is considered very attractive purely on the basis
considered: a price saving of 46.7% is expected for typical mission flights and 40.4% for
design mission flights.

Table 8. Costs for typical mission flights, medium-term (2040) forecast.

London
308 km

Scenario
Delta/km

[EUR]
Cost/km and
PAX [EUR]

Delta/km and
PAX [%]

Cost/km (PAX; Env.;
inflation) [EUR]

Delta/Ticket
HEA [%]

ERJ190 (4) 23.33 0.048 0.24
ERJ190 (1.4) 23.94 0.049 0.24
ERJ190 (2.4) 28.31 0.058 0.29
ERJ190 (3.4) 45.77 0.094 0.47

HEA-ICE (4) 14.18 0.057 −1.8% 0.28 −1.8%
HEA-PEMFC (4) 12.44 0.050 −46.7% 0.25 −46.7%

Table 9. Costs for design mission flights, short-term (2040) forecast.

Pula
1049 km

Scenario
Delta/km

[EUR]
Cost/km and
PAX [EUR]

Delta/km and
PAX [%]

Cost/km (PAX; Env.;
inflation) [EUR]

Delta/Ticket
HEA [%]

B737 (4) 24.40 0.04 0.20
B737 (1.4) 25.05 0.04 0.20
B737 (2.4) 29.64 0.05 0.24
B737 (3.4) 40.11 0.077 0.38

HEA-ICE (4) 10.46 0.042 −11.8% 0.21 −11.8%
HEA-PEMFC 11.43 0.046 −40.4% 0.23 −40.4%

Table 10 shows an estimate of the ticket development for 2040, which can be derived
using the presented method. This table illustrates very well the impact of inflation and the
environmental bonus in the categories on different routes. According to this, the EIS of
PEMFC + Battery HEA results in competitive ticket prices for HEA PEMFC tickets. The
tickets for the flight to Pisa are 17% more expensive than the expected ticket prices without
subsidy (4). As soon as customers want to fly with “80% climate project subsidy and 20%
SAF fuel (2,4)”, the ticket PEMFC HEA is already 4% cheaper. Nonetheless, it should
always be mentioned that the calculation was made without the high investment research
and operating costs.

59



Aerospace 2023, 10, 283

Table 10. Ticket price forecast, 2040.

Destination
Distance

[km]
GMT

[Time]
Ticket (4)

[EUR]
Ticket (1.4)

[EUR]
Ticket (2.4)

[EUR]
Ticket (3.4)

[EUR]
Ticket HEA
ICE [EUR]

Ticket HEA
PEMFC [EUR]

London 308 05:19 73.31 75.24 88.97 143.83 87.33 76.63
Bergerac 844 12:04 164.78 169.15 200.11 323.92 176.49 192.90

Pula 1049 16:30 204.81 210.23 248.71 402.59 219.35 239.76
Wien 953 16:49 186.06 191.00 225.95 365.75 199.28 217.81

Montpellier 925 17:04 180.60 185.38 219.31 355.00 193.42 211.42
Pisa 1021 19:56 199.34 204.62 242.07 391.85 213.50 233.36

Nevertheless, the savings on the expected ticket price per passenger offer a first esti-
mate to make these investments lucrative for airlines and to justify the initial investments
with a long view into the future. This fact confirms the previously established thesis that
HEA flights have the potential to be financially attractive and environmentally friendly.

Finally, the HEA flights’ estimated emissions for the short-term scenario are given
for an average day, month and year. The calculation basis was the methods described in
Section 2.3. The results are presented in Table 11. The HEA produce daily emissions of
almost 58 tonnes of CO2. Annual emissions of nearly 13 863.65 tonnes of CO2 are expected.
The NOx values are 49.619 tonnes per year, whereas 20.04 tonnes of CO are expected to
be emitted annually. The values were estimated according to the procedure presented in
Section 2.3. These high emissions indicate the urgency of transitioning towards sustainable
hybrid-electric aviation.

Table 11. Emissions forecast of HEA flights in the medium-term (2040) scenario.

Fuel [ton] CO2 [ton] NOx [ton] HC [ton]) CO [ton] H2O [ton] SO2 [ton]

Day—ICE + Battery
Kerosene 13.374 43.769 0.156 0.006 0.067 17.096 0.012

HEFA-SPK 4.389 13.890 0.050 0.002 0.017 6.062 0.001
TOTAL 57.659 0.206 0.008 0.083 23.158 0.013

Month—ICE + Battery
Kerosene 267.917 876.807 3.126 0.123 1.334 342.481 0.234

HEFA-SPK 88.000 278.497 1.009 0.040 0.336 121.551 0.020
TOTAL 1155.304 4.135 0.163 1.670 464.032 0.253

Year—ICE + Battery
Kerosene 3215.000 10,521.679 37.515 1.481 16.009 4109.770 2.807

HEFA-SPK 1056.000 3341.968 12.104 0.475 4.034 1458.609 0.235
TOTAL 13,863.647 49.619 1.956 20.044 5568.379 3.041

Day—PEMFC + Battery
LH2 5.523 0.000 0.000 0.000 0.000 9.849 0.000

Month—PEMFC + Battery
LH2 107.583 0.000 0.000 0.000 0.000 191.849 0.000

Year—PEMFC + Battery
LH2 1291.000 0.000 0.000 0.000 0.000 2302.192 0.000

For further classification and comparison purposes, a conventional aircraft from
D1.2 [13] was used in Table 12. These flights were considered with kerosene only. By
comparing the emissions of Tables 11 and 12, it can be deduced that, by flying with
PEMFC + Battery HEA, 49.5% CO2, 51.1% NOx and 48% H2O saving can be achieved.
Flying with a PEMFC + Battery HEA, 100% CO2, 100% NOx and 77.9% H2O savings can be
achieved.
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Table 12. Emissions of a comparable short-term conventional aircraft (with new gas turbine engines
installed) in combination with flight schedule.

Fuel [ton] CO2 [ton] NOx [ton] H2O [ton]

Day
Kerosene 26.091 114.168 0.423 44.594

Month
Kerosene 519.224 2272.003 8.411 887.449

Year
Kerosene 6230.696 27,264.041 100.935 10,649.384

3.3. Results over All Time Horizons

This section summarises all data for the operation of a regional airport for the dif-
ferent time horizons and aircraft configurations. The results for the short-term scenario
(ICE + Battery—2030) follow the procedure described in Sections 3.1 and 3.2, but here the
fuel composition is, as already mentioned, 90% kerosene and 10% SAF. In addition, a lower
powerful battery is installed. The results for the long-term scenario (PEMFC + Battery—
2050) are obtained according to the procedure also described in Sections 3.1 and 3.2. Here,
a further developed PEMFC and further developed battery are included in the aircraft
configuration. For more detailed information on the aircraft configuration, please refer
back to [10] or [13].

The already-presented results of the medium-term scenario (ICE + Battery) and
medium-term scenario (PEMFC + Battery) are taken up in the following tables. They
can be classified as short-term (ICE + Battery—2030) and long-term (PEMFC + Battery—
2050). Table 13 shows the annual energy demand for the process of the HEA in different
time horizons. It was found that, instead of 5608 tonnes of paraffin (short term), 3215 tonnes
(medium term ICE + Battery) and 1291 tonnes of liquid hydrogen (medium term PEMFC +
Battery), 1234 tonnes of liquid hydrogen would now be required to operate the HEA in the
long-term scenario. The electrical energy demands of 7233 GWh (short term), 11,704 GWh
(medium term -ICE + Battery) and 12,640 GWh (medium term -PEMFC + Battery) are
now 11,622 GWh. The demand for electrical energy is 60% higher than in the short term.
The demand for electrical energy in the medium-term scenario with PEMFC is almost
0.7% lower, and thus almost identical to the medium-term scenario ICE + Battery. Overall,
the demand for electrical energy in the medium-term scenario with PEMFC + Battery is
8.1% lower than in the short-term scenario.

Table 13. The yearly amount of energy for HEA 2025–2055.

Kerosene [Tons] SAF [Tons] Electric [MWh] LH2 [Tons]

2030—ICE + Battery 5608 610 7233-
2040—ICE + Battery 3215 1056 11704

2040—PEMFC + Battery 12,640 1291
2050—PEMFC + Battery 11,622 1234

Table 14 shows the expected and extrapolated ticket prices for the different time
horizons. The approach was the same as in Sections 2.2, 3.1 and 3.2. The HEA ticket price
is expected to be 49.4% cheaper for typical mission flights and 45.7% for design mission
flights in the long-term PEMFC + Battery scenario. The list was compiled without the high
investment, research and operating costs. As described in the respective sections, the price
calculations considered environmental aspects and expected inflation rates.
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Table 14. Costs for typical mission flights—forecast summary.

London
308 km

Scenario
Delta/km

[EUR]
Cost/km and
PAX [EUR]

Delta/km
and PAX

[%]

Cost/km (PAX;
Env.; Inflation)

[EUR]

Delta/Ticket
HEA [%]

Delta/km
[EUR]

2030
ERJ190 (4) 19.50 0.05 - 0.20 - 61.29
ERJ190 (1.4) 20.02 0.05 - 0.20 - 62.91
ERJ190 (2.4) 23.67 0.06 - 0.24 - 74.38
ERJ190 (3.4) 38.26 0.09 - 0.39 - 120.25

ICE + Battery (4) 11.72 0.06 −3.00% 0.23 −3.00% 72.18
2040

ERJ190 (4) 23.33 0.05 - 0.24 - 73.31
ERJ190 (1.4) 23.94 0.05 - 0.24 - 75.24
ERJ190 (2.4) 28.31 0.06 - 0.29 - 88.97
ERJ190 (3.4) 45.77 0.09 - 0.47 - 143.83

ICE + Battery (4) 14.18 0.06 −1.80% 0.28 −1.80% 87.33
PEMFC + Battery (4) 12.44 0.05 −46.70% 0.25 −46.70% 76.63

2050
ERJ190 (4) 27.15 0.05 - 0.28 - 85.33
ERJ190 (1.4) 27.87 0.05 - 0.28 - 87.58
ERJ190 (2.4) 32.95 0.06 - 0.34 - 103.56
ERJ190 (3.4) 53.27 0.09 - 0.54 - 167.42

PEMFC + Battery (4) 13.75 0.05 −49.40% 0.28 −49.40% 84.71

Pula1049 km

2030
B737 (4) 20.40 0.04 - 0.16 - 171.22
B737 (1.4) 20.94 0.04 - 0.17 - 175.76
B737 (2.4) 24.78 0.05 - 0.20 - 253.33
B737 (3.4) 40.11 0.08 - 0.32 - 336.58
HEA (4) 7.88 0.04 −20.50% 0.16 −20.50% 165.37

2040
B737 (4) 24.40 0.04 - 0.20 - 204.81
B737 (1.4) 25.05 0.04 - 0.20 - 210.23
B737 (2.4) 29.64 0.05 - 0.24 - 248.71
B737 (3.4) 47.97 0.08 - 0.38 - 402.59

ICE + Battery (4) 10.46 0.04 −11.80% 0.21 −11.80% 219.35
PEMFC + Battery (4) 11.43 0.05 −40.40% 0.23 −40.40% 239.76

2050
B737 (4) 28.41 0.04 - 0.23 - 238.39
B737 (1.4) 28.41 0.04 - 0.23 - 244.71
B737 (2.4) 28.41 0.05 - 0.28 - 289.49
B737 (3.4) 28.41 0.08 - 0.45 - 468.61

PEMFC + Battery (4) 12.12 0.04 −45.70% 0.24 −45.70% 254.36

However, the high savings in the expected ticket price per passenger offer an excellent
field to make these investments lucrative for airlines and passengers through hybrid-electric
typical and design mission flights. This fact confirms the previously established thesis
that hybrid-electric flights have the potential to be financially attractive and environmen-
tally friendly. The assumed costs for CO2 compensation are justified here, as more and
more institutions, such as FAU, are obliged to pay CO2 compensation on ticket prices for
business trips.

Table 15 summarises the extrapolated and expected emissions of the different time
horizons and aircraft types. The mentioned reference aircraft (ATR 42 with a Pratt and
Whitney PW127 engine) is listed first under the 2012 category for comparison purposes.
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Table 15. The yearly missions HEA flights forecast estimation compared to the reference aircraft—
Summary 2025–2050.

Fuel [Ton] CO2 [Ton] NOx [Ton] HC [Ton]) CO [Ton] H2O [Ton] SO2 [Ton]

2012—Reference aircraft
Kerosene 6230.696 27,264.041 100.935 - - 10,649.384 -

2030—HEA
Kerosene 5608 18,353.211 65.438 2.583 27.926 7168.768 4.896

SAF (HEFA-SPK) 610 1930.493 6.992 0.275 2.33 842.568 0.136
TOTAL 6218 20,283.704 72.43 2.858 30.256 8011.336 5.031

2040—HEA—ICE + Battery
Kerosene 3215 10,521.679 37.515 1.481 16.009 4109.77 2.807

SAF (HEFA-SPK) 1056 3341.968 12.104 0.475 4.034 1458.609 0.235
TOTAL 4271 13,863.647 49.619 1.956 20.044 5568.379 3.041

2040—HEA—PEMFC + Battery
LH2 1291 - - - - 2302.192 -

2050—HEA—PEMFC + Battery
LH2 1234 - - - - 2025.9 -

4. Conclusions

This paper presents the results of an energy demand analysis for a future regional
airport over three different time horizons. This study presents different options for the
ground power supply of a regional airport and possible solutions for the airport infras-
tructure with a short (2030), medium (2040) and long (2050) time horizon. The results
include estimating the future energy demand per day, month and year and the energy
demand. To accommodate the increasing number of flights, the flight plan was adapted
to the needs of a 50-PAX regional aircraft. This new flight plan provides the opportunity
to present an overview of the results for the energy demand of a regional airport, broken
down by individual time horizons. The result of this work describes the energy demand
for the airport’s operation, the expected emissions and an estimate of ticket prices. The
findings confirm that airports will require an enormous amount of electrical energy due to
the electrification of air traffic. Accordingly, the infrastructure of airports will also have
to change. Furthermore, the study shows that the transition to sustainable hybrid-electric
aviation is attractive due to lower emissions and adjusted ticket prices.

In future work, a full-fledged prospective Life Cycle Assessment (LCA) in accordance
with the methodology proposed by [29] needs to be performed to consider all relevant life
cycle stages and additional environmental impacts besides climate change. The inclusion
of additional emerging propulsion systems (e.g., direct H2 use in the gas turbine), aircraft
types (besides the regional HEA), and other means of reducing airport/aircraft emission
(e.g., air traffic management) would broaden the scope and enrich the discussion of the
transition of airports.
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The following abbreviations are used in this manuscript:

Abbreviation Meaning

AC Alternating Current
CO2 Carbon Dioxide
DC Direct Current
EI Emission Indices
FAU-LEE Friedrich Alexander University—Lehrstuhl für Leistungslektronik
FC Fuel Cell
GENESIS Gauging the ENvironmental sustainability of electrIc aircraft Systems
HEA Hybrid-Electric-Aircraft
ICE Internal Combustion Engine
LCA Life Cycle Assessment
LF Low Frequency
LH2 Liquid hydrogen
IT Information Technology
MCS Megawatt Charging System
MW Megawatt
NOx Nitrogen Oxide
PAX Persons approximately
PEMFC Proton Exchange Membrane Fuel Cell
PV Photovoltaic
RTHA Rotterdam The Hague Airport
SAF Sustainable Aviation Fuel
TLAR Top-level Aircraft Requirements
UNINA Universita degli Studi di Napoli Federico II
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Abstract: This article evaluates the redistribution of forces to the parachute harness during an opening
shock load and also defines the ultimate limit load of the personal parachute harness by specifying
the weakest construction element and its load capacity. The primary goal of this research was not only
to detect the critical elements but also to gain an understanding of the force redistribution at various
load levels, which could represent changes in body mass or aerodynamic properties of the parachute
during the opening phase. To capture all the phenomena of the parachutist’s body deceleration,
this study also includes loading the body out of the steady descending position and asymmetrical
cases. Thus, the result represents not only idealized loading but also realistic limit cases, such as
asymmetric canopy inflation or system activation when the skydiver is in a non-standard position.
The results revealed a significant difference in the strength utilization of the individual components.
Specifically, the back webbing was found to carry a fractional load compared to the other webbing
used in the design in most of the scenarios tested. Reaching the maximum allowable strength was
first achieved in the asymmetric load test case, where the total force would be equal to the value of
7.963 kN, which corresponds to the maximum permissible strength of the carabiner on the measuring
element three. In the same test case, the second weakest point would reach the limiting load force
when the entire harness is loaded with 67.89 kN. This information and the subsequent analysis of
the individual nodes provide a great opportunity for further strength and weight optimization of
the design, without reducing the load capacity of the harness as a system. The findings of this study
will be used for further testing and possible harness robustness optimization for both military and
sport parachuting.

Keywords: parachute harness; opening load; limit load

1. Introduction

In order to follow the modern trend of using lightweight materials and optimized
product design, it is necessary to focus on the individual construction elements and dimen-
sion them exactly according to the expected requirements. Nowadays, proven designs of
parachute harnesses are commonly used, which do not differ greatly in the materials and
construction elements used. [1]. The effective sizing of individual elements is only possible
when detailed information about their loading is available. This is the aim of this research,
which in principle, can be divided into three main stages. The first stage is to obtain the
opening shock force, which characterizes the aerodynamic parameters of the canopy. This
force is then applied to the harness worn by a dummy fixed in different positions. The
final stage is to identify the decomposition of this total force into the individual structural
elements. This information is then used for evaluating the load capacity of the elements and
to gain insight into the possibility of subsequent optimization of the structure. In the results
section of this research, it is shown that the safety margins of the separate construction
elements differ significantly. This suggests a unification of the safety coefficients of the
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individual components when the maximum required load is reached. The outcome would
be a lighter overall structure. However, the intention is not just to analyze the case for
one specific loading force representing a particular canopy during its opening shock load
test. The objective is to obtain a percentage value of the total force that will be transmitted
to each node and to prove or disprove that this redistribution is constant over a certain
range of loading. Expressing this dependence would imply the possibility of applying the
presented results without restriction on the magnitude of the total force, in other words, for
arbitrarily chosen canopies and activation parameters.

Nowadays, structural overload tests, which include the entire sequence of canopy
activation, are considered standard [2,3]. The procedure is performed based on the Technical
Standard 135 published by the Parachute Industry Association (PIA) [4]. These types
of tests evaluate whether a harness shows signs of mechanical damage after activation
under specific conditions. Capture 4.3.6, named “Structural Overload Tests”, defines
the general conditions for a drop test that the complete parachute assembly or separate
components must withstand. This approach has a major disadvantage for the proposed
force redistribution analysis, since dropping a dummy from an airplane or helicopter does
not guarantee an exact position when the rescue system is activated. As will be shown in
the results section of this document, not only does the opening shock load play a major role
but also the direction of it does. In fact, the proposed test methodology is a combination of
dynamic and static tests that are primarily used for the certification of paragliding harnesses
and work at heights for safety harnesses [5–7]. They have a common main feature, namely,
the fact that both force and position conditions are precisely defined.

The possibility to divide the parachute assembly test into separate tests of individual
components allows one to obtain the dynamic opening force of the canopy first, and then
apply this force to the harness as a static load. This makes it possible to position the dummy
in the different setups and evaluate the required influence of the skydiver’s body position,
asymmetry during parachute activation, and the tightening or loosening of each strap.

To achieve the above goals, the following tasks were completed. The first step was
the development of the drop test laboratory and methodology. The most important factor
was reaching the activation speed exactly according to the specification. This was achieved
using a real-time measurement of the speed together with a backup timer. Data logging of
the forces in the connection between the parachute and ballast is performed at a frequency
of 200 Hz. The opening force is recorded by measuring the carabiners, so it is possible to
reach force on both attachment points. A similar logging of the force has been presented in
this publication [8].

The next challenging step was to measure the force in flexible straps. Few studies have
focused on the measuring tension in flexible structures, such as parachute fabric, but for
the purpose of the proposed aim, this could not be used [9–11]. The requirement for strain
gauges developed, especially for the purpose of this research, was that they be versatile
enough to be used regardless of the exact type of strap on with which they were installed.
The second important goal was to minimize the influence of structural rigidity. Preferably,
the measuring components were made of parts from which the harness itself is assembled.
The main advantage of this research is that it provides a very detailed analysis of the
distribution of forces in the individual parts of the harness. By achieving dimensionally
small load cells, it was possible to install the strain gauges in all the necessary places so
that a load from the individual nodes was captured during one harness load cycle. In order
to obtain comprehensive data, the different dummy positions that may occur when the
rescue system is activated were also investigated.

Information about the forces in the individual parts of the harness gives the possi-
bility to analyze the dimensioning of each part according to the required load. Thus, by
evaluating the data, it was possible to identify the critical elements for different dummy
configurations and harness settings. Subsequently, identifying non-uniformity in the sizing
of the individual elements based on their actual loading is also very important information.
The outcome is, therefore, a vision of significant weight savings without affecting the load
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capacity of the whole system, once the above results are incorporated into the design of the
new version.

2. Materials and Methods

2.1. Design of the Tested Harness

For the purpose of the test, a fully articulated harness from serial production has
been chosen. However, all non-load-bearing elements that increase pilot comfort were
intentionally removed. The aim was to extract only the structural frame to obtain more
variability in the positioning of the measuring elements. Because the removed elements do
not affect the strength of the harness, similarity to a fully equipped harness intended for
real use is guaranteed. The complete scheme of used materials is highlighted in Figure 1.

 
Figure 1. Scheme of used materials.

Straps of the same width were used for the entire harness. The only differences are in
their declared strengths. Regarding the buckles, the exact types are also shown. The names
stated in Figure 1 are the trade names of the buckles. It is therefore possible to trace their
exact parameters, which will be discussed further in the following section.

2.2. Equipment for Measuring Forces in Webbing

Measuring the forces in a flexible structure, such as parachute webbing, is a very
specific issue. The main reason is that straps in the final configuration are not uniformly
loaded in most cases. It is necessary to consider, for example, the partial loading of the
sides of the strap due to the seating around the dummy’s body. Hence, there was a need to
develop a custom measuring element. The major request was also to use elements with
minimum dimensions to have the possibility of implementing them into each webbing.
The minimum dimensions of the feature also ensured the smallest possible influence on the
harness’ structural characteristics. In addition, the aim was to eliminate any undesirable
loads, for example, from bending. When selecting the positions for the load cells, consider-
ation was given to placing them in positions where only tension could be expected, and the
bending component was eliminated as much as possible.

Regarding the design of the load cells, modification of the buckle frames was deter-
mined to be the most appropriate and least costly option. The aim was to ensure that
the stiffness of the structural node was not adversely affected by the incorporation of the
individual measuring components. Therefore, the same carabiners were always selected for
the design of the strain gauges as those already used in the design chain. For the purpose
of this study, only two types of buckle bases were required. The stronger type is a carabiner
with the trademark PS 22040-1 and a declared strength of 2500 lbs, while the weaker type
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is for use in chest webbing and has a declared strength of 500 lbs. Figure 2 shows the
initial geometry of the buckles used before any modifications. Figure 2 highlights the initial
geometry of the used buckles before any modification. To obtain the basic frame for strain
gauge installation, it was necessary to remove the moving part used to fix the strap in the
tightened position.

Figure 2. Selected buckles for the frame preparation to create the measuring load cell.

Once a clear rectangular base plate was prepared, four strain gauges were installed
on the degreased surface, one on each side of the buckle. The intention was to reach a
full bridge connection that will ensure accurate measurement of the force, regardless of
whether the buckle is loaded symmetrically or not. This assumption has been confirmed
during the calibration, which has been performed for all six load cells. In the procedure, the
carabiners were loaded evenly and unevenly, in the sense that one side of the carabiner was
loaded more than the other. This process verified that the total measured force did not vary
from case to case. Repeating the above approach for each load cell separately guarantees
accurate measurement of all elements, regardless of any manufacturing tolerances of the
buckle or inaccurate placement of the strain gauge on its surface. The specific regression
curves of these load cells are shown in Figure 3. The regression dependence is linear over
the entire applied load range, and therefore, a very high accuracy of force measurement can
be assumed. The dependence of the material tension on the total loading force generated
by the tensile test machine is shown.

  
(a) (b) 

Figure 3. Exact buckle plate calibration curve: (a) curve related to baseplate PS22040-1 and (b) curves
related to baseplate PS 70101-1.
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The final load cell implemented into the harness structure is highlighted in Figure 4. It
was necessary to provide mechanical protection around the strain gauge against damage
when the harness settles on the metal dummy. During the first moments of loading,
significant movements occur. The area around the strain gauges was sealed with hot
melted glue. This method of protection proved to be sufficient as no damage occurred
during the test.

Figure 4. Final load cell manufactured on PS22040-1 baseplate sewn into structure.

2.3. Design of the Harness Fitted with the Load Cells

When fitting the load cells to the harness, symmetry was utilized. Measurement
elements were sewn only on the right side of the harness, so only six of them were needed.
To obtain complete load decomposition into individual elements during the asymmetric
load cases specified in the next section of the publication, it was only necessary to perform
one additional test.

Despite the fact that it was proven during calibration that the laterally uneven loading
of the measuring element does not affect the accuracy of the total read-out forces, it was the
intention to place the elements only in locations where there would be only tensile loading
without influence from bending. It can be expected that when placing the measuring
element in a position where bending occurs, measurement inaccuracies will begin to appear.
The main reason for this would be the contribution of friction in the contact with “dummy–
webbing”. With this knowledge, the optimum position for each element has been found.
The location of the load cells sewn into the harness structure is highlighted in Figure 5.
The numbering of the elements given in the diagram matches the following naming of the
forces in the evaluation of the results.
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Figure 5. Load cell layout diagram, including markings.

2.4. Fitting the Harness to the Test Dummy

Great care was taken in fitting the harness to the test dummy. The position of the
individual structural points was set to fully correspond with the real position of the human
body. To achieve this, the harness was specially adjusted in length for the real dimensions
of the dummy. In the area of the legs and buttocks, the measuring devices were lined
with felt sheets. This method eliminated bending of the strain gauges while also reducing
friction. Detailed placement of the loading cells once the harness is fitted to the dummy is
displayed in Figure 6. The numbering of individual load cells is also highlighted. Based on
this marking, the redistribution of forces was subsequently evaluated, which is presented
in the following sections.

 
(a) (b) 

Figure 6. Alignment of measuring elements: (a) Front side view of the dummy. (b) Back side view of
the dummy.
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2.5. Tested Configurations

The number of test configurations and their setup were designed considering the
parameters identified as important for the survey. The aim was to perform a series of tests
in different spatial positions of the dummy so that it would then be possible to evaluate the
effect of force redistribution on the individual elements, based not only on the geometry
of the structure itself but also on the different spatial body positions in which the rescue
system would be activated. This will replicate the use of emergency parachutes, which are
assumed to be activated in positions other than those for ideal and stable skydivers. Another
important objective was to determine the effect of chest strap tightening. Nevertheless,
the main feature of all tests will be the evaluation of the critical element in terms of its
structural capacity. In other words, the critical element may not be the same in all cases.
Based on the mentioned requirements, six different test cases have been established:

1. Symmetrical load;
2. Unsymmetrical load–FRIGHT = 2 · FLEFT;
3. Unsymmetrical load–FLEFT =2 · FRIGHT;
4. Symmetrical load–dummy, fixed at about 15◦ face down;
5. Symmetrical load–dummy, fixed at about 15◦ back down;
6. Symmetrical load–loose chest strap.

The meaning of “symmetrical loading” is the fact that a force of the same magnitude
is applied to the left and right sides of the harness. The opposite is the case for the second
and third tests, as their aim is to obtain information on the redistribution of the forces in
the case of opening the canopy asymmetrically. Regarding test cases 1, 2, 3, and 6, the
steel dummy has only one fixation point in the bottom between its legs. The position of
equilibrium is determined just by the center of gravity and by adjusting the individual
straps. Tilted cases 4 and 5 have generally fixed positions in the space defined. The setup
of the configurations in the unloaded state is shown in Figure 7.

 
(a) (b) (c) (d) (e) (f) 

Figure 7. Equilibrium position in the unloaded state for each test case: (a) test case 1, (b) test case 2,
(c) test case 3, (d) test case 4, (e) test case 5, and (f) test case 6.

2.6. Drop Test Laboratory Setup for Reaching the Opening Shock Load

In order to reach the inputs in the harness load test, it is necessary to obtain data from
the actual drop, which reflects parachute aerodynamic characteristics during the opening
phase. For this purpose, a special drop test laboratory has been developed. The scheme,
with a description of the basic components, is highlighted in Figure 8. The test laboratory
consists of electronics that record the most important information regarding the entire
drop in real time. The high recording frequency allows the system to be activated with
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high accuracy and is also very important for the next postprocessing of the data. Not
only speed-related information is recorded, but also the duration of the freefall, forces in
separate connections between parachute and laboratory, position in the coordinate system,
and G-force. Data from the indicated speed and free fall time are used to activate the system
at the required speed. Exceeding the design speed should mean the destruction of the
parachute, and in most cases, damage to the laboratory caused by high-speed impact with
the ground.

 

Figure 8. A scheme of a fully equipped laboratory mounted on the AN-2 before takeoff.

Information related to G-Force and load in separate connections is the value that
needed to be identified for further analysis. Even though the laboratory records the com-
plete progress of the quantities over the whole drop test sequence, for the present research,
only one point is important, which is the maximum peak related to the opening shock load.
The amount of asymmetry read from the measuring carabiners on the attachment points
can be considered as additional information and input to the proposed tests 2 and 3.

It should be highlighted that the activation of the parachute must be executed in the
same manner as if it were activated by a skydiver while wearing the serial harness. That
means that the folding of the parachute into the storage area needs to be executed in the
same way and deploying the drogue chute equipped with the serial extracting spring is
also required. There should be free space in the area of deployment that would cause the
elements to be trapped during the pulling sequence. This ensures that there will be no
unwanted delay in the deceleration of the ballast. It is an important parameter for drop tests
that use gravitation to accelerate the laboratory to the final speed. Any delay in activation
thereafter means exceeding the design speed, which is unacceptable.

3. Results

3.1. Drop Test Evaluation

To obtain information about the forces, the test conditions were designed so that they
corresponded to the conventional values at which the skydiving or rescue systems are
activated. It was intended to determine the G factor generated by the canopy at the typical
terminal speeds in a stable belly-to-earth position. The conditions of the drop test were
specified as:

− activation speed vactivation = 200 [km/h].
− weight of the ballast mlaboratory = 130 [kg].
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Information related to parachute geometry will not be presented, as it is considered
the property of the company that provided the canopy for the test. Nevertheless, for the
purpose of this research, that information is not important. Generally, a gliding parachute
equipped with a slider to reduce the opening shock load was used. The results presented
in this study define the maximum aerodynamic force generated by the canopy for the
subsequent analysis. The point corresponding with the maximum opening shock load is
highlighted in Figure 9 by point three.

 

Figure 9. Overload record during reference drop test. 1. release of the system from the airplane; 2.
reaching the activation speed–releasing the drogue chute; 3. point of the maximum system overload;
and 4. initial point of the steady descent.

The drop test identified the maximum overload as G = 6.3 [–]. By converting the
overload to a force based on the input mass using Equation (1), the opening shock load is
obtained:

Fshock_load = G·g·mlaboratory = 6.3·9.81·130 = 8034.4 [N] (1)

3.2. Results of Harness Loading

The aim of the test was to progressively load the harness up to the force corresponding
with the maximum opening shock load generated by the canopy during the activation phase.
The gradual loading process will help to obtain information on whether the individual
straps are taking the same percentage of the total applied force during all processes. If
the test results show that there is a uniform percentage redistribution above a certain load
value that does not change further, the results of this study can be used without regard to
the opening shock load magnitude. In other words, the loading of the individual elements
would then only be determined by the total applied force and the redistribution factor
based on this research. As the result shows, this will play a major role in the investigation
of the element’s safety margin.

Based on the load output from the drop test, the maximum required force has been
established as 8000 N. In order to not distort the data due to the initial settling of the harness
on the dummy, a preload of 1500 N was applied before each test. This level of preload was
set by an estimation. Above this value, there was no further movement of the harness on
the dummy’s body.

It must be noted that the values of the force recorded by the station also include the
weight of the dummy and hanging devices. Hence, some postprocessing was necessary to
have comparable results. The presented values of the forces are zeroed at the beginning
of the test. This ensures that the weight of the equipment and the initial tension of the
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webbing are no longer present. As a result, the data only represent the value increment
gained from main loading force redistribution into individual segments.

The maximum applied forces are not totally identical between the separate cases. The
reason for this is that the readout of the forces was performed manually. Once the operator
saw the desired load on the display, further loading was stopped. These small differences
do not affect the evaluation of the individual tests. Only the parameters from the separate
test entered the analysis of the load capacity, followed by a recalculation of the critical
element’s theoretical load capacity at a given configuration. The subsequent comparison in
Table 1 includes a conversion to the theoretical critical force, which can already be used to
compare the harness load capacity for different configurations.

Table 1. Complete results of the maximum forces during loading.

Test One Test Two Test Three Test Four Test Five Test Six

Applied Force 7665 7699 7599 7735 7748 7787 [N]
Force 1MAX 3920 5045 2719 3544 3788 3869 [N]
Force 2MAX 3806 4560 3350 3432 3816 3856 [N]
Force 3MAX 1910 2151 1884 1892 1886 936 [N]
Force 4MAX 2 1 22 1 345 0 [N]
Force 5MAX 3 4 9 2 241 2 [N]
Force 6MAX 2001 2238 1697 1715 1923 2105 [N]

In general, all test cases have the same evolution, where four main stages can be
identified:

1. Dummy rotation into the steady position;
2. Settling the harness–force redistribution;
3. Gradual loading with straight slope;
4. Limit force for gradual loosening of the buckle.

The first stage is, in general, caused by the difference in position of the center of
gravity of the steel dummy and the point where the dummy is fixed to the ground of
the test room. During the first seconds of loading, the dummy is rotating to the new
equilibrium state, which is not changing significantly during further loading. The position
change is highlighted in Figure 10.

During the second phase, the system stops rotating and only the harness itself begins
to show signs of slight movement on the dummy’s body. This is clearly visible in the chart
showing the load profiles of the individual elements. Once the load exceeds a certain value,
the harness is already static, and there is a steady increase in force. This phenomenon
allows the referenced generalization of the published results to use this procedure for a
different opening shock load. The assumption is that if a higher load was applied, it could
be expected to increase in separate positions with respect to the obtained redistribution
ratio. This is one of the most important findings. This idea is possible to apply to all six
tests, which enables the calculation of the theoretical limit load of the harness for all the
configurations.

The fourth point of the observation showed undesirable conditions. The buckle located
on the right leg webbing started to gradually and irregularly loosen once the overall load
exceeded the value of around 3000 N. This could be caused by the wear of the buckle, the
hard base under the buckle, or a combination of both phenomena. The relaxation was
gentle and did not affect the final results presented.

The load redistribution of the total applied load into individual load cells is shown for
all six tests in Figures 11–16.
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(a) (b) 

Figure 10. Rotation of the dummy during the first stage of test case one: (a) Unloaded, and (b) loaded.

Figure 11 displays the load profile of the test configuration one. Progressive loading
began at force 0 N, which represents a steady state in which the harness is only loaded
by gravity and tightening the webbings to fit the dummy. Loading was stopped at the
maximum overload value of 7665 N. Above the value of 4000 N, forces are already steadily
distributed, and the same slope of the curves is observable. The load in elements one and
two differs by 120.9 N. It can be assumed that this difference in load is transferred by the
chest strap, which was tightened.

 

Figure 11. Total force redistribution into individual load cells during test one.
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Figure 12 displays the load profile of the test configuration two. During this test, the
force applied to the right connection points of the harness was two times higher than to
the left side. This resulted in higher loading of the chest webbing and bigger differences
between the loads in positions one and two Loading begins at 0 N and increases to a
maximum of 7699 N, as in the previous test. Unlike the first test, the forces were already
evenly distributed once the total applied load reached a value of 1000 N.

 

Figure 12. Total force redistribution into individual load cells during test two.

Figure 13 displays the load profile of the test configuration three. During this test, the
force applied to the left connection points of the harness was two times higher than to the
right side. This resulted in a different redistribution pattern. The load cell one measured a
lower load than the load cell two. Loading started at 0 N and reached a maximum of 7599
N. The forces were evenly distributed once the total applied load reached 3000 N.

Figure 13. Total force redistribution into individual load cells during test three.

Figure 14 displays the load profile of the test configuration four. The dummy was fixed
in place and rotated face down during this test. This resulted in a loosening of the back
straps, which were not carrying any load. Loading started at 0 N and reached a maximum
of 7735 N. During this test, load cells in positions one and two measured similar forces
throughout the whole process. As in the second test, once the total applied load reached
1000 N, the forces were already evenly distributed.
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Figure 14. Total force redistribution into individual load cells during test four.

Figure 15 displays the load profile of the test configuration five. The dummy was fixed
in place and rotated backwards during this test. This increased the loading on the back
straps. Loading started at 0 N and reached a maximum of 7748 N. During this test, load
cells in positions one and two measured similar forces throughout the whole process. The
forces were evenly distributed once the total applied load reached 2000 N.

 
Figure 15. Total force redistribution into individual load cells during test five.

Figure 16 displays the load profile of the test configuration six. During this test, the
chest webbing has been loosened. This resulted in lower loading of the chest webbing
compared to test one, which has the same setup but with tightened chest webbing. Loading
started at 0 N and reached a maximum of 7787 N. The forces were evenly distributed once
the total applied load reached 1000 N, the same as in the second test.
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Figure 16. Total force redistribution into individual load cells during test six.

Table 1 summarizes the measured forces in separate load cells with respect to the
maximum applied force, which is also highlighted. The marking of the separate elements is
performed according to the established convention. As already discussed, the peak of the
applied force is not identical for all test cases because of the delay between switching off
the load hydraulic cylinder, which was mechanically operated. Nonetheless, the evaluation
of the results within the single tests has no effect on the results of the subsequent load
capacity analysis.

3.3. Determination of the Theoretical Load Capacity of Separate Configurations

Once the ratio of the redistribution of the total applied force to the individual structural
elements is known, it is possible to calculate the load capacity of the individual components.
For this operation, it is important to know the strength of each component declared by
the manufacturer [12–14]. In Table 2, these values for single parts are listed. For clarity,
Figure 17 shows the position of the items marked in the table. The mark C indicates the
carabiner (buckle) and mark S indicates the strap (webbing). Its number corresponds to the
specific designation of the measuring element.

Table 2. Declared strength of the elements.

Element Flimit

C1 2225 [N]
C2 11,121 [N]
C3 11,121 [N]

S1 and S2 44,482 [N]
S3 and S5 17,793 [N]
S4 and S6 26,689 [N]

With this knowledge, it is possible to use Equations (2)–(3) to determine the limiting
force during the canopy activation stage, at which the maximum allowable component load
is reached. The given force calculation will thus show not only the critical element but also
the strength margin for the other components. This makes the uniformity or non-uniformity
of the strength margin of each element visible at first sight. As an example, test case one
is analyzed according to the mentioned procedure. With the use of Equations (2)–(3), the
results defining the critical applied force to reach the limit force in separate construction
elements for test one are as stated in Table 3. The calculations shown in Equations (2)–(3)
are demonstrated on the critical element for test case one.
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b1 = percentage value of the force carried by the element, relative to the loading force.
Fc1 = force at a particular position C1.
Fresultant = total loading force that represents the opening load of the parachute.
Flimit = the manufacturer’s declared element limit force.
Fcrit = loading force at which the maximum permitted force value is reached.

b1(C1) =
Fc1

Fresultant1
·100 =

1910
7665

·100 = 24.9 [%] (2)

Fcrit_1(C1) =
Flimit(C1)( b1(C1) ·Fresultant1

100

) ·Fresultant1 =
Flimit(C1)

b1(C1)
·100 =

2224.91
24.92

·100 = 8928.3 [N] (3)

Figure 17. The highlighted position of the evaluated elements.

Table 3. Recalculation of critical force for test case one.

Element b1 [%] Flimit [N] Fcrit1 [kN]

S1 51.1 44,482 86.971
S2 49.7 44,482 89.590
S3 24.9 17,793 71.401
S4 0.03 26,689 89,134
S5 0.04 17,793 46,058.5
S6 26.1 26,689 102.231
C1 24.9 2225 8.9283
C2 49.7 16,014 32.252
C3 26.1 11,121 42.596

The results show that while the theoretical strength of element C1 is achieved at
8.928 kN, element S2 can withstand a value more than ten times higher. By evaluating all
the remaining tests, it was found that C1 is a critical element for all configurations. The
other elements indicate a significant difference in the safety margin compared to element
C1.

81



Aerospace 2023, 10, 83

Table 4 summarized the critical force calculated according to Equation 1 for all the test
setups. This procedure also highlights the most vulnerable position of the dummy, where
the limit load of element C1 first appeared.

Table 4. Extracting the limit force at the weakest point of the harness for all test configurations.

Fcrit_C1 [kN]

Test one 8.9283
Test two 7.963

Test three 8.972
Test four 9.098
Test five 9.143
Test six 18.51

It is evident from the results that the asymmetric load is the first case in which the
limit load is exceeded. In other words, test configuration two. However, the differences
in the strengths of individual cases are not so significant. It varies up to 14.8% for tests
one-five.

The evaluation of element C1 brings another important piece of information related to
the influence of chest strap tightening. This can be achieved based on the comparison of
the results from test one, where the chest strap was tightened, and test six, where it was
loose. The difference in maximum value to reach the limit load is about 107% higher in the
case of a loosening chest strap.

4. Discussion

The present study focuses on two major chapters. First, is a test of the aerodynamic
characteristics of the canopy in its activation phase to obtain the opening shock load during
its activation. The second part is the application of this specific load to the harness and
finding the redistribution of the total applied load to the different structural nodes of the
harness. The force application is extended to loads in different configurations.

In the canopy testing phase, it was important to maintain the design parameters, which
were determined based on the terminal speeds at which a parachutist falls in free fall. For
the purpose of the test, the speed was set at 200 km/h. The progress of the test confirmed the
normal canopy function, and the results from the first test were used for the postprocessing.
The logging of the individual parameters proved to be sufficient to provide the data for
the following harness analysis, which is the main goal of the research. The G-force data
were used to calculate the opening shock load. As a supplement, measuring carabiners on
each side of the canopy hinge were also used. The existing measuring carabiners showed
non-standard behavior during the test, and therefore, the results were not included in the
evaluation. However, they are the subject of additional internal development, and further
practical use is planned for future tests. The maximum value of the measured opening
shock overload was G = 6.3. With a weight mass of m = 130 kg, this overload was converted
to an opening shock load of Fshock_load = 8035 N. For subsequent analysis, it was stated that
the testing force could be rounded up to the value of Fshock_load = 8000 N. The provided
methodology proved to be adaptable and can be used for a variety of activation speeds and
ballast masses or types of parachutes. This brings the possibility of filling the certification
requirements defined by the Technical Standard 135 in the section “Structural Overload
Tests” [4].

The second section of this paper focuses on a comprehensive loading study of the
fully articulated parachute harness structure. The decomposition and incorporation of each
element’s strength limits, as well as the determination of the applied force’s redistribution
into separate parts, shed light on the sizing of individual elements. Load cells based on the
minimum dimension parameters were developed to measure forces in separate webbings.
With this benefit, serial production parts were used for the strain gauge installation. This
procedure ensured minimum costs and, due to the load cell’s small dimensions, minimal

82



Aerospace 2023, 10, 83

structural influence once it was sewn into the final harness. During calibration, it was
verified that laterally uneven loading of the measuring feature has no effect on the mea-
surement precision. It was one of the biggest concerns when considering the location of
the separate features. It was expected that, because of the required number of load cells,
there would not be enough space to locate them all in ideal positions. The element on
the webbing heading to the back of the dummy was, despite all efforts, loaded partly by
bending. The aim of future work will be to develop an element that will not be sensitive to
the bending component. A very important observation was identified. Once the harness
settles on the dummy body, the redistribution of the forces related to the applied force does
not change significantly. This opened the possibility of generalizing the research. It can
be expected that by increasing the applied force above the presented value of 8000 N, the
same trend of redistribution will follow. This means that the use of a different canopy or
changes in activation speed resulting in a different opening shock load can be applied for
recalculation.

In all cases, the buckle located on the chest webbing was identified as the weakest
element. Based on the results, the fixed spatial position that loads this element the most is
an asymmetrically loaded case. This is because the chest strap took some of the force from
the opposite side through the cross-connection. However, the amount of load transferred
by this carabiner is strongly dependent on how tight the strap is. It was identified that
the difference in critical force can vary by up to 107%. This result is also expected because
the loosening of the chest webbing causes the main load to pass from the pilot’s buttocks
directly to the upper hinge points. When tightened, the webbing tends to create two
triangles that tend to expand under the load. When using the harness, it is therefore a good
idea to tighten the harness, but in the case of the chest strap, tighten it only to the point that
the harness cannot come loose on the pilot. Any overtightening will not bring any benefit.
It will only cause overloading of the structural node.

It can be expected that the maximum allowed load declared by the manufacturer uses
some safety factors. This means that even though elements would reach their maximum
limit, no visible damage would be observable. Compared to the test of a complete assembly
according to TS-135 [4], exceeding the recommended limit of single structural nodes is not
controlled. After the test, the harness structure must only be inspected for visible damage.
Hence, the testing procedure proposed in this study is considered safer as it allows for the
direct monitoring of each component.

For further extension of this study, the strength test of individual components up
to visible damage is suggested. Incorporating the maximum strength limits of the parts
assumes a significant increase in the maximum load limit of the entire harness.

5. Conclusions

During the research, a methodology was developed to optimize the structure of the
parachute harness with the purpose of lightening it. In order to efficiently design the
harness for the intended load, an extensive study was conducted to consider the loading of
the individual structural elements. A test of the parachute has been performed to reach
the required aerodynamic characteristics, which were interpreted as opening shock load.
The maximum force obtained from the drop test was directly used to test the harness itself.
The static loading test of the harness was designed to gradually increase the load from zero
to the maximum load. Different load cases were also incorporated to capture the effect
of non-ideal pilot positions during system activation. As a result, the study presents a
complete analysis of the separate cases together with a percentage redistribution of the
forces during gradual loading. The results evaluation also provided an overview of the
sizes of the individual elements. The chest strap is significantly the weakest point, and
most of the elements show several times higher strength. Therefore, the intent is to focus
on these elements and create a harness with an adapted design. The vision is to create a
lightweight harness without affecting the overall load capacity.
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Abstract: The study of human factors in aviation makes an important contribution to safety. Within
this discipline, real-time simulations (RTS) are a very powerful tool. The use of simulators allows
for exercises with controlled air traffic control (ATC) events to be designed so that their influence on
the performance of air traffic controllers (ATCOs) can be studied. The CRITERIA (atC event-dRiven
capacITy modEls foR aIr nAvigation) project aims to establish capacity models and determine the
influence of a series of ATC events on the workload of ATCOs. To establish a correlation between
these ATC events and neurophysiological variables, a previous step is needed: a methodology for
defining the taskload faced by the ATCO during the development of each simulation. This paper
presents the development of this methodology and a series of recommendations for extrapolating
the lessons learnt from this line of research to similar experiments. This methodology starts from a
taskload design, and after RTS and through the use of data related to the subjective evaluation of
workload as an intermediate tool it allows the taskload profile experienced by the ATCO in each
simulation to be defined. Six ATCO students participated in this experiment. They performed four
exercises using the SkySim simulator. As an example, a case study of the analysis of one of the
participants is presented.

Keywords: human factors; air traffic management; air traffic controllers; subjective workload assessment;
air traffic control events; simulation platform; taskload; real-time simulations

1. Introduction

Aviation combines great technological development with key activities performed by
humans. Human factors are dedicated to better understanding how humans can safely
and efficiently integrate with technology in aviation [1]. At the tactical level, air traffic
controllers (ATCOs) are at the core of today’s air traffic management (ATM) [2].

As their work has a direct influence on air traffic safety, ATCOs must be highly trained
and skilled to provide air traffic control (ATC) services [3]. Due to the great responsibility
associated with the activities performed by these professionals, identifying which situations
cause greater difficulty in their decision-making process so as to be able to model these
situations to limit their workload is of great interest. In particular, the study of air traffic
controllers’ workload is a topic of significant relevance within the air traffic industry.

The environment in which ATCOs work is inherently dynamic and requires them not
only to perform their tasks safely and efficiently, but also to interact with a multitude of
systems and coordinate with other people. Exploration of digitalisation and the possibility
of automating some of these tasks is increasingly prevalent in current research. As an
example, ref. [4] presents an experiment conducted with six ATCOs to analyse the pos-
sibilities and challenges of automation in terms of teamwork in a realistic ATC en route
phase scenario. The authors in [5] presented a methodology for predicting if and when
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ATCOs would react to the presence of conflicts, which was developed through the use of
deep learning techniques.

The use of simulations in the research and development stages has many advantages.
One of them is the ability to create highly realistic exercises with controlled ATC events
in order to understand their influence on the decision-making processes of air traffic
controllers when resolving such events. In addition, it also allows for the testing and
validation of new functionalities prior to large-scale implementation. These simulations
also allow for the recreation of unusual or emergency situations in a controlled manner.
In summary, current needs and future trends make simulators invaluable tools for both
ATCO training and ATM system development [6].

1.1. CRITERIA Project

The CRITERIA project (atC event-dRiven capacITy modEls foR aIr nAvigation) is a
collaborative project between Universidad Politécnica de Madrid (UPM) and CRIDA, the
Spanish ATM Research and Development Reference Centre. The objective of this project is
to establish capacity models based on ATC events. In the same way, another fundamental
objective is to integrate the study of the human factors associated with air traffic controllers
into these models.

ATC events are a model of the different actions carried out by air traffic controllers.
From the beginning of the project, it was defined as one of the requirements that the data
used in the analysis should be obtained during the development of the project itself so as
to improve the traceability of the data and the explainability of the models.

For this purpose, an en route flight simulator has been used for the development of
simulations. The simulator chosen was SkySim, which was developed by SkySoft-ATM.
Within this project, SkySim has been used for the development of real-time simulations.
However, the simulator can also be used for procedure and airspace design, ATC training,
or the testing of new systems and functionalities. SkySim consists of simulation, user
interface, management, recording, and replay modules [7].

Two ATC positions are available within the simulation platform. The user interface
module consists of a radar display with a full graphical presentation of all ATC information
and data [8].

Before this project started (though after the setup of the platform and a set of prelimi-
nary exercises had been designed), test simulations were carried out to study the feasibility
of starting a project focused on the study of the neurophysiological variables of ATCOs and
their relationship with ATC events. The methodology and preliminary results validating
interest in the launch of a more detailed and robust project can be found in [9].

The ATC events mentioned in the above reference are conceptually the same as those
that will be defined in later sections. The naming of the events has changed as a consequence
of the development of the test simulations. Similarly, the exercises presented in the present
study are practically the same as the first four exercises described in the previous reference.
Following the development of the test simulations, improvements were made and minor
errors were identified and corrected.

During the execution of the simulation and data acquisition campaign, the following
data were recorded:

• Subjective records of the workload perceived by participants during the course of
the simulations.

• Data on neurophysiological variables, in particular electroencephalography (EEG) and
eye-tracking data.

• Information on the actions carried out by the participants during the exercises.

Once the first simulations had been developed, it was necessary to define a methodology
for assessing the impact of the ATC events that occurred during the development of the
simulations on the ATCOs. This methodology is one of the main contributions of this paper.

Studying ATC events separately is not sufficient in itself. A variable is required that
relates these events to the difficulty perceived by the ATCOs.
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1.2. Taskload and Workload

Taskload is a measure associated with the challenge and difficulty faced by a person in
completing a task [10]. ATCOs are subject to multiple task demand loads, or taskloads, over
time [11]. Another key concept is mental workload. Mental workload reflects the subjective
experience of individuals when performing specific tasks in specific environments and
under specific time constraints [12].

Taskload and workload are not synonyms. While the concept of taskload refers to
external duties, the amount of work, or the number of tasks to be performed by the ATCO,
the concept of workload refers to the individual effort made by a person and his or her
subjective experience under given conditions [13].

In [14], the authors identify some of the factors that influence the variables of taskload
and workload. Factors such as airspace demand, interface demand, and procedure demand
influence taskload. On the contrary, some factors that influence workload are skills, strategy,
and expertise.

There are multiple approaches to defining the taskload faced by ATCOs. As an exam-
ple, in [15], a study was conducted to determine whether air traffic control communication
events would predict subjective estimates of controller workload and controller taskload
measures. There were four taskload components considered in this study: two principal
components related to the number and duration of communication-related events and two
principal components related to the content of voice communications. This study is an
example of the fact that, despite the generic definition of taskload, the way it is quantified
and its components vary according to the specific objective of the study.

The authors in [16] discuss a comparison of different complexity metrics related to the
ability to match the subjective workload results obtained in a simulation. The definitions of
taskload and workload in this reference coincide with the definitions of these terms in this
line of research. In the above reference, it is also explained that one of the simplest ways to
quantify taskload is to count the number of aircraft present in a sector. Similarly, it is noted
that this approach presents limitations, as it does not consider the evolution of aircraft in
the sector. The study presented in this paper aims to use a more comprehensive measure
of taskload than aircraft counts. To do so, the experiment described in this paper uses
event-based taskload as a metric, which results from considering the taskload contribution
of the aforementioned set of ATC events.

Based on the definitions of taskload and workload, it can be concluded that taskload
is the part of the work demand imposed on the controller purely due to the tasks he/she
has to perform [17]. The taskload value of the ATC events included in the research line of
this paper is specific to each event. However, the workload perceived by the participants
when facing such events will be specific to each person.

1.3. Hypothesis and Obejctives of the Study

To meet the objectives of the research line, tasks include a massive analysis of the data
on neurophysiological variables so that correlation between their evolution over time and
the ATC events that have taken place during the simulation can be defined. The aim is
to establish general patterns and set limits on certain combinations of events so that the
workload of ATCOs is within acceptable levels.

The starting hypotheses of the study are as follows:

Hypothesis 1: It is possible to determine a taskload distribution profile based on data recorded in
a control position that can serve as a reference for the subsequent analysis of the evolution of the
neurophysiological variables of ATCOs.

Hypothesis 2: Based on a taskload distribution profile, variables related to subjective workload
assessment can be used to establish whether this baseline profile is the best reference for the subsequent
study of the evolution of neurophysiological variables.
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To test the hypotheses of this study, the development of a laboratory experiment with
controlled ATC events, the use of an ATC simulator, and the development of a campaign
of real-time simulations were chosen. Initially, when the exercises were designed, the
starting point was a designed taskload profile. The research question to be answered now
is whether this designed taskload is a good reference or whether it is necessary to define
a more adequate taskload profile. Only by answering this question will it be possible to
continue the study of events and the analysis of the combinations of events that induce a
higher workload on the participants.

Additional information about the participants will be presented in later sections. The
sample was selected in such a way that participants were as homogeneous as possible in
relation to their age, training, and skills. In this first part of the research line, it was impor-
tant to invest as many hours as possible in the simulator to obtain a robust methodology.
For this reason, the chosen participants are ATCO students.

The study presented in this paper has two main objectives: (i) to establish a suitable
taskload profile, which will serve as a reference for further studies in the project and
determine whether the designed taskload profile can fulfil this function or whether it is
necessary to define a new one; and (ii) once this reference is established, to study which
events or combinations of events cause the most complex situations within the sector.

To the authors’ knowledge, this study is original as it includes as taskload references a
series of specific events to this line of research. Similarly, the methodology used and the
process of analysing the data collected during the experiment are also novel.

Studies focused on the taskload and workload concepts sometimes present the im-
portant limitation of using the two terms interchangeably. In this paper, right from the
introduction, the aim is to eliminate this limitation by clarifying the differences between
the two concepts. In the same way, another risk that can arise from these studies focused
on such specific topics is that they have a limited application and cannot be extrapolated
to other research. To overcome this limitation, this study, in addition to generalising the
methodology to other similar experiments, includes a series of recommendations when
discussing the results obtained. These recommendations are intended to serve as a guide
for applying the lessons learnt during this research to similar subsequent studies.

The remainder of this paper aims to present the steps that have been taken to achieve
these objectives. The structure is as follows. In Section 2, Materials and Methods, the
steps followed in the study are presented, as well as some details on the development of
the simulations and the data recorded. Section 3 presents the results obtained after the
simulations were carried out by the six participants. Section 4 presents two subsections. In
the first, the results are explained using a case study of one of the participants and the key
findings are identified. The second subsection presents some recommendations for future
research based on the lessons learnt in this study. Finally, Section 5 summarises the results
obtained and the next steps to be taken within the line of research.

2. Materials and Methods

Before discussing the results obtained, it is necessary to present the methodology
followed to achieve them. This section includes general information on the methodology
followed in the first subsection, as well as some details on the events considered in the
design of the simulations, useful information on the simulations carried out, and an
explanation of the data recorded, respectively, in the following subsections.

2.1. Methodology

This subsection summarises the methodology followed throughout the study, from
the first steps taken to setup the simulation platform to detailed analysis of the event
combinations and their influence on the taskload and subjective workload of ATCOs. The
methodology followed in this study can be seen in the form of a flow chart in Figure 1.
Four stages have been defined:
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• Previous steps: Includes all the activities that needed to be carried out in order to get
the simulation platform up and running and to start working with the participants.

• Simulation campaign and data recording: Includes the process of running the experi-
ment, as well as the recording of all the data associated with the simulations.

• Definition of the best taskload profile: To be able to study the relationship between the
evolution of the neurophysiological variables and the ATC events in the simulation, it
is necessary to determine the best reference taskload profile. If this profile proves to be
different from the designed profile, it will be necessary to define a new methodology to
obtain a baseline that considers the actual events that occurred during the simulations.
This stage is a decision point represented by a diamond with two possible outputs in
Figure 1. Once this baseline is established, the first objective of the paper mentioned
in Section 1 will be achieved.

• Event analysis: Once the baseline has been established, the next step is to study which
events or combinations of events induce the greatest difficulty in the exercise and the
highest workload on the controller. This step addresses the second objective of the paper.

Figure 1. Methodology to follow to obtain an event-based taskload profile of reference and to study
ATC events and their combinations.

Before simulations could be performed, several preliminary steps had to be taken.
First, the simulation platform was configured. Subsequently, the ATC events that would
serve as the basis for exercise design were defined. For this first stage of the project, a total
of four exercises of increasing difficulty were designed. When events were introduced at
specific moments of the exercise, a unique designed taskload profile was obtained for each
of the exercises.

Once the exercises had been designed, the next step was to develop the simulation
campaign. In total, six participants participated in the simulations. Each of them simulated
each of the four exercises. Several data were recorded during the development of the exercises.

For this line of research, the data of interest were the video recordings of the simu-
lations, which provided information on the actual events and actions carried out by the
participants, and subjective workload assessment data. For this purpose, the Instantaneous
Self-Assessment (ISA) method was implemented in the simulator through the use of a
window that appeared on the radar screen every two and a half minutes to ask participants
to evaluate their perceived workload.

The ISA method is based on the idea of asking the operator to assess their workload at
regular intervals. At each assessment, the operator is required to select a value on a scale
of 1–5. On this scale, 1 means under-utilised and 5 means excessively busy [18]. The ISA
method was chosen because it is considered less intrusive than other subjective workload
assessment methods [19]. Furthermore, it can be run during the progression of exercises.

The first objective was to find an event-based taskload baseline. In fact, the ultimate
goal was to create a profile with the taskload values for each minute of the simulation.
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When the exercises were created, a designed taskload profile was defined. Therefore, the
first question to be solved is whether this designed taskload can be used as a reference.
This question is represented by the diamond in Figure 1. There are two options: ‘yes’ and
‘no’. The first option is to demonstrate that the answer is ‘yes’. This would be the simplest
possible situation. In that case, since the designed events of the simulations are known in
advance, the designed taskload profile could be used directly as a reference when studying
the evolution of neurophysiological variables.

The other alternative is that the answer to the question is negative. If it is not possible
to use the designed taskload profile as a reference, it will be necessary to establish a
methodology for obtaining a better reference based on the events that actually took place
during the development of the simulations before addressing the second objective of the
study and moving towards analysis of the events and their relationship with the recorded
subjective workload values.

2.2. Events Considered in the Design of Exercises

To design the exercises, the first step was to agree on the ATC events to be considered
when creating a designed taskload profile that would characterise each exercise. For this
purpose, a series of workshops were organised that brought together ATM experts as well
as people with previous experience using SkySim.

Within the group of experts, the vision of experienced working controllers was highly
valued. On the other hand, researchers with previous experience in the design of simulation
exercises and in the development of validations in research projects at the national and
European level were included in the working group.

In particular, there were two previous studies that were very useful for defining the
final ATC events. On the one hand, at the national level, UPM had previous experience
working with the Spanish Aviation Safety Agency.

On the other hand, the events considered in the SESAR AUTOPACE project were also
of great interest [20].

The results of the AUTOPACE project provide a better understanding of how cog-
nition and automation coexist, thus supporting new strategies for training and interface
design [21]. Although the objectives are not aligned with those of the present line of re-
search, the events defined in this project have been considered as a reference, as has the
definition of difficulty in the design of the exercises.

Figure 2 shows, in schematic format, the activities that were identified as key ATC
tasks (shaded in blue), the designed ATC events associated with each of them (shaded in
green), and the base score for each of the events (rectangles with a white background).

The first aspect that was defined was the key activities carried out by ATCOs in
nominal traffic situations. The result can be seen in the six blue rectangles shown in
Figure 2, including the identification of an aircraft, the takeover/handover process, the
identification of a conflict and its resolution, and, finally, the monitoring of the traffic
present in the sector. On the basis of these activities, at least one event associated with each
of them was defined. The twelve events considered can be seen in the green rectangles in
the figure above. For each event, an average duration and a base score were defined.

Eleven of the events have an absolute value associated with the event. The monitoring
event is the only one that is relative. It is associated per minute with each of the aircraft
within the sector at a given time.

In defining the twelve events, complexity factors aligned with those identified by
other authors have been considered. Specifically, the authors of [22] conducted a Principal
Component Analysis (PCA) on 24 complexity factors defined in the literature to reduce
them. The final result was a set of eight complexity factors. Several of these factors have
been considered when defining the events listed in Figure 2, in particular, aircraft count,
aircraft vertical transitioning, and conflict sensitivity. In this line of research, the complexity
factor of aircraft count has been considered by defining three scenarios of traffic density
that condition the base values of taskload. Similarly, in the case of conflicts, the contribution
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of aircraft climbing or descending has been taken into account by giving conflicts where
one or both aircraft are changing their flight level a higher taskload value than conflicts
where aircraft are at cruise level.

Figure 2. Identification of the key activities carried out by ATCOs (blue rectangles) and the ATC
events associated with them (green rectangles). In total, twelve ATC events form the basis of the
simulations in the experiment conducted.

Air traffic control is a service task whose duty is to prevent conflicts between air-
craft [23]. The events associated with conflicts were discussed in detail. It was decided that
conflicts should be categorised according to the state in which the aircraft were: in cruise
flight or climbing or descending. When two aircraft are on the same trajectory and one of
them starts to approach the other, until the separation minima are infringed, an overtaking
event occurs.

ATCOs are required to ensure that minimum separation standards are complied with
at all times in terms of horizontal and vertical separation between aircraft [24]. Regarding
the level of automation of the platform, the configuration used in this experiment is
very similar to the so-called attention-guided mode in [25]. In this configuration, conflict
detection is automatically performed by the simulator. However, the ATCO retains the
role of controlling the aircraft and is not assisted in resolving the conflict. In the context
of this experiment, a conflict is defined as a situation where the minima of 5.0 NM in the
horizontal plane and 1000 ft in the vertical plane are infringed.

In the simulator’s conflict detection tool, the detection threshold in the horizontal
plane is set to 7.9 NM. This allows ATCOs to receive information in advance of a conflict
situation occurring. The conflict detection tool helps them identify which aircraft are
involved in the conflict situation, how close they will be at the closest point of approach
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(CPA), and the time until this point is reached. However, the decision-making process to
resolve the conflict remains in the hands of the ATCO, without guidance. In short, conflict
detection is automated on the simulation platform, but resolution is not.

Although there are many factors that can increase the complexity of an event for a
controller, traffic density is one of the key factors that increases perceived workload [26].

To account for this contribution, the base score of each event increases as the number of
simultaneous aircraft in the sector increases. For this purpose, three traffic density scenarios
were defined: low (less than five aircraft), medium (between five and nine aircraft), and
high (more than ten aircraft).

Additional information on the definition of events and the assignment of taskload
values can be found in [9]. This reference also includes a table that compares the basic
characteristics of the four exercises used in this study, including the number of aircraft in
each exercise, the number of events, or the sector in which the simulations were conducted.

2.3. Details of the Simulation Campaign

To ensure safe and efficient traffic flow, ATCOs must predict future flight paths based
on their perception and interpretation of multiple data on the radar display [27]. In this
study, it was considered from the outset that one of the cornerstones of the experiment
should be data collected in a especially designed simulation campaign. In this way, in
addition to the numerical data, it is also possible to access all the information concerning
the radar display, as well as the actions taken by ATCOs.

The exercises simulated in this research reproduce realistic en route scenarios where
aircraft are established at certain flight levels. En route ATCOs are responsible for moni-
toring, controlling, and managing aircraft and traffic flows in the ATC sectors they have
been assigned [28]. In the exercises simulated in the experiment described in this paper,
the sectors of responsibility varied throughout the exercises, though sectors within Madrid
Area Control Centre (ACC) airspace were always used.

In the simulations, each participant simulated four exercises. Each exercise lasted
45 min and was designed to be simulated in parallel in two sectors. The taskload value for
the first exercise was 141.40, and this value continued increasing until Exercise 4, which
had a value of 228.55. Table 1 presents a comparison of the designed taskload values for
each of the exercises.

Table 1. Comparison of the designed values of the four exercises in the simulation program.

Exercise Total Designed Taskload Maximum Taskload Minute Maximum Taskload

1 141.40 7.425 0:11:00
2 165.20 10.400 0:29:00
3 193.25 10.875 0:30:00
4 228.55 11.400 0:31:00

As mentioned above, to introduce subjective assessment of the workload by partici-
pants, the ISA method was used. This method was implemented on the platform through a
Python program that was run in parallel to the simulations.

A window asking the participants to evaluate their perceived level of workload
appeared every two and a half minutes in a fixed place on the radar display. To do so,
they had to press one of the five buttons available under the question, with ‘1’ being the
lowest value and ‘5’ the highest value. They had 20 s to select one of the options before the
window automatically closed.

The data presented in this paper relate to six participants. All participants were ATCO
students with an average age of 21 years and previous knowledge in the field of air traffic
management. The ATCO students who participated in the study were selected on the basis
of their performance in other practical tests developed during their training.
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Throughout their training, participants were trained in concepts related to airspace
management, conflict resolution strategies, and the operation of a control position. Al-
though they had previously performed different exercises and simulations with other
simulation platforms, this experiment was their first contact with the SkySim platform. For
this reason, prior to the test exercises, they underwent specific training on the platform.

The test simulations for each participant took place on two days, with an interval of
one week between them. Each day the participant performed simulations, they would
simulate two exercises with a one-hour break between. Before starting the simulations,
the participants were informed of the aim of the project, and all agreed to their data being
analysed as part of the research.

2.4. Data Registered after the Simulations

During the course of the simulations, a multitude of data were recorded. Specifically,
for the purposes of this work, two categories of data were of interest:

• Firstly, the video recordings of the radar screen during the simulations. From these
recordings, it is possible to obtain information about the events that actually took place,
the actions taken by the participants, and the conflict resolution strategies followed.

• Secondly, information that was obtained about the subjective workload values evalu-
ated and the minute of simulation in which each of the values was selected.

In the study of human factors, the exclusive use of subjective measures of workload
assessment has certain limitations. On the contrary, some of its main advantages are the
relatively low effort required to acquire data and high user acceptance [29]. These advantages
were considered decisive for the implementation of subjective measures in this study.

As mentioned above, neurophysiological data were also recorded during the simu-
lations and will be studied in later stages of this line of research. Physiological measures
have been shown to be sensitive to differences in taskload and task demand in a variety
of domains [30]. For this reason, they are of interest in the study. However, to be able to
compare the variation in these variables against the taskload, the first step is to have a good
baseline for that taskload.

The use of subjective workload values is a preliminary step. It is assumed that the
most complex traffic situations and the most difficult combinations of existing events will
lead participants to evaluate these traffic situations with the highest workload values. The
idea is to use these values to define the best baseline taskload profile for future use in
determining other workload indicators.

From the data related to the subjective assessment of workload, two variables are of interest:

• The first variable is the subjective workload value selected in each query by the
participant. The possibilities are that a numerical value (1–5) is recorded or, in case the
participant did not respond, a “not assessed” is recorded.

• The second variable is reaction time. This variable can take values in the range of
0–20 s, as this was the time that the participant had to select one of the values of the
ISA scale before the window closed. Reaction time is calculated as the difference
between the time in the simulation when the participant selects one of the values and
the time in the simulation when the ISA method window appears.

These two variables will be used as an intermediary step in the establishment of a
methodology that can obtain the best reference taskload profile. The results of this analysis
and its implications are presented in the following section.

3. Results

In the safety-critical area of ATC, workload remains a dominant consideration when
seeking to improve the performance of ATC systems [31]. As mentioned above, subjective
workload data will be used as an indicator to establish the best event-based taskload baseline.

The starting point is to try to assess the suitability of the design profile as a baseline.
This would be the simplest situation, since this profile is available from the beginning of
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the creation of the exercises. In the following two subsections, the results obtained from the
combined representation of this design profile and reaction time data and workload values
will be presented.

3.1. Analysis of the Reaction Time Variable

To establish a relationship between the reaction time variable and the designed
taskload of each exercise, it was decided that a combined graph should be created. The
same graph shows the designed taskload profile, which is different for each of the exercises,
and superimposed on it are the reaction time values for each of the six participants.

A representation of the four exercises can be seen in Figure 3. Each participant is
represented by a different geometric shape and colour, as can be seen in the legend that
appears under the four plots.

Figure 3. Combined representation of the designed taskload profile of the different exercises together
with the reaction time values for the six participants. The first row of graphs presents the two simplest
exercises, with Exercise 1 on the left and Exercise 2 on the right. The second row presents the data
from Exercise 3 on the left and Exercise 4 on the right.

Each of the exercises has been associated with a different colour to facilitate the
interpretation of the plots. The taskload profiles of Exercise 1 appear in magenta, those of
Exercise 2 in green, those of Exercise 3 in orange, and finally those of Exercise 4 in purple.

To correctly interpret Figure 3, the following aspects should be considered.

• The x-axis of the four graphs represents the time elapsed since the start of the simula-
tion. All exercises lasted 45 min.
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• Each graph has two vertical axes: the left vertical axis is associated with the taskload
profile and the secondary axis on the right is associated with the reaction time variable.

• The left vertical axis indicates the value of the designed taskload per minute of simula-
tion. In each of the graphs, the upper limit of this axis is different considering that the
difficulty increases progressively from the first exercise to the last.

• The vertical axis on the right, i.e., the secondary axis, indicates the reaction time value
for each of the participants. In all graphs, the values on this axis range from 0 to 20 s.
There are reaction time values every two and a half minutes, as they are recorded at
the moments when the participants assessed their workload.

As can be seen in the figure above, the taskload distribution profile for each exercise is
different. In the exercise design process, the starting point was a specific shape of designed
taskload and a total reference taskload score. Specifically:

• The taskload profile of Exercise 1 was designed to be symmetric with two cycles of
taskload and a low event valley in the central part. In each of the cycles, the taskload
was intended to progressively increase to a maximum and then decrease again.

• The taskload profile for Exercise 2 was designed to have two taskload cycles separated,
again, by a valley. In this case, the area with fewer events did not have taskload values
as low as in the case of the previous exercise.

• The taskload profile of Exercise 3 was designed to be non-symmetric. In this case, the
first cycle would reach a taskload maximum lower than the second cycle.

• The profile of Exercise 4 has characteristics similar to those of the previous exercise.
The difference is that in this exercise the maximum taskload values are higher.

Table 1 shows a summary of the design characteristics of each of the exercises to
compare their design values. The second column presents the total taskload value for
each of the exercises. The next two columns present the maximum value of the designed
taskload and the minute of simulation at which this value was expected to be reached.

Taking all the above into account, the obtained values for reaction time and the
designed taskload for each of the exercises were represented in a combined graph.

The initial hypothesis was that reaction time would increase as the taskload faced by
the ATCO increased. Given that the situation in the sector is more complex, it would be
expected that the controller would take longer to assess the workload.

However, such a correlation was not observed in any of the four exercises. Contrary
to what might be expected, the highest reaction time values appear at the beginning of
Exercise 1. The explanation for these values is not that the situation in the sector was more
complex, but that the participants were not yet familiar with the platform, the radar screen,
or the additional windows.

Some isolated cases that confirm the initial hypothesis are the values of Participants 3,
5, and 6 in Exercises 1, 2, and 4, where the reaction time values increase at times with high
taskload values. However, in general, the expected generalised relationship is not observed.
Based on the analysis conducted, it was considered that, in the case of the registered data
from participants, reaction time was not a significant variable in the study, and it was
decided to discard it.

3.2. Analysis of Subjective Workload Scores

Once the variable associated with reaction time had been discarded, the approach was
repeated while considering the workload values recorded by the participants. A combined
representation of the exercise design profile and superimposed subjective workload values
was created.

Figure 4 presents a combined representation of the designed taskload profile and
superimposes the workload values assessed by each participant.

The rationale behind the plots is the same as in the case of reaction time. The only difference
is that, in this case, the secondary axis presents the workload values on a scale of 1 to 5.

In addition to the series identifying each of the participants, an additional series of data
points has been included in the graphs. The values indicated with an orange star correspond
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to the mean values of the six participants in each of the moments where the workload is
evaluated. As can be seen, in general, the values evaluated by each of the participants are closer
to the mean in the first evaluations of the exercises and in the final minutes. In the middle
minutes of the exercise and in the intermediate minutes of the taskload cycles, the values
assessed by the participants are more dispersed due to the different actions implemented by
the participants, especially in the conflict resolution processes.

 

Figure 4. Combined representation of the designed taskload profile of the exercises together with
subjective workload assessments for the six participants. The first row of graphs presents Exercise 1
on the left and Exercise 2 on the right. The second row presents the data from Exercise 3 on the left
and Exercise 4 on the right.

Unlike what happened in the case of the reaction time variable, the workload values
evolve throughout the exercise. The initial hypothesis in this case is that the highest
subjective workload values are reached in minutes when the designed taskload is highest.
However, in general, this relationship is not observed.

The fact that workload values evolve over the course of the exercise makes them a
variable of interest in the study. After the combined graph analysis, the results obtained are
as follows:

• The general tendency of the participants is to assess the highest workload values out
of phase with the designed taskload. This is particularly clear in the graphs of Exercise
1 and Exercise 3. The reason for this is that events that have a higher value of taskload
associated with them appear to have a longer duration than in the designed taskload
profile. Therefore, participants must implement actions to deal with these events

96



Aerospace 2023, 10, 97

for longer periods of time. Depending on the actions selected by each participant,
especially in conflict resolution processes, the taskloads of more complex events can
influence the workload of ATCOs for longer periods of time.

• Considering that the purpose of the study is to identify the situations associated with
the highest workload values assessed by ATCOs, it is necessary to define a reference
profile capable of explaining the events that take place at the moments when the
workload values are at their maximum.

• In general, the trend in workload assessments does not follow the designed taskload
profile. To continue with the study, this designed taskload is not a good baseline.

• It is necessary to establish a taskload profile based on the actual situation experienced
by each participant during the simulations.

All of the above leads to the conclusion that the designed taskload is not a good reference.
This profile was unique for each of the exercises. However, the decision-making process of
each ATCO and the conflict resolution strategies used are specific to each controller.

Therefore, in order to explain the workload values evaluated by each of them, it is
necessary to compare these values with a specific taskload profile for each participant and
each exercise.

Analysis of the graphs in Figure 4 leads to the conclusion that the actual taskload
experienced by each controller was different from the designed taskload. Therefore, it is
necessary to determine the actual events that took place in the simulation for each participant
so that a taskload reference representative of what actually happened may be obtained.

To find out which events took place during the simulations and at what time, the
radar screen recordings of each controller were examined. The steps in the methodology to
obtain the actual profile were the following:

1. For each exercise, the minutes of the simulation in which the absolute events occurred
were recorded. The taskload values associated with each event were the same as those
shown in Figure 2. The aim is to enable a comparison between the design and actual
taskload profiles.

2. In addition to the taskload of absolute events, there is the taskload associated with
aircraft monitoring. The time interval in which an aircraft is monitored is calculated
as the difference between the time at which the identification event starts and the time
at which the event associated with the handover ends.

3. During analysis of the recordings, two new events were identified that had not been
considered during the design of the exercises.

a. The first event is the change of flight level. Some participants, upon identifying
that two aircraft were about to encounter a conflict, would anticipate the
situation and change the flight level of one of the aircraft before being alerted
by the conflict detection tool. This event was assigned a base score of 2 points.

b. The second event is the change of speed. As in the previous case, some
participants detected in advance that an overtaking conflict was going to occur.
In this case, some participants considered that the easiest way to resolve it was
to change the speed of one of the aircraft involved. Since the taskload induced
is similar to that of flight level changes, this event was also scored with a base
value of 2 points.

4. The events with the highest associated taskload are conflicts. These situations were
analysed in great detail. The greatest differences with respect to the designed profile
were found to occur as a consequence of conflict resolution. In the design of the
exercises, for each of the designed conflicts, a generic vectoring event was assigned
for conflict resolution. In actual simulated exercises, several participants needed to try
different conflict resolution strategies before resolving a conflict. This was especially
acute in the case of the second cycle of Exercises 3 and 4, where two conflicts were
designed to take place with a short time interval between.
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5. Taking all of the above into account, a bar chart was designed that represents the
taskload associated with each minute of the simulation. This actual taskload can
differ from the designed taskload in terms of the number of events, as well as in
the start and end times of some events. To understand whether the participant had
perceived the exercise as easier or more difficult than initially designed, a combined
representation of the actual and designed taskload profiles was made, and tables were
created comparing the score values of the two profiles to understand how the actual
profile differed from the designed one.

6. The actual taskload profile obtained for each exercise and for each participant was
compared with the subjective workload values assessed by each participant. In this
way, it was finally possible to identify which event or set of events led to the highest
workload values.

4. Discussion

This section is structured in two parts. The first presents a case study to reflect the
implementation of the steps of the methodology listed in the previous section. It then
presents a series of general results obtained by repeating this analysis for all exercises and
all participants.

The second part includes a series of recommendations for future research in the field
based on the results of this study. The results presented in this study are specific to this. The
idea of including a set of recommendations here is to justify the interest in the methodology
and to highlight the lessons learnt for the benefit of other researchers in the field who might
consider developing a similar experiment.

4.1. Case Study and Generalised Results
4.1.1. Case Study

Following all the steps in the methodology, the actual taskload profiles of each of the
participants were constructed and analysed one by one. As an example, this subsection ex-
plains the detailed analysis of one of these actual taskload profiles. Exercise 1 of Participant
5 (ID5) was selected to be the case study.

After reviewing the radar screen recording of Exercise 1 and studying the decisions
made by Participant 5, a total of 47 absolute events were identified, as well as the start and
end times of each event.

For these absolute events, the taskload derived from aircraft monitoring was added.
From these data, a bar chart representing the actual taskload profile was constructed and
compared to the designed taskload profile.

The combined plot of both diagrams can be seen in Figure 5. For each minute of
simulation, the green bars represent the designed taskload and the blue bars represent the
actual taskload.

When comparing the two bar charts in the previous figure, it can be seen that the
taskload distribution is different in the simulated exercise. In addition to the fact that the
taskload values per minute of simulation are different, it can also be seen graphically that
the taskload distribution in each of the cycles is not maintained.

The designed taskload profile was symmetric. However, symmetry has been lost in
the actual taskload, with the highest taskload values being reached in the second part of
the exercise.

Table 2 shows a comparison of the most relevant data for each of the designed and
actual profiles.

The first row of the table above presents the total taskload values for each of the cases.
The taskload profile of the actual exercise is higher than the designed profile. The first
conclusion is that Participant 5’s simulation was a more difficult Exercise 1 than the one
that had been initially designed.

The next two rows compare the scores associated with the absolute events and the
monitoring event (defined per minute for each aircraft).
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Figure 5. Combined representation of the designed taskload profile (green bars) and the actual
taskload profile (blue bars) for Exercise 1 of Participant 5.

Table 2. Comparison of the most relevant data that characterise the designed and actual taskload profiles.

Designed Actual

Total taskload 141.400 146.800
Event taskload without monitoring 118.000 124.600

Monitoring taskload 23.400 22.200
Maximum taskload 7.425 11.600

Minute of maximum taskload 00:11:00 00:35:00
Number of absolute events 44 47

As can be seen, in the case of this participant, the taskload associated with the absolute
events is higher than that of the design. This is due to the fact that a greater number
of events appear in the simulation than those initially designed, fundamentally due to
the resolution of conflicts. Specifically, the conflict that occurs at 00:10:41 is resolved by
changing the flight level of one of the aircraft. As the exercise progresses, this aircraft must
be returned to its original flight level in order to comply with the flight plan of its flight
progress strip. In the same way, in order to resolve the conflict that takes place at 00:35:00,
several vectoring events are required, as the first one is insufficient in terms of respecting
the separation minima between aircraft.

In contrast, the monitoring score is slightly lower. This is explained by the fact that the
participant handed over some aircraft earlier than planned in the design. Therefore, they
spent less time in the sector.

The maximum designed taskload was 7.425 points. The most significant difference in
the table is that the maximum taskload that occurred in the exercise was 11.600 points.

In the design, the minute with the maximum taskload was foreseen to be minute 11.
Minutes 33 and 36 had a similar taskload associated with them, although slightly lower
than the maximum. These high taskload values are associated with the occurrence of design
conflicts in the exercise.

In the case of this specific participant’s taskload, the highest value was reached at
minute 35. This high value is explained by an accumulation of events. Some of them have
a taskload value that is not too high. This is the case with respect to the identification and
takeover of an aircraft. The problem is that in this exercise, they gather in the same minute
in which the participant identifies and starts to resolve a conflict.
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Finally, the last row compares the number of absolute events. In the case of the
simulated exercise, three additional events occurred compared to the design. Specifically,
they were events associated with conflict resolution, as the participant had to try different
strategies due to the first not being effective.

Once the actual profile of the participant has been obtained and analysed, it needs to
be compared with the subjective workload values assessed by the participant. A combined
graph of the participant’s actual profile and the subjective workload values assessed can be
seen in Figure 6.

Figure 6. Comparison between the actual taskload profile obtained for Exercise 1 of Participant 5 and
the workload values assessed by the participant during the simulation.

4.1.2. Generalised Results

From analysis of the above graph for the different participants, some general conclu-
sions can be drawn about the relationship between the assessed workload values and the
identified ATC events.

• When comparing the workload values with the actual profile, it is possible to explain
some values that seemed unusual compared to the design profile.

• In general, there is a correlation between the moments in which the participant evaluates
the workload to be at the highest level and the highest taskload values of the exercise.

• The effect of events that produce an increased workload is spread over time. Even if
the subsequent taskload is lower, participants evaluate the workload in a sustained
way over time. An example of this can be clearly seen in Figure 6 in the workload
assessments that take place in the central part of the exercise.

• A common phenomenon is that, once participants have assessed the workload with a
value higher than ‘1’, it is very rare that they assess it with the minimum value, except
in the valley moments of the exercises or in the last workload assessment at 00:42:30.

• The most complex events are those associated with conflicts and their resolution.
• Events evaluated with a higher workload value include conflicts that are not resolved

during the first attempt.
• Simpler events, such as aircraft handovers, are perceived to be more difficult after

conflict resolution and with a larger number of aircraft in the sector.
• When comparing the workload assessment of the participants for a given time, differ-

ences are especially found in the middle part of the exercise and in the intermediate
minutes of the two taskload cycles. These differences are due to the different actions
performed by each participant. This fact, once again, justifies the definition of a
taskload profile for each participant and each exercise. These differences in actions are
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particularly remarkable in conflict resolution processes. Some participants implement
actions to resolve the conflict that are successful on the first attempt. On the contrary,
other participants must implement several conflict resolution strategies if the first
attempt is not satisfactory. For this reason, depending on where the participant is in
the decision-making process when the workload assessment question is asked, the
recorded values may vary.

The results presented in this study were obtained with a small sample of participants.
Therefore, caution should be exercised when extrapolating these conclusions to all air traffic
controllers or potential participants in the simulations. In the case under study, this sample
of participants has been used to define the methodology and these steps are applicable to
other subjects, although the results obtained by introducing more participants may vary.
Therefore, these first participants are considered a validation group for the methodology to
be followed. In future stages of research, a larger number of participants will be included
in the study.

Another limitation is the use of ATCO students instead of air traffic controllers with
operational experience. Future work in this research line aims to overcome this limitation.
These ATCO students have been involved so as to obtain a methodology that is as robust
as possible. In later stages, in-service ATCOs will be included as participants.

These limitations are common to other studies conducted in the study of human factors
associated with air traffic controllers. The authors of [32] focused on assessing the effects of
the number of crossings, traffic flows, and aircraft separation on the mental workload and
perceived emotion of ATCOs. One of the limitations identified in the study was the caution
necessary in interpreting the results, as only two ATCOs were included as participants.

Another study in which the number of participants is considered a limitation is [33]. In
this case, the aim of the study was to monitor the heart rate variability of the controllers and
to determine the suitability of the methods used. To overcome this limitation, including a
larger number of participants in the study is suggested. However, the results obtained with
the study sample are considered beneficial, as they provide an indication of the suitability
of the analysis methods used in this type of research.

In the study documented in [34], the future work reported is very much in line with
that proposed in this line of research. In their study, evaluating the behavioural response in
ATCOs in terms of the use of the procedural control bay and the electric flight strip bay
using human-in-the-loop simulations was proposed. Two experts and two trained subjects
were used as participants. Future work includes the development of a study with a larger
number of participants, as well as on-site replication in a real operational scenario.

Another possible solution to help overcome the limitation of all participants being
ATCO students is to consider a mixed group where some participants have previous
experience as ATCOs. As an example, this logic is applied in [17]. In this study, the
objective was to present the development and evaluation of a 3D space-based metric
solution for air traffic control workload. Participants were part of two different expertise
groups: four were retired ATCOs and the other six were researchers in the ATM domain or
participants who had completed an ATC course. The study presents comparative results
between the two groups of participants.

4.2. Recommendations

The results presented in this study, as well as the baseline ATC events, are specific
to this research. The input parameters to the methodology will vary in other studies
depending on many variables, such as the number of aircraft introduced in the simulation,
the characteristics of the participants in the study, the simulator used, the ATC events
defined, etc.

However, the methodological process for obtaining the results can be extrapolated to
other studies. Once the methodology has been validated within the CRITERIA project, this
methodology will be used by CRIDA in other ongoing research projects.
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Based on the experience gained in extrapolating the methodology to other research
projects, a series of recommendations of interest have been identified based on the results
of this study. These five recommendations could be considered by researchers who wish to
implement a similar experiment using an ATC simulation platform.

• From the beginning of the experiment’s design, it is very important to clearly document
the ATC events to be considered. Based on previous work, it is advisable to at least
define the mean duration parameter and a designed taskload value. Researchers are
advised to keep these values realistic and to consider the opinion of experts with
experience in the simulator being used for their definition.

• Based on the values defined in the previous step, in addition to a list of the events
to be included in the study, it is recommended to represent the designed taskload
profile by, for example, using a bar chart and defining one bar for each minute of
simulation. This will allow researchers to have a reference of what is expected to
happen during the simulation before they start developing them. If an observer is
watching the simulations with this reference profile in front of them, they can already
draw some initial conclusions about the performance of the participants.

• Whenever possible, researchers are recommended to register radar screen recordings
during the exercises. As demonstrated in this study, they have been vitally important
in understanding what actually happened during the exercise and in comparing the
airspace conditions during the simulation to the design parameters.

• Before going directly toward a study of the temporal evolution of neurophysiological
parameters, it is necessary to invest some time in determining a good profile that
considers the actual situation of what happens in simulation exercises. This study has
proposed a methodology to determine the best reference profile.

• In order to obtain the best reference profile for the study of neurophysiological vari-
ables, it is recommended to use an intermediate tool that allows researchers to conclude
graphically whether the profile considered is consistent with the perception of the
participants during the simulation. In this study, values related to the subjective
assessment of workload that were obtained via the ISA method were used.

5. Conclusions and Future Work

The study of human factors in aviation integrates the human component with the
advanced technology used in air traffic management.

Within this discipline, the use of real-time simulations presents many advantages,
including the ability to design exercises with known ATC events and the ability to study
their influence on the response of air traffic controllers.

This line of research aims to establish capacity models that consider the neurophysio-
logical variables recorded during the development of ad hoc real-time simulation exercises
designed for the project.

The problem is that, in order to develop a detailed and valid study of these variables,
it is necessary to compare their evolution with a valid taskload profile, which represents
the actual difficulty faced by the participant during performance of the exercises.

The results of this study show that the two initial hypotheses were correct. In this
experiment, a methodology has been established to define an event-based taskload profile
that is suitable for studying the evolution of neurophysiological variables. The future
objective is to extrapolate the study to the real operation of a control unit.

It has been demonstrated that, in the case of the data analysed in this study, the
subjective workload values obtained after implementing the ISA method on the platform
have been a good intermediate tool for assessing the suitability of considering the different
taskload profiles as a reference. In this paper, the methodology that was followed to obtain
this reference taskload has been presented, as well as the main conclusions obtained after
comparing the actual taskload profile obtained to the subjective workload values assessed
by the participants.
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From analysis of the designed taskload profile and the subjective workload values, it
has been shown that the designed taskload profile of the exercises is not the best baseline
for studying the combinations of events that generate the greatest difficulty. To solve this
problem, a methodology has been defined to obtain the actual event-based taskload profile.

This reference will be used in later research investigating the behaviour of neurophysi-
ological variables related to brain activity and eye-tracking.

When comparing the actual profile to subjective workload assessments, it is possible
to explain values that previously seemed unusual. By being aware of the events occurring
in each minute of the simulation, it is possible to draw a number of general conclusions
about the difficulty of the events perceived by the participants.

Some of these conclusions are in line with what might be expected, based on previous work:

• The events with the greatest associated difficulty are conflicts and their resolutions.
• Difficulty increases as the number of simultaneous conflicts in the sector increases.
• As the number of aircraft in the sector increases, certain events initially considered simple

are perceived as more difficult due to the different aircraft that need to be monitored.

However, the results of the study have also revealed some interesting trends:

• At first, it was suspected that the factor of greatest difficulty was the number of simul-
taneous conflicts. However, it has been shown that a factor that causes the difficulty to
increase greatly is the conflicts that are not resolved at the first attempt and which require
a new resolution strategy, i.e., those situations in which the participant tries a resolution
strategy, it does not work, and it is thus necessary to change the strategy.

• Those situations perceived as more difficult are not necessarily those where two
conflicts occur in parallel, but those where the resolution of a conflict is prolonged
over time, especially when the participant has tried different forms of resolution that
are not effective and that worsen the situation of the first conflict detected.

• In relation to the above, it was found that events that were initially assigned a low
taskload value were perceived as more difficult if they occurred while one or more
conflicts were present in the sector and when the participant had to deal with them
immediately after the resolution of a conflict.

• The general tendency in the assessment of workload in Exercises 2, 3, and 4 is to assess
only the lowest value before the occurrence of the first conflict. Once the participants
have to resolve the first conflict, even if the situation in the sector is under control and
no additional events occur, it is very rare that the value chosen in the ISA scale is ‘1’.

The results obtained meet the objectives defined in the study and have allowed the
establishment of a methodology that can be used to obtain the actual taskload profile of each
participant, which can subsequently be used to compare the evolution of neurophysiological
variables. On the basis of these findings, the following future work is defined:

• Once the methodology has been shown to work and is of interest, it will be necessary
to extend the process to a larger number of participants.

• Taking the event-based taskload as a reference, the evolution of neurophysiological
variables will be related to the ATC events recorded and the relationship between
these variables and the traffic conditions in the sector that are established.

Two main limitations of the work presented in this paper have been identified:

• Firstly, the small number of participants included in the study.
• Secondly, the participants were ATCO students and therefore did not have the expe-

rience of real controllers. The results obtained could vary when repeating the study
with ATCOs in service.

Future work will be organised in order to address these two limitations. The first set
of participants was reduced so that the methodology could be validated before extending
the study to a larger group. As demonstrated in this work, the methodology has been
validated. Therefore, a simulation campaign has already been carried out that involves
a larger number of participants. Work is currently in progress to review videos of the
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simulations and to determine the taskload profiles of what happened in the simulations
according to the methodology described in this paper.

In this first stage of the process, ATCO students have been selected as participants
with the aim of investing as much time as possible in the simulator. Through these tests
with students, the idea was to obtain a methodology and relationships between ATC events
and neurophysiological variables, as well as to be able to carry out a multitude of tests
with the data obtained. Based on all the experience accumulated with the ATCO students’
simulations, the data collection and analysis process will already be optimised. Once the
results obtained are sufficiently robust, the next step is to replicate the experiment with
ATCOs in service or participants with operational experience. This phase of the study will
be developed in close collaboration with CRIDA.
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Abstract: This study investigates the kinetic modeling of CH4/H2/Air mixture with nanosecond
pulse discharge (NSPD) by varying H2/CH4 ratios from 0 to 20% at ambient pressure and temperature.
A validated version of the plasma and chemical kinetic mechanisms was used. Two numerical tools,
ZDPlasKin and CHEMKIN, were combined to analyze the thermal and kinetic effects of NSPD on
flame speed enhancement. The addition of H2 and plasma excitation increased flame speed. The
highest improvement (35%) was seen with 20% H2 and 1.2 mJ plasma energy input at φ = 1. Without
plasma discharge, a 20% H2 blend only improved flame speed by 14% compared to 100% CH4. The
study found that lean conditions at low flame temperature resulted in significant improvement in
flame speed. With 20% H2 and NSPD, flame speed reached 37 cm/s at flame temperature of 2040 K
at φ = 0.8. Similar results were observed with 0% and 5% H2 and a flame temperature of 2200 K
at φ = 1. Lowering the flame temperature reduced NOx emissions. Combining 20% H2 and NSPD
also increased the flammability limit to φ = 0.35 at a flame temperature of 1350 K, allowing for
self-sustained combustion even at low temperatures.

Keywords: flame propagation; nanosecond plasma discharges; lean burning; ZDPlaskin; CHEMKIN

1. Introduction

Combustion is a crucial factor in air transportation due to the high energy density
of liquid fuels. However, the low efficiency of current aeroengines and the production of
harmful emissions contributing to climate change are pressing issues. To comply with strict
emission regulations set by CAEP (Committee on Aviation Environmental Protection) and
improve fuel efficiency, various international organizations are exploring the concept of
lean combustors.

Lean fuel burning is an effective solution for reducing NOx emissions by lowering
flame temperature. However, these low temperature flames are prone to critical instabilities
that can lead to re-ignition and flame blowout issues [1,2]. To address issues with methane
combustion, the addition of a more reactive and cleaner fuel such as hydrogen could be
a practical solution [3]. Blending methane with hydrogen has been shown to enhance
performance and reduce emissions without modifying existing combustors [4]. Hydrogen
is a carbon-free fuel with low ignition energy, a wide flammability range, fast flame
propagation, and high reactivity [3]. Several studies in the past [3–6] have focused on
the impact of hydrogen on the flame speed of CH4/H2 mixtures. Halter et al. [5] studied
the effect of hydrogen content and inlet pressure on the laminar flame speed of CH4/H2
flames, with results indicating that the laminar flame speed improved with increasing
hydrogen content and decreased with increasing inlet pressure.

Mandilas et al. [6] studied the impact of hydrogen on iso-octane-air and methane
mixtures in both laminar and turbulent conditions. They found that using hydrogen led
to earlier flame instabilities but improved laminar flame speed at lean limits in turbulent
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combustion. Adding hydrogen to methane slightly improved reactivity at lean conditions,
but also increased complexities, safety issues, and thermoacoustic instabilities [3–6]. Flame
speed was slightly better at lean compared to rich conditions [4]. Non-thermal plasma
combustion can improve flame stability, flame speed, and lean blowout limits. NTP
enhances combustion through kinetic, thermal and momentum effects [7]. NTP improves
combustion through three mechanisms: kinetic (creation of active particles from fuel
decomposition), thermal (increased fuel/air mixture temperature), and momentum (ionic
wind and flow motion from electro-hydrodynamic forces) [8].

Among NTP technologies, nanosecond plasma discharge (NSPD) has gained attention
due to its ability to effectively produce excited states and active particles [9,10]. NSPD also
rapidly heats the gas, which accelerates combustion [11,12]. Despite numerous research
studies on NTP combustion [1], commercialization is only possible with the development
of accurate numerical models for plasma chemistry in combustion. Our group [12–15] has
studied CH4/air mixtures with NSPD for flame propagation and ignition enhancement. We
compared ignition delay, flame speed, and flammability limits under different conditions
and found that NSPD improved ignition, flame propagation, and flammability limits due to
the production of neutral radicals and increased mixture temperature. The improvements
were primarily due to NSPD’s kinetic effects. Prior studies on NSPD have individually
considered H2/air and CH4/air mixtures.

While initial studies have explored the kinetics of NSPD, a comprehensive understand-
ing of plasma mechanisms for CH4/H2/air mixtures is still lacking. It has been shown that
the evolution of active particles over time provides the most accurate analysis of plasma
kinetics [16,17].

This paper presents a study of CH4/H2/air with nanosecond plasma discharge. There
is currently no numerical study available on methane blended hydrogen plasma-assisted
combustion. Both plasma and combustion kinetics were analyzed using validated mecha-
nisms and compared to previously published experimental data. The impact of NSPD and
hydrogen content on flame propagation and flammability limits in methane/air mixtures
was studied. A comparative analysis of flame speed enhancement with and without plasma
actuation was performed using different methane blended hydrogen ratios.

2. Numerical Procedure and Kinetic Modelling

2.1. Numerical Procedure

Numerical analyses were conducted using two solvers: ZDPlasKin (0D Plasma kinetic
solver) [18] and CHEMKIN (Chemical kinetic solver) [19]. The methodology is shown in
Figure 1 and explained in [13]. ZDPlasKin was used to analyze the kinetic and thermal
effects of NSPD in CH4/H2/Air mixture. BOLSIG+ was linked to ZDPlasKin to predict
the temporal evolution of excitation states and the reactions producing free radicals/active
particles. It has been assumed that the non-equilibrium plasma created from a CH4/H2/air
mixture at atmospheric pressure is uniformly distributed, which is a similar assumption to
what was previously executed in [13]. Although the nanosecond pulsed plasma combustion
process is three-dimensional and not homogeneous, we used a simplified homogeneous
model. To investigate the effects of plasma CH4/H2/air products on flame speed and
flammability limits, we used the plasma products of CH4/H2/air as the inlet domain of
the reactor.
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Figure 1. Flowchart for numerical analysis.

ZDPlasKin boundary conditions were set as ambient temperature and pressure, fixed
EN and electron number density, and initial CH4/H2/Air composition. The simplified
homogeneous model was used as in [20]. ZDPlasKin simulation was performed using
the integral mean value of EN obtained from experiments, about 200 Td over 10−6 s, as
shown in Figure 2. Experimental setup and EN estimation are described in [13]. The gas
temperature was predicted using equations from [18]. The adiabatic gas temperature was
calculated from the energy conservation equation and reallocation of electrical power Pext
to electron translational degree Pelec, gas internal degree Pchem, and gas Pgas:

Pext = Pgas + Pelec + Pchem (1)

Figure 2. Experimental EN value used for numerical analysis [13].

The above equation can be described below.

Pext = e[Ne]veE (2)

Pgas =
1

γ − 1
+

d(NTgas)
dt

(3)
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Pelec =
3
2
+

d([Ne]Te)
dt

(4)

Pchem =
n

∑
i

Qi +
d[Ni]

dt
(5)

where E is the reduced field, e is the elementary charge, Te is the electron temperature, ve is
the drift velocity of electrons [Ne] is the electron density, N is the total gas density, γ = 1.2 is
the specific gas heat ratio and Qi is the potential energy of species i.

The results gained from the ZDPlaskin solver in terms of neutral and excited species (at
a time of 0.5 ms because the residence time is too short that autoignition chemistry does not
significantly influence the reactants compositions), and the gas temperature of the activated
region were introduced into the CHEMKIN solver to investigate the combustion process.

A 1-D premixed laminar flame speed reactor was employed to analyze combustion
characteristics, considering thermal diffusion and multicomponent diffusion options. The
adaptive mesh parameters were set as CURV = 0.5 and GRAD = 0.05, with absolute and
relative error criteria of ATOL = 1 × 10−9 and RTOL = 1 × 10−5, respectively. The total
number of grid points used was typically 350–400. In this study, we have established that
the calculation domain of the CHEMKIN reactor ranges from −2.0 cm upstream to 4.0 cm
downstream with respect to the reactor and is sufficient to attain adiabatic equilibrium.
Numerical analyses were performed at various fueling conditions based on H2/CH4 ratio
(xH2) with or without plasma actuation. Table 1 shows the mole fraction of CH4, and H2
reactants at equivalence ratio of 1.

Table 1. Reactants mole fraction of CH4/H2/Air flames at plasma on and off conditions.

Case No. H2 (%) CH4 H2 O2 N2 Plasma (ON/OFF)

1 0 0.0950 / 0.1900 0.7149 OFF
2 5 0.0935 0.0049 0.1894 0.7122 OFF
3 10 0.0917 0.0101 0.1885 0.7094 OFF
4 20 0.0879 0.0219 0.1869 0.7031 OFF
5 0 0.0950 / 0.1900 0.7149 ON
6 5 0.0935 0.0049 0.1894 0.7122 ON
7 10 0.0917 0.0101 0.1885 0.7094 ON
8 20 0.0879 0.0219 0.1869 0.7031 ON

2.2. Plasma Kinetic Model

A comprehensive literature review was conducted to develop an extended plasma
kinetic mechanism for CH4/H2/Air mixture. It consists of 161 species and 1382 plasma
and gas-phase reactions, and includes ionization reactions, charged transfer reactions, dis-
sociation reactions, excited species reactions, recombination reactions, relaxation reactions,
and three-body recombination reactions. The mechanism also included 38 exciting species
and 35 charged species. The relevant reactions were taken from [21–24]. The collision
cross-sectional data were taken from the LXCat data source [13]. Further information can
be found in the previously published study [13].

2.3. Combustion Kinetic Model

The NSPD generated kinetic effects (neutral radicals, active particles, excited species)
and thermal effects were used to study the effect on flame speed in a CHEMKIN combus-
tion model. The CH4/H2/Air combustion kinetic model was created with an expanded
version of the combustion mechanism, incorporating thermodynamics and transport data.
The mechanism was updated from GRI-Mech v3.08 with ozone reactions [25] and up-
dated hydrogen combustion mechanism including the excited species O(1D), OH(2+),
O2(a1g) [26]. A sub-model of the excited species OH* and CH* has also been added [27].
Furthermore, the reaction mechanism of ions and excited species of CH4/Air mixture was
also considered [28].
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3. Validation of Kinetic Models

The plasma kinetic model was validated using an experimental study in [29] by
comparing the mole fraction of the decay process of O atoms. The plasma kinetic model
was validated using an experimental study in [13]. The model accurately predicts the O
atom mole fraction, in good agreement with experimental data.

The combustion kinetic model was validated using experiments by Coppens [30],
Hermanns [31], the Konnov mechanism [32], and the San Diego mechanism [33]. The
combustion kinetic mechanism was tested with H2 and CH4 fractions equal xH2 = 0.05
and xCH4 = 0.95CH4 at different equivalence ratios. Figure 3 shows the validation results
for burning velocities of CH4/H2/Air mixture with 5%, 30%, and 40%. H2 content. The
model shows good agreement with experimental data compared to other mechanisms,
with slightly lower values at rich burning conditions as seen in [30,31].

Figure 3. Validation: predicted values of burning velocities of CH4/H2/Air mixture with a H2

content of (a) 5%, (b) 30% and (c) 40%.

4. Results and Discussions

The present analysis was conducted under fixed plasma conditions: EN = 200 Td,
repetition frequency equal to 1000 Hz, and electron number density equal to 107 cm−3. The
effect of varying H2 contents (xH2 from 0 to 0.2) on active particle production was studied
in methane/air. Figure 4 shows the temporal evolution of active particles (H, OH, CH,
and CH3) as predicted by ZDPlaskin simulations under fixed plasma actuation conditions,
only changing the H2 content in the methane/air mixture. An increase in H2 concentration
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led to a significant improvement in the mole fraction of active species. The improvement
in active particles production was linearly proportional to the rise in H2 content, with
the maximum concentration observed at 20% H2. The rapid decomposition of H2

+ into
H, (E + H2

+ => H + H) due to its simple molecular structure and high reactivity and the
subsequent reactions with other intermediate species, led to increased concentration of
active particles. The maximum mole fraction of H was 0.00704 (Figure 4a), which was
almost twice the OH species equal to 0.0038 (Figure 4b). The maximum mole fraction
of CH3 was 0.006 (Figure 4c), slightly less than H but two orders higher than the molar
fraction of CH (0.000041, Figure 4d).

Figure 4. Temporal evolution of (a) H, (b) OH, (c) CH, (d) CH3 concentrations at different contents of
H2 in methane/air mixture using fixed plasma actuation conditions.

The H atoms were produced during the decomposition process when electrons reacted
with the ions of CH+, CH2

+, CH3
+, CH4

+, and H3O+. The primary reactions contributing
to the production of H, CH, and CH3 were E + CH4

+ = CH3 + H and E + CH3
+ = CH + H

+ H (reaction rates: 1020 and 1021 cm3 s−1, respectively). The OH radicals were produced
through the reaction O(1D) + CH4 = CH3 + OH (reaction rate: 1024 cm3 s−1).

As shown in Figure 5, the mole fraction of active species was significantly improved
with an increase in H2 content in the methane/air mixture. The highest mole fraction of O
atoms was observed at a 20% H2 content (xH2 = 0.2) with a value of 0.0158 (Figure 5b). This
was due to the decomposition of excited O2 species when reacting with H atoms and H2O
molecules, which increased in concentration due to the presence of H2 molecules in the
methane/air mixture. The dominant reaction path was H + O2(V4) => O + OH (reaction
rate: 1023 cm3/s). The O atoms produced began to reduce after 10−4 s, likely due to the
short reactive time of O atoms leading to their consumption during recombination and
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intermediate reactions. Similarly, ozone concentration improved as shown in Figure 5c,
with a mole fraction of 0.00729, close to that of H atoms (0.00704) at a 20% H2 content.

Figure 5. Temporal evolution of (a) CH2, (b) O, (c) O3, (d) NH3 concentrations at different contents
of H2 in methane/air mixture using fixed plasma actuation conditions.

Ozone is primarily generated through the reaction of O atoms with molecular oxygen
or with excited species of oxygen. The most significant reaction is O + O2 + N2 = O3 + N2,
as it has a reaction rate of about 1023 cm3/s. Nitrogen acts as a third body, removing excess
energy. Ozone can also improve combustion analysis as it increases flame speed [25]. The
temporal evolution of ammonia was also found to improve when nitrogen seed particle
was added to methane-blended hydrogen.

The kinetic and thermal effects predicted by ZDPlasKin were introduced into Chemkin
to investigate the flame speed and maximum flame temperature. The reactant mole fraction
of active particles and excited species predicted by ZDPlasKin were added to Chemkin to
account for kinetic effects. This was executed with a 0.5 ms residence time, which is too
short to affect the autoignition chemistry and the reactant composition. The flame speed and
peak flame temperature were investigated using a pre-mixed laminar flame speed reactor
at different methane-blended hydrogen mixture compositions with or without NSPD.

Figure 6a showed that flame speed improved with increasing hydrogen content
and plasma excitation. At stoichiometric mixture, adding hydrogen (xH2 = 0.2) to the
methane/air mixture resulted in a 14% increase in flame speed (ΔsL). A further improve-
ment of 35% was achieved with plasma discharge. At leaner condition (φ = 0.6) and same
H2 fraction, ΔsL was 16.7% without and 52% with plasma actuation. However, the same
flame speed was observed for both cases of xH2 = 0.2 and xH2 = 0.05 with PAC at lean and
stoichiometric conditions, similarly in case of xH2 = 0.1 and xH2 = 0 with PAC. It means
the same range of flame speed could be reached by varying both hydrogen fraction and
plasma discharge.
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Figure 6. Comparison of (a) flame speed and (b) flame temperature at various equivalence ratios
using different H2 contents with or without NSPD.

Figure 6b shows the predicted peak flame temperature Tf with or without plasma for
various H2 fractions. The results showed that increasing H2 did not affect Tf without plasma
discharges. However, with plasma, Tf was affected by H2 at fixed operating conditions,
especially for the rich mixture (Φ > 1). A slightly increase in Tf was found at lean and
stoichiometric conditions.

The study found that lean conditions at low flame temperature resulted in significant
improvement in flame speed. With 20% H2 and NSPD, flame speed reached 37 cm/s at
flame temperature of 2040 K at φ = 0.8. Similar results were observed with 0% and 5% H2
and a flame temperature of 2200 K at φ = 1. It was observed that the same flame speed can
be achieved at lean conditions by reducing Tf, leading to reduced NOx emissions.

Figure 7 compares the improvement in flame speed (%) at lean, stochiometric, and rich
conditions with xH2 = 0.2 with or without NSPD. It was observed that the improvement
trend was φ = 1.4 > φ = 0.6 > φ = 1. At lean conditions (φ = 0.6), adding xH2 = 0.2 improved
flame speed by 15%, however, using both xH2 = 0.2 and plasma resulted in a more than
50% improvement. At rich conditions, the largest improvement was seen with plasma due
to the increased fuel causing more active particles to be produced during NSPD”.

Figure 7. Comparative behavior of flame speed improvements (%) at lean, stoichiometric, and
rich conditions.

Literature [26] showed that the molecular excited species oxygen O2(1Δ) increased
burning velocity by 1% without plasma. The reaction path H2 + O2(1Δ) = H + HO2 was
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found to play a significant role. More than 5% of O2 was converted to O2(1Δ) in the presence
of electric discharge at ambient pressure [34]. Thus, plasma discharge could produce
significant amounts of O2(1Δ). Figure 8 analyzed the role of O2(1Δ) using hydrogen blends
with or without plasma discharge. The results showed no change in O2(1Δ) production
with hydrogen blends alone at various equivalence ratios. However, with the use of plasma
discharge, there was a significant rise in excited species production, especially at higher
hydrogen content.

Figure 8. Comparison of molecular excited species O2(1Δ) at various equivalence ratios using
different H2 contents with or without NSPD.

Impact of atomic excited species O(1D) on flame speed was studied using plasma
and hydrogen blends (Figure 9). Results showed low O(1D) concentration increased with
hydrogen and plasma, but still had minimal effect on combustion. However, it could be
increased with the increase in plasma amplitude.

Figure 9. Comparison of atomic excited species O(1D) at various equivalence ratios using different
H2 contents with NSPD.

Free radicals such as O, H, and OH are active due to unpaired electrons and short
lived in combustion [35]. They initiate chain reactions and branching. Figure 10a–d show
mole fraction profiles of O, H, OH, and CH3 using hydrogen blends with/without plasma
discharge. Adding hydrogen increased O, H, and OH mole fractions, but decreased CH3
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slightly (Figure 10d). Using NSPD in hydrogen blends raised O, H, and OH concen-
trations and moved the reaction region upstream. CH3 mole fraction was also slightly
increased with plasma discharge. OH particles had the highest concentration at 0.009 mole
fraction. Main reactions producing O, H, and OH particles are described as follows in
Equations (6) and (7).

OH + H2 = H + H2O (6)

H + O2 = O + OH (7)

Figure 10. Mole fraction profiles of (a) H, (b) O, (c) OH, and (d) CH3 with different blends of hydrogen
without or with NSPD.

Figure 11 shows the production rate of Equations (6) and (7) with xH2 = 0 and xH2 = 0.2
with/without NSPD. The rate increased and the peak shifted upstream with hydrogen
addition, but with xH2 = 0.2 and plasma, a significant impact was seen.

H2 and O2 mole fractions change with hydrogen blends and NSPD, shown in Figure 12.
H2 transforms from intermediate species to initial reactant in methane flames with xH2 ≥ 0.2
and NSPD. H2 starts reacting upstream in xH2 = 0.2, confirmed by [36]. H2 promotes
combustion and moves the reaction region towards upstream due to its higher reactivity
than CH4.
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Figure 11. Rate of production of O, H, and OH with different blends of hydrogen without or
with NSPD.

Figure 12. Mole fraction profiles of H2 and O2 with different blends of hydrogen without or with NSPD.

Figure 13a illustrates the mole fractions of CH4 in different H2 blends with or without
the NSPD. The addition of H2 and NSPD leads to a decrease in CH4 mole fraction, possibly
due to the high reactivity of H2 and lower CH4 concentration. The oxidation of CH4
greatly increased and its profiles were shifted towards the upstream sides. CH4 was mainly
consumed by reactions with active particles O, H, and OH. The dominant CH4 consumption
reactions are listed below.

OH + CH4 = CH3 + H2O (8)

H + CH4 = CH3 + H2 (9)

O + CH4 = OH + CH3 (10)
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Figure 13. (a) Mole fraction profile of CH4 (b) Rate of production of CH4 with different blends of
hydrogen without or with NSPD.

The rate of production of Equations (8)–(10) using hydrogen contents xH2 = 0 and
xH2 = 0.2 with or without NSPD is shown in Figure 13b. CH4 consumption was increased
for reaction Equations (8)–(10) and the peak of the reaction region was shifted towards
the upstream with the addition of hydrogen contents with or without plasma. However,
when combining the H2 blends of xH2 = 0.2 with NSPD, a noticeable impact was observed.
It was because hydrogen is more reactive, which promoted methane combustion. The
concentration of active particles O, H, and OH were increased when methane was blended
with hydrogen, mainly due to the chemical effects. Moreover, the NSPD further improved
the combustion process due to the thermal (moderate gas heating) and kinetic effects
(excitation, ionization and decomposition of fuel and air molecules occurred, which resulted
in the production of intermediate fuel fragments and active particles).

Finally, the lean flammability limit is discussed as the minimum equivalence ratio for
flame propagation. Figure 14 shows the lean flammability limit using hydrogen contents
XH2 = 0 and XH2 = 0.2 with or without NSPD. The flammability limit remained at φ = 0.6
without H2 and plasma but improved to φ = 0.5 with the addition of XH2 = 0.2. Plasma
discharge had a significant impact on the flammability limits, with φ = 0.45 at flame
temperature about 1500 K.

Figure 14. Flammability limits with different blends of hydrogen without or with NSPD.
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Combining XH2 = 0.2 and NSPD increased the flammability limit to φ = 0.35 at
1350 K, allowing self-sustained combustion at lower flame temperatures and reduced NOx
emissions. The improved flammability limits reduce fuel consumption due to the enhanced
reactivity and chemical effects of H2 and thermal and kinetic effects of NSPD.

5. Conclusions

This paper investigated the impact of NSPD on enhancing the flame propagation of
CH4/H2/air mixture under ambient temperature and pressure. A reduced electric field
experimentally estimated was used for numerical investigation. An extended version of
the plasma and combustion kinetic mechanism was applied and validated using available
experimental and numerical data. ZDPlasKin was used to predict the temporal evolution
of active particles and the results were integrated into CHEMKIN to enhance the flame
speed. The numerical study was carried out with varying H2 contents from 0 to 20% in
methane/air with or without plasma actuation. It was noticed that with the enrichment of
H2 concentration in the methane/air mixture at fixed plasma, the mole fraction of active
species was significantly improved. However, the improvements in the production of active
particles were linearly increased with the increase in H2 contents. The highest improvement
in flame propagation was observed at 20% H2/Plasma reaching 35%.

Flame speed improvement was significantly higher at lean conditions and low flame
temperatures. For instance, at an equivalence ratio of 0.8, 20% H2/Plasma resulted in a
flame speed of 37 cm/s at a flame temperature of around 2040 K. This same flame speed was
also observed in the case of 0% and 5% H2 with a flame temperature close to 2200 K, mean-
ing that high flame speed can be achieved at lean conditions and low flame temperatures,
reducing NOx emissions. Figure 7 shows the comparison of flame speed improvement
at lean, stoichiometric, and rich conditions with xH2 = 0.2 with or without NSPD. The
improvement in flame speed was higher at lean conditions (equivalence ratio of 0.6) with
the addition of xH2 = 0.2, reaching 15%. Combining xH2 = 0.2 with plasma discharge
significantly increased flame speed by more than 50%. Furthermore, the combination of H2
blend (xH2 = 0.2) and NSPD improved the flammability limit to equivalence ratio 0.35 at a
flame temperature of 1350 K, allowing for reduced fuel consumption.
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Abstract: In the H2020 project “Satellite-borne and INsitu Observations to Predict The Initiation of
Convection for ATM” (SINOPTICA), an air traffic controller support system was extended to organize
approaching traffic even under severe weather conditions. During project runtime, traffic days with
extreme weather events in the Po Valley were analyzed, an arrival manager was extended with a
module for 4D diversion trajectory calculation, two display variants for severe weather conditions
in an air traffic controller primary display were developed, and the airport Milano Malpensa was
modelled for an air traffic simulation. On the meteorological side, three new forecasting techniques
were developed to better nowcast weather events affecting tactical air traffic operations and used
to automatically organize arrival traffic. Additionally, short-range weather forecasts with high
spatial resolution were elaborated using radar-based nowcasting and a numerical weather prediction
model with data assimilation. This nowcast information was integrated into the extended arrival
manager for the sequencing and guiding of approaching aircraft even in adverse weather situations.
The combination of fast and reliable weather nowcasts with a guidance support system enables
severe weather diversion coordination in combination with a visualization of its dynamics on traffic
situation displays.

Keywords: air traffic management and airports; air traffic control; arrival manager; controller support
system; severe weather visualization; nowcasting; weather research and forecasting

1. Introduction

In some regions of the world, adverse weather conditions such as thunderstorms and
hailstorms (convective cells) are one of the biggest challenges in commercial aviation as
they can have major impacts on air traffic control (ATC) and airlines in terms of safety
and capacity [1]. Climate change is intensifying the water cycle [2], thus bringing more
intense rainfall and associated flooding, as well as more intense drought in many regions.
Current studies suggest that aviation contributes to between 2% and 3% of global warming
in the long term through CO2 and in the short term through methane and contrails [3]. It
is expected that climate change, through its impact on atmospheric processes, especially
on short-lived and highly localized phenomena (thunderstorms, hailstorms, etc.), will
also affect air traffic management activities. This phenomenon, also commonly known
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as thundercloud, is a main safety risk and can require circumnavigation, thus disrupting
air traffic flow, increasing delays, and lowering cost-efficiency. At many major airports,
capacity potential is already largely exhausted as global air traffic has continued to grow
in recent years [4]. Despite economic fluctuations and the influence of the COVID-19
pandemic, a recovery and further steady increase in flight movements is also predicted for
the future [5]. With narrow airspaces and the high density of movements, the probability
of flight delays increases in adverse weather conditions.

For more than 9% of the first half of 2018, Munich airport was affected by thunder-
storms around or close to the Alps [6]. In 2019, EUROCONTROL reported that 21% of the
delayed flights in Europe were caused by adverse meteorological conditions [4]. Around
10% of all European departure flight delays result from adverse weather, varying between
2% at Charles de Gaulle in Paris and 20% in Istanbul [7]. In Austria, 95% of regulated
airport traffic delays were caused by weather in 2018 [8]. In addition to reduced visibil-
ity [9], snow, short-term de-icing operations, and other strong weather events sometimes
make areas of airspace impassable. Unfortunate weather situations are also responsible
for the complete closure of airports [10]. The cost of a hub airport closure, for example,
can exceed three million EUR per hour for all stakeholders combined [11]. The enormous
economic significance that adverse and extreme weather events can have on aviation is
also becoming apparent.

An early and coordinated avoidance of adverse weather conditions can make en-route
flights and approaches more efficient; however, there are currently no appropriate solutions
that are operationally available for a guidance system that takes dynamic and convective
weather into account. Consequently, ATC requires innovative solutions for avoiding
emerging severe weather during flight. Adverse weather is often limited to regional areas;
however, when blocking main flight routes, this can have a significant impact on overall
air traffic. Thus, it is of utmost importance to support air traffic stakeholders both on
board and on the ground. If appropriate nowcast and forecast weather data are available,
the process of circumnavigation can be improved by implementing computer-based air
traffic controller and pilot support systems. These systems support ATCOs with route
information, altitude and speed advisories, and enhanced traffic displays with weather cells
and affected aircraft visualizations. To avoid areas with flashes and hail, diversions should
be designed in a way that pilots and ATCOs are able to choose their routes according to
their training and experience. This paper describes the technical implementation of an air
traffic controller support system for adverse weather situations in the vicinity of airports.
In addition, an initial validation of the prototypical system and its results is described,
which will be incorporated into the further development of the used arrival manager.

1.1. Current Situation

ATCOs are responsible for maintaining separations between aircraft. Today, spacing
to severe weather is the responsibility of the pilot in the event of occurring convective
cells. When adverse weather occurs on the aircraft’s planned or assigned route, the pilot
decides whether to fly through it, fly over it, or avoid it to the left or right. In addition
to the onboard weather radar, pilots can also use external live weather applications such
as eWAS, which can transmit current weather data to the cockpit via a fast SatCom data
link [12].

The ATCO clears this avoidance maneuver and ensures that it does not result in critical
separation infringements with other traffic. Center controllers, responsible for approach and
lower and upper airspace, have no weather radar available for their sectors. The systems,
visualizations, and procedures developed by the German Aerospace Center’s (DLR’s)
Institute of Flight Guidance presented in this paper use available weather information to
initiate four-dimensional route rescheduling and arrival sequencing. These tools provide
appropriate rerouting advisories for ATCOs at an early stage using forecasts from 30 to
60 min in advance so that pilots do not have to avoid adverse weather situations at short
notice. This relieves both the pilot and the ATCO and allows them to react in sufficient
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time in advance and at a reasonable distance so that rerouting trajectories stay safe and
efficient [13].

1.2. Related Work

Dealing with weather in ATC has multiple dimensions, such as accurate weather data,
on-ground and on-board systems, visualizations of weather for pilots, ATCOs and supervi-
sors, the determination of weather effects, the rerouting of aircraft, and the monitoring of
weather-affected air traffic using deviations from standard routes.

To develop controller support systems for adverse weather conditions, in addition to
meeting ATCOs’ requirements from these systems, it is also necessary to understand the
factors influencing pilots’ decisions and their situational awareness when facing predicted
or suddenly arising severe weather on their planned flight route [14]. Air traffic manage-
ment decision making in thunderstorm situations is affected by the uncertainty of such
situations [15,16]. Studies have shown that pilots pursue different strategies when avoiding
severe weather conditions in general [17,18], even with onboard support functionalities that
highlight unobtrusive and important weather characteristics [19,20]. One of the outcomes
of Ahlstrom’s validations was the discovery that there is still a lack of actual research on
the needs of Terminal Maneuvering Area (TMA) ATCOs concerning weather information
and support functions [21]. Recent studies also show that air traffic controller support
systems may reduce their workload in adverse weather conditions in the TMA [22,23]. The
use of decision support tools along with input data considering current and forecasted
weather for a user display was also proposed by Evans for the decision loop including
impact analysis and mitigation plans [24].

Although weather is one of the most important factors for aviation, ATCOs with no
outside view have only selective information about the meteorological conditions in their
sector, which they receive from the pilots. When available, they also use general weather
information from the Internet, but this is not specifically adapted for aviation. So far,
there is no integrated situation-sensitive weather view in their traffic situation display. In
2000, a detailed study on weather impact awareness with respect to the next five minutes
that included 20 ATCOs showed that, in almost 40% of the used scenarios, the ATCOs
were not fully able to identify the effects of weather on air traffic [25]. Since that time,
comprehensive systems such as weather radar have been further developed and are now
available at many ATC centers; thus, the meteorological situational awareness of ATCOs
should be much greater today. However, detailed studies considering new support systems
are not available.

2. User Requirements

Assimilated nowcasting data of convective areas should be visualized and used for
arrival scheduling to support ATCOs and reduce their workload in these kinds of non-
nominal conditions. For the definition of user requirements, a survey with nine ATCOs was
conducted within the project to obtain an overview about their demands and preferences in
order to enhance the acceptance and usability of adverse weather visualizations [26]. The
results of the survey facilitate suggestions to improve the presentation of adverse weather
areas (such as convective cells) on a traffic situation display for aircraft guiding and 4D
flight trajectory calculation with target times for significant waypoints [27]. These insights
were used for the development of an individually configurable primary display with
adverse weather presentation possibilities in order to increase acceptance of the support
system by controllers.

2.1. The Requirements Inquiry

A twelve-page questionnaire divided into ten different structured sections was pro-
vided to the participants. There were questions about display variants, in which the
participants could answer using a seven-point Likert scale, and questions that could be
answered with either “yes” or “no”. The latter ones had the additional option of specifying
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one’s answer or limiting its validity and scope via an associated comment field. After
general questions about the person, five presentation variants of convective cells were
introduced, for which the participants were asked to give an estimate of the support quality
of the display. The participants were also asked to provide a possible order regarding their
personal acceptance of the display modes. The third section concerned to what extent
the activation of the display should be automated or manual and whether they wanted a
weather display at all. After questions about dynamic and static weather visualizations, as
well as questions about a possible forecast period when integrating nowcasts, the final sec-
tion addressed ideas about the use of additional symbols on the aircraft labels on the radar
display to mark aircraft affected by adverse weather and also focused on the integration of
additional safety zones around measured and predicted convective cells in the airspace.

There were, in total, nine survey responses that were returned, though not all con-
trollers answered the complete set of questions. The number of participants was not
extensive. However, all of them were professional and licensed air traffic controllers.
Hence, their answers provide meaningful and valuable insights into the requirements for
adverse weather visualizations on traffic situation displays. The respondents were male
and their ages were uniformly distributed between the considered age groups (Figure 1).

  
Figure 1. Age distribution and professional experience of the participating controllers.

2.2. The Requirement Wishes of the Air Traffic Controllers

Although the integration of adverse weather is intended as a support for advanced
scheduling and sequencing, it was usually perceived by controllers as a taking over of
additional responsibility. Some of the respondents emphasized that it is the responsibility
of the pilot to ensure a safe flight, including evasive maneuvers due to adverse weather [26].
One of the most common comments regarded a possible overload of the controller’s display,
either with additional information or with its colored presentations. The next point was that
the controller’s display may only represent the actual state at any time and not a forecasted
one. On the other hand, the respondents stressed that displaying severe weather would
be beneficial for better planning and less interference with traffic flows. Due to the large
differences in the reactions of the pilots, respondents assumed that meaningful and realistic
categorization with regard to the dangerousness of a weather situation was impossible.
Experience shows that one aircraft can fly on the left side of a convective cell, the next one
on the right side, and the last one through some severe weather area depending on the
experience of the pilot and the interpretation of available onboard weather radar. Generally,
this supporting tool is conceivable for a planning controller. For executive controllers, there
might be a risk of visual overload on the traffic display. In principle, it was noted that it is
a very good approach to show current weather data in the radar traffic image. However,
there should be the possibility of manually switching this information on or off with a
button. This should be used by ATCOs if necessary for better planning of traffic in relation
to sequence creation. The represented information should always match the actions of
the controller. For instance, airspace being “usable” or “not usable” means that a display
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with two possible states should be used without detailed information about meteorological
airspace conditions.

The essence of the results from the requirements analysis for the development of the
controller support system in the project can be summarized very well with the phrase “less
is more”. Overall, eight out of the nine controllers that participated in the survey welcomed
a way of quickly and directly accessing weather information that is relevant to them. One of
their basic requirements is that any type of information, whether it is provided graphically
or numerically, must be able to be activated and deactivated quickly and easily on the
display. These requirements build the basis for further developments in the SINOPTICA
project that can visualize adverse weather on a controller’s traffic situation display.

3. AMAN Air Traffic Controller Support

Arrival Manager (AMAN) systems have been developed and deployed in Europe
over the course of the last 25 years. They are primarily designed to provide automated
sequencing support for ATCOs handling traffic arriving at an airport by continuously
calculating arrival sequences and times for flights while considering the locally defined
landing rate, the required spacing for flights arriving to the runway, and other criteria. The
AMAN has to generate flyable 4D trajectories with target times for all significant waypoints,
including runway thresholds.

During the last twenty-five years, the DLR’s Institute of Flight Guidance in Braun-
schweig has developed arrival management systems for different kinds of scientific appli-
cations at various international airports. The latest version of DLR’s previously developed
arrival manager tools “COMPAS” [28] and “4D-Planner” [29] is called the 4-dimensional
Cooperative Arrival Manager (4D-CARMA). Both previous versions were the result of
research projects in close cooperation with the Deutsche Flugsicherung GmbH (DFS).
Considering different constraints, such as weight classes, runway separation criteria, or
runway allocation, 4D-CARMA uses radar data and additional information, such as the
flight plans of all arriving aircraft, for sequencing and trajectory calculation. AMANs are
pure suggestion systems and have a planning horizon of around one hour. They ease AT-
COs’ tasks by taking over the particularly difficult planning and optimization of approach
sequences while considering all given constraints. This technical support in approach
planning can have a clearly positive influence on the effectiveness of ATCOs’ work since
approaching aircraft are integrated at an early stage, the required distances are precisely
considered, throughput is slightly increased, and approach trajectories are more direct and
thus shorter [30]. This is especially true when the decision support systems are combined
with speech recognition [31]. In recent years, developments in Arrival Managers have gone
in two main directions: On the one hand, the planning horizon has been systematically
extended to several hundred miles, giving aircraft a precise target time for the threshold
and, thus, a position in the landing sequence already in the en-route phase [32]. On the
other hand, attempts are being made to use machine learning (ML) methods to build pilot
support systems that are based on trajectories that have actually been flown and can thus
better represent the typical actions of controllers and pilots in certain situations than classic
deterministic algorithms [33,34]. With the help of ML, attempts are also being made to
support more environmentally friendly approach planning and thus further reduce the
environmental impact of aviation [35].

The first arrival managers already developed the systematic base for ATCO support,
and this has not changed in principle. Accordingly, the tasks of an AMAN can be divided
into different levels: “Sequence Planning” calculates optimal landing sequences based on
airspace structure, current air traffic situations, and performance criteria for all aircraft in
the airspace. “Trajectory Calculation” creates optimal 4D routes for every individual aircraft
to fulfil the planned sequence. “Advisory Generation” deduces the required instructions
from air traffic controller to pilot to follow the calculated trajectory, and “Conformance
Monitoring” tracks if aircraft follow the planned trajectories. In order to support adverse
weather avoidance, the assistant functionalities of an AMAN have to be adapted and new
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assistant functionalities need to be provided. The most important elements of an AMAN
capable of supporting severe weather area diversions are conflict detection between routes
and weather areas, alternate route finding, sequence calculation, and trajectory generation.

3.1. Diversion Route Finding

The AMAN 4D-CARMA used in SINOPTICA first creates an individual waypoint
list for the 4D trajectory calculation for each aircraft, which consists of both physical navi-
gation points, such as Very High Frequency Omnidirectional Radios (VORs) or Distance
Measurement Equipment (DME) and virtual Aeronautical Information Publications (AIPs),
or Flight Management System (FMS) waypoints with all their altitudes and speed con-
straints. Usually, this waypoint list is based on the defined standard approach routes and
transitions of the airport and the approach direction. If a conflict between a trajectory and a
polygon of severe weather has been detected, the waypoints located inside the polygon are
first determined. Afterwards, the points directly in front of and behind the polygon are
searched for.

The points inside the polygon are deleted from the waypoint list, and the points before
and after it are set as the start and end points for the diversion. For the route, points to
the right and left of the weather are now calculated in the direction of flight, which would
allow for a triangular diversion (for example, waypoints IP [P1P2] left or IP [P1P2] right in
Figure 2). If it turns out that the waypoints in front of or behind the polygon are too close
to it that an aircraft would have to fly a steep turn, these points are accordingly moved
further away from the polygon along the route (from waypoint P1 to P0 in Figure 2).

 
Figure 2. The principle of diversion route calculation. P0, P1, and P2 are points outside a weather
polygon and represent the possible start and end points of the diversion. All waypoints on the
waypoint list between them will be dismissed. Additionally, selected diversion waypoints such as
IP [P1P2]right will be integrated and used for 4D trajectory generation.

The next step is to determine the route lengths that involve a right- or left-side diver-
sion. In addition, the moving direction and speed of the severe weather is considered when
choosing the diversion’s direction. Subsequently, the newly determined waypoints are
integrated into the current waypoint list and used for arrival sequencing and trajectory cal-
culation.

3.2. Arrival Sequencing

For sequence planning, the shortest possible approach routes with the highest possible
approach speeds are determined, as well as the longest routes with the lowest speeds. These
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result in an earliest and a latest landing time for each aircraft, and a target time window can
thus be planned. The sequence is now determined by using the shortest possible approach
times for each aircraft. If two aircraft fall below their weight class-dependent minimum
separation, the succeeding aircraft is moved back in time until the minimum separation
is reached on final and for touchdown. If an aircraft is shifted behind its latest possible
landing time, it must be guided into a holding. This finally results in the landing times for
the precise trajectory calculation.

3.3. Trajectory Generation

The basis of the trajectory calculation is flight performance data and a waypoint list
with local constraints regarding speed and altitude limits. This trajectory must then be
subjected to two screenings. Firstly, whether the trajectory for the aircraft is feasible is
tested. This includes, for example, checking the radii of curves with respect to the approach
speed planned there. Another test criterion is conflicts with other aircraft. A conflict test
with polygons representing severe weather areas is a new addition. Conflict detection is
implemented by comparing the planned trajectories and the current or predicted weather
areas. If both conditions are met, the estimated landing time can be calculated from the
new trajectory.

Several functions are available in 4D-CARMA for calculating descent and reduc-
tion rates, which are calculated on the basis of EUROCONTROL’s Base of Aircraft Data
(BADA) [36]. Therefore, the rates depend also on the current altitudes and speeds of
aircraft. Thus, if the calibrated air speed (CAS) is reduced at the same time, the descent rate
is reduced by almost 50% compared to a descent rate with a constant CAS to indicated air
speed (IAS) ratio. However, there is also the possibility of using correction parameters for
the BADA data resulting from simulations and flight tests.

Initiated by the planned target time, the trajectory is calculated backwards starting
from the threshold into the air. The forward calculation always begins at the current
position of the aircraft. It takes place for at least 25 s from the actual time because it is
assumed that no AMAN-advised flight state changes are possible during this short period
of time due to the operations of a pilot or controller. However, if advisories that are already
displayed to the controller are known, it is assumed that these clearances are also given
and executed at the scheduled time.

The reverse calculation is normally carried out from the Final Approach Fix (FAF) in
the direction of the current aircraft position to the end point of the forward calculation. It
receives the waypoint list until where the forward calculation has been performed as input,
with all points between the Final Approach Fix (FAF) and the threshold being removed.

When calculating the trajectory coordinates, it is assumed that the current position and
track (flight direction) are known. Furthermore, the 2D route of the aircraft is described with
constraints through a list of predetermined waypoints P1, . . . , PN . These constraints are
the maximum and minimum values for the flight levels and CAS speeds to be maintained.
The waypoint P0 corresponds here to the current aircraft position, and the waypoint PN
corresponds to the runway threshold. If the position of the aircraft now approaches the
next waypoint on the route (Pi) by less than the predetermined distance L of 2 NM, a track
change to the next point (Pi+1) with a constant radius is started. Of course, this applies only
if the flight to the next waypoint is connected with a significant change in direction. After
validation trials with air traffic controllers in different projects, directional changes of more
than 0.5 degrees are considered as a significant route change in DLR’s AMAN.

In both cases—the forward and the reverse calculation—an attempt is made to place
an arc from the current position onto the following segment so that the end of the arc
will track in the direction of the following waypoint or the segment that can be flown. If
this is not possible, a direction change of a maximum of three degrees per second takes
place per integration step until the new track runs directly to the next waypoint. At the
end, the track is always flown to the next waypoint, but it can happen that the track then
deviates somewhat from the segment between the last waypoint and the next waypoint.
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This deviation is not critical in most phases of the approach. In this way, however, it can
always be ensured that deviations around severe weather areas always take place in a soft
arc and thus enable a realistic flight path.

3.4. Dynamic Severe Weather Visualization on a Traffic Display

Since convective cells should be visualized on a 2D display, the current and forecasted
cells can be represented by discrete sets of simple polygons. Each polygon of a set that is
valid for some time period has an identification number that provides unique correlation
between sets of cells. The polygons have to be displayed without covering essential traffic
information, such as aircraft labels or additional flight plan information. For animation
of actual weather development, two methods for comparison were implemented with
different demands in terms of the level of detail for weather information. In addition to a
linear extrapolation of the last weather development, this also includes a procedure based
on a morphing algorithm which, in addition to the last meteorological measurement, also
considers nowcasts in the animated presentation.

3.4.1. Algorithm for Advanced Weather Visualization

The mentioned polygons are simple, closed, and defined by the ordered set of its
vertices consecutively linked by line segments without intersections that bound a connected
interior area. Polygons with self-intersections, as well as polygons with holes, were not
considered since they are not suitable for the representation of areas that aircraft should
not fly through.

The main goal of the intended visualization is to perform a realistic interpolation of the
transformation of a polygons’ set at the current time t into a set of forecasted polygons at
the time moment t + Δt over the time period Δt. The interpolation should have small time
steps of less than five seconds in order to avoid gaps between consecutive visualization
pictures and to follow the update rhythm of aircraft radar data.

Since convective cells move and can appear, disappear, merge together, or split into
small parts over time, it is necessary and sufficient to develop approaches for performing
the following main interpolations:

1. A transformation of one polygon into another polygon;
2. A transformation of one polygon into several polygons and vice versa;
3. A transformation of one polygon in simultaneous splitting and merging cases of

this polygon.

The formulated task belongs to the class of 2D polygon morphing problems. This class
is well studied, especially for complex shapes, because of their wide applicability in com-
puter graphics and animation. Therefore, these solutions imply significant computational
effort or are instead developed for some initial objects with properties irrelevant for the
visualization of weather. A detailed overview of the related literature is out of the scope of
this paper. An overview on the existing methods is given in [37]. Here, we refer to works
related to polygon morphing.

Approaches for polygon morphing consist of two main steps: the mapping of polygons
by some characteristic or feature points and the specification of methods of interpolation
or curves. The last step is more complicated because retaining some of the characteristic
features of the considered objects during interpolation is often desirable. One of the
main goals in defining interpolation methods is avoiding the local self-intersection of
polygon boundaries.

There are many heuristics presented in the literature. Guaranteed intersection-free
polygon morphing, described in [38], relies on an analytical basis. However, the approach
uses a significant number of interior points and exterior Steiner vertices that increase its
complexity. The morphing of simple polygons with the same number of edges that are
correspondingly parallel is explored in [39]. Usually, morphing algorithms require user
assistance to relate the morphing objects. Malkova introduced intuitive polygon morphing;
however, the source and destination polygons must spatially overlap [40]. Moreira dealt
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with the application of 2D polygonal morphing techniques to create spatiotemporal data
representations of moving objects continuously over time [41]. The movement of icebergs
in the Antarctic seas was used as a case study and the data sources were sequences of
satellite images capturing the position and shape of the icebergs on different dates. The
authors applied a perception-based approach in [42], in which the so-called feature points
of the morphing objects were determined. The main challenges were the determination of
feature points and correspondences between feature points. Since this work investigated
the visualization of moving gaseous objects, rotations and similarities had an insignificant
role compared to the solid objects in [41].

Considering relatively small time-steps between consequent sets of convective cells
compared to their movement speed and transformation, linear interpolation appears to be
the best choice for the defined approximation requirements.

3.4.2. Moving and Morphing Algorithm Description

The first mentioned transformation of one polygon into another provides the basis
for the two remaining types of transformations, as well as the subsequent morphing of the
set of polygons at time t into the set of polygons at time t + Δt over the time period Δt.
Therefore, this should be primarily considered.

Decomposition of Polygon Boundaries

To morph one polygon into another, the boundaries of considered polygons are de-
composed into four corresponding parts to obtain a more natural interpolation of the
transformation that avoids significant turns and rotations of the boundary during interpo-
lation. For this purpose, four sets of vertices with minimal and maximal abscissas and with
minimal and maximal ordinates have to be found for the current and for the forecasted
polygon. These sets can contain more than one point, and some sets can coincide. If the
considered set consists of more than one point, the simplest solution is to take the first
point from each set of vertices in the vertex index increase direction. Another option is
to choose a point from this set, which provides balanced length for the boundary parts.
Boundary parts obtained in this manner are illustrated in Figure 3. Here, Polt and Polt+Δt

are polygons at time moments t and t + Δt, respectively. The points Et
i , i = 1, . . . , 8 and

Et+Δt
j , j = 1, . . . , 9 are the vertices and E∗Top

, E∗Right
, E∗Bottom

, E∗Le f t
are subsets of vertices

with minimal or maximal first or second coordinates of the polygons Polt and Polt+Δt.

Figure 3. Decomposition of boundaries into four parts (marked by different colors) for the actual
polygon Polt and the next (forecasted) one Polt + Δt.

After boundary decomposition, morphing of the boundary parts is performed through
the linear interpolation of the vertices in s discrete time steps of the duration Δt

s . To
perform the interpolation, the boundary parts are balanced in order to establish one-to-
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one correspondence between them. This means that the boundary part with the smallest
number of vertices receives additional points uniformly distributed along the edges so that,
on each edge, the quotient number of additional points plus one additional point on the
remaining number of edges in the vertex index increase direction is selected. The described
approach is illustrated in Figure 4. Here, the piecewise linear curve A1 A3 is transformed
into the piecewise linear curve B1B10. The quotient of the division of ten by three is equal
to three and the remainder is equal to one. Therefore, the edge A1 A2 gets three plus one
additional points, and three additional equidistant points are selected on the A2 A3 edge.
They are marked red in Figure 4.

Moving and Morphing of a Single Polygon

The described approach provides an identical number of “vertices” on both linear
curves to perform one-to-one linear interpolation in s discrete steps. The middle polyline
in Figure 4 illustrates the interpolated curve at the time moment t + Δt

2 . Morphing of the
polygon Polt into Polt+Δt is realized through interpolation of the transformation of four
corresponding boundary parts in accordance with the approach visualized in Figure 4. The
interpolated polygon at time t + Δt

2 is illustrated in Figure 5.

Figure 4. Additional points facilitating one-to-one transformation (marked by red color).

Figure 5. Visualization of one morphing intermediate step at the time moment t + t0
2 accordingly to

decomposition of boundaries into four parts (marked by different colors).

The input data to perform interpolation represent the current and forecasted locations
of cells, i.e., only the current situation and a forecasted result of transformation after time
period Δt are available. Although there is a correlation of identification numbers between

132



Aerospace 2023, 10, 210

sets of polygons reproducing current and forecasted situations, there is no information in
the input data in a merging or splitting case, with part of a pre-image corresponding to a
transformed polygon and vice versa. There is no way to exactly retrace the decomposition
process for available input data.

In the case of an interpolation approach where the forecasted decomposed polygons
are mapped to some parts of the current polygon, the free corridors appearing in the visual-
ization may not reflect the real-life situation and can deviate from it significantly. Therefore,
from a safety point of view, aircraft should not be directed through these corridors. Addi-
tionally, the time periods between the forecasts are relative short (up to ten minutes). Based
on these facts, the mapping of polygons without decomposition of the current polygon in
the splitting case and without decomposition of the forecasted polygon in the merging case
can be taken as a reasonable approach for transformation. This approach is explained and
illustrated in the next subsection.

Moving and Morphing Polygons with Splitting and Merging

During the development of occluded fronts, the splitting and merging of individual
convective areas always occurs, as well as a shift in the main precipitation areas within
the front. For this reason, it is important that an animated presentation format on a traffic
situation display can also reproduce these developments as realistically as possible. The
mapping of polygons in the splitting case to perform the interpolation of their transfor-
mation is shown in Figure 6. The polygon Polt|1 at the current time t decomposes over
the time period Δt in four parts, namely Polt+Δt|1(t|1) , . . . , Polt+Δt|4(t|1) , as illustrated in
Figure 6. However, the splitting contours are unknown and, as a consequence, the space
between appearing parts is not safe. Therefore, as was mentioned in the previous subsec-
tion, the current polygon Polt|1 is mapped to all four forecasted polygons Polt+Δt|1(t|1) , . . . ,
Polt+Δt|4(t|1) . The morphing of the polygon Polt|1 into each forecasted polygon Polt+Δt|1(t|1) ,
. . . , Polt+Δt|4(t|1) is then performed simultaneously in the way described above. Figure 6
shows interpolation lines, additional points, and the constellation of the polygons at the
time period t + Δt

2 . Colors correspond to the mapping of the polygons. An approach to
transform one polygon into several polygons, and vice versa, is hereby developed.

 

Figure 6. Illustration of interpolation without decomposition of the current polygon. On a radar
screen, only the envelope curve is presented. Corresponding mapping is visualized in different colors.
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The mapping of whole polygons can be also used to perform a transformation in the
case of the simultaneous splitting and merging of the current and forecasted polygons,
i.e., when a part of one polygon splits from the polygon and another part merges with
some other polygon at the same time. Figure 7 illustrates this mapping example without
decomposition.

 

Figure 7. Assignment of polygons for interpolation in the case of simultaneous splitting and merging.

Consequently, the presented morphing approach is applicable for general interpola-
tion of the transformation between two sets of closed polygons representing current and
forecasted adverse weather areas over a short period of time.

4. Meteorological Modeling

The three new meteorological forecasting techniques, i.e., Weather Research and Fore-
casting (WRF), the PHAse-diffusion model for STochastic nowcasting (PhaSt), and the
Radar Nowcasting Density of the Vertical Integrated Liquid (RaNDeVIL) model, were
developed and extended to better nowcast severe weather events affecting tactical ap-
proach operations. For this purpose, short-range severe weather forecasts with very high
spatial resolution were elaborated, starting from radar images, through an application of
nowcasting techniques combined with the Numerical Weather Prediction (NWP) model
and data assimilation.

4.1. Weather Models

WRF model v3.8.1 [43] was used for the numerical simulations. It is a next-generation
mesoscale numerical weather prediction system designed to serve both operational fore-
casting and atmospheric research needs that was developed at the National Center for
Atmospheric Research (NCAR) in collaboration with several institutes and universities
for operational weather forecasting and atmospheric science research. The model repre-
sents the atmosphere with a fully compressible non-hydrostatic set of equations, which is
discretized over a staggered Arakawa C-grid. The WRF simulations are produced in two
phases: the first configures the model domains, ingests the input data, and prepares the
initial conditions, and the second runs the forecast model, which is performed by the fore-
cast component that contains the dynamics solver and physics packages for atmospheric
processes (e.g., microphysics, radiation, and the planetary boundary layer). The forecast
model components operate within the WRF’s software framework V3.8.1 from National
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Center for Atmospheric Research (Boulder, Colorado), which handles input/output (I/O)
and parallel-computing communications. WRF is written primarily in Fortran, can be built
with several compilers, and runs predominately on platforms with UNIX-like operating
systems, from laptops to supercomputers. The WRF model is applied extensively under
both real-data and idealized configurations for research activity, but it is also used opera-
tionally at governmental centers around the world, as well as by private companies. Three
domains with a grid spacing of 22.5 km, 7.5 km, and 2.5 km and parametrization schemes
used for the WRF operational chain at the CIMA Foundation [44–46] were adopted for the
numerical experiments of this work.

PhaSt is a spectral-based nowcasting procedure based on the precipitation fields pro-
vided by radar measurements and the stochastic evolution of the transformed fields in
spectral space [47]. In the framework of the SINOPTICA project, the PhaSt algorithm
has been applied to Vertically Integrated Liquid (VIL) fields, a precursor of convective
activity [48]. The algorithm takes an empirical nonlinear transformation of the two pre-
cipitation fields used as initial conditions. The method uses the Fourier transform of the
two Gaussianized initial fields and their Fourier spectra to obtain the Fourier phase for
each wavenumber. The latter is then evolved in time by a stochastic process, while Fourier
amplitudes are kept fixed. A Langevin-type model is used to evolve the Fourier phases and
to generate a nowcasted Gaussian field. For the SINOPTICA project, the PhaSt algorithm is
applied in a sort of Rapid Update Cycle (RUC). For this purpose, three different approaches
are evaluated:

• No restart, namely a forecast every 5 min up to one hour;
• A restart every 10 min;
• A restart every 20 min.

The statistical analysis performed in terms of correlation coefficients and Continuous
Ranked Probability Score (CRPS), as well as through an object comparison between ob-
served and forecasted cell clusters, proves that the restart every 10 min approach provides
the best results; thus, it was decided to apply this approach to all case studies.

RaNDeVIL is a new method for identifying 2D convective cells with the potential to
produce nowcasts for severe weather. It is based on previous techniques but considers
the Density of the Vertically Integrated Liquid (DVIL) instead of reflectivity fields. By
considering only one level instead of several in volumetric data, the new method has the
advantage of greater speed, an important capability when air traffic controllers have to make
decisions in a very short period of less than a few minutes. Considering that thunderstorms
can develop close to airports and the TMA, the algorithm is a valuable tool that can support
ATCs in organizing approaching traffic under severe weather conditions [26].

The algorithm can effectively approximate future thunderstorm dynamics [49], with
particularly good performance for predictions up to 30 min. Distance differences of less
than 4 km between the centres of the observed and predicted areas were observed for more
than 85% of cells in the first 5 min nowcasts and between 2 km and 16 km for most 30 min
nowcasts. Beyond this time, the results are more unreliable but can still provide valuable
information to end users regarding storm propagation direction and possible impacts in
future scenarios.

4.2. Data Assimilation and Numerical Simulations

Data assimilation was performed using a 3-Dimensional Variational (3D-Var) tech-
nique with the WRF Data Assimilation (WRFDA) system [50] in version 3.9.1. The 3D-Var
scheme aims to improve initial conditions by minimizing a penalty or cost function that
reduces the misfit between the background forecast and observations [51]. Several exper-
iments that assimilated different datasets were carried out to assess the benefit of data
assimilation for the nowcasting of severe convective events that can impact aviation op-
erations. Radar reflectivity, temperature observations from in situ weather stations, and
Global Navigation Satellite System (GNSS)-derived data were assimilated every 3 h within
a 6 h assimilation window, whereas lightning data were assimilated every 15 min through
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a nudging technique [52] that increased model instability by adding water vapor when
flashes were observed. The results, widely discussed in [46], show that the assimilation of
lightning data plays a key role in improving forecast skill. Indeed, the numerical experi-
ment with radar and lightning data was able to produce reliable forecasts at high spatial
and temporal resolution that are suitable for ATM purposes.

5. Case Studies

In the framework of the SINOPTICA project, three different severe events were se-
lected to be analyzed. These events were identified during the summer season, when
temperatures are higher and a larger amount of energy is available for the triggering of
thunderstorms and the development of deep convective systems. The selected events
affected the major airports of the Po Valley in northern Italy, with Milano Malpensa (MXP)
having 28.8 million passengers affected in 2019 and Bergamo Orio al Serio (BGY) having
13.9 million passengers affected:

1. 11 May 2019 in MXP: A squall line hitting the Malpensa airport producing a large
amount of hail. There was no landing for over 1 h at the airport and eight flights were
diverted;

2. 7 July 2019 in BGY: General instability affected the Po Valley with intense thunder-
storms. Strong downbursts caused some diversions and huge flight delays;

3. 6 August 2019 in MXP and BGY: High atmospheric instability with thunderstorms
and hail hitting the Bergamo and Malpensa airports in the late afternoon. Several
cancellations and diversions occurred during the event.

5.1. Synoptic Analysis

On 11 May 2019, the Po Valley was affected by strong convective activity that caused
economic damage and seriously injured a person in the Lombardy region. The synoptic
scenario at 500 hPa was characterized by a stretched trough extending from northern
Europe to the Mediterranean basin. In the afternoon hours, the cold air mass at 500 hPa
reached the Po Valley with values around −26 ◦C and the winds consequently shifted to the
northwest [46]. On the other hand, the strong south-westerly flow at low levels moved a
large amount of water vapor from the Ligurian Sea to the inland, thus increasing convective
instability. These meteorological factors produced favorable conditions for the triggering of
convective cells over northern Italy. In this context, a squall line hit MXP, producing intense
precipitation and a large amount of hail on aprons and runways. The intense thunderstorm
also caused several floods in the city of Milan, where some underpasses and metro stations
were closed. Instead, the strong downburst winds caused the felling of trees and billboards
that required the intervention of firefighters.

On 7 July 2019, the Po Valley was affected by precipitation with a prevalent character
of thunderstorms, which was locally very intense and associated in various cases with
hail and strong gusts of wind. From a synoptic point of view, in the north of Italy, an
anticyclonic field of subtropical nature was retreating towards central-southern Italy under
the pressure of more unstable North Atlantic currents at high altitude (Figure 8, left panel).
The huge energy reservoir in the lower layers of the atmosphere (humid heat conditions)
that had accumulated in the previous days favored the triggering of the first thunderstorms
over the Alps as early as midday of 7 July 2019. The intense westerlies moved the first
storms towards the plain around 13:00 UTC, but a second group of organized cells hit the
central and eastern Po Valley between the late afternoon and evening, producing various
forms of damage: numerous garages, basements, roads, and underpasses were flooded,
and some buildings were evacuated.
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Figure 8. European Centre for Medium-Range Weather Forecasts—High Resolution Forecast
(ECMWF-HRES) analysis: 500 hPa temperature (◦C), wind (barbs), and geopotential height (dm,
contours) on 7 July 2019 (left panel) and 6 August 2019 (right panel) at 12:00 UTC.

On 6 August 2019, an anticyclone circulation characterized the synoptic scenario over
the Mediterranean basin and ensured atmospherically stable conditions and sunny weather
over the southern regions of the Italian peninsula (Figure 8, right panel). On the other
hand, a deep trough located over the British Isles affected central Europe by touching the
Alpine chain during the evening and causing a worsening of the weather conditions over
the pre-Alps. In this area, the presence of cold air at 500 hPa, with values around −13 ◦C,
increased the instability of the air column, thus promoting the development of convective
cells. In addition, the high values of specific humidity, namely the content of water vapor, at
850 and 950 hPa, in combination with wind shear conditions, easterly wind at 950 hPa, and
southerly wind at 850 hPa, produced a very unstable environment. From the early evening,
some convective cells affected the Bergamo and Milan provinces with moderate rainfall.
Later, the passage of moisture advection over the Alps between 18:00 UTC and 00:00 UTC
provided further energy for the convection. Consequently, a more intense convective storm
hit the central sector of the Po Valley and produced heavy precipitation, strong wind gusts,
and small hail.

5.2. Traffic Analysis: Historical Traffic under Adverse Weather Conditions at Milano Malpensa and
Bergamo Airports

In order to evaluate the influence of adverse weather conditions on air traffic in the
extended TMA around MXP and BGY, located at ca. 77 km distance from each other,
FlightRadar24 datasets from three different selected days with severe events—11 May 2019,
7 July 2019, and 6 August 2019—were analyzed.

In the case of MXP, there were two available days—7 July 2019 and 6 August 2019—
without airport closure under disturbed weather conditions and one day—11 May 2019—
when adverse weather conditions caused temporal closure of the airport. For BGY, there
were two days—11 May 2019 and 7 July 2019—in the dataset where adverse weather
did not lead to an airport closure and one day—6 August 2019—when the airport was
temporarily closed. As the airports are located adjacent to each other, it is of interest to
investigate the datasets in pairs in order to analyze the influence of the changing capacity
of one airport on the second one. Therefore, the following pairs of data were considered:

• On 7 July 2019, both airports operated under adverse weather conditions without closures;
• On 6 August 2019, BGY was temporally closed; however, MXP was open all the time;
• On 11 May 2019, MXP was closed for some period of time due to bad weather condi-

tions, whereas BGY continued operations.
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The first two datasets recorded on 7 July 2019 contain 322 arrivals at MXP and 144
arrivals at BGY. The travel time of arrivals in the extended TMA and touchdown time are
illustrated in Figure 9 in orange for MXP and in blue for BGY. In order to detect peak times
while smoothing the influence of outliers, a moving mean value over five neighbor travel
times was calculated. These mean values are shown as dark blue and dark orange lines in
Figure 9. In the case of MXP, the time until landing in the extended TMA varied between
693 and 2913 s with an average time of 1246 s and five peak periods, the most noticeable of
which was between 19:30 UTC and 21:30 UTC (Figure 9). The maximal and the average
flown distances in the extended TMA were approximately 302 and 168 km, respectively,
whereas the average flown distance at the mentioned peak period was equal to 225 km (i.e.,
57 km longer than the average flown distance over the whole day).

 

Figure 9. Visualization of travel time in the extended TMA and touchdown time for historical traffic
at MXP (orange color) and at BGY (blue color) on 7 July 2019.

In the same day, there were two outlier arrivals at BGY in terms of travel time in
the extended TMA. Taking them into account, the time until landing varied between 817
and 4836 s, with an average travel time of 1186 s. The detectable peak period is between
16:15 UTC and 17:30 UTC (Figure 9). The maximal and the average flown distances in
the extended TMA are approximately 718 and 160 km, respectively. The average flown
distance at the peak time amounts to 247 km with the outlier arrival and 194 km without
it. Even without the outlier, the average flown distance during the peak period is 34 km
longer than the corresponding value over the whole day.

Summing up, there are two possible coherent peaks at the considered airports that
may have been caused by weather conditions. These peaks are pairwise-marked by the
areas bounded by the dotted lines in Figure 9.

The second pair of datasets collected on 6 August 2019 contains 421 arrivals. It includes
99 more arrivals than the traffic scenario on 7 July 2019 for MXP and 144 arrivals for BGY.
The travel time in the extended TMA and the touchdown time of arrivals are shown in
Figure 10. The time until landing in MXP’s extended TMA was between 715 and 2436 s,
with an average travel time of 1161 s. The maximal and the average flown distances in the
extended TMA were approximately 352 and 161 km, respectively. In spite of the fact that
this scenario is larger than the previous one for MXP, it has lower values for maximal and
average travel time and, as a consequence, average travel distance.
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Figure 10. Travel time in the extended TMA vs. touchdown time for historical traffic at MXP (orange
color) and at BGY (blue color) on 6 August 2019.

In the same day, the time until landing in the extended TMA around BGY was between
703 and 5679 s, with an average of 1332 s. There are two peaks with respect to travel time
in the extended TMA between 19:30 UTC and 23:15 UTC, which are marked by the areas
bounded by the dotted lines in Figure 10. The maximal and the average flown distances in
the extended TMA were approximately 739 and 185 km, respectively.

The average flown distance during peak time amounts to 310 km and is, through
temporal closures of runways, at least 63 km greater than the corresponding average flown
distance during the peak time on 7 July 2019, when BGY was not closed. Figure 11 illustrates
the accumulated rainfall per ten minutes on 6 August 2019 at BGY, which correlates with
the peaks for travel time shown in Figure 10. However, there are no significant peaks
between 19:30 UTC and 23:15 UTC at the nearby MXP airport, as illustrated in orange in
Figure 10.

Figure 11. Histogram of the rainfall (blue bars) and accumulated rain (red line) at the Bergamo
airport on 6 August 2019 [46].

The last pair of datasets was recorded on 11 May 2019 and contains 233 arrivals to MXP
and 122 arrivals to BGY. On this day, a squall line hit MXP between 14:00 UTC and 16:00
UTC causing intense precipitation and heavy hail formation [46]. These adverse weather
conditions (Figure 12) led to the airport’s closure for about 40 min and some flight delays.
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In addition, nine aircraft were diverted to other airports. Figure 13 illustrates travel time at
the extended MXP TMA, which was between 719 and 4693 s with an average of 1196 s. This
distribution indicates that controllers had to guide many aircraft into holdings. According
to Figure 13, the airport was closed at around 16:00 UTC. The maximal and average flown
distances in the extended TMA were approximately 676 and 165 km, respectively. The
average flown distance during the peak time was equal to 349 km.

 
Figure 12. Apron of a runway at MXP on 11 May 2019 [53].

 

Figure 13. Visualization of travel time in the extended TMA and touchdown time for historical traffic
at MXP (orange color) and at BGY (blue color) on 11 May 2019.

Historical traffic at BGY on 11 May 2019 indicated a time until landing in the extended
TMA of between 782 and 2985 s, with an average travel time of 1197 s (Figure 13). There
was a peak period with respect to travel time between 17:30 UTC and 19:30 UTC, probably
as a consequence of the weather conditions at MXP airport described above. The maximal
and average flown distances at the BGY extended TMA were approximately 415 and 109
km, respectively, and the average flown distance during the peak period is equal to 215 km.
Although the weather conditions at BGY did not cause a runway closure, one can notice
the direct influence of the weather conditions at MXP on operations at BGY. Therefore,
the historical dataset for MXP on 11 May 2019 was chosen to construct simulation traffic
scenarios for investigation of the influence of adverse weather on arrival traffic. Table 1
summarizes the mentioned parameters for the three considered case studies.
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Table 1. Data summary of available historical traffic.

Airport MXP BGY

Date 11 May 2019 7 July 2019 6 August 2019 11 May 2019 7 July 2019 6 August 2019

number of arrivals 233 322 421 122 147 144

time until landing in
extended TMA (sec) 719–4693 693–2913 715–2436 782–2985 817–4836 703–5679

average time in
extended TMA (sec) 1196 1246 1161 1197 1186 1332

maximal flown
distance in extended

TMA (km)
676 302 352 415 718 739

average flown distance
in extended TMA (km) 165 168 161 109 160 185

average flown distance
in extended TMA at

peak period (km)
349 225 n/a 215 247 (194 without

outliers) 310

5.3. Traffic Scenario Definition

The simulations involved three traffic scenarios for the TMA at MXP, which were
based on FlightRadar24 datasets of the three days (11 May 2019, 7 July 2019, and 6 Au-
gust 2019). There were two days when weather conditions did not cause airport closure
(7 July 2019 and 6 August 2019) at MXP, which were used as baseline scenarios, and one
day with an airport closure for some period of time (11 May 2019), which was used as the
disturbed scenario.

5.3.1. Scenarios

The real datasets contain 322, 421, and 233 Malpensa flights. They were manually
prepared and then read with RouGe Software V1.11 from DLR (Braunschweig, Germany).
All military flights, helicopters, departures, and parachutist transports were filtered. To
validate the data visually, the datasets were converted to the Google Earth KML data
format. Figure 14 illustrates the flown trajectories on 11 May 2019 that occurred under
adverse weather conditions. One can recognize that multiple holdings were flown due
to thunderstorms at and around the TMA area. Figure 15 shows the flown trajectories on
6 August 2019 under normal undisturbed weather conditions.

The FlightRadar24 data prepared as simulation scenarios contain the following infor-
mation about callsign, aircraft type, weight category, position data plus time, speed, flight
altitude, and heading.

The constructed simulation scenarios were each planned using an AMAN with no
adverse weather as a baseline and weather forecasts from different forecast models for two
different severe weather events. Flight paths, times, the number of clearances, and fuel
consumption were used as key performance indicators (KPI) to compare these models. The
considered traffic scenario is based on the dataset from 11 May 2019. Seven scenarios were
planned using an AMAN and simulated:

• Without MET information (baseline);
• With MET data from the WRF-RUC, PhaSt, and RaNDeVIL models for the weather of

11 May 2019;
• With MET data from the WRF-RUC, PhaSt, and RaNDeVIL models for the weather of

6 August 2019.
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Figure 14. Prepared FlightRadar24 datasets from 11 May 2019 with flights operated under adverse
weather conditions.

 
Figure 15. Prepared FlightRadar24 datasets from 6 August 2019 with normal undisturbed
weather conditions.

5.3.2. The Malpensa Airspace Implementation for the AMAN

For aircraft arrival planning and simulations, MXP airspace had to be implemented
in DLR’s AMAN and the traffic simulation environment (Figure 16). For this simulation,
the airspace does not need all of the waypoints and sector boundaries of the real airspace;
therefore, only waypoints relevant for arrivals have been inserted. Departure routes were
not implemented, and this display thus looks less complex and simpler than usual radar
images from MXP. For sequencing, all Standard Arrival Routes (STARs) with the related
Flight Management System (FMS) waypoints were assigned as specified in the Aeronautical
Information Publications (AIPs) of MXP [54]. The waypoints are connected with constraints
regarding maximum and minimum altitudes, as well as maximum and minimum speeds.
These data are needed for the 4D trajectory calculation since it is not only speed but also
flight altitudes that have an influence on flight times until touchdown.
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Figure 16. The Malpensa airport and airspace in the AMAN planning and simulation environment.

MXP has two runways in the south–north direction: 35L and 35R. Because of the
closeness of the Alps, landings are exclusively northbound. With seven Entry Fixes or
Metering Fixes, the TMA has an average number of entry points that, while not covering all
points of the compass equally, are a good compromise with respect to the Alps, other nearby
airports, and restricted military areas in the vicinity of the airport. The Path Stretching Area
(PSA) to the south of the airport is formed by a trombone to the east and a double-trombone
to the west, which allows for an even distribution of approaches across the two runways.
According to the AIP, it is not until the Initial Approach Fix (IAF) with the name INLER
on Final that a decision is made as to which runway aircraft will be guided to; however,
analysis of radar data has shown that controllers guide aircraft to the appropriate centerline
much earlier. Runway switches on centerline or final are rather the exception.

STARs are assigned for each aircraft based on the respective approach direction and,
from the north, are also based on utilization of the western and eastern trombones. Aircraft
from the north are routed accordingly via the ODINA and RIXUV fixes, aircraft from the
east are routed via EVRIP and PEXUG, aircraft from the southeast are also routed via
PEXUG, aircraft from the south are routed via MEBUR, aircraft from the southwest are
routed via DEVOX, aircraft from the west are routed via ASTIG, and aircraft from the
northwest are routed via NELAB. During the selected days for the validation, all routes
were active and used by approaches.

6. Discussion of Approach Planning Results under Severe Weather Conditions

For validation of the planning and display software, the described scenarios were
calculated and the results were then presented to an international group of ATCOs. They
evaluated the individual scheduling and trajectory results of the AMAN 4D-CARMA, as
well as the entire approach of the support system.
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6.1. Results of Diversion Calculations and Sequence Planning

For validation of the new support functions implemented in DLR’s AMAN, an evalua-
tion was conducted with the AMAN that was linked to a traffic simulation and a question-
naire. The extended AMAN runs in 15 separate modules that communicate with each other
via a Maria database. In addition, the DLR’s radar display RadarVision is used, which
can display aircraft movements as well as additional information on flight plans and the
generated trajectories. In addition to the 2D route, this includes the planned altitudes and
speed profiles and, during a simulation, the current air situation in relation to the planned
4D trajectory. For traffic simulation, the AMAN was coupled with DLR’s ArrOS system.
ArrOS enables precise movements along a trajectory and simulates cooperative controllers
and pilots. A selection of screenshots from the simulation runs are used to illustrate the
possibilities and results of the validation trials with 4D-CARMA. The following pictures are
screenshots showing selected traffic and weather situations with different weather nowcast
models.

Diversion route calculation has to consider different constraints in the TMA and the
surrounding sectors. In the TMA, the routes are much more convergent, and the aircraft
have to overfly more significant waypoints with specific constraints than in the adjacent
sectors. As a result, the AMAN can plan larger-scale diversions in the sectors. In Figure 17,
the AMAN plans an early diversion and guides the aircraft EJU34CD on a more southern
route than the STAR intends.

 

Figure 17. A large-scale diversion route plan for aircraft EJU34CD, currently No. 1 in the arrival
sequence and approaching MXP from the west. The white arrows indicate the original STAR and the
yellow–red dotted line represents the AMAN 4D trajectory. MXP traffic mix from 11 May 2019 with
weather from 11 May 2019 and the WRF-RUC nowcast model.

For traffic visualization on radar screens, a dark image is preferred by some air
traffic controllers. In Figure 18, a dark color scheme was selected with trajectories and a
thunderstorm cell. In order to reduce the visual presence of the weather information, some
controllers had suggested in the run-up to the SINOPTICA concept’s development that
convective zones should only be displayed as bordered areas [27]. RadarVision now allows
controllers to choose between the two weather presentations of filled and bordered areas
and also allows for switching between dark and light-colored traffic visualizations through
keyboard input.
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Figure 18. The dark color scheme with convective zones displayed as bordered areas. Malpensa
traffic mix from 11 May 2019 with weather from 11 May 2019 and the WRF-RUC nowcast model.

A particular challenge was route planning that required diversions around several
convective zones moving at different speeds in different directions. In Figure 19, an example
of a diversion around four smaller convective areas is plotted for aircraft BEE156H arriving
at Malpensa from the northwest. In weather situations of this type, the AMAN must
decide independently whether it is more appropriate to fly through the loosely distributed
convective zones or to fly completely around the entire affected area.

 

Figure 19. Route calculation for aircraft BEE156H approaching MXP from the northwest through a
loose group of convective areas. If several convective cells occur as a group, the AMAN tries to guide
aircraft around them as a whole. MXP traffic mix from 11 May 2019 with weather from 6 August 2019
and the RaNDeVIL nowcast model.
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In Figure 20, a 4D trajectory was planned with a diversion right through a convective
area. However, following the weather forecast, this cell shifted to the southeast in the course
of the following minutes so that, when the aircraft arrived, the route precisely avoided this
area. If convective cells appear as a loose group, the AMAN tries to find a straight-line
route through them. It can happen that routes approach each other for up to a few miles
but are continued differently due to a small spatial and temporal distance (Figure 21).

 

Figure 20. Route calculation for the aircraft EJU36LR approaching MXP from the northeast through a
loose group of convective areas. Currently, this route is still blocked by a convective cell; however,
based on the forecast, the AMAN knows that the route will be clear by the time the aircraft arrives.
MXP traffic mix from 11 May 2019 with weather from 6 August 2019 and the RaNDeVIL nowcast
model.

 

Figure 21. Two different route calculations for aircraft approaching Malpensa from the northeast
through a loose group of convective areas. Even a small variance in temporally different initial
conditions can lead to different optimal routing. Malpensa traffic mix from 11 May 2019 with weather
from 6 August 2019 and the RaNDeVIL nowcast model.
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All routes calculated and displayed in this paper are 4D trajectories that include
altitude, speed, and time in addition to position. They are always calculated on the
basis of EUROCONTROL’s BADA 3.13 [36] and are therefore realistic within the scope
of technical possibilities. They should also therefore be able to be safely flown by the
respective types of aircraft. BADA data for the respective aircraft types are also used for
sequence calculation on the finals and the runways so that the distances between the aircraft
follow the separations corresponding to their weight classes. This is also valid for the 4D
trajectories calculated as diversion routes around severe weather areas. As an example,
an aircraft approaching from the north and its speed and altitude profile are presented in
Figure 22. It can be seen from the altitude profile in the upper diagram that it is not possible
for an aircraft to fly over or under a thunderstorm cell due to the descent that is usually
already initiated at the distance of a few dozen miles from the airport.

 

Figure 22. Visualization of an AMAN-calculated 4D diversion trajectory for aircraft BEE156H
approaching MXP from the west and currently ninth in the arrival sequence. In the upper dark blue
shaded diagram, the altitude profile is displayed, and in the lower one the speed profile is displayed.
It can be seen that the aircraft is already descending as it flies around the thunderstorm cell. MXP
traffic mix from 11 May 2019 with weather from 11 May 2019 and the PhaSt nowcast model.

Technically, 3D polyhedrons could be used for weather areas to specify the upper
and lower boundary of convective cells; however, this does not bring any operational
advantages in the context of approach planning. These visualizations indicate the strict
dependence of AMAN-calculated 4D trajectories under the influence of local weather on
the applied weather model and its assessment of meteorological severity for aviation.

6.2. Results of Controllers’ Validations

In the validation process at the end of the project, five active and former ATCOs
from Austria, Germany, and Poland received an introduction to the aims and the results
of the functional extended AMAN with severe weather guidance support. Afterwards,
an AMAN demonstration was held consisting of six videos comprising different AMAN-
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planned trajectories that changed depending on weather dynamics, traffic dynamics, and
the position of the aircraft. Additionally, two different kinds of weather presentations
(filled and bordered areas) on radar displays and 4D trajectories with predicted speed and
altitude profiles were introduced.

During the validations, the main idea of combining meteorological data, air traffic
approach procedures, and the topography of Malpensa in an AMAN for arrival support
was presented. The new approach with the adjustment of routes at early stages through
the use of forecast data and the organization of air traffic around dynamic weather areas
was explained. Five new supporting functionalities with routing, sequencing, weather
animation, aircraft tagging in the form of labels, and guidance advisories were introduced
and demonstrated. After the introduction, the controllers viewed and analyzed the videos
demonstrating AMAN planning and its impact on live traffic.

The controllers then filled out a questionnaire with a total of 17 main questions and
sub-questions on the technical assessment. Similar to the user requirements survey, 14
questions offered a seven-point response option that ranged between “strongly agree” and
“strongly disagree”. Each question also had a comment field where additional comments
and suggestions as well as explanations of the answers could be added. The controllers
had no time constraints when completing the survey. The questionnaire consisted of
17 questions and sub-questions, 14 of which had graded response options and could be
statistically analyzed:

1. In your opinion, can an AMAN be operationally improved by integrating adverse
weather information?

a. In the entire TMA?
b. In arrival sectors?
c. On anything else?

2. In your opinion, can an AMAN be operationally improved by integrating adverse
weather guidance support?

a. In the entire TMA?
b. In arrival sectors?
c. On anything else?

3. Would the concept proposed in SINOPTICA improve the situational awareness of the
Flow Management Position (FMP) in adverse weather conditions?

4. Would the concept of the extended AMAN, proposed in SINOPTICA, lead to im-
proved decision making?

a. Would it lead to timelier planning?
b. Would it anticipate decision making?

5. Would the SINOPTICA extended AMAN help to decide more appropriate ATFCM
measures? Would it lead to improved Flow Management?

6. Would the proposed enhancements help reduce the negative effects of adverse
weather?

7. Are the graphical displays proposed clear and easy to interpret?
8. Would you feel comfortable using the visual aids on the radar display?
9. All in all, do you find the proposed SINOPTICA concept for extended Arrival Man-

agement useful?

Analysis of the questionnaires showed that the controllers had professional experi-
ence ranging between 1 and 25 years, which thus covers a wide range of experience in
the profession of air traffic control. It becomes clear that the newly developed support
and visualization functions received clear overall approval from the controllers. Not all
controllers were able to answer all the questions because their training and work experience
did not give them sufficient knowledge of all the work positions where severe weather
support could conceivably be provided (by their own appraisal). Particularly important for
our controllers’ support system evaluation were the comments, suggestions, and criticisms
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of the participants. For this reason, a generous comment field was added to each question,
which was also used by most participants. These comments were intended to further
develop the system so that it could also be operationally used in the future. In addition to a
general level of approval, this kind of open user feedback is also important to ensure that
further developments do not neglect the needs and requirements of air traffic controllers.

Evaluation of the responses showed the overall comprehensive satisfaction of the
involved controllers with the extended system and its newly developed functionalities
(Table 2). For the numbers in parentheses, the value 1 represents the answer “strongly
disagree”, the value 4 represents “neutral”, and the value 7 represents “strongly agree”, with
the other values in between assigned accordingly. The ATCOs exhibited high agreement
with the notion that an AMAN can be operationally improved by integrating adverse
weather information (6.4/7) and adverse weather guidance support (6/7). They also
showed a high level of agreement with the concept that an extended AMAN would lead
to improved decision making (6/7). Furthermore, they reported their agreement with the
statement suggesting that they would feel comfortable using the visual aids on the radar
display (6/7). All in all, they found the proposed concept for extended Arrival Management
very useful (6/7).

Table 2. Detailed overview of the results of the questionnaires with graded answer options.
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somewhat
agree agree somewhat

agree agree agree

In summary, the evaluation of the validation with controllers showed that they would
very much like to use a system that supports them in approach planning and flying around
severe weather areas, both from a planning and visual point of view, as it would make their
daily work easier and thus also safer. It is noteworthy that they placed more emphasis on
weather information than on planning support.

7. Conclusions

In this paper, the extension of an approach controller support system for diversions
around severe weather areas is presented that can use different meteorological nowcast
models to automatically calculate approach routes and target times for arrival sequencing.

For this purpose, an AMAN was used in the H2020 project SINOPTICA as a planning
system considering polygons enclosing severe weather areas as no-fly zones and the
calculation of 4D trajectories based on aircraft type-specific parameters to avoid these
areas. In the project, the AMAN considered not only standard approach routes, but also
the constraints of waypoints; thus, realistic approach profiles were calculated that can be
used for approach and touchdown sequencing. After a user requirements analysis with
nine ATCOs, new functions were implemented so that approach controllers could receive
guidance instructions from the AMAN for clearances in order to guide weather-affected
aircraft along planned trajectories, and visual presentations were also provided on the
primary display to help quickly and clearly identify aircraft concerned by a diversion.
The AMAN and the newly developed diversion functionalities were tested with different
extreme weather events that occurred in 2019 in northern Italy, which were modeled and
reproduced with the PhaSt, WRF-RUC, and RaNDeVIL weather models.
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During the first phase of the project, a user requirement survey was conducted in
which different severe weather display types and support functionalities were evaluated by
an international ATCO team with nine participants. As a result of the survey, two dynamic
presentation variants were developed for the display of the current meteorological situation
in the airspace, as well as its predicted development, and these variants are presented in
detail in this paper. The first one is based on a linear extrapolation of the last meteorological
measurements. It can be used if no dedicated weather forecasts are available. The second
variant is based on a method similar to morphing in computer graphics. Here, the shapes
of the actual and the predicted weather areas are decomposed into polygons and then
merged in a flowing animation. In this way, an ATCO can track the development of severe
weather areas at any time and can even adjust the organization of the airspace independent
of planning support provided by a decision support system.

An evaluation with an international team of five active controllers showed that an
AMAN is very helpful if there is a possibility of large-scale fly-around routing for the avoid-
ance of severe weather areas. For this purpose, longer-term and highly precise forecasts
that are precisely tailored to air traffic control requirements are essential. Additionally, the
forecast model must correspond to the safety perception of ATCOs and pilots on site so
that they can manage the traffic as efficiently and safely as possible. In summary, with
the help of sophisticated nowcast models and an extended AMAN, SINOPTICA was able
to show that it is possible to support ATCOs and pilots to guide air traffic safely and effi-
ciently around severe weather areas in challenging meteorological situations, thus making
planning more reliable and predictable for all stakeholders on the ground and in the air.
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Abstract: Carbon fibre-reinforced plastics (CFRP) are predestined for use in high-performance
components due to their superior specific mechanical properties. In addition, these materials have
the advantage that the material properties and in particular, the failure behaviour can be adjusted.
Fibre-dominated failure modes are usually brittle and catastrophic. In contrast, delaminations
successively absorb energy and retain in-plane structural integrity. Previous investigations have
shown that interface modifications can be used to selectively adjust the interlaminar properties, which
decisively influence the delamination behaviour and the associated failure behaviour of structures.
However, a systematic analysis of the influences of the positioning and characteristics of the interface
modifications on the structural failure behaviour is still missing. Based on existing experimental
investigations on the energy dissipation of CFRP impact-loaded beams, the failure behaviour is
described here with the help of numerical simulations. The structural failure behaviour and the
energy dissipation are represented in a three-dimensional, parameterised finite element analysis
(FEA) model. Furthermore, the parameterised models are used to maximise the energy absorption
of the three-point bending test through three concepts of interface modification. The large number
of model input parameters requires a metamodel-based description of the correlation between the
positioning and characteristics of the interface modification and the energy dissipation. Within the
scope of the present work, a procedure is therefore developed which enables an efficient design of
interface-modified CFRP under impact loads.

Keywords: carbon fibre-reinforced plastics; energy absorption; impact; optimisation; simulation;
three-point bending test

1. Introduction

With their highly specific mechanical properties, carbon fibre-reinforced plastics
(CFRP) are suitable for use in high-performance components such as crash- and impact-
loaded structures such as composite fan blades [1,2]. In addition, these materials have the
advantage that the material properties and especially the failure behaviour can be adjusted.
The focus is mostly on the adaption of the fibre orientation to the dominant stress in order
to increase the stiffness and strength of the materials [3]. This approach often leads to
a brittle failure behaviour of the corresponding structures so that on the one hand, the
structural integrity is compromised, and on the other hand, the energy absorption capacity
is not optimally utilised [4].

Besides the choice of fibre and matrix material as well as the textile architecture, there
are essentially two approaches for increasing the energy absorption of fibre-reinforced plas-
tics. Firstly, the fibre–matrix adhesion is specifically adjusted by influencing the boundary
layer during manufacturing. Initial work on this goes back to [5], where the influence of
the adhesion properties of an epoxy matrix to boron filaments and their influence on the
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fracture toughness of such composites is described. The work in [6] follows this approach
and shows that the fracture toughness is further increased by alternating high and low
fibre–matrix bonds along the fibres. Secondly, especially in multi-layered composites, suit-
able interlayers are inserted through the concept of controlled interlaminar bonding. In this
methodology, primarily thermoplastic interlayers are inserted into layer-based thermoset
composites. A good overview of methods that lead to an improvement of the interlaminar
properties by interleaved layers on a thermoplastic basis, but also to a more brittle failure
behaviour with lower energy absorption, is given in [7]. In contrast, methods with lower
interlaminar properties generally result in significantly higher energy absorption with
improved structural integrity and a moderate decrease in structural strength [8–10].

The mentioned studies are exclusively experimental, and their conclusions are based
on purely empirical statements. The study presented here, however, introduces a simulation
approach that can be used to identify, analyse, and target the phenomenology of the
energy absorption mechanisms of impact-loaded composite structures. A methodology
is presented that describes the interface modification of CFRP in the framework of finite
element analysis (FEA) up to the structural scale. Thus, this approach can be used to
extend the experimental database with virtual tests. Finally, it is shown how the interface
modification approach can be adapted to an optimisation process [11,12]. Thus, it is possible
to derive concepts with which the energy absorption behaviour of impact-loaded CFRP
structures can be significantly increased.

2. Materials and Methods

Deformation, damage, and failure behaviour of interface-modified CFRP beams is
investigated numerically based on the experimental data of [10]. An interfacial modification
by means of perforated polytetrafluoroethylene (PTFE) foil is used (Figure 1a). Figure 1b
shows the geometric dimensions of the perforated PTFE foil.

 
(a) (b) 

Figure 1. Modification concept. (a) Interface modification concept by inter-leaved perforated PTFE
foils with quadratic holes; (b) geometry parameters of perforated PTFE foil: a: edge length of hole, b:
distance between holes, d: edge length of unit cell [13].

As PTFE does not adhere to the composite material, the interface properties are
influenced exclusively by the geometric (mesostructural) dimensions and can be adjusted
by the so-called interlaminar contact area κ:

κ =
2 a2

d2 . (1)

In the experimental study, a constant value of 4 mm was chosen for the edge length of
the perforation a [13]. Based of targeted interlaminar contact area κ, the distances between
two perforations b and the length of the unit cell d are derived. The investigations are carried
out using the example of a plain weave fabric composite based on a HexPly M49 200P
prepreg semi-finished product from Hexcel. Consolidation is carried out in an autoclave
process according to the manufacturer’s specifications, resulting in an average fibre volume
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content of 55% [14]. Further details about the physical and mechanical properties are shown
in Table A1 in Appendix A.

2.1. Influence of Interface Modification on In-Plane Properties

To determine the influence of the interlaminar interface modification on the in-plane
properties of the composite, tensile tests according to DIN EN ISO 527-4 are performed. The
rectangular specimens were 200 mm long, 25 mm wide, and 2 mm thick and were tested
with a loading velocity of 0.5 mm/s. Figure 2a shows the fracture patterns of exemplary
tensile specimens with the respective contact surface proportions κ. The fracture surfaces of
specimens with high contact area fractions show smooth fracture surfaces, while specimens
with low contact area fractions show more jagged fracture patterns. This behaviour is a
consequence of different load redistribution processes during damage propagation. When
a single layer of a specimen with high interlaminar properties fails, the load is redistributed
to the other layers. These are subsequently overloaded in the immediate vicinity of the
first point of damage and subsequently fail there. In contrast to test specimens with a high
contact area, test specimens with a smaller contact area show a different failure mechanism.
If a single layer in the laminate with low interlaminar properties fails, the crack does not
run into the adjacent layers, but separates and decouples the individual layers from each
other. This causes the adjacent individual layers to fail at their respective weak points,
which do not necessarily have to be close to the position of the original initial failure.

 

 
(a) (b) 

0

Figure 2. Failure behaviour of interface-modified textile-reinforced CFRP; (a) tensile specimens after
tests and (b) corresponding mechanical in-plane properties in weft direction.

The Young’s modulus remains almost constant with the increasing contact area κ. The
strength, however, increases with increasing contact area κ, which is due to an influence
on the local stress state as a result of the perforation as an interference point. Additionally,
the load transfer between the individual layers is limited by the low interlaminar property.
The investigations carried out here prove that the in-plane properties under tensile load are
not significantly influenced by the selected type of interface modification.

The in-plane failure behaviour is described by an adaptation of Hashin’s failure
theory [15]. Here, no interaction between tensile σ11 and shear stresses σ12 and σ13 in tensile
fibre mode is assumed:

σ11

xt
= 1, for σ11 > 0. (2)

The fibre compressive mode is modelled analogously:

|σ11|
xc

= 1, for σ11 < 0, (3)

where xt and xc are the tensile and compressive strengths in the fibre direction. Failure
in the 2-direction is also modelled as fibre failure for woven fabrics due to symmetry.
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Since out-of-plane failure is modelled with the cohesive element approach, the out-of-plane
failure mode is supressed by setting strengths to very high values for the single-ply material
model. The LS-DYNA material model 58 (*MAT_058) [16] is used for modelling. MAT_058
also enables the modelling of damage evolution using the Matzenmiller model [17]. The
material’s stiffness is gradually degraded until a residual level of stress (slimt1, slimc1) is
reached. This is kept constant until the final failure strain (fail1, fail2) is reached. Since
the material can still transfer loads in compression failure, higher values are assumed
for slimc1 and fail2 than for the corresponding values for tensile failure slimt1 and fail1.
Figure 3 shows the modelled stress–strain curve in the fibre direction. Table 1 shows the
key material parameters. The full LS-DYNA material cards are shown in Tables A2 and A3
in Appendix A.

 

Figure 3. Investigated interface modification designs.

Table 1. Material properties used for three-point bending model.

Property Symbol Quantity Unit

Elastic

Young’s modulus in fibre direction ea, eb 53,300 MPa

Young’s modulus in through-thickness direction ec 10,000 MPa

Poisson ratio in-plane prba 0.085 -

Poisson ratio out-of-plane prca, prcb 0.0185 -

Shear modulus in-plane gab 4099 MPa

Shear modulus out-of-plane gbc, gca 1775 MPa

Strength

Tensile strength in-plane xt, yt 994 MPa

Compressive strength in-plane xc, yc 1081 MPa

Shear strength in-plane sc 100 MPa

Post failure

Factor of minimum stress for fibre tension slimt1, slimt2 0.03 -

Factor of minimum stress for fibre compression slimc1, slimc2 0.581 -

Factor of minimum stress for in-plane shear slims 0.950 -

Failure strains (element deletion)

Tensile failure strain in fibre direction fail1, fail3 0.030 -

Compressive failure strain in fibre direction fail2, fail4 0.115 -

Shear failure strain in-plane fail5 0.400 -
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2.2. Influence of Interface Modification on Out-of-Plane Properties

The influence of the interlaminar contact area proportion on the delamination be-
haviour is investigated using five pre-cracked double cantilever beam (DCB) test speci-
mens. The specimens have an interlaminar contact area κ of approx. 0.15, 0.30, 0.45, and 1.0,
respectively, and are tested according to ISO15024. The results are presented in Figure 4.
The relationship between through-thickness strength, the strain energy release rate, and κ
is reasonably well-represented by a linear fit.

 
(a) (b) 

Figure 4. (a) Through-thickness tensile test results and (b) DCB test results for different interlaminar
contact areas.

Cohesive zone approaches are used for modelling delamination between adjacent
single plies. They allow an evaluation of the delamination initiation and a description
of the delamination growth. LS-DYNA offers cohesive zone models as part of contact
formulations or through special cohesive elements.

The accuracy of cohesive elements is higher in comparison to contact formulations [18].
Therefore, cohesive elements with a bilinear material model are used here for modelling
the delamination behaviour of interface-modified multilayer composites.

Table 2 shows the key parameters for the cohesive model without interface modifi-
cation (κ = 1.0). The full LS-DYNA material card is shown in Table A4 in Appendix A.
The parameters of the strengths (t and s) and the critical energy release rates (gic and giic)
are adjusted to account for the interface modification in the material model. Since PTFE
does not adhere to the composite material, the interlaminar properties of the strengths
and strain energy release rates are also zero at κ = 0 (no perforation, intact release foil). A
linear relationship between the interlaminar contact area and strain energy release rate in
Mode I applies to both the strengths and the characteristic values in the Mode II load case
(Figure 4).

2.3. Three-Point Bending Test Simulation

The influence of the interface modification on the structural deformation and failure
behaviour is investigated by modelling an impact-loaded three-point bending beam setup
(Figure 5a). The supports and the load introduction are modelled with rigid shell elements.
The indenter moves downwards at a constant velocity of 2 m/s for a total displacement of
20 mm. Each prepreg layer is modelled by two elements in the thickness direction using
reduced integrated hexahedral elements (ELFORM 1). The element size is 1 mm in the
longitudinal axis and 3.33 mm in the width direction, resulting in 5964 solid elements. In
addition, potential delamination layers are distributed symmetrically to the centre plane
corresponding to the experimental setup [10] with 1 μm thick cohesive elements (ELFOR 19),
resulting in 1065 cohesive elements. A segment-based automatic surface-to-surface contact
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with a friction coefficient of 0.3 [19] is used to enable contact between the composite plies
after the cohesive elements have failed.

Table 2. Cohesive properties.

Property Symbol Quantity Unit

Elastic

Normal stiffness en 5 × 106 N/mm3

Shear stiffness out-of-plane et 1 × 106 N/mm3

Strength

Normal tensile strength t 32 MPa

Shear strength out-of-plane s 50 MPa

Post failure

Normal strain energy release rate gic 0.96 kJ/m2

Shear strain energy release rate giic 2.50 kJ/m2

  
(a) (b) 

Figure 5. (a) Geometry of three-point bending test. (b) Force–displacement curve with according
energies.

The test is evaluated using the force–displacement curve (Figure 5b). The curve’s
integral equals the total absorbed energy ET. The integral up to the force maximum is
referred to as initiation energy EI and corresponds largely to the elastic energy stored in the
test specimen. The remaining energy is referred to as propagation energy EP and is largely
related to damage and failure processes in the test specimen.

To improve the energy absorption capacity of impact-loaded CFRP structures, the total
energy absorbed ET should be maximised. In the case presented here, this can be achieved
by maximising the propagation energy without significantly reducing the initiation energy.
Furthermore, the structural integrity of such CFRP composites can be improved by the
initiation and propagation of delaminations.

2.4. Optimisation Strategies

The desired increase of energy absorption and structural integrity of the impact-loaded
CFRP beam is approached using three different interface designs (Figure 6). The interlami-
nar properties of all five interfaces are uniformly weakened by varying the interlaminar
contact area in design A (Figure 6a). Design B establishes whether a layer-by-layer weak-
ening of the interface leads to a further increase in energy absorption (Figure 6b). Finally,
sectional interface modifications are used in the third concept to determine which positions
are particularly suitable for weakening in design C (Figure 6c).
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(a) Design A (b) Design B (c) Design C 

Figure 6. Investigated interface modification designs.

The software LS-Opt is used to carry out the optimisation [20]. A metamodel-based
optimisation of the resulting 15 model input parameters is performed using a sequential
approach, which reduces the parameter space in each iteration (see Figure 7).

Figure 7. Framework of the applied metamodel-based optimisation.

A design of experiment (DoE) is created using Latin hypercube sampling. FE simula-
tions are then generated for each parameter set. Based on these results, a feedforwarded
neural network (FFN) metamodel is trained using standard LS-Opt settings. The FFN
approximates the relationship between the interface parameters κi and the total energy
absorption ET. The input parameters are then optimised based on the predictions of the
metamodel. The ASA (adaptive simulated annealing) algorithm is used for optimisation.
The sequential optimisation is terminated when the parameter sets or the objective function
differ less than 1% from the previous iteration. If this is not the case, new parameter sets
are generated, whereby the parameter set domain is reduced by 20%.

3. Results

First, the FEA model is evaluated regarding its predictive quality for representing the
complex deformation and failure behaviour. Then, the results of the optimisation for the
three interface designs are presented.

3.1. Model Validation of the Reference Model

Figure 8 shows a comparison of the deformation and failure behaviour of impact-
loaded CFRP beams with different interface modifications (design A) based on both ex-
perimental and numerical analyses. In the case of no interface modification κi = 1, the
specimen fails brittle and central. This is well-predicted by the simulation. When the
interfacial property is weakened (κi = 0.3), a delamination failure occurs as initial failure
mode on only one side of the specimen with a subsequent fibre failure. This sequence is not
predicted accurately by the simulation. The model predicts a symmetrical delamination
failure on both sides of the specimen, which is due to the assumed perfect symmetry. Nev-
ertheless, this FEA model can be used to investigate the influence of the interface design on
the structural behaviour since the key failure modes are captured by the model.
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(a) Images of high-speed camera. (b) Corresponding simulation images. 

Figure 8. (a) Images of high-speed camera during the three-point bending test for two different
interface modification concepts [10] and (b) corresponding simulation images.

3.2. Energy Absorption Capacity of Optimised Interface Modification Designs

The following section presents the results of optimising the interface designs for
improved energy absorption and structural integrity.

3.2.1. Design A (Same Layer-by-layer Interface Modification Concept—Figure 6a)

Figure 9 shows the energy absorption of the impact-loaded CFRP beam with different
interlaminar contact areas κ. Figure 5b displays the various energies as functions of contact
area. The total energy ET is the sum of the initiation EI and propagation energy EP.

Figure 9. Simulated initial EI and propagation energy EP of the three-point bending test for different
interface modifications κi.

The simulation with a contact area (κ = 0.0) shows a very compliant structural
response, as the whole specimen is already delaminated in the simulation. It also shows
no in-plane failure until the specimen slips through the support, and the force signal
increases continuously from this point on. After the slippage, there is still some force
transfer due to inertia and friction from the contact of the indenter with the specimen.
However, these effects are neglectable; therefore, the energy absorption capacity of this
interface modification is largely determined by the initiation energy.

From a κ of 0.1, EI increases as the force rises more steeply due to a higher initial
stiffness. Compared to the case κ = 0.0, EI is lower for κ = 0.1. Although the maximum
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force is much higher, the displacement at maximum force is lower due to the much higher
stiffness, resulting in lower EI. Since the interlaminar properties of strengths (t and s) and
critical energy release rates (gic and giic) are very low, extensive delamination occurs in all
five interfaces from the time the maximum force is reached. As a result, EP is significantly
higher than EI. In general, this indicates that an increasing contact area leads to an increased
EI due to the higher force maxima caused by increasing interlaminar strengths. However,
at contact areas of 0.5 and above, the initial failure is no longer dominated by delamination
failure, but by fibre failure. This is why the initiation energy remains almost constant from
this interface modification onwards.

EP decreases starting from κ = 0.2. Due to increasing interface strengths, not all five
modified interfaces delaminate and dissipate energy accordingly. Reduced delamination
occurs since the initial failure is determined by the in-plane failure. This trend intensifies
above a κ of 0.5. EP decreases with increasing interlaminar contact area and approaches
zero. The small increase in the propagation energy at κ = 0.9 results from a subsequent force
effect on the indenter due to a collision with the refracted beam arms and thus represents a
numerical artefact.

In reference [10], the amounts for the interlaminar contact area are given as nominal
values. For comparison with the simulations presented here, it is necessary to use the
precise values for the specimens resulting from the manufacturing process. Table 3 contains
these values, and Figure 10 compares the results from [10] with the simulation results based
on the methods used here.

Table 3. Nominal values [10] and values resulting from the manufacturing process for interlaminar
contact area.

Interlaminar Contact Area κ

Nominal [10] 0.20 0.40 0.60 1.00
Real 0.15 0.31 0.46 1.00

Figure 10. Experimental and numerical initial EI and propagation energy EP in three-point bending
test for certain interface modifications κ.

Generally, the numerical model is capable of reproducing the complex deformation
and failure behaviour of the impact-loaded CFRP beams. The simulations significantly
underestimate the initial energy for a small contact area κ. The experimentally determined
force–displacement curve is clearly nonlinear until the maximum force is reached. This
rather gradual failure is explained by smaller delamination processes [10]. In contrast, the
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simulations predict a strongly linear force–displacement curve until a sudden large-scale
delamination failure, which leads to an abrupt drop in force and the corresponding lower
EI. For the case of κ = 0.46, EI is overestimated by the simulation as delamination failure is
predicted at a higher force. The model of a fully interlaminar contact area predicts EI with
very good agreement with the experimental values.

All simulations overestimate EP with the exception of the models with a κ of 1.0. This
is caused by the symmetrical formation of delaminations. Nevertheless, ET as the sum of Ei
and EP is predicted sufficiently well by the simulation models within the standard deviation
of the experimental results, except for the results of κ = 0.46. Due to the moderate interface
properties, the energy absorption in this case is higher due to overestimated delaminations
than in the simulation with smaller κ.

The inserted foil increases the mass of the tested samples by 6–8% according to the
chosen interlaminar contact area. This is negligible compared to the scattering of the
energies. The mass is not varied in the simulation because the thickness and density of the
cohesive elements are not varied with κ.

The numerically derived data are used to calibrate the FNN metamodel. The accuracy
of the metamodel for Design A’s concept is determined by the coefficient of determina-
tion R2

A:

R2
A =

∑
p
n=1

(
Ên(κ)− E(κ)

)2

∑
p
n=1

(
En(κ)− E(κ)

)2 = 0.919 (4)

where p is the number of data sets, Ên is the predicted total energy, E is the mean of the
analysed total energy, and En is analysed total energy with respect to the parameter set
κ. The metamodel is then used to determine a parameter set κ in which ET is maximised.
Mathematically, the task can be formulated as follows:{

max
κ

Ên

0 ≤ κ ≤ 1
, (5)

where no further constraints for κ have to be fulfilled. An interlaminar contact area of
0.45 would result in the largest energy absorption of 4.9 J according to the metamodel
predictions. This is an increase of about 120% compared to the reference model. Even if this
value appears somewhat too optimistic due to the overestimated delamination energy, the
simulation models and the applied metamodel-based optimisation confirm the results of
the experimental investigations. The energy absorption can be significantly increased by the
specific adjustment of the interlaminar properties and the resulting delamination behaviour.

3.2.2. Design B (Layer-Wise Interface Modification Concept—Figure 6b)

In the layer-wise modification concept, the interlaminar properties of all five interfaces
are varied independently. This extends the parameter space to be investigated from one
to five interlaminar contact areas κi with i = 1, 2, . . . , 5. A total of 150 parameter sets p are
simulated. For the investigated metamodel,

R2
B =

∑
p
n=1

(
Ên(κi)− E(κi)

)2

∑
p
n=1

(
En(κi)− E(κi)

)2 = 0.862 (6)

Again, the metamodel is then used to determine a parameter set κi in which ET is the
maximum: {

max
κi

Ên

0 ≤ κi ≤ 1
. (7)

where no further constraints for κi have to be fulfilled. Table 4 shows the optimal contact
areas κi for the five layer-wise interface modifications. Overall, the values deviate slightly
from the optimal value of κ for design A. Smaller values are obtained for the outer interfaces
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due to the low shear stress. The value of the energy absorption is only slightly higher than
for the same interface modification, which is also due to the fact that the contact area does
not change significantly.

Table 4. Optimal interlaminar contact areas κi for the layer-wise interface design.

Layer-Wise Interlaminar Contact Areas κi

κ1 κ2 κ3 κ4 κ5 ET
0.32 0.51 0.44 0.44 0.30 5.18 J

3.2.3. Design C (Sectional Interface Modification—Figure 6c)

In the sectional interface modification, the five interfaces of the layer-wise concept
are each divided into three sections, taking symmetry into account. For the creation
of the metamodel, 205 parameter sets (p) for the 15 interlaminar contact areas κi with
i = 1, 2, . . . , 15 are analysed. The developed metamodel has an accuracy R2

C of 0.689. The
driving assumption of design C is the identification of the influence of specific locations for
interface modifications on the global energy dissipation. Therefore, the influence of κi on
the structural response of the three-point bending test is determined using a variance-based
sensitivity analysis [21]. A global sensitivity analysis (GSA) index is determined for each κi,
which describes the influence of the parameter on ET . The sum of the indexes is normalised
to 1.

Figure 11 shows the GSA index of the 15 interfaces. This shows that interface 3 has the
greatest influence on energy absorption. Interfaces 2 and 4 are of secondary importance,
and interfaces 1 and 5 are almost negligible. The inner interfaces seem to have a slightly
greater influence on the structural behaviour than the middle interfaces, with the exception
of interface 3. The inner interfaces in interface 1 are important because of the bulging
effect, which describes delamination initiation due to local buckling of the upper plies
under the compressive load. The outer interfaces have no significant influence on the
structural behaviour.

 

Figure 11. Influence of the sectional interface modification on the structural behaviour of the three-
point-bended beam.

It can therefore be assumed that the out-of-plane regions subjected to shear stress
are especially responsible for the delamination initiation and propagation because the
three-point bending induces shear stress and it is not an edge effect. Otherwise, the outer
interface design would have a greater GSA index.

4. Discussion and Conclusions

The delamination behaviour is promoted by selectively weakening the interlaminar
properties of the impact-loaded CFRP beams via modified interfaces. This leads to an
improved post-failure behaviour in terms of an increased energy absorption and thus
improved structural integrity (Figure 10).

The used FEA modelling approach replicates the complex deformation and failure
behaviour accurately and can model the trends of initiation and propagation energies
for varying interlaminar contact areas κ. Future investigations should use improved
discretisation in the delamination direction so that more cohesive elements are included in
the delamination zone.
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The sensitivity of delamination behaviour with respect to a deviation of the impact
position should be investigated. It is possible that slightly offset impact positions in
the experiments are responsible for the one-sided delamination formation. Additionally,
stochastically distributed properties in the interfaces could be used to avoid the strict
symmetry of failure observed in the simulations and thus improve the agreement between
the simulation and experiments.

The failure behaviour of the single plies and delaminations can be described separately
due to the negligible influence of the interface modification on the in-plane properties.
The material model and the bilinear cohesive approaches describe the failure behaviour
sufficiently accurately. The parameterisation of the cohesive properties based on the
interlaminar contact area κ enables the adjustment of the interlaminar properties and
thus the use within a DoE study. The optimisation framework employed here resulted
in reasonable predictions for optimised interlaminar contact areas and is suitable for the
three-point bending test investigated as part of this study.

Three distributions of the adapted interface modifications are investigated: design A—
same layer-by-layer, design B—layer-wise, and design C—sectional interface modifications.

With the same layer-by-layer optimisation, a maximum possible energy absorption
was determined at κ = 0.45. There, ET is about 120% higher in comparison to the reference
specimens without modification. The results for κ after the optimisation for the layer-
wise interface modification are between 0.30 and 0.51 and thus deviate only slightly from
the result of the layer-by-layer interface modification. The reason for this is that the
energy absorption is particularly high when a maximum of delamination processes are
initiated. The fact that the delaminations occur as a result of shear stress rather than
as the consequence of an edge effect is revealed by the results of the sectional interface
modification.

In summary, the results of the experimental work [10] are confirmed by the presented
investigations. The observed effect of built-in interface defects was numerically confirmed.
The adjusted interface modification significantly influences the energy absorption capacity
of CFRP beams subjected to bending loads. Optimisation was successfully employed to
maximise the total energy absorption.
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Appendix A

Table A1. HexPly M49 200P data sheet from supplier.

Prepreg Property Quantity Unit

Fibre HS Carbon

Tow 3K

Weave Plain

Nominal cured ply thickness 0.234 mm

M49 resin content by weight 42 %

Mechanical property
for 55% fibre volume content Test method

Tensile modulus in fibre direction EN 2561 64,000 MPa

Tensile strength in fibre direction EN 2561 900 MPa

Compressive strength in fibre direction EN 2850B 725 MPa

Bending modulus in fibre direction EN 2562 52,000 MPa

Bending strength in fibre direction EN 2562 850 MPa

Interlaminar shear strength EN 2563 63 MPa

Table A2. Used LS-DYNA material card *MAT_058 in unit system t-mm-s-N.

*MAT_LAMINATED_COMPOSITE_FABRIC_SOLID

$ mid1 ro ea eb (ec) prba tau1 gamma1
58 1.47e-09 53300 53300 10000 0.085 42.4 0.007

$ gab gbc gca slimt1 slimc1 slimt2 slimc2 slims
4099 1175 1175 0.03 0.581 0.03 0.581 0.95

$ aopt tsize erods soft fs epsf epsr tsmd
0.0 0.0 0.0 0.0 −1.0 0.0 0.0 0.9

$ xp yp zp a1 a2 a3 prca prcb
0.0 0.0 0.0 0.0 0.0 0.0 0.0185 0.0185

$ v1 v2 v3 d1 d2 d3 beta lcdfail
0.0 0.0 0.0 0.0 0.0 0.0 0.0 11

$ e11c e11t e22c e22t gms
0.0 0.0 0.0 0.0 0.345

$ xc xt yc yt sc
1081 994 1081 994 100

$ e33c e33t gm23 gm31
0.0 0.0 0.0 0.0

$ zc zt sc23 sc31
10000 10000 10000 10000

$ slimt3 slimc3 slims23 lsims31 tau2 gamma2 tau3 gamma3
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

$ lcxc lcxt lcyc lcyt lcsc lctau lcgam dt
0 0 0 0 0 0 0 0.0

$ lce11c lce11t lce22c lce22t lcgms lcefs
0 0 0 0 0

$ lczc lczt lcsc23 lcsc31 lctau2 lcgam2 lctau3 lcgam3
0 0 0 0 0 0 0 0

$ lce33c lce33t lcgms23 lcgms31
0 0 0 0

$: comment lines.
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Table A3. Used failure strains.

*DEFINE_CURVE

$ lcid sidr sfa sfo offa offo dattyp lcint
11 0 1 1 0 0 0 0

$ a1 o1
1 0.030
2 0.115
3 0.030
4 0.115
5 0.400
6 1.0
7 1.0
8 1.0

$: comment lines.

Table A4. Used LS-DYNA material card *MAT_138 for cohesive elements without interface modifica-
tion (κ = 1.0) in unit system t-mm-s-N.

*MAT_COHESIVE_MIXED_MODE

$ mid ro roflg intfail en et gic giic
138 1.56e-09 53300 1.0 5.0e+06 1.0e+06 0.96 2.50

$ xmu t s und utd gamma
2.0 32.0 50.0 0.0 0.0 1.0

$: comment lines.
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Abstract: The forecasted growth in dynamic global air fleet size in the coming decades, together
with the need to introduce disruptive technologies supporting net-zero emission air transport,
demands more efficient design and optimization workflows. This research focuses on developing
an aerodynamic optimization framework suited for multi-objective studies of small aircraft engine
air-intake ducts in multiple flight conditions. In addition to the refinement of the duct’s performance
criteria, the work aims to improve the economic efficiency of the process. The optimization scheme
combines the advantages of Kriging-based Efficient Global Optimization (EGO) with the Radial Basis
Functions (RBF)-based mesh morphing technique and the Chebyshev-type Achievement Scalarizing
Function (ASF) for handling multiple objectives and design points. The proposed framework is
applied to an aerodynamic optimization study of an I-31T aircraft turboprop engine intake system.
The workflow successfully reduces the air-duct pressure losses and mitigates the flow distortion at the
engine compressor’s front face in three considered flight phases. The results prove the framework’s
potential for solving complex multi-point air-intake duct problems and the capacity of the ASF-based
formulation to guide optimization toward the designer’s preferred objective targets.

Keywords: optimization; multi-objective; multi-point; Kriging; metamodel; surrogate; intake;
aerodynamics; CFD; mesh morphing; achievement scalarizing function

1. Introduction

From the time of the famous Wright brothers’ first flight, global air traffic has grown
continuously regardless of economic or political turmoil. In only the last two decades, it has
more than doubled. Two major commercial aircraft suppliers, Boeing and Airbus, forecast
further air traffic growth in the coming decades at a rate of nearly 4% annually, which will
create a demand for global air fleet development of approximately 3% per year [1,2]. Such
an expansion rate will result in doubling the number of passenger and freight airplanes by
the end of the fourth decade of the 21st century.

The foreseen dynamic development coincides with a need to introduce new disruptive
technologies supporting climate-neutral aviation. This target is imposed by the European
Green Deal initiative [3], recently established by the European Commission. The ambitious
goal of achieving net-zero emission air transport by 2050 requires the deployment of
radical innovations within a short period. Such rapid anticipated progress forces aviation
R&D entities to seek more streamlined design processes, which should be supported with
advanced design tools and efficient optimization workflows. More efficient work schemes
should be instituted simultaneously on an integrated aircraft level and for each subsystem
and component.

This paper focuses on developing an optimization framework suited for airplane en-
gine air-intake ducts. There is a long history of aerodynamic optimization studies on ducts
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of various shapes in the literature. Although surrogate-assisted optimization is a visible
trend nowadays, conventional direct strategies are still present in recent investigations. For
instance, Furlan et al. [4] applied a Genetic Algorithm (GA) [5] to optimize an S-shaped
channel parameterized using Bézier curves. D’Ambros et al. [6] employed the Tabu Search
algorithm supported by the Free-Form Deformation (FFD) technique to a multi-objective
optimization problem of a generic S-duct. Zeng et al. [7] used the GA method to enhance
the aerodynamic performance of an S-duct scoop inlet. Sharma and Baloni [8] solved a
multi-objective optimization problem in a turbofan engine compressor transition S-duct
using the Particle Swarm Optimization (PSO) technique [9].

All the abovementioned investigations were successful in improving the correspond-
ing objectives; however, direct strategies come at a significant computational cost resulting
from multiple objective function evaluations. This drawback occurs notably in aerodynamic
problems for which objective values are determined using expensive Computational Fluid
Dynamics (CFD) codes.

Using surrogate-based frameworks allows for a significant reduction in costly eval-
uations by approximating the objective functions with simple analytical representations.
These substitutes are commonly referred to as metamodels [10,11] or surrogates [12–14]. In
such a procedure, conventional optimization techniques (e.g., steepest descent [15], as well
as various quasi-Newton and population-based methods) are used to search for a superior
solution in an artificial response landscape. CFD solver calls are required predominantly
to build a database necessary for the surrogate construction and, to some extent, for its
subsequent improvement.

Surrogates are usually categorized by the class of mathematical functions used for
their creation. Popular types supporting aerodynamic optimization problems are low-order
polynomial Response Surface Models (RSM) [16], regression splines [17], and various
Radial Basis Functions (RBF) [18]. Polynomial-based surrogates have the advantages
of simplicity and ease of use, although they have limited capabilities to approximate
complex objective functions. RBF-based metamodels, instead, can model functions of high
curvature with reasonably higher fitting effort. More complex models, such as Artificial
Neural Networks (ANN) [19], use a nonlinear regression process to fit the surrogate.
Although they are very efficient in applications with numerous variables, the ANN training
process might be computationally expensive as it requires a solution to a high-dimensional
optimization problem.

A characteristic class of metamodels has the ability to consider a stochastic component
in the function approximation to quantify the confidence of the surrogate predictions.
Moreover, this property is extensively used to boost the global search by identifying areas
in the objective space with high improvement potential. These models are predominantly
based on the Gaussian Process (GP); among them, the Kriging surrogate [20–23] is the most
widely exploited.

The abovementioned metamodels have received the most prominent attention in the
field of aerodynamic shape optimization of various ducts and channels. Lu et al. [24]
employed a third-order polynomial RSM to optimize an S-shaped compressor transition
duct. The authors were successful in reducing the pressure losses along the channel,
together with an improvement in outlet pressure and velocity distribution. In the problem
of annular S-duct shape optimization, Immonen [25] used fourth- and fifth-order RSM to
minimize energy loss and improve flow uniformity. The multi-objective study resulted in
considerable refinement in both examined parameters.

An RBF-based metamodel served to approximate the objective function in the opti-
mization study on a stealth aircraft diffusing S-duct performed by Gan et al. [26]. The
problem of simultaneous maximization of the duct pressure recovery and minimization
of total pressure distortion was solved by a GA performing a search in a surrogate-based
space. A significant distortion coefficient improvement and slight pressure recovery factor
improvement characterized the solution located by the optimizer. A similar GA-based
approach was used by Donghai et al. [27]; however, the surrogate was constructed using
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ANN. With such a method, the authors suppressed flow separation in a strutted annular
S-duct, which resulted in a considerable reduction in total pressure loss.

Among contemporary literature sources on duct shape optimization, the use of Krig-
ing has noticeable dominance, chiefly due to its ability to interpolate complex functions and
inherent features supporting global optimization. Zerbinati et al. [28] used the so-called
Multiple-Gradient Descent Algorithm to search for an optimum in an objective space ap-
proximated using the Kriging technique. The algorithm successfully reduced the pressure
loss and velocity variance in an air-cooling S-duct. Verstraete et al. [29] compared the be-
havior of Kriging-based and ANN-based surrogates assisting a Differential Evolution (DE)
algorithm [30] in the minimization of U-shaped cooling channel pressure loss. The authors
reported a superior performance by the Kriging metamodel. The study was broadened by
Verstraete and Li [31] to a multi-objective problem of pressure loss minimization and heat
transfer maximization. Due to the previous research outcomes, Kriging solely assisted the
DE algorithm. Despite having objectives of competing nature, the optimizer was successful
in improving both measures. Koo et al. [32] executed a similar comparison of Kriging and
ANN metamodels in a multi-objective optimization problem of a heat exchanger inlet duct.
The study outcomes resulted in improved pressure loss and flow rate uniformity achieved
by both metamodels, although preferences towards specific objectives were different for
particular surrogates. Wang and Wang [33] employed a Kriging-assisted GA technique
in a multi-objective optimization problem of a UAV S-shaped intake duct. The authors
were successful in the combined improvement of the aerodynamic and electromagnetic
performance of the S-duct diffuser.

The studies referenced in the previous paragraph used merely Kriging-based objective
landscape approximation to search for the optimum. The full potential of Kriging, however,
manifests itself in its ability to not only predict the objective value but also assess the
uncertainty of this prediction. This property is extensively used to balance local and global
searches by probing the objective space in regions with a high likelihood of improvement.
The search strategy based on this unique Kriging feature constitutes the Efficient Global
Optimization (EGO) proposed by Jones et al. [23]. This algorithm is proven to balance
the exploration and exploitation properties efficiently and, as such, has been applied in
numerous shape optimization studies.

Bea et al. [34] used the Kriging-based EGO strategy to successfully improve the
pressure recovery factor in a diffusing S-duct. A similar objective measure was optimized
by Dehghani et al. [35]. The authors employed EGO to enhance the performance of an
axisymmetric diffuser channel. Marchlewski et al. [36] employed a similar search technique
utilizing Kriging’s uncertainty assessment in multi-objective optimization of U-shaped
engine intake. Using Pareto front delimitation in an objective space, the authors reduced
the duct pressure loss while maintaining the initial level of exiting flow uniformity. Drężek
et al. [37] optimized analogous intake geometry using GA-assisted EGO. The two objectives
were combined using the Achievement Scalarizing Function (ASF) [38]. The optimizer was
successful in the simultaneous improvement of the duct’s pressure loss and flow distortion.

Every aerodynamic optimization problem requires design variables representing ge-
ometry as the subject of improvement. Expressing generic models using independent
parameters (variables) is usually referred to as parameterization, for which a variety of
methods is possible. The choice of a specific technique may profoundly impact the optimiza-
tion process’s computational cost and the final result. The vast majority of literature sources
referenced above use parameterization techniques that focus on modifying geometry defini-
tion, namely, direct engineering parameters [24,32], Bézier curves [4,8], B-splines [27–29,31],
Non-Uniform Rational B-Splines (NURBS) [7,35], and Free-Form Deformation [6]. Such
an approach requires a subsequent mesh regeneration at each reshaping step. The mesh
morphing technique is an efficient alternative to reduce the overall computational cost of
the process. This method requires only initial generation of a mesh, which is adjusted in
the subsequent steps while preserving the original grid topology. Although some recent
literature sources describe the combined use of surrogates and mesh morphing (applied
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to, e.g., fuselage–wing junction [39,40], generic car model [40], effusion cooling plate [41],
and cooling channel rib [42]), only a few studies report such an application to intake duct
optimization. To the best of our knowledge, these are [36,37].

Most intake duct optimization studies available in the literature consider only one
operating condition, usually the nominal on-design point. Such an approach is commonly
called Single-Point Optimization (SPO). As the conditions may change substantially at
various mission stages, such a strategy may lead to a suboptimal performance at off-
design points. Some studies (e.g., [33,43]) evaluate the off-design conditions in the post-
optimization phase to secure the design against severe performance deterioration. A few
literature sources report simultaneous optimization under multiple flight conditions—often
referred to as Multi-Point Optimization (MPO). Brahmachary et al. [44] and Fujio and
Ogawa [45] executed multi-point studies on axisymmetric scramjet intake. The authors
employed a surrogate-assisted GA algorithm to improve multiple performance parameters
via Pareto front evaluation. Chiang et al. [46] enhanced the shape of a Boundary-Layer
Ingesting (BLI) engine S-duct intake. The performance objectives for cruise, descent, and
climb conditions were combined using a simple weighted sum function. The foreseen
importance of MPO in prospective design processes should lead to investigations into
advanced scalarization methods allowing simultaneous involvement of multiple objectives
and flight conditions while overcoming the well-known deficiencies of the weighted sum
technique. Such studies are absent in the state-of-the-art literature.

This paper concentrates on designing an optimization scheme combining the ad-
vantages of the Kriging metamodel, mesh morphing technique, and advanced objectives
scalarization method. The components are duly integrated to create a synergistic effect of
improvements in the economic efficiency of the design process. To assess the usefulness
of the proposed framework in practical engineering problems, the algorithm is applied to
multi-point aerodynamic optimization of an I-31T turboprop aircraft’s air intake. The proce-
dure simultaneously reduces the air-duct pressure losses and mitigates the flow distortion
at the engine compressor’s front face while considering multiple flight conditions.

The novelty of this study is the use of the augmented Chebyshev-type ASF to combine
multiple performance objectives under multiple flight conditions. Such a strategy integrated
with the Kriging surrogate and the mesh morphing technique creates a synergistic effect of
cost-efficient MPO.

2. Materials and Methods

2.1. Optimization Framework

The optimization framework reported in this study is founded on three pillars: Kriging
surrogate for objective function approximation, mesh morphing technique for geometry
parameterization, and ASF method for handling multiple objectives and conditions. The
framework integrated from the abovementioned components is presented schematically
in Figure 1.

Figure 1. Schematic representation of the optimization framework.
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2.1.1. Kriging Surrogate

The concept of Kriging originates from geostatistical modeling inspired by the work
of a South African engineer named Daniel Krige [20], further formalized by Matheron [21],
and eventually adapted for deterministic numerical simulations by Sacks et al. [22] and
Jones et al. [23]. The Kriging-based surrogate is founded on the hypothesis that any black-
box simulation response function y = f (x) can be expressed as a realization of the Gaussian
random process Y(x).

The Kriging surrogate is composed of a global trend function μ(x) and centered GP
Z(x) with zero mean and non-zero covariance (Equation (1)).

Y(x) = μ(x) + Z(x) (1)

The trend function is a regression model that captures a general tendency in the
observed data. It is expressed as a linear combination of n deterministic basis functions
φ(x), based on regression of N response function evaluations (n ≤ N):

μ(x) = ∑n
k=0 φk(x)βk (2)

Depending on the trend formulation, the Kriging metamodel can be classified into
three categories: Simple Kriging (SK)—for which the trend is a known constant; Ordinary
Kriging (OK)—for which the trend is constant but unknown; and Universal Kriging (UK)—
for which the basis functions φ(x) are known and fixed, but the coefficients βk ∈ R\{0} are
unknown and are estimated in the surrogate construction process. In this study, we use the
most general, i.e., UK formulation, due to the anticipated high curvature of the objective
function. The trend is defined as a p-dimensional full first-order polynomial (Equation (3)).

μ(x) = ∑p
j=0 β jxj (3)

The stochastic component Z(x) in Equation (1) models a local deviation from the
global trend to the true objective function. It is characterized by constant but unknown
variance σ2 and non-zero covariance (Equation (4)).

Cov(Zi, Zi′) = σ2R(xi − xi′, ψ) i, i′ = 1, . . . , N (4)

Here, R(xi − xi′, ψ) denotes the spatial correlation function between any two samples
xi and xi′, and is often referred to as the covariance kernel. In multi-dimensional prob-
lems, the kernel turns into a tensor product of p one-dimensional correlation functions
r(xi − xi′, ψ):

R(xi − xi′, ψ) = ∏p
j=1 r

(
(xi − xi′)

δj
j , ψj

)
(5)

The level of impact of j-th dimension correlations on the Kriging prediction is con-
trolled by the covariance kernel hyperparameters grouped in the vector ψ. The smoothness
coefficient δ governs the differentiability of the metamodel surface. In the present study,
we assume that the true objective function is smooth, which justifies using an infinitely
differentiable Gaussian-type kernel (δj = 2 ∀ j = 1, . . . , p). In one dimension, the Gaussian
kernel is formulated as:

rj(xi, xi′, ψ) = exp

(
− (xi − xi′)2

j

2ψ2
j

)
(6)

The values of unknown hyperparameters β, σ2, ψ are estimated in the process called
“fitting” the metamodel to the available data samples. This procedure is based on the
maximization of a function L, expressing the probability of predicting the evaluated objec-
tive values at sampled locations. This method is called Maximum Likelihood Estimation
(MLE) and is a non-trivial optimization problem of minimizing a multi-modal likelihood
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function. For the purpose of this study, we used an algorithm relying on the quasi-Newton
method [47], available in the R language package DiceKriging [48].

The Kriging predictor Ŷ(x) at an arbitrary unobserved location x0 is defined using
random function evaluations at sampled positions Y(xi). The estimator holds the properties
of the Best Linear Unbiased Predictor (BLUP), i.e.:

• Linearity—linear combination of random functions

Ŷ(x0) = ∑N
i=1 λi(x0)Y(xi) (7)

• Unbiasedness—absence of systematic bias

E
[
Ŷ(x0)

]
= E[Y(x0)] (8)

• Minimal prediction variance—minimizing the mean squared error

MSE
[
Ŷ(x0)

]
= E

[(
Ŷ(x0)− Y(x0)

2
)]

(9)

Solving the above system of equations for optimal weights λT ∈ RN allows computa-
tion of the GP predictor’s mean and variance, which defines it entirely.

The Kriging surrogate requires input data from objective function evaluations at a set
of discrete locations. The spatial distribution of these observations across the design space
may profoundly influence the metamodel prediction quality [49]. Historically, various
sampling strategies were developed for planning the empirical experiments, so the selection
of an observation pattern is often called the Design of Experiment (DoE). The original DoE
methods locate the majority of samples close to the design space boundaries and only a few
observations in its interior [10]. Deterministic numerical simulations, however, are prone
to systematic rather than random error. For this reason, space-filling strategies, distributing
samples over the entire domain, are more convenient for such applications. Using classic
DoE methods in computer experiments might be highly inefficient [22].

Although a variety of space-filling techniques well-suited for deterministic simulations
is available, the Latin Hypercube Sampling (LHS) [50] strategy has attracted the most
attention in recent years [49,51]. The LHS algorithm distributes the observations in a
p-dimensional hypercube so that the samples’ projections into (p − 1)-dimensional space
do not share the exact location along the axes [52]. In a two-dimensional simplification,
this criterion would result in samples being distributed on a grid in which only one sample
is located in each row and each column. The designer can arbitrarily select the number
of observations, which makes the LHS method attractive for studies based on expensive
aerodynamic simulations.

In this paper, we use the Optimal Latin Hypercube (OLH) technique, which improves
LHS’s space-filling properties using a columnwise-pairwise algorithm [53] to optimize
sample distribution with respect to the S-optimality criterion [54]. The algorithm is executed
using the lhs R package [55].

For the sake of computational efficiency of the optimization process, the initial dataset
is limited to a number ensuring sufficient initial prediction quality to initiate the follow-
ing adaptive sampling stage. The optimal number is unknown a priori, although some
respected studies suggest approximation using the “10p” rule-of-thumb [23,56], where
p is the number of design variables. Here, the design space has 12 dimensions, which
would result in 120 initial samples; however, we follow the suggestion of a finite-decimal
spacing between observations [23]. Ultimately, the DoE contains 126 elements with an
inter-distance of 1

(126−1) = 0.008.
The computational expense required to generate samples that construct the Kriging

surrogate increases with the problem dimensionality, which restricts this method’s appli-
cability to a moderate number of design variables. The limiting problem size reported
in the literature is not accurate (e.g., p < 50 in [11], p < 20 in [14]) as it is dependent
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on the available resources. Nevertheless, the Kriging technique is prone to the curse of
dimensionality and, as such, is not suited for extensively large optimization problems.

The adaptive sampling, subsequent to the initial DoE, sequentially adds new obser-
vations to the dataset using current information about the predicted properties of the
objective landscape. The process locates new samples with respect to the preselected
infill criterion. For this purpose, we use the Expected Improvement (EI) function, pro-
posed by Jones et al. [23], which takes advantage of the Kriging ability to estimate the
prediction uncertainty.

The EI criterion uses the Kriging variance to assess the possibility of the objective
function value being lower than the current best prediction ymin at any unobserved location.
The addition of a new sample may bring an improvement I(x) equal to max(ymin − y(x), 0).

The value of y(x) has yet to be discovered in unevaluated points, and it is modeled using
the Kriging predictor Ŷ(x). As a result, the improvement becomes a random variable for
which an expected value constitutes the EI function (Equation (10)).

EI(x) = E[I(x)] = E

{
ymin − Ŷ(x) i f Ŷ(x) < ymin

0 otherwise

}
(10)

Integration by parts of Equation (10) gives the following analytical formulation of
the EI:

EI(x) =

{
(ymin − m̂(x))CDF

(
ymin−m̂(x)

ŝ(x)

)
+ ŝ(x)PDF

(
ymin−m̂(x)

ŝ(x)

)
i f ŝ(x) > 0

0 i f ŝ(x) = 0

}
(11)

Here, m̂(x) and ŝ(x) are the Kriging prediction mean and variance, CDF is a cu-
mulative distribution function, and PDF is a probability density function of a standard
normal distribution.

Iterative introduction of new samples x∗ at locations maximizing the EI function
constitutes the EGO algorithm (Equation (12)).

x∗ = argmax
x∈X

EI(x) (12)

Maximization of the EI criterion might not be trivial because of its strong multimodality.
This study uses for this purpose a derivative-supported GA algorithm genoud [57] available
under the R package DiceOptim [48].

2.1.2. RBF-Based Mesh Morphing

Out of a variety of mesh morphing methods, this study employs the RBF-based
technique. RBF are mathematical functions originating from a multivariate approximation
of scattered data. Their value depends only on the distance from the function argument to
the origin, called a control point. The RBF interpolates the value between control points
according to the specific basis function properties while preserving it in the points’ location.

A deliberate displacement of the control points introduces the desired deformation of
the initial mesh. The motion is interpolated on the surrounding grid nodes’ positions ac-
cording to the characteristics of the selected RBF. The interpolation function h(x) : R3 → R ,
(Equation (13)) defines particular nodes’ locations after deformation x′ = x + h(x).

h(x) = ∑NC
i=1 γi ϕ

(‖x − xCi‖
)
+ p(x) (13)

Here, x ∈ R3 : x = (x, y, z) is an arbitrary spatial position, xCi is a known position of
the i-th control point from a set of NC elements, and γi is a corresponding weight coefficient
describing the strength of the i-th interaction. The interpolation function comprises a
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linear combination of radial contributions described by RBF ϕ(·)—depending solely on the
Euclidean distance ‖x − xCi‖—and a linear polynomial:

p(x) = α0 + α1x + α2y + α3z (14)

The introduction of the polynomial p(x) ensures the uniqueness of the fit and allows
for the affine motion.

From among several RBF suited for multivariate problems (see, e.g., [58–62]), we select
the smooth Gaussian RBF to prioritize the preservation of the mesh quality (Equation (15)).

ϕ
(‖x − xCi‖

)
= e−‖x−xCi

‖2/c2
(15)

The function’s shape is tuned by a parameter c, whose value was selected for this
study in a trial-and-error process as equal to 150.

The unknown values of weights γi (Equation (13)) and polynomial coefficients αi
(Equation (14)) are computed to satisfy the known displacement gi of each control point
(Equation (16)).

h(xCi) = gi for i = 1, . . . , NC (16)

The given displacements are stored in an NC × 3 matrix g. Moreover, additional or-
thogonality requirements (Equation (17)) are introduced to equate the number of equations
with the number of degrees of freedom, increased by the presence of the polynomial p(x).

∑NC
i=1 γi = 0

∑NC
i=1 γixCi = 0

∑NC
i=1 γiyCi = 0

∑NC
i=1 γizCi = 0 (17)

A linear system of equations (Equation (18)) is constructed using the above conditions,
which is subsequently solved for NC × 3 matrix γ of the interpolation function weights and
4 × 3 matrix α of polynomial coefficients.[

M P
PT 0

][
γ
α

]
=

[
g

0

]
(18)

The NC × NC interpolation matrix M gathers RBF evaluations with respect to the
distances between all considered control points (Equation (19)).

M =

⎡⎢⎢⎢⎣
ϕ
(‖xC1 − xC1‖

) · · · ϕ
(
‖xC1 − xCNC

‖
)

...
. . .

...
ϕ
(
‖xCNC

− xC1‖
)

· · · ϕ
(
‖xCNC

− xCNC
‖
)
⎤⎥⎥⎥⎦ (19)

The orthogonality conditions (see Equation (17)) result in NC × 4 matrix P containing
a unity column and all control points’ positions (Equation (20)).

P =

⎡⎢⎣1 xC1 yC1 zC1
...

...
...

...
1 xCNC

yCNC
zCNC

⎤⎥⎦ (20)
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After solving the system above, the post-deformation spatial position x′ = (x′, y′, z′)
of an arbitrary location is computed as an incremental displacement (Equation (21)).⎧⎨⎩

x′ = x + hx(x)
y′ = y + hy(x)
z′ = z + hz(x)

⎫⎬⎭ (21)

In the definition of the optimization problem considered in the present paper, the
Cartesian components of control points’ translation vectors serve as design variables.

This study implements the mesh morphing algorithms using the RBF module of
PyGeM (Python Geometrical Morphing) [63], an open-source Python programming lan-
guage library for parameterization and deformation of complex geometries.

A vital aspect of the functional mesh morphing process is maintaining the mesh
quality. Such a problem usually comes down to controlling an appropriate quality metric.
Selecting a measure essential for the specific flow solver’s error-free operation is funda-
mental. From the various metrics available in the literature [64,65], we select the mesh
element orthogonality angle diagnostic as appropriate for the employed fluid dynamics
solver. This measure compares the angle between adjoining mesh cell faces to the ideal
level (Equation (22)).

90◦ − cos−1(d · n) (22)

The vector d connects two element centroids, and n is a face normal vector. The
orthogonality metric positively correlates with the mesh quality as the grid element shape
approaches the idealized form for high values. An area-weighted averaging over relevant
faces gives a value for the specific control volume. Quality control involves monitoring
the minimum of the metric among all mesh elements and comparing it to the value for the
initial mesh as a reference.

2.1.3. Achievement Scalarizing Function

Multiple objectives and flight conditions considered in this study are combined using
the augmented Chebyshev-type ASF [38]. This technique belongs to the a priori methods,
for which the designer articulates their preferences about the relative importance of the
objectives and conditions before the optimization process starts. Such an approach is
particularly attractive for studies involving computationally expensive simulations, as only
a fraction of the objective space needs to be resolved.

Combining preferences into one function, such that the problem can be solved with
a single objective optimizer, is usually called scalarization. Consequently, the resulting
function is referred to as a scalarizing function. Although the weighted sum method [66]
is the most intuitive representant of this class, it has an inherent drawback in its inability
to find solutions on a non-convex portion of a Pareto front (see Figure 2a). This issue is
not present in methods minimizing a metric of distance to a reference point arbitrarily
located in the objective space (see Figure 2b). The ASF selected for this study employs
the Chebyshev metric as a measure of distance and the optimization target f T , expressing
the designer’s aspirations about particular objectives, as a reference point. The scalarizing
function in a multi-point formulation is defined as follows:

YMP
ASF(x) = max

{
λjk

(
f jk(x)− f T

jk

)}
+ � ∑j ∑k λjk

(
f jk(x)− f T

jk

)
(23)

Above, subscripts j and k refer to particular design conditions and objectives, respec-
tively. The augmentation coefficient � (together with the following term) guarantees proper
Pareto optimality and takes an arbitrarily small positive value, here 0.05.
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Figure 2. Non-convex Pareto front in different methods: (a) weighted sum, (b) reference point.

The coefficients λjk serve to normalize the objective values to a similar
range (Equation (24)).

λjk =
1

f N
jk − f T

jk
(24)

The f N is called the nadir point and represents the upper bound of an objective value.
The designer usually estimates its value based on knowledge about the landscape of the
objective supported by their educated judgment.

Except for the advantages referred to above and the proven efficiency, the ASF is
characterized by an intuitive concept of setting a target and aiming at advancing on it.

2.2. Optimization Problem

The surrogate-based framework is applied to the I-31T aircraft air-intake duct multi-
point optimization problem. The I-31T flight demonstrator is a retrofitted make of the I-23
“Manager” airplane. The plane was designed in Łukasiewicz Research Network—Institute
of Aviation [67] and modified under the EU R&D program ESPOSA (Efficient Systems and
Propulsion for Small Aircraft) [68]. The redesign had in scope a replacement of the piston
motor with the PBS TP100 turboprop engine [69–72]. Integration of the nominally pusher-
purpose engine with the tractor-type airplane required the introduction of a tailored air
delivery U-shaped duct. The duct was designed by Stalewski and Żółtak [73] using a para-
metric design strategy [74,75] relying on the NURBS-based in-house code PARADES [76].
This study takes the outcome of the abovementioned work as an initial point and aims to
further improve the duct’s performance characteristics in various flight conditions.

Figure 3 presents the initial air-intake duct geometry. The upstream portion of the
channel is slightly S-shaped and transitions into a U-shaped duct with the flow direction.
Further downstream, the U-duct interfaces with the engine compressor front face at the
location marked as the Aerodynamic Interface Plane (AIP). The intake channel has a slightly
converging character with a hydraulic diameter equal to 0.180 m at the duct’s entrance
and 0.147 m at the AIP. The dummy extension, of a length of two diameters, is an artificial
portion introduced to secure the flow solver’s stability. The duct’s inlet and AIP shapes
and positions are constrained, i.e., not subject to shape deformation.

The surface of the duct in Figure 3 shows the initial computational mesh. The nine
points surrounding the geometry indicate the baseline location of the mesh morpher
control points subject to displacement during optimization. They are located in regions
where presumed deformation should have a significant impact on the duct performance.
The horizontal and vertical translation vector components form a set of design variables.
Three pairs of points are bounded so that each duplet shares the exact translation. This
strategy guarantees the maintenance of duct symmetry. Such a formulation results in
twelve design variables, shown in Figure 3, whose ranges are defined in Table 1. The
ranges corresponding to control points close to the AIP are narrower to avoid excessive
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deformations in the vicinity of the constrained section. Such distorted geometries would
have a low probability of generating superior solutions.

Figure 3. Initial mesh with an indication of flow stations and mesh morpher control points’ locations.

Table 1. Ranges of design variables.

Design Variable Range of Displacement

x1, . . . , x4 ±100 mm
x5, x7, x8 ±50 mm
x6 ±75 mm
x9, . . . , x12 ±15 mm

The amount of pressure loss along the air intake and the level of circumferential pres-
sure distortion at the compressor entrance substantially influence the ultimate performance
and operability of the airplane engine. These two objectives are subject to minimization in
the present study:

pressure loss coefficient : f1 ≡ dP =
PIN

t − PAIP
t

PIN
t

(25)

distortion coefficient : f2 ≡ DC60 =

PAIP
t − min

θ∈[0,2π]
PAIP

t
(
θ − π

6 , θ + π
6
)

qAIP (26)

In the above equations, PIN
t and PAIP

t denote total pressure values mass-averaged
over the inlet and AIP cross-sections, respectively, and qAIP indicates dynamic pressure
mass-averaged across the AIP. The term min

θ∈[0,2π]
PAIP

t
(
θ − π

6 , θ + π
6
)

refers to the lowest

average pressure in the 60◦ sector, which is proven to have the most detrimental impact on
the compressor performance [77]. This evaluation is realized by clocking a virtual sector
around the AIP with Δθ = 10◦ angular intervals—as given schematically in Figure 4.
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Figure 4. Illustration of min
θ∈[0,2π]

PAIP
t

(
θ − π

6 , θ + π
6
)

evaluation process at the AIP. The blue segment

represents the pressure averaging region.

The multi-point optimization problem considers three I-31T airplane flight conditions:
DP1—nominal cruise, DP2—low-altitude climb, and DP3—high-altitude cruise. Details
of the design points and related environmental properties are gathered in Table 2. The
corresponding targets and nadir points are given in Table 3. The goal for the nominal cruise
has a priority over the off-design conditions to reflect the contribution of this design point
to the aggregated efficiency over the entire flight mission. Both performance objectives are
considered to be of equal importance and share similar targets for particular design points.
On the grounds of the designer’s experience, the possible falloff of 200% for each objective
gives a basis for the function’s upper bound estimation.

Table 2. Details of operating conditions for considered design points.

Design Point Altitude
(m)

A/C Velocity
(m/s)

Ambient
Pressure

(Pa)

Ambient
Temperature

(K)

Ambient
Density
(kg/m3)

Engine Mass
Flow Rate

(kg/s)

DP1: Nominal cruise 3000 65 69,700 268.6 0.909 1.5
DP2: Low-altitude climb 100 46 100,129 287.5 1.213 1.9
DP3: High-altitude cruise 3700 71 64,089 264.1 0.845 1.3

Ambient conditions were evaluated with use of the U.S. Standard Atmosphere model [78].

Table 3. Target and nadir points for objectives under selected flight conditions.

Design Point dP DC60

DP1: Nominal cruise target: 10%
nadir: 200%

target: 10%
nadir: 200%

DP2: Low-altitude climb target: 5%
nadir: 200%

target: 5%
nadir: 200%

DP3: High-altitude cruise target: 5%
nadir: 200%

target: 5%
nadir: 200%

2.3. Evaluation of Objectives
2.3.1. Flow Solver Governing Equations

The values of the objective functions are derived from the flow field solution of the
air-intake duct CFD simulations. For this purpose, we use a Reynolds-averaged Navier–
Stokes (RANS) solver capable of modeling three-dimensional turbulent viscous flow to
accurately predict flow features characterized by a secondary flow motion, strong pressure
gradients, and occurrence of separation. Such flow features are highly expected in channels
of high curvature [79]. The solver is implemented using a commercial CFD code: ANSYS
CFX Release 18.0.

In this study, the code solves the following Favre-averaged Navier–Stokes
conservation equations:
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• The continuity equation:

∂ρ

∂t
+

∂

∂xi
(ρũi) = 0 (27)

• The momentum conservation equation:

∂

∂t
(ρũi) +

∂

∂xj

(
ρũiũj

)
=

∂

∂xj

(−pδij + tij + ρτij
)

(28)

In the above formulations, ρ, ui, and p denote fluid density, velocity components,
and static pressure, respectively. The tensor tij indicates the viscous shear stress com-

ponent. The operators (·) and (̃·) stand for the Reynolds-averaged and Favre-averaged
mean variables, respectively [80]. The presence of the turbulent (Reynolds) stress tensor
ρτij = −ρu′′

i u′′
j requires additional closure for the system of RANS equations. By employ-

ing the Boussinesq hypothesis, which is the foundation of eddy viscosity-based turbulence
models, the Reynolds stress tensor is approximated as:

ρτij = −ρu′′
i u′′

j
∼= μt

(
∂ũi
∂xj

+
∂ũj

∂xi
− 2

3
∂ũk
∂xk

δij

)
− 2

3
ρkδij (29)

where μt is the turbulent viscosity determined using the selected turbulence model. Here,
we use the two-equation SST k-ω turbulence model by Menter [81,82]. This model com-
putes μt from a solution of additional transport equations for two variables: the turbulent
kinetic energy k and the specific dissipation rate ω (Equations (30) and (31)).

∂ρ

∂t
(ρk) +

∂

∂xj

(
ρũjk

)
= ρτij

∂ũi
∂xj

− β∗ρkω +
∂

∂xj

[
(μ + σkμt)

∂k
∂xj

]
(30)

∂

∂t
(ρω) +

∂

∂xj

(
ρũjω

)
=

α

νt
ρτij

∂ũi
∂xj

− βρω2 +
∂

∂xj

[
(μ + σωμt)

∂ω

∂xj

]
+ 2(1 − F1)

ρσω2

ω

∂k
∂xj

∂ω

∂xj
(31)

Details of the SST k-ω model formulation used in this paper and a specification of the
closure coefficients are available in [83].

The system of transport equations is closed with the ideal gas law equation, solved for
the density (Equation (32)).

p = ρRT̃ (32)

Here, R is the specific gas constant for air, and T is the fluid temperature. This study
employs an isothermal model, for which the temperature is selected and kept constant
according to the specifics of particular design points. Such an assumption is well grounded
for a low Ma number flow regime and the absence of heat sources, which is accurate for
the intake duct conditions.

2.3.2. Validation of Turbulence Modeling Technique

The selection of the SST k-ω turbulence model was validated prior to the optimization
study. The model’s predictive quality was compared with the eddy viscosity-based k-ε
turbulence model and the non-linear k-ε Explicit Algebraic Reynolds Stress Model (k-ε
EARSM). All three models were considered in two options: with and without the curvature
correction (CC) term. The flow field predictions for the six abovementioned models
were compared with the experimental data for a benchmark U-duct provided by Azzola
et al. [84,85]. Details of the validation study are available in [37].

Figure 5 groups the study results for the longitudinal (U) and circumferential (V)
velocity components normalized by the bulk velocity (Ub) at the entrance to the duct’s
curved portion. The k-ε turbulence model showed the most drastic underprediction in
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the core flow (r/D = 0) deceleration at the duct bend (see Figure 5a). Quite oppositely,
the k-ε EARSM model failed to predict the circumferential flow motion at the station
downstream of the curved portion. Overall, the study showed the best agreement between
the flow simulations and the experimental reference data for the SST k-ω turbulence model.
Moreover, no significant beneficial influence of the curvature correction term was detected.
Following this reasoning, the SST k-ω model with deactivated CC term is employed in
this work.

Figure 5. Prediction of normalized longitudinal (U) and circumferential (V) velocity components
for various turbulence models in a 180◦ curved duct with a circular cross-section. Station: (a,b) at
90◦ bend; (c,d) two diameters downstream of the curved section. Adapted from [37].

2.3.3. Details of the Flow Field Modeling Approach

Steady Navier–Stokes equations are discretized by the element-based finite volume
method, with a second-order upwind approximation of convective fluxes and a
second-order central representation of diffusive fluxes. An additional limiter using the
Barth and Jespersen principles [86] is activated to maintain the solution’s boundedness. The
solution to the equations is obtained using the coupled pressure-based algorithm iterated
until the normalized residuals of the momentum and transport equations drop below 10−5.

The boundary conditions mimic the mission characteristics given in Table 2. The duct’s
inlet flow conditions are defined, with the total pressure value calculated using Bernoulli’s
equation for specific flight speed and altitude. Furthermore, the inlet turbulence intensity is
set to Tu = 10%, and the eddy-to-molecular viscosity ratio equals νt/ν = 100. The amount
of airflow accepted by the engine at specific design points is reflected through the mass flow
rate condition at the domain outlet. The duct’s walls obey the non-slip boundary condition.

The flow domain corresponding to the duct’s interior is discretized using a structured
hexahedral mesh. To secure a high-level resolution in the near-wall region accompanied
by quality elements in the flow core, the mesh is built in the hybrid O-H grid topology
(see Figure 6). On average, the non-dimensional wall distance is y+ ∼ 1.7 with extreme
variation up to y+ ≤ 3.5. These values hold throughout the optimization process.
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Figure 6. O-H grid at the duct’s AIP.

The execution of the comparative study secures the optimization results’ independence
from the mesh size. Four different grid sizes are compared against the duct-wise pressure
distribution. The mass-averaged total pressure values are normalized using the duct
inlet pressure. The results are compared in Figure 7. The two finest grids (1,451,000 and
8,007,000 cells) show no difference in predictions for the vast majority of the duct length
(~95%). A minor deviation is observable close to the duct’s outlet. Hence, the mesh
with 1,451,000 elements is used as it has sufficient prediction quality and protects the
computational economy of the simulations.

Figure 7. Results of the duct grid independence study. L = duct centerline length. Numerical values
indicate the number of mesh elements.

3. Results and Discussion

3.1. Metamodel Fit Validation

Before the optimization began, the Kriging surrogate was assessed for its ability to
generalize given data, i.e., to predict objective values at unobserved locations. For this
purpose, we used the leave-one-out cross-validation (LOO-CV) procedure, described in
detail in Appendix A.

The validation process was executed for the nominal ASF formulation and its math-
ematical transformations given in Table 4. This action anticipates potential deficiencies
in the surrogate’s prediction accuracy. In such a scenario, a deterministic mathematical
function can be applied to the data set to deliberately impact its distribution and potentially
improve the metamodel’s fit quality.
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Table 4. ASF transformation functions.

Transforming Function Definition

Natural logarithm ln y
Square root

√
y

Negative inverse square root −1√
y

Negative inverse −1
y

Cube root 3
√

y

The outcome of the LOO-CV is presented graphically using diagnostic plots in
Figures 8–10. In Figure 8, values on the horizontal axis denote exact evaluations of each
observation, while the vertical axis shows the surrogate prediction when the corresponding
sample is omitted. The markers would be distributed perfectly on a diagonal in a utopian
metamodel with zero-error predictions. A realizable high-performing surrogate would be
characterized by samples located in close proximity to the imaginary line. Figure 8a shows
the results for the nominal ASF. The samples approximately follow the diagonal and are
reasonably distributed along the reference line. Only a few observations slightly depart
from the ideal arrangement. The results for transformed data (see Figure 8b–f) present
a similar pattern, with a slight tendency in some functions to cluster around the higher
values (e.g., Figure 8d,e).

Figure 8. LOO−CV plots for various objective function transformations. Blue lines indicate locations
of perfect predictions.
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Figure 9. Plots of standardized cross-validated residuals for various objective function transforma-
tions. Red dashed lines indicate interval of +/− 3 standard deviations.

Figure 9 shows the distribution of the cross-validated residuals, which—as discussed
in Appendix A—should be bounded in a ±3 interval. Inspection of the residuals for
nominal ASF (see Figure 9a) reveals one observation that slightly exceeds the desired limits
with a residual value of ~3.5. Except for that fault, the residuals are randomly distributed
along the sample values with no apparent pattern. The abovementioned deficiency does not
impose a rejection of the model, although it might adversely affect its prediction accuracy.
Most of the considered data transformations (see Figure 9b–e) do not remove the outlier,
although the negative inverse function reduces it to the threshold value. Quite oppositely,
the cube root transformation, given in Figure 9f, reduces the error variance to a healthy
range without affecting randomized distribution.

The quantile-quantile plot (Q-Q plot) in Figure 10 helps to examine the standardized
residuals’ normality and homoscedasticity. The assumption of normal distribution should
be satisfied for the legitimate use of MLE in the surrogate’s hyperparameter estimation.
Moreover, following the Kriging principles, the residuals should be homoscedastic, i.e.,
the variance ought to be homogeneous across the design space [87]. The Q-Q plot draws
the residuals’ quantiles sorted in ascending order (vertical axis) against the quantiles from
the theoretical Gaussian distribution (horizontal axis). For normally distributed residuals,
markers on the plot would follow the diagonal. A random spread of points along this line
manifests residuals’ homoscedasticity.
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Figure 10. Q−Q plot for various objective function transformations. Blue lines indicate target normal
distribution.

The Q-Q plot for the original ASF (see Figure 10a) reveals that the extreme positive
residuals tend to deviate counter-clockwise relative to the reference line. Such a pattern
indicates that more data are located on the range’s right bound, i.e., the distribution is
‘heavy-tailed’. Moreover, the lack of a similar pattern on the left tail suggests asymmetry in
the distribution with a tendency to right-skewness. Inspection of the remaining Q-Q plots
reveals that only two transformations, negative inverse square root (Figure 10d) and cube
root (Figure 10f), normalize the distribution of the standardized residuals.

As the cube root transformation is superior in the normalization of residuals and
maintains the error variance in a healthy span, we use it to transform the ASF in further
studies. Moreover, this transformation is insensitive to the sign of input, which supports the
robustness of the process. Although this is an optimistic scenario, the ASF formulation po-
tentially produces negative values for solutions superior to the presumed target. Although
less popular than other considered transformations, the cube root has been recognized in
applications for long-tailed data [88].

3.2. Sensitivity Analysis

A sensitivity analysis was executed to assess how strong is the dependence of the
surrogate’s output (i.e., the objective function prediction) on variance in particular design
variables. As a result, less impactful variables could be identified and removed from further
consideration, thus reducing the computational cost of the optimization.

We used Functional Analysis of Variance (FANOVA), described in detail in Ap-
pendix B. This method assesses the contribution of particular inputs and interactions
between them using the notion of Sobol’ indices [89,90]. FANOVA is particularly beneficial
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in use with surrogates that might be non-linear and non-monotonic but are inexpensive in
the output estimation.

Figure 11 displays graphically the outcome of the FANOVA analysis applied to the
Kriging surrogate constructed on the DoE observations. The height of the bars represents
the value of the total effect Sobol’ indices, while black and gray bars’ fractions denote the
main effect and aggregated higher-order interactions, respectively.

Figure 11. The effect of FANOVA analysis on model considering 12 variables. Bar height indicates
the total effect Sobol’ index value; black color represents the main effect index, and gray color denotes
all higher-order interactions.

Undoubtedly, the design variable x11 has the most substantial influence on variance
in the objective function. The second most impactful is the variable x12. Both factors
correspond to the spatial motion of the control point located in the duct’s inner wall area
(see Figure 3). Except for the high total index value, these variables are characterized by a
strong direct effect, suggesting their crucial influence on the final optimization results.

Quite oppositely, the impact of variables {x1, x5, x7, x10} is less significant. Their
already low total effect value is related mainly to the higher-order interactions rather
than to the direct impact. For this reason, these variables are removed from the design
space, notably reducing its dimensions and increasing the process’s cost-efficiency. Variable
x6 presents a similar level of total impact to x7, although its main influence is slightly
more prominent. Contrarily, the direct effect of x9 is minor; however, strong higher-order
interactions result in a meaningful value of the total effect index. It depends on the
designer’s intuition whether such variables should be further considered; here, we preserve
them in the study.

3.3. Assessment of Deformed Mesh Quality

This section discusses the influence of shape deformation on the mesh quality using
the metric defined in Section 2.1.2. Figure 12a displays the mesh orthogonality angle
distribution plotted on a symmetry plane of selected exceptionally deformed duct geometry.
Although a fall in the quality criterion is evident in the strongly warped regions, the bulk
values are well above the warning limit of 20◦.

Figure 12b shows a histogram of the minimum value of the orthogonality angle for
all solutions produced in the course of optimization. The dashed line denotes the metric’s
reference value for the baseline geometry. The bulk of generated solutions maintain
the quality criterion value close to the reference level. Some cases, however, report a
reduction in the orthogonality angle, yet still without violating the warning limit. Finally,
a few solutions show criterion values below 20◦. Such distortion in the mesh elements
might trigger a warning for the flow solver. After inspection, the cases were identified as
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excessively deformed and, as such, located far from the objective target. These instances
did not harm the solver’s stability and convergence; hence, they were accepted.

 
(a) (b) 

Figure 12. Assessment of deformed mesh quality: (a) mesh orthogonality angle distribution at the
duct symmetry plane for a selected solution; (b) histogram of minimum value of mesh elements’
orthogonality angle distribution in all optimization cases. The dashed line indicates the orthogonality
angle value for the reference case.

3.4. Optimization Results

Figure 13 shows the contours of the baseline and optimized shape displayed on
the duct’s symmetry cross-section. The optimization affects the geometry mostly in the
transition from the channel to the AIP. The sharp shape change from the inner wall to the
compressor entrance is moderated in the final solution. Moreover, the optimizer reduced
the curvature of the inner and outer walls; however, the effect on the concave side is
more apparent.

Figure 13. Contours of the duct’s symmetry plane for reference and optimized shape.

Table 5 groups the optimized objective function values for all considered conditions
and compares them with the reference levels. The results are presented on an absolute
scale and as a percentage of improvement with respect to the baseline shape. Undoubtedly,
the optimizer was successful in finding a solution that improves both objectives for all
considered design points.
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Table 5. Quantitative optimization results.

Reference Optimized Solution

dP DC60 dP DC60

Design Point Absolute Relative Absolute Relative

DP1: Nominal cruise 0.00512 0.09640 0.00493 −3.71% 0.09190 −4.67%
DP2: Low-altitude climb 0.00459 0.09369 0.00443 −3.49% 0.08943 −4.55%
DP3: High-altitude cruise 0.00471 0.09679 0.00454 −3.61% 0.09252 −4.41%

The greatest improvement level in both objectives is attained for the nominal cruise,
which corresponds with the predefined preferences in targets (see Table 3). Furthermore,
comparable gains in the pressure loss and the distortion coefficient coincide with the
equality in targets set for both objectives. However, a slight consistent preference towards
refinement in the distortion coefficient is noticeable. Such an outcome confirms the ability
of the ASF formulation to guide optimization toward the presumed target, although a
margin has to be considered for potential moderate departures.

Figure 14 shows a cumulated best value of the ASF and the convergence criterion
value along the EGO steps. A rapid convergence towards the optimized solutions is evident.
The optimizer finds a case significantly improving the initial ASF value (marked by the
dashed red line) already in the first iteration. Such superior performance results from a fine
design space sampling and high-quality surrogate fit.

Figure 14. Cumulated minimum value of the ASF (a) and convergence criterion evolution (b) in the
course of optimization.

The objective space with DoE and EGO evaluations is displayed in Figure 15 for the
three considered design points. For all conditions, the instances from the optimization
stage converge towards an imaginary line connecting the reference and target points. The
vast majority of the Pareto front is not resolved, which is intentional and prioritizes the use
of computational resources in the target’s neighborhood. Such an observation shows the
algorithm’s ability to follow the direction defined by a predetermined target.
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Figure 15. Optimization solutions in the objective function space for the three design points. Markers
indicate optimization target (target), evaluation of initial geometry (reference), and best obtained
solution (best).

Figure 16 gives insights into the improvements in the distortion coefficient. Figure 16a
contrasts radially averaged total pressure values for the reference and optimized solutions.
The pressure value is normalized against the average dynamic pressure over the AIP
and plotted against the azimuthal position at the compressor face. For the optimized
solution, an apparent reduction in the total pressure’s lowest peak value manifests for
all considered design points. The source of refinement is located in the 150–210◦ sector,
corresponding with the transition area from the duct’s inner wall to the AIP. Such an
improvement translates directly to an enhancement in the distortion coefficient. A slight
shift in the total pressure curves for the optimized solution toward higher values is an
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effect of reduction in the duct’s pressure loss; however, it does not directly impact the
distortion metric.

 

(a) (b) 

Figure 16. Details of the distortion coefficient improvements: (a) radially averaged total pressure
distribution at AIP. Solid and dashed lines indicate total pressure levels averaged over the AIP and
worst 60◦ sector, respectively; (b) total pressure at AIP normalized by the average dynamic head.

The distortion coefficient value can be visualized intuitively as an area between a
plane-averaged total pressure (solid lines in Figure 16a) and total pressure averaged over
the worst 60◦ sector (dashed lines in Figure 16a). The areas are marked with shaded fields
with a color corresponding to the reference (gray) and optimized (blue) solutions. The area
of the fields representing the improved solution is visibly smaller than the corresponding
regions for the baseline case. Such an observation confirms the quantitative results given
above in Table 5.

Figure 16b groups the maps of total pressure normalized by the average dynamic
head and plotted at the AIP. The pressure field homogenization is visible for all conditions,
although the most significant effect is noticeable for Design Point 1. This corresponds
with the highest DC60 improvement observed in the quantitative data. The reduction in
the low-pressure zone visible in the six o’clock position matches the improvement in the
150–210◦ sector discussed above. A slight improvement is observable in the twelve o’clock
region corresponding to the convex wall transition to the AIP. This local enhancement
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can also be seen in Figure 16a for sector ~360 ± 30◦. Even though such improvement
does not influence the distortion metric, an increase in the pressure field uniformity at the
compressor face is a positive effect.

Figure 17 shows details of the flow field with regard to the pressure loss coefficient
improvements. Figure 17a displays the flow loss evolution along the duct through a
local pressure loss coefficient contour. This metric is conceptually similar to the pres-
sure loss objective; however, it quantifies the drop from the duct’s inlet to each spatial
location (Equation (33)).

dP∗ =
PIN

t − Pt

PIN
t

(33)

 

 

(a) (b) 

Figure 17. Details of the pressure loss coefficient improvements: (a) maps of local pressure loss
coefficient; (b) flow streamlines colored by the vertical velocity component at cross−section plane
downstream of the AIP.

The most apparent enhancement is the reduction in pressure loss in the transition
region from the duct’s convex wall to the AIP. Adjusting the shape of the wall’s top sector
and the above-discussed reduction in the low-pressure zone on the concave side transition
removes a secondary flow motion downstream of the AIP. This improvement is visualized
in Figure 17b, in which the vertical velocity component values color flow streamlines. The
two counter-rotating vortices, visible at the twelve o’clock position in the baseline case, are
evidently removed in the optimized solution.

The reduction in the concave wall curvature and expansion of the duct’s cross-section
results in a diffusing shape, bringing additional pressure recovery from the flow kinetic
energy. This effect is subtle but still contributes to the duct’s overall performance.
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4. Conclusions

The proposed aerodynamic optimization framework, constructed from state-of-the-art
components in advanced surrogates, mesh morphing, and distance-based scalarization, was
applied to the multi-point optimization problem of an I-31T airplane air-intake duct. The
study aimed to simultaneously improve the duct’s pressure loss and flow distortion under
three flight conditions: nominal cruise, low-altitude climbing, and high-altitude cruise.

The optimizer obtained both objective values superior to the reference configuration
for all considered design points. The consistent level of improvements in the pressure
loss and flow distortion confirms the capacity of the ASF-based formulation to guide
optimization toward the presumed target. The study results prove the methodology’s
potential for optimizing complex multi-objective air-intake duct problems in multiple flight
conditions while saving substantial computational resources.

Moreover, FANOVA-based sensitivity analysis was recognized as a valuable tool for
assessing the importance of particular design variables. Application of this technique is
particularly beneficial in Kriging-based frameworks where the use of surrogate predictions
balances high computational costs related to the variance-based techniques.

This research, however, may be subject to potential limitations regarding the general-
ization of its results. Primarily, the number of design variables was relatively moderate,
which favors the use of the Kriging surrogate. Although literature sources report a consid-
erable margin for increased design space dimensions, studies on larger problems should be
executed to prove the framework’s efficiency. Moreover, the results revealed that all con-
sidered flight conditions were coherent in the direction of shape improvements. Although
justified for this particular application, this scenario might only represent part of the class of
problems. Future studies should cover scenarios with design points of contradicting perfor-
mance requirements to generalize the results. Finally, the optimization was initiated from
an already well-designed solution, which aimed to set an ambitious task for the optimizer
but also resulted in a relatively low level of required deformations. Optimization studies
demanding significant geometry adjustments may be subject to numerical errors resulting
from an excessively distorted mesh. Such problems may require the implementation of a
solution for handling erroneous data samples.

Optimization studies using the proposed framework could be expanded to more holis-
tic multi-disciplinary problems. The most natural development would include solid body
mechanics addressing the structural targets, although involvement of the intuitively more
distant performance and economic objectives seems feasible. No fundamental reasons were
identified that might inhibit the ASF-based formulation in handling such heterogeneous
goals, although this would need to be proved in further studies.
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Appendix A. Leave-One-Out Cross-Validation

The leave-one-out cross-validation (LOO-CV) technique [91] sequentially omits one
sample from the set of N observations, and the metamodel is constructed from the remain-
ing N − 1 points. Afterward, the objective is predicted at the left-out sample’s location, and
the estimated value is compared with the known evaluation. The concept of LOO-CV is
demonstrated schematically in Figure A1. The operation repeats N times, resulting in an
assessment of prediction accuracy for the whole observation set.

Figure A1. Schematic representation of LOO-CV concept for one-dimensional design space.

The measure of difference between the true objective value y(xi) and the corresponding
LOO-CV prediction ŷD−i(xi) is termed a residual (Equation (A1)).

εi = y(xi)− ŷD−i(xi) (A1)

The residuals are standardized using the variance estimator ŝ2
D−i(xi) available in the

Kriging surrogate (Equation (A2)).

εz
i =

εi√
ŝ2
D−i

(A2)

If the residuals approximately follow the Gaussian distribution, the objective eval-
uation locates within three standard deviations from the predicted Kriging mean with
a confidence level of 99.7%. Thus, a surrogate with good prediction quality should be
characterized by standardized residuals bounded in a ±3 interval [23]. The probability of a
residual being further away is less than 0.3%. Detecting such an outlier may suggest poor
prediction quality in the vicinity of the corresponding observation.

Appendix B. Functional Analysis of Variance (FANOVA)

Consider that the design space X forms a p-dimensional hypercube and x ∈ X is
a vector of independent random variables normalized to a range [0, 1]. The surrogate
model is described by a square-integrable function Y = f (x) defined in X, which can be
decomposed using the FANOVA representation [89]:

Y(x) = f0 + ∑p
i=1 fi(xi) + ∑1≤i<j≤p fij

(
xi, xj

)
+ · · ·+ f1,...,p

(
x1, . . . , xp

)
(A3)

In the above equation, the centered and orthogonal terms denote:

mean value f0 = E[Y(x)] (A4)

main effects fi(xi) = E[Y(x)|xi]− f0 (A5)

second-order interactions fij
(
xi, xj

)
= E

[
Y(x)

∣∣xi, xj
]− f0 − fi(xi)− f j

(
xj
)

(A6)

The interactions of higher orders can be constructed accordingly as conditional ex-
pected values.
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A similar technique serves for a decomposition of the model output’s variance:

Var(Y(x)) = ∑p
i=1 Var( fi(xi)) + ∑1≤i<j≤p Var

(
fij
(
xi, xj

))
+ · · ·+Var

(
f1,...,p

(
x1, . . . , xp

))
(A7)

The individual contribution of variable xi to the variance in the model’s output is
quantified by the main effect Sobol index:

Si =
Var( fi(xi))

Var(Y(x))
(A8)

The influence of interaction between any two variables xi and xj is described by the
second-order Sobol’ index:

Sij =
Var

(
fij
(
xi, xj

))
Var(Y(x))

(A9)

All higher-order interactions can be assessed by Sobol’ indices, constructed following
a similar concept of ratios between decomposed higher-order terms and the overall output
variance. The values of main and higher-order indices for all variables sum to unity
(Equation (A10)).

∑p
i=1 Si + ∑1≤i<j≤p Sij + · · ·+ S1,...,p = 1 (A10)

The aggregated contribution to the model’s output variance of the i-th variable is
measured by the total effect Sobol’ index:

ST
i =

E[Var(Y(x)|x\{xi})]
Var(Y(x))

(A11)

In practice, only main and total indices are assessed for economic reasons. Knowing
them allows for an estimation of the combined influence of all-order interactions.

The values of the Sobol’ indices are to be computed numerically. For this purpose, this
study employs the FAST algorithm [92] available in the R package sensitivity [93].
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Abstract: Disruptive technologies and novel aircraft generations represent a potential approach to
address the ambitious emission reduction goals in aviation. However, the introduction of innovative
concepts is a time-consuming process, which might not necessarily yield an optimal design for a
given flight mission and within the defined time frame. In order to address the need for a structured
and more exhaustive search for novel concept generations, the Advanced Morphological Approach
(AMA) and its further enhancement was introduced earlier. It implies the decomposition of design
problems into functional attributes and appropriate technological alternatives. Subsequently, these
are evaluated and combined into solutions, which are then projected onto a solution space. The
current paper focuses on the technology evaluation step by deriving and integrating structured
expert judgment elicitation (SEJE) techniques into conceptual aircraft design with the AMA. For this
purpose, the first aim of the work is to justify the developed method by giving an overview and
discussing the most prominent SEJE methods and their applications in aerospace. Then, the derived
SEJE concept is described and applied in the form of an expert workshop on the use case of wing
morphing architecture. As a result, a solution space of wing morphing architecture configurations
is generated and analyzed. The workshop conduction and the expert feedback serve as valuable
findings for both the further AMA enhancement and similar research.

Keywords: conceptual design in aerospace; Advanced Morphological Approach; structured expert
judgment elicitation

1. Introduction

The conceptual design of novel aerospace vehicles is usually based on the assessment
of initially suggested configurations. Such an approach often implies the consideration of
a limited number of initial ideas resulting from earlier designer experience or collective
multidisciplinary brainstorming [1]. When designing new aircraft generations however, one
should acknowledge that the optimal solution integrating certain disruptive technologies
may be left out of scope [2]. Furthermore, one should consider that an early concept
fixation reduces the room for later design adjustments, also associated with additional
costs [1,3]. However, the certain choice of an optimal concept can be assured by parametric
optimization and a detailed analysis of each alternative. This approach is not feasible for
novel technologies lacking test data.

The mentioned challenges indicate the necessity for (a) the systematic generation of a
larger number of concepts and (b) an efficient and robust approach to assess and compare
alternative configurations of complex systems such as aerospace vehicles without relying
on quantitative data, especially when such is not available (yet).

These are key focal aspects of the Advanced Morphological Approach (AMA) by
Rakov and Bardenhagen [3]. It aims to structure a complex design problem in an intuitive
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way and generate an exhaustive and consistent solution space [3]. In order to replace
lacking test data of innovative components, the method intents to lean on the professional
opinion of dedicated experts, who would be required to assess the technological alternatives.
These evaluations will be used as a scientific basis for the qualitative evaluations and the
generation of a wider solution space. The resulting exhaustive solution space allows the
consideration of solutions possibly let out of scope during conventional idea generation.
By clustering the solutions, the designer is able to identify sub-groups of similar, especially
advantageous configurations. These optimal sub-spaces could be then defined as the search
boundaries within parametric optimization with Multidisciplinary Aircraft Optimization
(MDAO). In other words, the AMA aids to find the optimal design sub-spaces for further
investigation with MDAO.

In order to define the AMA as a structured and robust method for conceptual design
in aerospace (and complex engineering products in general), the implemented techniques
should be carefully studied and justified. For this reason, the enhancement of the initial
AMA represents a multi-stage project, visualized in Figure 1. The first stage was dedicated
to the definition of the objectives and benefits of the AMA, the overview of other work using
the MA in Aerospace, as well as the AMA positioning in the scientific context, presented
in Reference [2]. Then, the problem structuring, uncertainty modeling and the main data
flow was establishes in the next stage, shown in Reference [4]. The current project stage
(the third stage in the figure) focuses on the use of expert opinions as a scientific basis
for the qualitative assessment of innovative technologies lacking test data. This context is
covered by the current paper which aims to integrate structured expert judgment elicitation
(SEJE) methods in pre-conceptual aircraft design and its application in the form of an expert
workshop on a wing morphing use case. A deeper solution space analysis, integration of
technology interaction aspects, verification, and validation of the “full-scale” methodology
(fourth and fifth stage) remain subjects of future work.

In this context, it is first necessary to give a brief overview of the AMA method and
define the concrete objectives of the current paper.

AMA enhancement steps

AMA posi oning Workshop concept

Previous work

• Overview of other works 
using the Morphological 
Analysis in Aerospace

• AMA purposes and 
bene ts

• AMA posi oning in the 
scien c context

• Uncertainty modeling 
(fuzzy numbers)

• Problem structuring 
(Analy cal Hierarchy 
Process)

• Structured Expert 
Judgment Elicitaion (SEJE)
– theory & aerospace 
applica ons

• SEJE integra on in aircra  
conceptual design and 
AMA

• Mul ple itera ons

Solu on space 
analysis

• Sensi vity analysis of 
a ributes

• Sta s cal summary

• Use case selec on & 
study

• Valida on approach & 
conduc on

Problem approach –
pre-conceptual design

Applica on & 
valida on

Future workCurrent ar cle

Figure 1. Main AMA enhancement stages.

1.1. Advanced Morphological Approach

The AMA is based on the classical Morphological Analysis (MA) by Fritz Zwicky [5]
dating to the middle of the twentieth century. The initial MA introduced product de-
composition into functional and/or characteristic attributes, which can be each fulfilled
by corresponding sets of given implementation alternatives (denoted as “options”),
systematized in a Morphological matrix (MM). Such problem structuring allows to ob-
tain an exhaustive solution space, containing all possible option combinations (denoted
as “solutions”).
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The AMA by Rakov and Bardenhagen [3] is based on the MA and its application in
the search for promising technical systems by Rakov [6] from the late twentieth century.
The main steps of the AMA combined with a brief presentation of the workshop data
flow are schematically shown in Figure 2. The method extends the MA by assigning
evaluations to each option according to pre-defined criteria on a qualitative scale from 0 to
9 [3]. The generated solutions combine the scores of the selected options by adding their
separated criteria evaluations, which can also be weighted. Subsequently, one can visualize
the resulting solutions based on their summed criteria scores, allowing to compare their
criterion-specific and multi-criteria performance [3]. The lower left part of Figure 2 exhibits
the main data processing steps after obtaining individual pairwise technology comparisons
during an expert workshop and their integration into the main AMA methodology.

Solu on 1

A r 1 P 1.4

A r i P i.j

A r k P k.3

Opt 1 Opt 2 … Opt n

A r 1 P 1.1 P 1.2 … P 1.n

A r 2 P 2.1 P 2.2 … P 2.n

… … … … …

A r k P k.1 P k.2 … P k.n

Decomposi on (MM) Op on evalua on Solu on synthesis

Pairwise op on 
comparisons elicita on

Mathema cal 
aggrega on

Comparisons to op on weights 
(Analy cal Hierarchy Process)

Expert workshop

Solu on space genera on
P i.j

Criterion 1 Eval 1

Criterion 2 Eval 2

… …

Criterion k Eval 3

Post-processing

Figure 2. Main steps of the enhanced AMA including the workshop. Attr.—attribute; Opt.—option;
Eval.—evaluation.

One of the main problems of morphological analysis is to reduce the dimensionality of
the problem and to reduce the number of solutions to be solved [7]. Often, the reduction of
the morphological set of solutions by the analysis of incompatible options is used. In some
cases, graph theory and genetic algorithms are used [8,9]. In the case of AMA, clustering is
used to aid the identification of similar solutions in vast solution spaces.

The MA has been applied in conceptual aircraft design in different forms and contexts,
discussed and compared with the AMA in detail in Reference [2]. For example, the
Technology Identification, Evaluation and Selection method by Mavris and Kirby [10] uses
the MM for impact estimation of technologies and the search for their optimal combination
for improved resource allocation. Although direct system simulation is also avoided,
the method uses “physics-based analytical models” [10] which are applicable for a more
extensive configuration modeling/representation up to a preliminary configuration design.
In another work, Ölvander et al. [11] implement conceptual design of sub-systems by
describing the MM options with quantitative data and mathematical models. In contrast
with these MA applications, the AMA uses a qualitative approach to compare non-existent
technologies lacking experimental data or/and are hard to model.

As shown in Figure 1, the AMA has underwent further development by implementing
uncertainty modeling with fuzzy numbers, problem-specific hierarchical problem defini-
tion by means of the Fuzzy Analytical Hierarchy Process (FAHP) as well as multi-criteria
decision-making (MCDM) methods (see Reference [4]). Based on this approach, a method-
ology for organized expert panels shall be studied, which would evaluate the MM options
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and serve as a scientific ground for the generated solution space. A first iteration of the
methodology testing has already been conducted within a first workshop on the design use
case of a search and rescue aircraft (SAR), described in detail in Reference [12]. As a result,
a solution space containing 54 configurations was generated which yielded a multi-criteria
optimum implementing hybrid aerodynamic/aerostatic lift generation, fully hydrogen-
based non-distributed propulsion and wing morphing. The first workshop implemented a
set of initial features such as solely individual evaluations, mathematical aggregation and
the use of fuzzy numbers for uncertainty modeling. It served as a starting point for the
development of a full scale concept, aimed in the second workshop iteration.

In this context, the second workshop extended the functionality of the workshop and
its post-processing to a next level and was applied on the use case of wing morphing archi-
tectures. The added major improvements include the behavioral aggregation of evaluations
in the form of group discussions focused on aircraft design aspects, the possibility for the
experts to edit their evaluations, and the weighting of the participants’ assessments based
on their expertise. The current article presents the methodology and results of the second
workshop, as well as the aspects needed for the integration of SEJE methods into aircraft
conceptual design with the AMA.

1.2. Current Objectives

Among the current challenges of the AMA remains the scientific acquisition of qual-
itative technology evaluations from domain experts, in order to appropriately assess
innovative technologies still lacking deterministic test data. Hence, the specific adaptation
and integration of SEJE methods in conceptual aircraft design and its application represents
the paramount objectives of the current paper. This introduces the necessity to justify the
developed methodology and selected/adapted SEJE techniques. For this purpose, a brief
overview of workshop types and established SEJE methods will be given and analyzed by
positioning the present work within the global SEJE context found in the literature. Next,
the current state of the developed workshop methodology will be described and justified.

The second part of the paper is dedicated to the structure, conduction and outcome
of the second AMA workshop. Its first aim is to obtain and analyze a generated solution
space containing different implementations of wing morphing technologies. Another
equally important target is the thorough analysis of the workshop conduction, collection
of valuable participant feedback, and the derivation of improvement proposals for next
potential iterations.

Hence, the following global research questions have been defined for the current
project stage:

• Can qualitative expert knowledge be suitable for global conceptual design problems
in aerospace?

• How to make subjective expert opinions a scientific basis for conceptual design tasks?

2. Structured Expert Judgment Elicitation

One of the AMA’s focal points is the conceptual design integrating non-existent or
prominent innovative technologies, often lacking deterministic test or performance data.
This represents a challenge for the objective, transparent and scientific comparison of the
generated aircraft solutions. In such cases, one usually seeks the professional opinion of
domain experts [13,14]. Regardless of their expertise level, however, such assessments would
always exhibit a certain level of subjectivity and uncertainty simply due to their human
nature [15]. This is the motivation behind the research questions defined in Section 1.2.

For such purposes, researchers usually apply structured expert judgment elicitation
(SEJE) methods. These define aspects such as elicitation type (remote or in person), ques-
tionnaire design, knowledge aggregation possibilities, uncertainty handling, etc. The
current section will start by giving a definition of a SEJE method and presenting the most
prominent approaches in this domain. Subsequently, the current research will be placed
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into the literature context and positioned in reference to similar works. Finally, the concepts
applied within this paper will be selected and justified.

2.1. Literature Overview

The concepts of expert judgment elicitation originate from the fields of psychology,
decision analysis and knowledge acquisition [14]. The literature suggests the following
definitions for expert judgments and their elicitation:

• “data given by an expert in response to a technical problem.” [14]
• “we consider each elicited datum to be a snapshot that can be compared to a snapshot

of the expert’s state of knowledge at the time of the elicitation.” [14]
• “Judgements are inferences or evaluations that go beyond objective statements of fact,

data, or the convention of a discipline. . . . a judgement that requires a special expertise
is defined as “expert judgement”.” [16]

• “. . . elicitation, which may be defined as the facilitation of the quantitative expression
of subjective judgement, whether about matters of fact or matters of value.” [17]

• “Elicitation is a broad field and in particular includes asking experts for specific
information (facts, data, sources, requirements, etc.) or for expert judgements about
things (preferences, utilities, probabilities, estimates, etc.). In the case of asking for
specific pieces of information, it is clear that we are asking for expert knowledge in
the sense of eliciting information that the expert knows.” [18]

In this context, one seeks the judgments from qualified professionals (experts) in their
respective domains. According to the definitions, the elicitation process is not simply
asking for the required information. It also implies the extraction of the required subjective
knowledge, the filtration of biases and its possibly precise representation in a quantitative
form—be it the evaluation of concrete physical (one might dare say “tangible”) parameters
or simply placing it on a qualitative scale.

One should note the various terminologies used throughout the literature to denote
structured elicitation of expert opinions such as structured expert judgments, structured
expert knowledge, expert knowledge elicitation or elicitation protocol. These in general
stand for the principle of aiming to scientifically elicit expert knowledge. In the current
paper, the abbreviation SEJE (structured expert judgment elicitation) will be used for this
purpose. Similarly, the widely used notation of the participating experts as decision-makers
(or DMs) is also adopted in this work.

The main advantage of formalized SEJE methods is the transparency and the possi-
bility to review the process [14], therefore contributing to the scientific significance of the
results. In this context, Cooke [19,20] advocates the achievement of rational consensus
by adhering to the principles of Scrutability/Accountability (reproducibility of methods
and results), Empirical Control (empirical quality control for quantitative evaluations),
Neutrality (application of methods aiming to reflect true expert opinions) and Fairness (no
prejudgment of the experts). However, it is necessary to underline that these requirements
have been outlined during the definition of the Classical Model, which serves as a method
for quantitative elicitation.

SEJE approaches have been developed starting from at least the 1950–60s or ear-
lier [16,21]. In some cases, these are formalized into structured elicitation protocols and
guidelines by/for authorities and companies [21], e.g., by the European Food Safety Author-
ity [18] or the procedures guide in the field of nuclear science and technology [22]. Further
applications can be found in the domains of human health, natural hazards, environmental
protection [20], and provision of public services [17]. Some aeronautical disciplines have
also profited from SEJE methods, which will be discussed in the next subsection.

Available SEJE methods establish the main components of a structured elicitation
and present various possibilities to implement these. In order to identify and derive
the appropriate SEJE process for the integration into the AMA methodology, the most
prominent SEJE methods are briefly presented, summarized and compared—namely the
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Classical Method by Cooke [19], the The Sheffield Elicitation Framework [23], the Delphi
method [24] and the IDEA protocol [25].

2.1.1. The Classical Model

The Classical Model (CM) was developed by Cooke [19] and represents an established
method for the elicitation of quantitative values. Instead of qualitative approximations,
the experts are asked to roughly estimate a value of a given parameter on a continuous
scale, e.g., “From a fleet of 100 new aircraft engines how many will fail before 1000 h
of operations?” [20]. This approach advocates uncertainty quantification in the form of
subjective probability distributions by eliciting from the experts distribution percentiles—
typically at 5%, 50% and 95% [20,26]. These allow the fitting of a “minimally informative
non-parametric distribution” [26] for the estimation.

In order to cope with the empirical control requirement defined by Cooke [19], the
method involves the attribution of an individual weight to each expert, called calibration.
This is executed by preparing two sets of questions—the so-called seed and target ques-
tions, incorporating the same types of elicitation heuristics. The seed evaluations involve
quantitative inquiries with known correct answers and are used to “assess formally and
auditably” [20] the expert’s deviation from the precise solution in a domain, denoted as a
calibration score. However, even a perfect calibration does not stand for an informative
decision in the form of a narrow probability distribution around the precise value. For this
purpose, the information score is introduced which reflects the precision of the answer.
Then, the correction factors or weights for each expert represent a combination of the
calibration and the information score. The target questions refer to the information of
interest. Hence, in order to obtain elicited data with highest possible precision, the experts’
assessments are mapped with their corresponding weights.

The CM advocates mathematical aggregation of the varying expert evaluations,
e.g., in the form of a Cumulative Distribution Function (see Reference [20] for more detail).

2.1.2. The Sheffield Elicitation Framework

The Sheffield elicitation framework (SHELF) has established itself as another notable
SEJE methodology [23]. Opposed to the mathematical aggregation used in the CM, SHELF
strongly relies on behavioral approaches to combine knowledge from different experts.
The process is executed via gathering an expert panel moderated by a dedicated facilitator.
After discussing the evaluation subject(s), the DMs give their individual assessments which
are then fitted into an aggregated distribution. In a next step, the individual and group
evaluations are shown to the panel and discussed, while the experts have the opportunity
to edit their previous judgments. The discussions and reevaluations are repeated until a
consensus on the aggregated distribution(s) is reached.

It becomes obvious that the method was initially developed to elicit knowledge on a
single variable, however extensions for multivariate assessments have been introduced as
well [23].

Although SHELF incorporates mathematical aggregation, the result still depends
on the common acceptance of the combined distribution, which leans on behavioral ag-
gregation. Accordingly, one expects an increased influence of group dynamics and the
corresponding group biases.

2.1.3. Delphi Method

Some authors mark the Delphi method as one of the first formal elicitation ap-
proaches of structured expert judgments [16] dating back to the 1950–60s. By apply-
ing a structured questionnaire, the experts are asked remotely, individually and anony-
mously/confidentially for their responses. After that, their answers are collated [16,24]
(while removing the 25% upper and 25% lower responses in some cases [16]). In a second
round, selected questions are sent back to the DMs for them to review and eventually correct
their initial evaluations. This is repeated until the expert group reaches consensus [16,24].
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The outlined advantages of the Delphi technique include the avoidance of group
biases common for personal meetings as well as the participation of larger expert panel
through the remote inquiries [24]. The main drawbacks pointed out are the time-consuming
character [24], possible questionnaire ambiguity and the possible alteration of the responses
before the next evaluation round [16].

2.1.4. IDEA Protocol

Similarly to the SHELF method, the IDEA protocol is attributed to the mixed approaches
using both mathematical and behavioral aggregation of expert knowledge [27]. This is done
by structuring the process in four main steps, forming the IDEA acronym [25,27]:

1. Investigate —clarification of the questions and entering of individual estimations;
2. Discuss—the answers of the experts in relation to the rest are shown and serve as

a basis for a group discussion, aiming to discover further meanings, reasoning and
dimensions to the question;

3. Estimate—the DMs may give a second/final private answer as a correction to their
initial one;

4. Aggregate—final results are obtained through mathematical aggregation of the ex-
perts’ estimations.

The original formulation of the IDEA protocol as defined in References [25,27] aims at
eliciting numerical quantities or probability by implementing sets of questions.

2.1.5. Summary of SEJE Components

In their guide on SEJE, Meyer and Booker [14] give an overview of methodology
components and how to select among their available implementation options. The source
emphasizes on different elicitation situations, response modes, dispersion measures, types
of aggregation and documentation methods. Their summary is given in a form of a MM
which could be used for the design of new SEJE processes, shown in Table 1. It combines
the elements from [14] as well as other aspects from the literature mentioned earlier.

Table 1. Identified SEJE components and their implementation options in the form of a morphologi-
cal matrix.

Component Option 1 Option 2 Option 3 Option 4 Option 5 Option 6

Elicitation
format/
situation

remote individual
interviews

interactive
group

individual
evaluations

combined with
group

discussions

Variable
character quantitative qualitative

Response
modes probability estimate probability

distribution
continuous

scales
pairwise

comparisons ranks Bayesian updating

Dispersion
measures ranges percentiles standard

deviations fuzzy numbers

Aggregation
method mathematical behavioral mixed

Expert
weighting/
calibration

yes no

Based on the descriptions in the previous subsection, Table 2 summarizes the imple-
mentations of the SEJE components by the prominent methods found in the literature. It
is necessary to underline that these methods have been shown according their original
definition. Many of these have been further extended throughout the years and numerous
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modifications can be found in the literature—e.g., by adding expert calibration or extending
the elicitation to multiple variables [16,23,28].

Table 2. Summary of established SEJE methods.

Component Classical Model SHELF Delphi IDEA

Elicitation format remote personal personal or remote personal or remote

Aggregation method mathematical behavioral and mathematical mathematical behavioral and
mathematical

Expert weighting/calibration yes no no no
Variable type(s) quantitative quantitative quantitative quantitative

2.1.6. Bias as a Source of Uncertainty

One of the main reasons for the thorough structuring of SEJE approaches is the
difficulty to obtain data reflecting expert knowledge and experience as exactly as possible.
This is mostly due to the presence of multiple types of bias [14,15], often resulting in
systematic errors when a person is asked to give objective scientific judgment based on
knowledge and experience. The literature knows multiple descriptions and overviews of
bias for the purposes of knowledge elicitation [14,15]. Instead of giving another review, the
current work will use the bias definitions and guidance in order to construct a tailored SEJE
method for the AMA aiming to minimize uncertainties.

Meyer and Booker [14] define two views on bias—motivational and cognitive. Bias
can be considered motivational when the elicitation task aims at reflecting the expert’s
opinion as precisely as possible. This is for example the case when one’s purpose is to
understand the DM’s way of thinking or problem solving. In such cases, ambiguous
definitions or faulty elicitation processes could alter the expert’s point of view and therefore
be the source of motivational bias. The main types of motivational biases are social pressure
(in group dynamics), misinterpretation (influence of sub-optimal elicitation methodology
or questionnaires), misrepresentation (flawed modeling of expert knowledge) and wishful
thinking (influence of one’s involvement in the subject of inquiry) [14].

Meanwhile, the cognitive bias view should be preferred for the purpose of likelihood
estimation or a mathematically/statistically correct quantification of given parameters [14].
In such cases, it is linked to the cognitive shortcuts people use to process information.
Examples of cognitive bias are inconsistency (the inability to yield identical results to the
same problem throughout time), anchoring (resolving a problem under the influence of a
first impression), availability (vastly relying on a easier retrievable from memory event),
and underestimation of uncertainty [14].

To the knowledge of the current article’s authors, the majority of developed SEJE
methods (originally) aim at eliciting probability distributions for physical values. In this
context, an observation has been made that the literature pays more attention to the
cognitive view of bias [15,20].

Although the mentioned motivational and cognitive biases might appear compli-
mentary to each other, Meyer and Brooke [14] advise to take a single view of uncertainty
depending on the purpose of the project. They bring forward the following justification. On
the one hand, the reduction of motivational bias aims to help the data reflect the knowledge
of the expert as well as possible by adjusting the methodology accordingly. On the other
hand, the cognitive view states the inability of the expert to represent their opinion in an
exact mathematical manner and tries to guide the DMs to express themselves in a correct
statistical way [14].

2.1.7. Elicitation Format

The main elicitation formats are the remote inquiry or individual interviews opposed
to group interactions, which bring their own advantages and drawbacks in view of the
different bias types these invoke.

206



Aerospace 2023, 10, 287

The remote or separate elicitation from the experts implies no interaction among them,
which excludes biases originating from group dynamics such as social pressure, hierarchy
influence or personality traits [14]. Such an approach could be strengthened by expert
calibration, weighting and mathematical aggregation (e.g., in the CM) to contribute to the
empirical control and method transparency.

Although the researcher should acknowledge the presence of group think biases
within interactive groups, personal meetings of expert panels has a spectrum of advantages
as well [14]. In particular, it can contribute to creative thinking by combining different
expertise and generate a wider variety of ideas. Furthermore, data with bigger precision
could be acquired through interactions.

2.1.8. Qualitative versus Quantitative Variables

As previously mentioned, the majority of studied sources on SEJE aim the elicitation
of physical parameters describing a system or a phenomenon. Such elicitation variables
can be labeled as quantitative, since there theoretically exists a precise correct value, which
should be approximated by the experts.

However, as the purposes of the AMA have shown, a SEJE might be required under
the following circumstances:

1. A global assessment of a system or product in the early stages of conceptual design;
2. Evaluation according to qualitative criteria in a vague linguistic form such as “mission

performance” or “system complexity” which summarize multiple characteristics;
3. The necessity to consider innovative concepts or technologies in a current study;
4. The lack of test data or statistical estimations on such technologies.

In such cases, the expert would have insufficient experience or knowledge on nonexis-
tent concepts. Therefore the attempts to quantify system parameters would not only be
challenging but would also lead to a significant increase of epistemic uncertainty.

The alternative is to use qualitative scale for the assessment regarding non-deterministic
criteria. Usually, it reflects a linguistic evaluation grades such as “very good”, “good” or “bad”
in a categorical form. For the purposes of quantification and further data processing, these
statements have been transferred to a continuous numerical scale from 1 to 9 within the initial
AMA as defined in [29]. One of its main drawbacks is obviously the ill-defined character of
the numerical definitions for the assessment of technological alternatives—should a certain
technology be evaluated with 7 (“very good”) or 6 (between “good” and “very good”)? This
is found ambiguous especially by representatives of technical fields used to precise quantities
(which has been observed during both conducted workshops within the current project so
far). Further disadvantage is the lack of a reference for the qualitative values, at least for the
extremas of the scale. This issue is addressed within the Analytical Hierarchy Process (AHP)
by Saaty [30], where pairwise comparisons should be evaluated on the scale from 1 (equal) to
9 (absolutely superior) to denote the superiority of a certain alternative over another one.

At this point, one should recall the SEJE definition in the beginning of the current
subsection, denoting such a process as a quantification of subjective expert knowledge.
Although such scales are considered “qualitative” in the current work, these still represent
a way to quantify the DM’s experience and knowledge in a certain data format. Hence, this
can also be defined as a form of elicitation.

2.1.9. SEJE Integration with Multi-Criteria Decision-Making

The aim of the SEJE methods is to ensure a transparent and scientific elicitation of
expert knowledge by offering sometimes multiple steps of aggregation, reevaluation or
discussion. However, the thorough conduction of such routines might be applicable for
the elicitation of a relatively small amount of variables simply due to time constraints
and limitations related to participant engagement and their attention span. This was
experienced during the first [12] and second workshop of the current project.

However, one might need to select among a significant amount of alternative scenarios
or technologies. Furthermore, the selection might be defined as the outcome of a multi-
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criteria assessment, which is the case for the AMA. Hence, a certain structure is required
both for the elicitation process and the subsequent data processing in order to obtain the
option comparison results in the form of comparisons, ranks, etc. The algorithms which
represent a framework to transform expert inputs into final option ranking or assessments
by accounting for multiple criteria simultaneously are denoted as Multi-Criteria Decision-
Making (MCDM) methods [31].

A selection and the possible integration of a MCDM approach into the AMA process
is given in Reference [4]. The source also justifies the choice of FAHP for the problem
structuring. Once a MCDM algorithm/framework has been selected, it is necessary to
choose or adapt an appropriate SEJE approach.

This raises the question of integration of MCDM and SEJE methodologies which is
subject to the following challenges:

• Time- and energy-efficient elicitation of a larger number of variables;
• Ensure compatible format of the elicited variables from the SEJE and the input vari-

ables into the MCDM;
• Ensure transparent value transformations within the methods;
• Minimize the additional bias or noise of the uncertain data caused by the methods.

2.1.10. Purposes for SEJE Applications

Regardless of the application domain, an extended research on SEJE has yielded
a spectrum of terms using participative approaches such as “technology assessment”,
“scenario workshops”, “future workshops” or “stakeholder workshop”. Therefore, it is first
necessary to distinguish among these notations in order to position the AMA workshops in
this scientific context.

Technology Assessment (TA) has the general purpose of identifying promising innova-
tions and evaluating the socio-technical impact of new technologies or improvements [32].
Ultimately, this could aid the political decision-making on administrative or company
level. Such assessments might involve cost-benefit and risk analysis, as well as the po-
tential relationships to markets and society [32]. In particular, some sources lay focus on
the technology integration in policy making and public acceptance [32,33], as well as the
“co-evolution of technology and society” [32]. For this purpose, stakeholder workshops
are conducted which allow the gathering of representatives from concerned circles such as
companies, society, political and research institutions [34]. In a structured process, these
attempt to form visions of the innovative technology interaction with the public and its
administrative regulation by aiming to resolve existing concerns. This vision is denoted
as a “scenario”, which encompasses a possible implementation of the novelty and its
impact on a spectrum of dimensions such as various society levels, the environment and
public/consumer acceptance [34]. There exist numerous types of workshops and confer-
ences aiming to define multiple scenarios, select the most promising ones and/or detail
their implementation. Prominent examples are the scenario workshop, future workshop,
consensus conference, future search or search conference [35]. The current article will not
describe these in detail. Instead, it is purposeful to introduce the process of creativity use
for the creation and definition of scenarios (or visions, futures, etc.).

Vidal [35] summarizes that creativity encompasses two types of thinking: divergent,
which allows to see multiple perspective of a certain situation, and convergent thinking
which helps to “continue to question until satisfaction is reached” [35]. Methods for creative
problem solving incorporate switching between these two thinking approaches. In this
context, both the scenario workshops [34] and the future workshops [36] include steps
which encourage divergent thinking to generate new ideas and convergent thinking to
select among these the most appropriate one(s) and to improve their level of detail. To date,
the conducted workshops applying the enhanced AMA have used only the convergent
thinking by asking the experts to compare technological alternatives.
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2.2. SEJE Applications in the Aerospace Domain

The uncertain character of the conceptual design phase of aerospace vehicles has
encouraged researchers to seek expert opinions on upcoming innovations. An extensive
research and development of SEJE techniques was conducted at NASA (National Aeronau-
tics and Space Administration) to estimate parameters of weight, sizing and operations
support for a launch vehicle [37]. In particular, probabilistic values were elicited by creating
appropriate expert calibration [38] and aggregation [39] techniques in combination with a
specially designed questionnaire [13].

Additionally, the use of scenarios in the aircraft design process has been discussed
by Strohmayer [40]. The author argues that based on market analysis, one could derive
requirements and identify technologies for new aircraft by organizing and evaluating these
in the form of consistent scenarios.

Authorities in the aeronautical domain have also shown interest in expert judgments.
The Federal Aviation Administration (FAA, United States Department of Transportation)
assumed the use of SEJE for the development of a risk assessment tool for the electrical wire
interconnect system [41]. This idea has been further studied and refined by Peng et al. [42] by
checking the validation of expert opinions and estimating the agreement within the panel.

Despite of the available statistics and databases on accidents in aviation, Badanik et al. [43]
used expert judgments as a possible aid for airlines to estimate accident probabilities. For
this purpose, the CM was applied to analyze the answers of airline pilots to assess the
probabilities of some IATA (International Air Transport Association) accident types for
occurring Flight Data Monitoring events on multiple aircraft.

2.3. Justification of the Developed Workshop Concept

In order to position the current research and justify the developed SEJE methodology,
it is first necessary to summarize the objectives of the AMA and the elicitation as follows:

• Idea generation for conceptual aerospace design;
• Consideration of innovative technologies lacking historical data;
• Evaluation of the technological options by experts;
• Benefiting from the expertise and creativity of the domain professionals.

Therefore, one can categorize the AMA workshops as a variation of TA. However,
depending on the selected use case and the attending participants, the research conducted
so far does not necessarily focus on the social impact of new concepts, but rather on
an optimal selection of technologies to use in vehicle designs (e.g., during the first and
second workshops).

The consideration of novel or non-existent technologies with scarce or no historical
performance data implies the challenging elicitation of deterministic physical parameters
of the configurations. In addition, the limited experience of the professionals with such
components will further increase the epistemic uncertainty during the quantitative elicita-
tion of system parameters. Hence, a qualitative expression of the performance evaluations
of the options has been defined. In combination with the FAHP by Buckley and Saaty,
the experts are required to enter pairwise comparisons of the technological options in the
form of trapezoidal fuzzy numbers on the scale from 1 (both technologies are equal) to 9
(technology A is absolutely superior to technology B)—see Reference [4] for more details.

By using the qualitative evaluation character, the current work leans on the assumption
that intuitive elicitation of expert knowledge and experience are a reliable scientific basis
for concept derivation. In this context, the motivational view on bias is selected, as defined
by Meyer and Booker [14]. The reason for that is the dominant importance of clear problem
and methodology definition leading to a cleaner elicitation of expert knowledge rather
than the accurate statistical estimation of precise physical parameters (as in the case of the
cognitive view on bias).

In order to engage the full potential of the experts’ knowledge and creativity, the
method would benefit from both mathematical and behavioral aggregation. For this
purpose, a modification of the IDEA protocol is derived to fit the contextual evaluation of
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MM options. A detailed description of the entire methodology and its implementation can
be found in the following section on the second AMA workshop.

3. Second Workshop Methodology

For the first development iteration of the enhanced AMA, a first workshop was
conducted and described in Reference [12], where the conceptional design of a search
and rescue aircraft was studied. The current article discusses the conduction and results
of a second workshop which aimed to consider the lessons learned and test new ideas.
The following subsections will reveal major aspects related to the workshop, namely use
case definition, developed methodology, questionnaire design, data post-processing, and
results analysis.

3.1. Airfoil Morphing and Integration—Use Case Definition and Morphological Matrix

In this context, the conceptual design of a subsystem was conducted for the purpose of
selection and integration of wing morphing technologies. Firstly, this is a representative use
case to demonstrate the current methodology state on innovative technologies. Secondly,
the subject reflects the demand for future work on morphing wings technologies as stated
at an earlier project stage in Reference [3].

The use case focuses on two main aspects: the geometric shape modification and the
morphing technology to implement it. These were defined in a MM as three attributes
with their corresponding implementation possibilities (Figure 3). The morphing mode
selected in the current work represents the modification of the cross-section wing geometry,
denoted here as “airfoil morphing”. The selected responses (first attribute in the MM) are
the deformation solely of the trailing edge, of both the trailing and leading edge or the
deformation of the entire airfoil geometry. The next questions that arises is the positioning
of the morphable airfoil sections on the wing. Therefore, the second attribute allows to
select possible wing sections for morphing, namely an area near the wingtips, near the
wing root or the whole wing. For the third attribute, a research yielded the following
technologies studied for the purpose of airfoil morphing:

Op on 1 Op on 2 Op on 3 Op on 4

Airfoil morphing 
sec on

Only trailing edge Trailing and leading edge En re airfoil

Morphable wing 
sec ons

Near wing ps Near wing root Both or whole wing

Morphing 
technology

Mechanical extension 
( aps, slats)

Contour morphing (hydr. 
or el. actuators & 
deformable skin)

Piezoelectric plates Shape 
Memory 
Alloys

Figure 3. Morphological matrix for the conceptual design of wing morphing architectures.

• Mechanical extension—these are mechanical devices which extend the trailing and/or
leading edge of the airfoil [44]. In this context, solely the concepts of conventional
flaps and slats are considered, serving as an existing reference option.
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• Contour morphing—the deformation of the airfoil contour via hydraulic or electric
actuators as presented in References [45].

• Piezoelectric macro-fiber composite plates—such plates exhibit the ability to deform
when submitted to electric current and vice versa [46].

• Shape memory alloys—these smart materials deform under certain loading and tem-
perature conditions [47].

Such a definition of the MM by no means aims to represent an exhaustive outline of all
possible morphing technologies or their integration, neither to support a complete design
process. As previously mentioned, the main target of the second workshop is to test the
enhanced AMA methodology and the evaluation of perspective technologies with scarce
test data.

3.2. Evaluation Criteria

In order to compare the alternative morphing technologies and their integration
options, a set of relevant evaluation criteria should be chosen. By considering the main
advantages and challenges for such architectures, the following criteria have been selected:

• Flight performance
• Required energy
• System complexity

Improvements in flight performance represent the primary reason for the consideration
of morphing wing structures in the first place. Evaluations according to this criterion should
reflect the difference in aerodynamic qualities, flight stability, integration of innovative
flight controls, etc. However, a trade-off should be made with the energy required for
different morphing modes and morphable wing areas, making it a second criterion. Last
but not least, the MM options should be compared according to their system complexity
and weight in order to round-up the subject-relevant main global aspects.

For the purpose of easier results interpretation, the criteria will not be weighted for
the final solution evaluation.

3.3. Uncertainty Modeling

In order to model the uncertainties incorporated into the experts’ subjective answers,
the concept of ordinary fuzzy number is used for each technology comparison. The benefits
of this approach and the justification for its use within the AMA are described in more
detail in References [4,12].

3.4. Problem Hierarchy Structure

In order to capture the multi-dimensional character of the design problem, the work-
shop evaluations are structured by applying the FAHP suggested Buckley [48], which
builds on the classical AHP by Saaty [30]. Reference [4] explains the use of the approach
based on fuzzy comparisons within the AMA and the definition of necessary system
hierarchies based on the problem statement.

The hierarchy used for the current workshop is exhibited in Figure 4. The organization
of options and criteria in levels has been executed analogically to the problem structuring in
the first workshop (see Reference [12]). The options from the same attributes are compared
regarding each criterion of the level above. The generic right part of the diagram showcases
the positioning of options from different attributes into separate hierarchy branches due to
their incomparability.

After obtaining all option comparisons from the DMs the algorithm yields the global
weights of each option according the criteria. Naturally, the comparisons are elicited only
for options from the same attribute.
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Figure 4. Hierarchical representation of the problem definition by using the AHP.

3.5. Workshop Structure

The previous workshop aimed to test only a single step of a SEJE methodology, namely
the individual expert evaluations by leaving DMs interactions and behavioral knowledge
aggregation out of scope. The current workshop implements both features by adapting
the IDEA protocol for the pairwise comparisons of MM options. Further focus has been
laid on contextual consistency of the tasks (the discussion of attribute options are followed
immediately after the DMs evaluated these) and on the optimization of workshop duration
and expert concentration.

The workshop was introduced with a presentation outlining the objectives of the study,
the problem statement and instructions on the interactive elicitation. The evaluations were
entered on a software platform specially developed for SEJE workshops within the AMA.
As an upgrade of the version used for the first workshop [12], it also integrated a carefully
designed User Interface (UI) in the front-end, and a back-end, which ensured the smooth
execution of the background operations and the evaluation storage in a database. The
architecture allowed the interactive input of the DMs’ evaluations according to a specially
developed questionnaire design, presented in the next subsection.

The main steps of the IDEA protocol are repeated for each attribute row of the MM.
In the Investigate part, the experts individually evaluate the pairwise option comparisons
according to all criteria. Subsequently, a moderated discussion round is conducted which
aims to share ideas among the participants. The purpose is to broaden their horizon and
point their attention at forgotten or maybe unknown aspects which might influence the
evaluation. If this is the case, the DMs have the possibility to edit their previous evaluations.
After finishing the evaluations for a single attribute row, the same procedure is conducted
for the next one.

The discussion rounds consisted of the following steps:

1. Mind mapping—for each criterion, the sub-criteria relative for the current attribute
are derived;

2. “Best” options mapping—based on a group consensus, an option from this attribute
with the best performance is assigned for each sub-criterion;

3. Visual overview—individual identification of option dominance for the sub-criteria;
4. Re-evaluation—based on this mapping, the DMs might consider editing their ini-

tial evaluations.

The result of such mapping from the second workshop is described in Section 4.3.2.
Such an approach benefits from divergent thinking and allows the group to gather more
aspects in order to increase the objectivity of an evaluation. One should stress that a
consensus is required only for the definition of a most suitable option for each sub-criterion,
roughly based on majority agreement. Beyond this point, each expert is left to decide for
themselves whether the mapping of the options is convincing enough for them to edit
their evaluations.
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3.6. Questionnaire Design

The questionnaire consisted of two main parts: the professional background question-
naire and a technology assessment section.

3.6.1. Professional Background Questionnaire

The background questionnaire aims to elicit the participants’ level of expertise in
the relevant domains based on their own perception. This approach was inspired by the
questionnaire design from the NASA’s SEJE method mentioned in Section 2.2 and described
in Reference [38]. However, the source implies asking for the DM’s age and expertise in
the form of integers from 1 to 5 [38] and combining these into a coefficient. Instead, the
current questionnaire requires self-assessment of knowledge or experience in the domains
as fuzzy numbers on the scale from 0 to 9, reflecting the progressive increase in theoretical
knowledge and practical hands-on experience. An example is exhibited in Figure 5. Taking
into account the MM structure and the represented domain expertise in the panel, the
expertise of the DMs has been elicited in the disciplines aircraft design, aerostructures,
aeroengines, flight mechanics and aerodynamics.

1

0 1 9876532 4
extendedpracticalremote extendedtheoreticalmoderatetheoretical

Please assign your degree of expertise in the domain

Expertise level

Membership grade

Aircraft design

moderatepractical

Figure 5. An elicitation example of the professional background questionnaire with a trapezoidal
fuzzy number.

3.6.2. Technology Assessment Questionnaire

The technology assessment questionnaire design builds upon the one used in the
first workshop by considering the lessons learned in Reference [12]. The same diagram
for the input of fuzzy estimates is used. Since the experts are asked to evaluate pairwise
comparisons, the positive values of the qualitative x-axis express the superiority of one
technological option over another and the negative—its inferiority. The fuzzy evaluations
are then placed by the DMs according to their perception.

The feedback after the first workshop included the abundance of labels and text
around the diagram as well as the tiresome and confusing switching between evaluations
of the same comparisons but regarding different criteria [12]. For this purpose, the labeling
has been simplified and a single answer page included diagrams for the same option
comparisons according to all available criteria. This allows an easier visual perception of
multiple questions simultaneously and a strict division of the page into two vertical halves,
each corresponding to a technological option, while the diagrams (or the “rows” of the
page) are assigned to the criteria.

In order to further increase simplicity, the terms “superiority” (expressed with positive
values) and “inferiority” (expressed with negative values) of one option over another have
been omitted. Instead, the positive side of the x-axis was denoted to be in favor of option A
and the negative—in favor of option B.

Furthermore, the first workshop required the participants to enter evaluations for
reciprocal comparisons as well (e.g., separate questions “compare technology A referred to
technology B” and “compare technology B referred to technology A” ) in order to encourage
the DMs to correct their answers [12]. This was regarded by the participants as a rather
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useless and time-consuming feature, leading to its removal in the current questionnaire.
The new version requires an input on the comparisons of each option pair only once.

3.7. Expert Weighting

Based on the background questionnaire explained in the previous subsection, an ap-
proach to assign weights to the expert evaluations has been derived, which is summarized in
Figure 6. Each expert leans on their own perception to enter their expertise in the domains
aircraft design, aerostructures, aeroengines, flight mechanics and aerodynamics. The DM’s
abstract “total” relevant expertise is then calculated by simply adding or weighting the do-
main self-evaluation. Subsequently, the technology comparisons made by different experts
are aggregated by applying the weighted geometric mean. The weights are calculated by
normalizing the expertise of each participant with the sum of the expertise of all experts.

Weighed geometric mean 

“Total” exper se

Domain exper se

(weighted) sum, 
defuzzy ed

(weighted) sum, 
defuzzy ed

Own technology 
evalua on

Aggregated 
technology evalua on

Figure 6. Schematic overview of expert weighting based on their self-determined expertise in
relevant domains.

3.8. Expert Anonymity

The level of participant anonymity during and after the elicitation is an aspect concern-
ing not only the experts themselves. It also serves as a potential source of social pressure
biases able to influence the evaluations and therefore the final results [14]. Such biases can
occur during the group discussions as well as when the experts enter their evaluations. In
the first case, the group think bias might be present, representing the alteration of one’s own
opinion or action in order to be aligned with common positions [14]. The same effect could
be observed when hierarchical structures are present in the group. In order to reduce these
effects, the current workshop implements individual evaluations which are not shown to
the panel. However, even such a setting hides risks of revealing the participants identity to
the researcher during the data evaluation or/and to society, if the evaluations are associated
with their person later on. This is connected to the impression management bias, which
stands for the concern with the reaction of people not present [14].

For this reason, the workshop concept ensures the anonymity of the participants to the
researchers and to the public. This is done by requiring them to log in to the questionnaire
with a random identification number chosen by them. In the further data processing, the
evaluations are associated solely with the identification number which cannot be related to
any person.

3.9. Post-Processing of the Raw Results

The raw output from the workshop yields fuzzy comparisons of the MM options
from each expert. These should be adapted to comply with the input format of the AMA
process in order to analyze the final solution space. The conducted steps for that purpose
are depicted in Figure 7 and explained in the following:

214



Aerospace 2023, 10, 287

Individual pairwise comparisons

Mathema cal aggrega on

Op on weights from comparisons 
(Analy cal Hierarchy Process)

Fuzzy op on 
weights

Crisp 
weights

AMA 
evalua ons

Solu on genera on & 
clustering

8 par cipants with exper seIndividual assessment

Data cleaning
& Aggrega on

Op on weights

Solu on space

Discussion & reevalua on Behavioral aggrega on

Figure 7. Schematic steps of the data post-processing.

1. Workshop conduction

The workshop stages represented the first three aspects of the IDEA protocol—
Investigate (individual assessment), Discuss and Estimate (possible reevaluation).

2. Data cleaning

As with the first workshop, there was a set of typical errors and inconsistencies
observed in the raw user inputs, a more detailed overview of which can be found in
Reference [12]. One should stress that these did not represent meaningless data noise
but rather comprehensible deviations which could be corrected in a logical manner.
These were dealt with by applying the previously developed automatic workflow
which cleaned the inconsistencies.

3. Mathematical aggregation

In the current use case, one aims to generate a single solution space based on the
evaluations of all experts. Hence, it is necessary to combine their input. During
the workshop, behavioral knowledge aggregation took place in the form of group
discussions. The post-processing involves mathematical aggregation of the DMs’
opinions. For this purpose, the fuzzy comparisons of the same options according to
the same criteria but from different experts are combined with a geometric mean.

4. Option weights

The aggregated fuzzy comparisons are then used as input to the FAHP algorithm by
Buckley [48] in order to obtain the fuzzy option weights regarding to the criteria of
the level above.

5. Defuzzification

At this stage, the AMA accepts only crisp (real) numbers for option evaluations. For
this reason, the fuzzy option weights are defuzzified by using the center of gravity
method analogically to the first workshop [12].

6. Solution space generation

The AMA then combines the option weights into solutions and generates the solution
space, which is analyzed in more detail.

3.10. Software Implementation Aspects

Own specialized software has been developed for the following purposes:

• Workshop conduction platform—back-end and front-end with a user interface for
evaluation input;

• Mathematical aggregation;
• Implementation and application of the FAHP;
• AMA software—definition of MM and criteria, solution space generation and clustering.
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Major sub-tasks have been developed and validated with available examples, e.g., the
implementation of the FAHP. Single smaller sub-tasks have been accomplished by using
the following external packages or libraries:

• Scikit-learn [49]—an implementation of the K-Means clustering algorithm for the
solution space analysis in the Python programming language;

• Helix Toolkit [50]—certain objects for the three-dimensional visualization of the solu-
tion space;

• Plotly.NET [51]—plotting of the interactive fuzzy evaluations within the workshop
software platform;

• Scikit-Fuzzy [52]—implementation of single operations with fuzzy numbers, based on
Reference [53]. However, the majority of fuzzy functions and definitions have been
developed autonomously.

4. Results of the Second Workshop

Based on the option evaluations obtained from the workshop, the AMA software
generated a solution space (Figure 8) with the following parameters:

• Three diagram dimensions, corresponding to the criteria flight performance (red),
system complexity (blue) and needed energy (green);

• Size—36 generated solutions resulting from the exhaustive combinations of the MM
options. No inconsistent options were observed;

• Clustering—application of the K-Means clustering method.

Figure 8. The generated solution space, which is zoomed for a better visibility of all solutions. The
colors represent different clusters—see Table 3. The marked solutions can be interpreted as follows:
A—local maximum according to system complexity; B—local maximum according to needed energy;
C—local maximum according to flight performance; D—global optimum/compromise considering
all criteria.

Table 3. Clusters overview.

Cluster ID &
Color

Sol. Count
Max. Norm.
Sol. Score

Avg. Norm.
Score

Score Std.
Dev.

Rel.
Hamming
Distance

1 3 1.08 1.04 0.40 0.64
2 7 1.02 0.96 0.37 0.69
3 8 1.07 1.03 0.21 0.96
4 6 1.05 1.02 0.23 0.67
5 10 1.03 0.97 0.31 1.02
6 2 1.06 1.05 0.12 0.48
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Similarly to the result presentation of the first workshop [12], the further position of a con-
figuration along a certain axis implies its improvement according to the criterion. For example,
further position along the system complexity axis stands for better/less system complexity.

The following subsections will be dedicated to the different visualizations of the
solution space within the AMA software and its analysis.

4.1. Influence of the Expert Weights

Regarding the influence of expert weighting, two solution spaces have been
generated—one applying geometric mean aggregation with equal expert weights and
another one using the DMs’ expertise as weights (see Section 3.7). Multiple weighting
possibilities have been experimented with when obtaining the total expertise of each
DM—e.g., no weighting of the expertise domains, their equal weights, as well as the
selection of specific (most relevant) domains for the corresponding attribute. However,
the analysis of the aggregation results and the obtained solutions yields a negligible
difference in the final option evaluations and thus almost identical solution spaces.
Two possible causes for such outcome might be:

• Insufficient variation of the elicited expertise among the participants or
• Undetected methodology flaws.

The first aspect might be due to the homogeneity of the professional background of
most participants coming mostly from the domains of aircraft design and aerostructures.

4.2. Cluster Overview
4.2.1. Optimal Amount of Clusters

The K-Means clustering algorithm uses the number of clusters as an input param-
eter. The optimal amount of six clusters was obtained beforehand by using the “elbow
method” [54] as in the first workshop [12]. The generated clusters are visualized in Figure 8
and described in Table 3.

4.2.2. Cluster Metrics

The metrics used to describe the clusters in Table 3 have been introduced in Refer-
ence [12]. These are defined as follows:

• Max. norm. sol. score—“the maximum value of the cluster solution scores referred to
the average solution score in the entire solution space. Indicates the score of the ”best”
solution within the cluster compared to the whole solution space.” [12]

• Score std. dev.—“the standard deviation of the total solution scores within the cluster.
Indicates the numerical compactness of the cluster based on the total scores.” [12]

• Rel. Hamming distance—“the average Hamming distance within the cluster relative to
the average Hamming distance of the whole solution space. Represents the qualitative
cluster compactness, based on the variation of the selected technological options.” [12]

According to Table 3, no cluster yields a solution which is a definitive global optimum
considering all three criteria simultaneously—the maximal solution scores in each cluster
vary within a 5% interval referred to the average solution space score. Meanwhile, the
average cluster scores are distributed around the global solution space average, exhibiting
normalized scores between 0.96 and 1.05.

Nevertheless, if a compromise among all three criteria is sought, one recognizes the
solution marked with the letter D. It has a normalized score of merely 8% above the solution
space average, which is still the maximal solution score in the whole space. This morphing
configuration implements morphing of the entire airfoil with mechanical components solely
near the wingtips.

4.2.3. Local Maxima

The local maxima are defined as solutions indicating maximal scores regarding at least
one criterion (along the respective diagram axis). These are marked with the letters A, B
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and C in Figure 8 and described in Table 4. The local maxima according to the needed
energy (B) and system complexity (A) criteria are located close to each other in the solution
space and integrate classical mechanical trailing edge morphing near the wing root or the
wing tips. Opposed to these, solution C shows the maximum value for flight performance
and comes with contour morphing of the leading and trailing edge on the entire wing.

Table 4. Selected technologies for the local maxima configurations.

Attribute

Selected Options for
A/B (Less System

Complexity &
Needed Energy)

Selected Options for C
(Best Flight

Performance)

Selected Options for D
(Global Optimum)

Airfoil morphing area Only trailing edge Leading & trailing edge Entire airfoil

Morphing area on wing Near wing root/Near
wing tips Entire wing Near wingtips

Morphing technology Mechanical extension Contour morphing Mechanical extension

4.2.4. Trend Analysis

With the AMA software, it is possible to filter the solution coloring according to the
applied technological options for a given attribute. Figure 9 showcases the distribution of
the options for the morphable wing section attribute. It points out the definitive advantage
of entire wing morphing regarding flight performance. Simultaneously, morphing only
at wing root appears to contribute to slightly less system complexity than morphing at
the wing tip. The influence of these two options while fixing the other attributes results in
pure solution translation along the axes, which, however, is not very significant compared
to the size of the solution space. This speaks for small solution score sensitivity against
these options.

Furthermore, the distribution of different morphing technologies is observed in
Figure 10. Mechanical extension of the airfoil with flaps and/or slats showcases less
system complexity compared to the other mechanisms. Similarly to the previous visualiza-
tion, compact groups of solutions can be observed, which incorporate different morphing
technologies with the other attributes fixed. Again, this testifies the reduced influence
of the contour morphing, the memory alloys and the piezoelectric plates referred to the
solution space size.

Figure 9. Option distribution for the morphable wing section attribute. Gray—near wingtips;
yellow—near wing root; red—both or entire wing. The solution space is zoomed for a better visibility
of all solutions.
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Figure 10. Option distribution for the morphing technology attribute. Gray—mechanical extensions
(flaps, slats); yellow—contour morphing; green—memory alloys; red—piezoelectric plates. The
solution space is zoomed for a better visibility of all solutions.

4.3. Participant Feedback

Since the current article describes another iteration of the method development, the
feedback of the participating experts represents an important result combined with the
solution space.

4.3.1. Overall Impression

Concerning the overall workshop structure and conduction, the DMs reported an
improvement compared to the first workshop. This is reflected in a less time-consuming
questionnaire and the presence of group discussions. The enhanced and more compact
questionnaire layout has also been remarked, which contributed to an easier visual percep-
tion and reduced effort during the evaluations.

4.3.2. Group Discussions

The outcomes of group discussions can be summarized in the mapping of best options
described in Section 3.6. The example shown in Figure 11 shows the option mapping
for the morphing wing section attribute and the system complexity criterion. The first
question that the participants answer together is: which sub-criteria or aspects associated
with system complexity are related to or influenced by different morphable wing sections?
After outlining the sub-criteria, the experts discuss which options of this attribute exhibit
best performance according to the sub-criteria. These promising options are then noted
in “Best option” column. Based on the dominance level of the different options obtained
during the discussion, the experts might consider editing their initial evaluations.

Regarding one of the new methodology elements, namely the group discussions
and the behavioral aggregations, one could observe both positive feedback and wish for
further improvement. Fruitful conversations and idea sharing were an important part of
the behavioral aggregation. The derivation of sub-criteria and the associated best options
contributed to largely structured conversations. The initial idea behind the visual mapping
of best options was to introduce new aspects (reduce the “availability” bias) and probably
motivate the experts to correct some initial evaluations. However, this purpose was not
entirely supported by the majority of the participants, so the question arose whether such
a discussion was necessary in the first place. Nevertheless, two participants (25%) stated
they had indeed wished to correct their initial evaluations after the discussion.
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Figure 11. Option mapping of the morphable wing section attribute to the derived sub-criteria of the
system complexity criterion. This mapping resulted from one of the group discussions during the
second workshop.

4.3.3. Technology and Terminology Definition

As a considerable drawback was mentioned the ambiguity of some criteria and option
definitions. Furthermore, the lack of knowledge on specific technologies such as the
morphing mechanisms served as a source of epistemic uncertainty, which clearly reflected
in the evaluations. For example, the energy input criterion was a subject of clarification
discussions. The struggle was between the absolute energy needed for morphing in a
special case and the ratio of required energy and the energy savings due to the new drag-
efficient wing.

5. Discussion

As mentioned in the discussion of the first workshop [12], a full-scale data-based
validation of this AMA stage is hardly possible for such studies, considering the lacking
experimental data on the morphing attributes. For this purpose, the relative positioning
of the option implementation is qualitatively verified. For instance, the definitive flight
performance advantage of an entire morphable wing over separate morphable sections
confirms the logical expectation. Similarly, mechanical extensions such as flaps and slats
exhibit slightly less system complexity than the other morphing mechanisms included
in the MM. However, as stated in the previous section, the difference among solutions
involving certain options is seen to be relatively weak, which is reflected in the small
solution translations along the axes. This might speak for two things: (a) prominent
epistemic uncertainty (lack of knowledge on these options) or/and (b) overly general
definition of the options preventing the experts from focusing on the most relevant aspects.
Based on these observations, one could declare a partial reliability of the results.

The expert feedback also plays a key role as a partial method validation. In this
context, the aspects put forward by the participants not only indicate more space for
improvement possibilities. Together with a global workshop conduction analysis, these
also point out further dimensions of SEJE integration with the AMA design process. Such
is, for example, the purpose of group discussions. On the one hand, a significant number
of profound professional arguments have been heard when deciding on the best options
for the sub-criteria. On the other hand, the purpose of “re-convincing” the expert to
possibly correct their evaluation was rejected by the majority of the DMs. Its influence on
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the results has been assessed as low by the researchers as well. This brings forward the
following questions:

• Which tasks in conceptual aircraft design are more suitable for individual assessments
and which would benefit more from a group effort?

• Which tasks in conceptual design would benefit more from convergent or divergent
thinking?

• How should the discussions be structured?
• How should the influence of technologies on criteria be structured and integrated into

a collective expert assessment?

Furthermore, based on the results and the participant feedback, the following improve-
ment proposals have been drawn:

• Use case handouts. The lack of knowledge on specific topics such as morphing
mechanisms have shown the necessity of preliminary preparation of the experts. In
this context, it would be useful to prepare a brief summary of the study case, which
would be sent to the experts prior to the workshop.

• Avoid ambiguous or overly-general formulations of technologies and criteria.

• Expert selection from heterogeneous professional backgrounds. The first two work-
shops involved participants mainly from the aircraft design and aerostructures do-
mains. This was reflected in the almost identical solution spaces resulting from the
weighted and non-weighted aggregation of the evaluations.

• Group discussions improvement. In order to fully benefit from such expert panels,
it would be senseless to reject behavioral aggregation and ideas sharing in group
discussions. Instead, a clearer purpose and a better structure of the exchange should
be developed.

6. Conclusions

The present paper describes the definition and application of the technology evaluation
stage of the AMA design process based on expert workshops. In particular, the derivation
and integration of SEJE techniques in the conceptual aircraft design with the AMA. The
following research objectives have been fulfilled: (a) justification for the development of a
SEJE approach adapted to the AMA needs and (b) the extraction of use case results and
expert feedback for further method development from a second conducted workshop.

In order to justify the derived methodology, an extensive literature review on SEJE has
been conducted first. As a result, the most prominent SEJE methods (the Classical Method,
the SHELF framework and the IDEA protocol) were summarized, compared and used for
the identification of common SEJE components. Further important aspects for the prepara-
tion and conduction of such elicitation have been researched and commented, namely the
role of bias, the remote and personal formats as well as qualitative and quantitative elicita-
tion variables. Additionally, the integration of these aspects and the combination of SEJE
methods with MCDM frameworks were considered. The importance of such approaches
is underlined by SEJE application examples in aerospace. This analysis was used for the
development of a SEJE methodology adopted specifically for conceptual aircraft design
within the AMA design framework and its positioning in the scientific context.

The second part of the paper is dedicated to the description and application of this
methodology in the form of a second AMA workshop. Its design took into account the
lessons learned from the first workshop (see Reference [12]). The consideration of novel
technologies was implemented by selecting the design of wing morphing concepts as a
use case for the workshop. In particular, it studied the influence of morphing technologies
and their integration in different airfoil and wing sections. During the workshop, these
were compared by the expert panel regarding the criteria flight performance, system
complexity, and energy input by entering their fuzzy numbers in the specially developed
software platform. The expert weighting was based on their self-designated expertise
and did not show any significant influence on the results. This might be due either to the
homogeneity of the panel’s professional background or to an undiscovered methodological
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flaw. The workshop consisted of two main steps: individual evaluation of the options and
group discussions. The latter aimed to combine ideas and help the experts correct their
evaluations, thus reducing bias and increasing results objectivity.

After applying the FAHP, the AMA software was used to generate the solution space. On
the one hand, it confirmed some expected trends, e.g., the flight performance advantage of an
entirely morphable wing referred to only partial morphing. On the other hand, it revealed the
unexpectedly low difference of some option scores, mostly among the morphing mechanisms.
The reason for this might be the very similar evaluations given by the experts as a result of
lacking knowledge on this very specific topic (epistemic uncertainty).

Along with the various visual results presentation and their analysis, a vital outcome
of the work was the participants’ feedback. It serves not only as a partial validation source
of the methodology, but also as a valuable guideline for its further development.

Based on these results, improvement proposals for future work on the project have
been drawn. These refer mostly to ambiguity in the definition of technology options and
criteria. The need for additional use case structuring and definition was pointed out along
with the necessity for preliminary preparation on specialized topics. Furthermore, the full
capacity of expert panel discussions should be used by restructuring these and defining
clearer purpose and deliverables.

Although based on a thorough literature study on SEJE methods and the correspond-
ing biases, a deeper look into technology assessments and scenario workshops for a better
process structuring is required. Future studies would benefit not only from the lessons
learned through the current work. Potential workshops would also profit from widening
their purpose, namely by extending the pure technical assessment of technologies to their
integration with the environment and society.

The findings are not only an integral part of the AMA enhancement process, but can
also serve as a solid basis for technology evaluation via SEJE methods focused mostly on
technical qualities of the solutions, which is rarely found in the existing literature. This
work represents a “stand-alone” methodological component for similar studies in the
aerospace domain and beyond.

The major elicitation components that were added to the methodology take the ex-
tended workshop concept to a new level. It exhibits not only the development of a full-scale
SEJE method, but most importantly its integration into the early stages of conceptual air-
craft design. This has been achieved by the appropriate definition of attributes, options,
and criteria, as well as by orienting the elicitation towards the problematic of aircraft
architecture design. In particular, the evaluations required references to specific aspects
from design and operational point of view. Additionally, the group discussions aimed to
broaden the experts’ horizon on a certain technology group by gathering different views
from various engineering disciplines in order to obtain results with increased objectivity.

In a global perspective, the AMA, the qualitative evaluation approach, and the corre-
sponding expert workshops are seen as a step prior to the application of “classical” MDAO
algorithms. The flexible definition of the MM and the workshops implies the qualitative
multi-criteria comparison of options from possibly different aircraft classes (e.g., aerostatic
lift generation against fixed wings), otherwise hardly feasible within a single MDAO frame-
work. The resulting exhaustive solution space allows the consideration of solutions possibly
let out of scope during conventional idea generation.
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The following abbreviations are used in this manuscript:

AMA Advanced Morphological Approach
SEJE Structured expert judgment elicitation
MA Morphological Analysis (classical)
MM Morphological matrix
FAHP Fuzzy Analytical Hierarchy Process
AHP Analytical Hierarchy Process
SAR search and rescue
CM Classical Model
SHELF Sheffield Elicitation Framework
IDEA Investigate, Discuss, Estimate, Aggregate
DM decision-maker
MCDM Multi-Criteria Decision-Making
TA Technology Assessment
SW scenario workshop
NASA National Aeronautics and Space Administration
FAA Federal Aviation Administration
IATA International Air Transport Association
UI user interface
MDAO Multidisciplinary Aircraft Optimization
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Abstract: Titanium and its alloys have excellent corrosion resistance, heat, and fatigue tolerance,
and their strength-to-weight ratio is one of the highest among metals. This combination of proper-
ties makes them ideal for aerospace applications; however, high manufacturing costs hinder their
widespread use compared to other metals such as aluminum alloys and steels. Powder metallurgy
(PM) is a greener and more cost and energy-efficient method for the production of near-net-shape
parts compared to traditional ingot metallurgy, especially for titanium parts. In addition, it allows us
to synthesize special microstructures, which result in outstanding mechanical properties without the
need for alloying elements. The most commonly used Ti alloy is the Ti6Al4V grade 5. This workhorse
alloy ensures outstanding mechanical properties, demonstrating a strength which is at least twice
that of commercially pure titanium (CP-Ti) grade 2 and comparable to the strength of hardened
stainless steels. In the present research, different mixtures of both milled and unmilled Cp-Ti grade
2 powder were utilized using the PM method, aiming to synthesize samples with high mechanical
properties comparable to those of high-strength alloys such as Ti6Al4V. The results showed that
the fine nanoparticles significantly enhanced the strength of the material, while in several cases the
material exceeded the values of the Ti6Al4V alloy. The produced sample exhibited a maximum
compressive yield strength (1492 MPa), contained 10 wt.% of fine (milled) particles (average particle
size: 3 μm) and was sintered at 900 ◦C for one hour.

Keywords: titanium; powder metallurgy; aerospace; dual scale microstructure

1. Introduction

Titanium and its alloys have a significant role in the aerospace industry. Demonstrating
a density of 4.5 g/cm3, titanium alloys weigh about half as much as steel or Ni-based super
alloys, resulting in superior mechanical properties to the latter, while their exceptional
corrosion resistance makes them excellent candidates for use in the aviation and aerospace
sectors [1]. Currently, this metal and its alloys account for 14% of the total weight of modern
aircrafts [2,3]. For non-structural applications in which corrosion resistance, good forma-
bility and low weight are the main requirements (e.g., welded pipes and ducts, bolts, seat
rails, water supply systems for galleys and sanitary, etc.), Cp-Ti is generally used. However,
there are several application areas wherein high strength is important as well. Airframe
joints, engine parts (e.g., fan blades, fan case, shaft, compressor) and landing gears require
the use of high strength Ti alloys [4,5]. For these purposes, the Ti6Al4V is the most widely
used alloy. Titanium-based alloys have the highest tensile strength/density ratio among
the metals [6]. Unlike aluminum alloys, Titanium can preserve its strength at elevated
(up to 600 ◦C) and cryogenic temperatures as well [7], which is favorable considering the
temperature conditions affecting aircraft. Moreover, the ongoing focus on achieving closed-
loop circularity in the aviation sector for the accomplishment of sustainability objectives [8]
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can be supported by using recycled titanium alloys. Titanium alloys can be remelted and
reprocessed into high purity ingots with lower energy requirements compared to virgin
ones. In this context, specialized forging plants that recycle titanium from the aerospace
sector are already functioning [9].

Yet, the biggest obstacle to the wider use of titanium is its price. Generally, the cost
of the traditional production method is higher compared to other metals, such as steel or
aluminum [10]. In addition, cold forming of thin titanium alloys is challenging due to their
high yield strength (YS) and their significant strain hardening effect. Furthermore, they
present low thermal conductivity, which increases the heat of the tools during machining,
while their low Young’s modulus causes a significant spring back during traditional pro-
cessing [11]. Figure 1 shows the price per unit volume of some traditionally produced
alloys used in the aerospace industry at different thicknesses [12]. Obviously, the Ti6Al4V
alloy has the highest price compared to the unalloyed Ti grade 2, 17-4PH stainless steel
and 7075 aluminum alloy. In the case of 7075 Al and Ti grade 2, the price does not increase
significantly with decreasing thickness, due to their good formability. However, the specific
prices of the 17-4PH stainless steel and the Ti6Al4V increase significantly with the thickness
decrease. This is due to the resulting increase in hardness and strength. The latter can make
the material more resistant to deformation during the cold forming, which in turn may
require more energy to shape it. Additionally, thinner materials may require more precise
and specialized equipment and processes to be shaped properly, which can also increase
costs. Therefore, cold forming of these alloys is extremely difficult and energy demanding,
especially for thinner sheets, something which increases processing costs significantly.

Figure 1. Specific price (USD/dm3) of different metal sheets (304 × 304 mm) at different thickness.

Furthermore, due to the low yield rate of the traditional Ti metallurgy, 82% of the
initial Ti becomes scrap, e.g., in the case of F-22 fighter jet Ti parts [13]. In the above context,
reduction of scrap material and consequent manufacturing costs, as well as increases in
the mechanical properties of Cp-Ti and titanium alloys, represent the two main challenges
of the research community [14]. Within this framework, the powder metallurgical (PM)
approach can significantly increase the yield rate and thus reduce manufacturing costs,
as it is suitable for the production of ready-to-use parts and components [10]. Among
the PM processes, the traditional press and sinter process is the lowest cost method for
converting metal powder into a near net shape part [15]. This method involves the cold
pressing of the prepared powder into the desired shape in a die, then creating metallic
bonding between the cold-welded powder particles via sintering at temperatures below the
melting temperature. The productivity of this process is high, but the size and complexity
of the cold pressed parts are limited due to technological reasons [16]; therefore, fan blades,
cockpit window frames or hydraulic pipes cannot be produced this way. Cold isostatic
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pressing (CIP) and hot isostatic pressing (HIP) can be alternative solutions to the press and
sinter technique [17]; however, productivity is greatly decreased with these solutions.

However, the use of press and sinter technology has its limitations. The produced
parts must be relatively small, as the required press force increases as the surface area
increases. In addition, they must have an axisymmetric simple shape to be manufacturable
with cold pressing tools. For example, fasteners (nots, screws, clevis pins, washers) can be
produced as a finished or semi-finished product this way. These products are traditionally
made from rolled sheets and bars by chipping or punching, which results in a lot of scrap
material. PM appears as a suitable method for the production of these small parts as it does
not generate a considerable amount of scrap. This manufacturing process is particularly
economical for expensive materials such as Ti and its alloys. From the observed high costs
of small parts produced through conventional methods [18], it becomes clear that the PM
technology could emerge as a potential cost-efficient method for the production of small
parts such as thin washers, as such parts can be produced without generating any scrap
material, thus saving on processing costs and energy.

The properties of PM products are significantly influenced by the size, morphology,
and hardness of the initial powders. Duriagina et al. has investigated the effect of the size
and morphology of the VT20 Ti alloy powders on the mechanical properties of coatings.
The coatings deposited from the −160 + 40 μm fraction showed an optimum ratio of
strength and plasticity. Nonspherical VT20 titanium alloy powders are characterized by a
finer structure than the coatings produced from spherical powders [19].

Although powders with spherical morphology are ideal for the additive manufac-
turing (AM) processes such as metal injection molding (MIM), they are not favorable for
cold pressing due to the weak compressive bonds between the pressed powder particles.
Powders with sponge-like particles ensure the highest green (i.e., not yet sintered part)
strength [15] by promoting higher plastic deformation during cold compaction and better
interlocking behavior compared to spherical powders [20]. The morphology of the Cp-Ti
sponge results from the reduction of the Ti ore using the Kroll, Hunter or Armstrong
method, which is the first main step of commercial titanium’s production route [10]. The
size of the coral-like spongy particles can be decreased to specified ranges by using a crush-
ing or milling technique. This size reduction can easily be carried out after hydrogenating
the powder. The resulting TiH2 can be easily crushed to different particle sizes, ranging
from 45 μm to 300 μm. After this relatively inexpensive hydrogenation-dehydrogenation
process (HDH), we obtain a powder with irregularly shaped particles with high purity [21].
Currently, the spherical Ti6Al4V powder is also produced from alloyed Kroll sponge; it is
formed into a wrought product which is then reduced to powder by an atomization process
(e.g., the plasma rotating electrode process (PREP)). The resulting spherical powder’s cost is
approximately 15–30 times of the cost of sponge Cp-Ti powder [14]. This feedstock ensures
much higher sintered strength, but the cost could be higher than the production cost of
the same wrought alloy. In the case of PM parts, the effect of porosity has an important
role. In order to increase the relative density close to its theoretical maximum, most studies
used high sintering temperatures and long sintering times, but in these cases, coarsening
is a significant issue [22]. The applied value of the cold pressing has also an important
role in the green density [23]. Decreasing the porosity from 35% to 5%, the strength (YS,
UTS) and the elongation to fracture value increases by about 5 to 10 times, respectively [24].
The difference between the green density of the samples made of Ti6Al4V and the Cp-Ti
is ~20% [20]. However, if we compare the tensile properties of the Cp-Ti and Ti6Al4V
(Table 1), it can be stated that the strength (YS, UTS) of the sintered/wrought Ti6Al4V are
double, while the elongation is half of the Cp-Ti’s values [25].
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Table 1. Tensile properties of Cp-Ti and Ti alloys.

Type Production Method Specification Tensile YS (MPa) UTS (MPa) Tensile Strain (%)

CP-Ti (grade 2)
Metal Injection Molding (MIM) ASTM F2989 MIM 2 360 420 17

Wrought (forging stock) EN 3451:2017 290 390 20
Wrought (forging stock) ISO 5832-2:1999 275 345 20

Ti6Al4V
Metal Injection Molding (MIM) ASTM F2885 grade 5 680 780 10

Additive Layer Manufacturing (ALM) ASTM F2924 825 895 10
Wrought (sheet or bar) ISO 5832-3:2016 780 860 10

Ti-10V-2FE-3Al Wrought hot rolled bars EN 4685:2011 1110 1240 4

From the above table (Table 1), it is clear that the alloying elements play an important
role on the strength of the alloys. There are several studies which have investigated the
role of the different alloying elements on the strength of the titanium. By adding 42 wt.%
Nb, the tensile yield strength increases to 675 MPa [26], and by adding 7 wt.% Fe, the
tensile strength increases to 916 MPa [27]. The strength can even be increased more by
adding ceramic reinforcement to Ti. Jeong et al. mixed pure titanium powder with TiB2
and B4C powder, then produced bulk samples using the press and sinter approach. The
compressive yield strength of the in situ processed composites was higher than that of the
Ti6Al4V alloy at ambient temperature. The highest compressive yield strength obtained
was 1400 MPa [28]. The oxygen content has also an important role on the strength of the Ti.
Chen et al. increased the oxygen content of the Cp-Ti up to 0.8 wt.%. using different PM
methods. The highest tensile YS was measured around 900 MPa [20].

Besides the alloying and reinforcing elements, the role of the grain structure and
the grain size are crucial as well, and this will be the focus of the present work. Nano-
grained (NG) and ultrafine-grained (UFG) metals and alloys show significantly higher
strength compared to coarse-grained metals [29]. However, with the increased strength, the
deformability and the room temperature ductility significantly decrease as well, limiting
the applicability. To tackle the latter issue, dual scale grain size can be considered. The
big advantage of a dual scale grain size is that the coarse grains retain the toughness of
the material, while the fine grains improve its strength [30]. This microstructure can be
achieved by PM method. Sun et al. prepared non-milled and cryo-milled Ti6Al4V alloy by
plasma-activated sintering. The highest hardness measured was 470 HV, and the highest
compressive YS was 1706 MPa [31]. Li et al. made a Ti-Bi bimodal alloy by using high-
energy ball-milled Ti-Bi and spark plasma sintering, achieving 1080 MPa tensile YS [32].
Attar et al. made in situ titanium–titanium boride composites using the mixture of fine
TiB2 and coarse CP-Ti powder. The solidification was carried out with the selective laser
melting (SLM) method, achieving 1400 MPa compressive YS [33].

Based on the cited literature, the economically feasible production of Ti parts with
satisfactory mechanical properties can still be further improved. In this study, Cp-Ti
was considered the initial material, with the aim being to improve its performance using
a dual-scale microstructure which was produced by mixing fine and coarse titanium
grade-2 type powders through the PM process. The goal of the study was to produce a
material with increased mechanical properties, to be considered as a potential substitute to
commercially produced Ti alloys widely used in the aviation sector, such as the Ti6Al4V
(grade5) alloy. To achieve the above, the cavities of Cp-Ti sponge powders were filled with
fine nanoscale-milled Cp-Ti powder during the mixing process, which resulted in a special
feedstock for the applied cold press and sinter process. The density, hardness, yield strength,
compressive strength and strain were systematically investigated on the sintered parts.
The results showed that the fine nanoparticles of the dual-scale grain have significantly
enhanced the strength of the material, while in several cases, the corresponding strength
exceeded the values of the Ti6Al4V alloy. The novelty of the work lies in the simplicity and
inexpensiveness of the production route.
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2. Experimental

The Ti powder used is a 99.4% purity Cp-Ti (grade 2) with nominal average particle
size of 150 μm, produced by Alfa Aesar (product number: 10383), Kandel, Germany. The
received (coded as “initial”) powder was used as coarse-grained Ti, and the fine-grained Ti
was produced from the same powder by use of high-energy ball milling. The milling was
carried out with a Pulverisette 5 high-energy planetary ball mill (Fritsch, Idar-Oberstein
Germany) at room temperature for 20 h. In order to prevent excessive cold welding, alcohol
was used as a process control agent (PCA). The milling was performed in Ar atmosphere
using a 250 mL hardened steel vial and hardened steel balls of 8 mm diameter. The ball-
to-powder (BPR) weight ratio and rotational speed were 30:1 and 200 rpm, respectively.
The mixing of the initial and milled powders was also carried out with the same mill, but
the milling parameters were changed to 10:1 BPR, 30 min and 100 rpm. Ethanol was not
used in this case. During mixing, 2; 4; 6; 8 and 10 wt.% milled Ti was added to the initial
Ti powder.

Instron 5982 (Norwood, MA, USA) equipment was used for the consolidation of the
powders to green parts at ambient temperature. The mixed powders were placed in a
hardened steel die between hardened steel punches to produce cylindrical specimens with
a diameter of 8 mm and 8 mm height. Graphite 33 spray (Iffezheim, Germany) was used as
lubricant on the die walls to decrease the friction, and during the cold uniaxial pressing,
1.6 GPa pressure was applied. The sintering of the green samples was carried out in an
electric furnace (SF 16 type Three-Zone Split Tube Furnace, Norwood, MA, USA) in Ar 6.0
atmosphere (Siad Hungary, Miskolc, Hungary). Four different sintering temperatures were
considered: 800, 850, 900 and 950 ◦C. The heating and the cooling rate were 100 ◦C/min
and 1000 ◦C/min, respectively and the holding time was 60 min.

The morphology of the powders, the green samples and the sintered samples was
investigated by Scanning electron microscopy (SEM) using a C. Zeiss EVO MA 10. and a
Zeiss Crossbeam 540 LA-FIB SEM (Zeiss, Oberkochen, Germany). For the determination of
APS values, an analysis of the SEM pictures was conducted; five SEM pictures representing
different regions of the initial as well as the milled powder were analyzed, and the particle
size (n = 100) was measured through the use of Image J 1.47 software [34].

The density of the samples in both green and sintered state was determined by mea-
suring the weight and the dimensions of the samples. The microhardness (HV0.025) of the
initial and milled powders was measured by an Instron Wilson Tukon 2100 B (Norwood,
MA, USA). The hardness of the green and sintered samples was measured with the Brinell
method (HB2.5/62.5) on a Wolpert UH930 machine (Illinois Tool Works Inc. Shanghai,
China). Compression tests were carried out in order to determine yield, compression
strength and the compression strain. These tests were conducted with Instron 5982 type
(Norwood, MA, USA) universal material testing equipment, using a crosshead speed of
3 mm/min.

3. Results and Discussion

3.1. Morphological Analysis

The initial powder has a sponge-like structure with a high specific surface and lots
of cavities (Figure 2a). Based on the SEM measurements, the average particle size (APS)
of the initial powders was about 180 μm. After ball milling for 20 h, the particles’ size
and morphology changed to very fine and flake-like with 3 μm APS (Figure 3b). By
conducting a wet chemical analysis (ICP-OES Varian 720 ES, Palo Alto, CA, USA) (Table 2),
the chemical composition of the initial powder was assessed and compared to the milled
powders. Table 2 shows the results. It can be concluded that the composition of the initial
and the milled powder slightly differs due to contamination derived from the milling
equipment. The amount of contaminant elements has increased due to the long-term
high-energy milling, which was, however, an inevitable phenomenon. If we consider that
the maximum milled content of the produced sample is 10 wt.%, this impurity overall is
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not significant (max. 0.5 wt.%). Moreover, due to the applied rapid and low-energy mixing,
the contamination level is not further increased.

 
Figure 2. (a,b) Show the morphology of the initial and the milled Ti powders, respectively.

Figure 3. (a) Morphology of the typical particles after mixing the initial powder with 2 wt.%, 6 wt.%
and 10 wt.% milled powder; (b) typical SEM images of the green sample which contain 10 wt.%
milled powder.

Table 2. Chemical composition of initial and milled Ti powder (wt.%).

Elements Al Cr Cu Fe Mn Ni Si Ti

Initial powder 0.0615 0.0015 0.0027 0.0408 0.0003 0.0032 0.365 99.525
Milled powder 0.9701 0.04624 0.0050 1.22 <0.0037 0.0058 1.97 94.473

Due to the intensive plastic deformation caused by high-energy ball milling, not only
the particle size, but also the crystallite size, as determined by X-ray diffraction (XRD), was
decreased from 180 nm to 4 nm. This value was determined in previous research [35].

The microhardness of the milled powder shows a four-fold increase compared to
the initial powder, namely from 200 to 800 HV0.025. During the mixing, these hard and
fine particles were trapped within the soft and big initial particles, as can be seen in
Figure 4a, wherein different amounts of milled powder content have been considered (2, 6
and 10 wt.%).
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Figure 4. (a,b) SEM images of the samples containing 10 wt.% milled powder after sintering at 850 ◦C,
1 h at different magnifications.

Based on the SEM images (Figure 3a), it is evident that during the mixing process,
the fine, milled powder fills out the pores of the large Ti spongy particles first; afterwards,
the surface becomes covered with the fine Ti particles. This structure is visible in the
cross-section of the green sample (Figure 3b). Some pores can be seen on Figure 3b, which
are mainly closed porosity inside the coarse unmilled particles or voids inside the fine
grain shell structure. Figure 4 shows SEM images of a sintered sample with 10 wt.% of
ball-milled powders at different magnifications. This sample was sintered at 850 ◦C for
1 h. The images display both at low and high magnification that the dual-scale structure
was not altered during the applied sintering process. The fine milled particles formed a 3D
shell structure around the coarse unmilled grains. The thickness of this boundary layer is
not constant. It varies between ~1 and ~20 μm. This is a consequence of the different sized
voids of the spongy initial powder. However, the APS value of the initial powders was
180 μm, while the size of the coarse grains covered with the fine shell layer was less than
~100 μm in the case of the sintered sample. This means that during the mixing process, the
fine particles managed to fill in not just the surface cavities but also the internal ones. The
investigated surface has two incisions made by plasma ablation. The aim of these incisions
was to proves that this dual-scale structure is truly a 3D structure.

3.2. Density Analysis

Figure 5 shows the effect of the added milled fine powder on the relative density
of different green and sintered samples. Based on the density measurements, the milled
powder has a notable effect on the properties of the samples. Due to the applied high
compacting force (1600 MPa), the relative density of the green sample, which does not
contain any milled titanium, was determined to be around ~97.5%. Due to the powder
production, the ~2.5% porosity was typically closed porosity. The high green density is
beneficial to obtaining high sintered density and high mechanical properties. Robertson
et al. applied the same load (1600 MPa) during the cold pressing of Ti6Al4V powder, and
the measured green density was ~95% [36]. Raynova et al. has investigated the effect of the
green density (65.6% to 96.5%) on the sintered density in the case of HDH Cp-Ti powder.
After sintering, the density of the sample with the highest green density remained the
highest (~97%) [24]. In our research, the results showed the same tendency. The density
of the green sample, which does not contain any milled titanium, practically does not
change during the sintering temperatures. As it can be seen in Figure 5, the green density
values were decreased by increasing the fraction of the milled powder. This is due to the
fact that porosities take place between the hard particles of the milled fraction (Figure 3b)
which add to the micro porosities inside the powder particles. Moreover, the increase in
sintering temperature resulted in an exponential increase in density. This is due to the fact
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that the specific interface increases with fine grains, which increases the driving force of
sintering [37].

Figure 5. Relative density of the samples containing different amount of milled Ti.

Despite the applied low sintering temperature and short sintering time, the sintered
density of the produced samples was found to be similar or better, compared with those
observed in the literature (Table 3). As the values show, the applied processing parameters
have a significant effect on the density.

Table 3. Density values of different titanium and Ti alloy sintered at different conditions.

Powder Type D50 (μm)
Green Density

(%)
Sintered Density

(%)
Sintering

Temperature (◦C)
Sintering Time

(min)

Current research
Ti sponge+6% milled Ti 180 95.2 97 900 60

Ti irregular [38] 30 60 95.8 1250 120
Ti sphere [39] 23 67 89.6 1000 120
Ti sphere [37] 74 52 63.5 850 60

Ti irregular [40] 18 68 82.5 1250 60
Ti6Al4V sphere [41] 35 65 97.5 1400 120

Ti6Al4V irregular [42] 39 69 93.5 1300 120

3.3. Hardness Results

The hardness of the green samples was not influenced by the amount of milled Ti
content, simply due to the fact that these samples do not present an adequate integrity
in the green state (Figure 6). The hardness of all sintered samples, which had no milled
powder ranges, was between 180 and 210 HB. This hardness value corresponds to the
standard hardness of the Cp-Ti grade 2 (200 HB). However, the amount of milled powder
had a significant effect on the hardness. The hardness increased with an increase of the
milled Ti content. The highest hardness was obtained at a sintering temperature of 850 ◦C.
Higher temperatures resulted in a slight decrease in hardness. This can be explained by
the recrystallization or coarsening process, which occurs above 850 ◦C, resulting in grain
growth and a decrease in hardness or strength [43]. The sample that contained 10 wt.%
milled powder showed the highest hardness (350 HB) sintered at 850 ◦C. This value is
equal to the hardness of the Ti6Al4V [10].
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Figure 6. Hardness of the samples with different amounts of milled Ti.

3.4. Compression Test Results

The yield strength is probably the most important mechanical property of the material.
This value determines the maximal mechanical loads that the material can withstand
without deformation. This value is also influenced by the direction of the load. There are
some studies which applied both the tensile and compression test on the sintered Ti samples.
Schulze et al. determined the YS of SLM-produced Ti-42Nb alloy on tensile and compression
specimen. The YS was 674 MPa upon tensile test and 831 MPa upon compression test,
respectively [26]. Raghavendra et al. compared the tensile and compressive properties of
additively manufactured (SLM) Ti6Al4V porous samples. The ultimate tensile strength
was lower than compressive strength by an average value of 100 MPa [44]. We have
to account for the fact that the PM samples have a significant number of defects, e.g.,
porosities. Generally, the sensitivity of the tensile test properties on the presence of defects
is much higher than in the case of a compression test. Figure 7 shows the measured
engineering stress–engineering strain curves of samples sintered at 800 ◦C, determined by
compression test.

Figure 7. Stress–strain curves of the samples sintered at 850 ◦C with different milled Ti content.

Strength values (YS, compressive strength) determined on the measured curves show
the same tendency as the hardness results. The samples without milled Ti content had an
average YS (500–640 MPa). On the other hand, for the samples with an increased milled
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Ti content, the YS increased proportionally (Figure 8). The highest strength values in
most cases belong to the samples sintered at 850 ◦C. Regarding the strain values of the
compression tests, it can be concluded that increasing the milled fraction decreases the
deformability of the material.

Figure 8. Strength and strain values of the measured samples.

The samples with 8 wt.% milled Ti presented a reduced formability around 5%,
meaning that the material is too brittle for engineering applications. Comparing the
measured YS values with data from the literature, it can be stated that the sample that has
6 wt.% milled powder shows a higher YS than the wrought Ti6Al4V (Table 4).

Table 4. Mechanical properties of titanium alloys fabricated by various processing technologies.
(compressive YS; ultimate compressive strength, plastic strain to maximum compressive stress).

Material
Processing

Method
Yield Strength

(MPa)
Compressive Strength

(MPa)
Strain at Maximum

Stress (%)
Source

Ti-6% milled Ti
(850 ◦C) Press and Sinter 1295 1724 14 Current Research

CP-Ti ECAP 700 900 35 [43]
CP-Ti SLM 560 1136 51 [45]

Ti6Al4V Annealed 1000 1300 10 [46]
Ti6Al4V Wrought 1200 1400 20 [47]

4. Summary

In this study, different mixtures of coarse (180 μm APS) and fine (3 μm APS) Cp-Ti 2
powders were used for the production of a pure Ti material. The fine powder was milled
from the initial coarse powder by use of high-energy planetary ball milling.

During the mixing process, the finely milled flakes were trapped and filled the pores of
the coarse spongy particles and covered their surface. Cylindrical samples were produced
from the different mixtures via uniaxial cold pressing. In order to minimize the porosity
of the green samples, the various feedstock mixtures (0–10 wt.% fine powder) were cold-
pressed at an extremely high uniaxial pressure (1.6 GPa).

The relative density of the cold-pressed samples varied between 97% and 94% depend-
ing on the proportion of fine particles. These density values are particularly high compared
to literature data (52–69%), which is due to the good deformability of the rough and soft
titanium sponge, which accounts for 90–98 wt.% of the produced samples.
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This high green density allows the use of low-temperature and rapid sintering (800–950 ◦C,
60 min in 6.0 argon atmosphere), as long-distance atomic movement is not required during
the densification process. The relative density of the sintered samples varied between
95.6% and 97.8%, which is comparable with corresponding results from the literature (93.5
to 97.5%).

Due to the applied sintering conditions, the coarsening of the initial dual-scale struc-
ture has not occurred, and the comparable hardness (max. 350 HB) and compressive
properties (max. 1492 MPa YS) of the Ti6Al4V alloy were measured. The production param-
eters of the optimal strength–strain version of the alloy were 6 wt.% amount of milled Ti and
850 ◦C sintering temperature. It is possible that the inhomogeneous microstructure with
large and fine features could contribute to differences between the compression and tensile
test results. The presence of these features could cause variations in stress distribution and
lead to localized deformation or failure during testing. Additionally, the presence of large
features could affect the sample geometry and cause stress concentrations, which could
also influence the test results. This constitutes a matter for further research.

In summary, a quasi-pure Ti material was produced with comparable to the Ti6Al4V
alloy properties by use of a production method which is cheaper, more energy efficient,
and consequently more environmentally friendly than conventional techniques. The latter
factor is due to the low temperature and the rapid sintering applied. Moreover, the
produced Ti parts are more easily recyclable due to the absence of alloying elements. The
latter advantages make our material a potential candidate for consideration in aerospace
applications requiring high strength, as the above characteristics contribute to the goals
and aims of sustainable and circular aviation [48,49].

A complete LCA and LCC analysis of the production route could be the subject
of further research in order to quantify the exact environmental and cost gains of the
whole process compared to conventional production processes. Moreover, further research
will be needed, including tensile and fatigue tests, to address the complete mechanical
characterization of novel materials. The measuring of the effect of contamination by, for
example, iron or oxygen should be part of a future research. Finally, further optimization
of the production process will probably boost and lead to more uniform properties.
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Abstract: The evolution toward “more electric” aircraft has seen a decisive push in the last decade due
to growing environmental concerns and the development of new market segments (flying taxis). Such
a push has involved both the propulsion components and the aircraft systems, with the latter seeing
a progressive trend in replacing traditional solutions based on hydraulic power with electrical or
electromechanical devices. Flight Control Systems (FCSs) are one of the aircraft systems affected the
most since the adoption of Electromechanical Actuators (EMAs) would provide several advantages
over traditional electrohydraulic or mechanical solutions, but their application is still limited due to
their sensitivity to certain single points of failure that can lead to mechanical jams. The development
of an effective and reliable Prognostics and Health Management (PHM) system for EMAs could
help in mitigating the risk of a sudden critical failure by properly recognizing and tracking the
ongoing fault and anticipating its evolution, thus boosting the acceptance of EMAs as the primary
flight-control actuators in commercial aircraft. The paper is focused on the results of the preliminary
activities performed within the CleanSky 2/Astib research program, dedicated to the definition of
the iron bird of a new regional-transport aircraft able to provide some prognostic capabilities and
act as a technological demonstrator for new PHM strategies for EMAs employed in-flight control
systems. The paper is organized as follows. At first, a proper introduction to the research program is
provided, along with a brief description of the employed approach. Hence the simulation models
adopted for the study are presented and used to build synthetic databases to inform the definition of
the PHM algorithm. The prognostic framework is then presented, and a preliminary assessment of
its expected performance is discussed.

Keywords: PHM; EMA; flight control actuators; prognostics; iron bird; actuators

1. Introduction

Prognostics and Health Management (PHM) is a relatively new, multidisciplinary
research field aimed at the definition of routines capable of predicting the time of failure
(ToF) of a defective system or component based upon a set number of signals (or “features”)
extracted from the system itself. The capability to anticipate the failure occurrence and
to estimate the remaining useful life (RUL) of a system or a component would provide a
set number of valuable advantages. If completely realized, it would provide important
strategic information pertaining to the opportunity to perform maintenance operations,
the available time window to successfully replace the faulty component, and eventually
to provide advice or an automatic reconfiguration of the defective system to compensate
for the effects of the degradation or to extend the RUL [1]. Although application-agnostic
in nature, PHM is of particular interest for aerospace applications, where the occurrence
of unanticipated failures causes the disruption of aircraft availability, which is a costly
and potentially dangerous situation in both commercial and military aviation. As such,
the benefits of PHM are not limited to the optimization of the maintenance policy and a
reduction of its costs but have significant ramifications over the maintenance logistics (e.g.,
spare parts, personnel, and dedicated facilities), business choices (spare aircraft number)
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and eventually strategic decisions (finish the mission or return to base). In this context,
onboard actuation systems are one of the most critical aircraft systems and one of the
major causes of disruption of aircraft availability. The vast majority of currently in-service
aircraft are equipped with electrohydraulic or electrohydrostatic actuators. However, the
growing push toward the design of “more-electric” aircraft has encouraged several research
activities aimed at the design and certification of electromechanical solutions. Compared
with hydraulic technology, Electromechanical Actuators (EMAs) completely avoid the envi-
ronmental and cost issues associated with the use of aggressive hydraulic fluid, provide
significant advantages in terms of reliability and system layout design, and offer a combi-
nation of weights competitive with the hydraulic counterpart, especially for low power
requirements. Despite these advantages, EMAs are seldom used in flight-control systems
and are mostly limited to UAVs or nonsafety critical controls due to their susceptibility to
single points of failure, which can cause potentially catastrophic events like the jamming
of the aerodynamic surface. Although these issues must be solved by design or through
changes in the flight control architecture, the definition of a reliable PHM system would
potentially help mitigate the probability of jamming, thus pushing the adoption of EMA
technology. Although the literature on the definition of health monitoring schemes for
electromechanical actuators and their most important components is fairly extensive [2–5],
little can be found on the subject of the implementation and performance of such PHM
logics on a real operating platform. There are two main reasons for this: first, the number
of flying aircraft equipped with electromechanical actuation systems is still extremely low;
and second, it is often impossible to gain access to and record the signals generated by
the EMA sensors due to hardware constraints and data propriety restrictions. The lack of
in-flight data represents a significant stopgap toward the definition of the PHM algorithm
for flight-control systems since it becomes more difficult to fully represent the features
uncertainty due to the widely varying operating conditions (temperature, loads, command
pattern). To overcome these issues and reproduce as closely as possible the scenario in
which the flight controls usually operate, researchers have resorted to highly complex simu-
lation environments [6] and challenging experimental procedures, such as the in-flight test
bench [7]. The aim of the ASTIB project (Development of Advanced Systems Technologies
and hardware/software for the flight simulator and iron bird demonstrators for regional
aircraft) is to bridge the gap between preliminary analysis and full-scale implementation
through the design and realization of a technological demonstrator, or iron bird, for a new
regional aircraft with fully electrical flight controls and PHM functionalities [8]. In the
literature, very few iron birds have been presented, mainly aimed at studying electrohy-
draulic solutions. Li et al. [9] presented the development of an iron bird for an already
in-service regional jet aircraft aimed at validating its troubleshooting plans, making some
design improvements, and understanding the root of certain observed failures on the
hydraulic nose landing gear system. A similar approach was followed by Spangenberg
et al. [10], which developed a hardware-in-the-loop iron bird to perform certification tests
during the early stage of aircraft design without constructing prototypes, focusing on
electrohydraulic actuators for primary flight-control surfaces. Blasi et al. [11] analysed the
control architecture of a modular iron bird oriented to the test of small/medium UAV’s
electromechanical actuators subjected to realistic in-flight load conditions obtained by a
real-time flight simulator. In [12], an iron bird of an F-18 research aircraft was constructed
to execute in-flight tests to perform system integration tests, verification, validation, and
failure mode analyses for electromechanical aileron actuators. The novelty of the iron bird
presented in this paper resides in its implementation: in fact, it has a hybrid layout in which
a half-wing is composed of real equipment, while the other half is completely simulated
with a hardware-in-the-loop scheme. Furthermore, it not only represents a commercial
technological demonstrator but also embraces innovative research goals, being the first iron
bird also aimed at the definition of PHM algorithms. This paper deals with the activities
pertaining to the development of such PHM systems and their implementation within the
iron bird structure and is organized as follows. First, the research objectives, perimeter, and
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workflow are detailed, framing the research activities and highlighting the expected goals
and known limitations of the proposed work. Then, the simulation activities necessary for
the definition of the PHM framework are detailed and justified. Such activities include
the definition of a high-fidelity dynamic model of the system under analysis needed to
study the effects of the most common failure modes on the actuators signals and a real-time
declination of such models to quickly generate data. The PHM system is then introduced
and tested against several synthetic datasets to provide a preliminary assessment of its
expected performances.

2. Research Workflow

The main objective of the “CleanSky2/Astib” consortium was the definition of an iron
bird for a regional transport aircraft with fully electrical flight-control systems acting as a
technological demonstrator for several new technologies, including PHM functionalities
monitoring the health status of the flight-control actuators.

The iron bird followed the scheme provided in Figure 1 [8] and was roughly divided
into 2 major sections, namely a “real” half-wing and a “simulated” half-wing. The elec-
tromechanical actuators developed during the program were seated within the “real”
half-wing and coupled with a set of electrohydraulic actuators controlled in force. The
“simulated” half-wing was instead realized through a real-time representation of the very
same actuators present in the “real” half-wing (Actuators Simulation Module), while an
Engineering Test Station allowed changing the parameters of the simulation and introduc-
ing faults or failures within the “simulated” actuators. Both the “real” and the “simulated”
half-wings interacted with the Flight Control Computers (FCC), which received input from
a real cockpit. A real-time simulation of the aircraft dynamics (Flight Mechanics Simu-
lation Module) dialogued with the FCCs and computed the vehicle attitude considering
the behavior of the flight-control system, of the simulated throttle, and of the simulated
atmospheric conditions [13]. The choice to divide the FCS into “real” and “simulated”
halves resided in the need to simulate the effects that ongoing faults or degradation may
have at the component, system, and aircraft level without damaging the iron bird and while
reducing the need for spare equipment. The Health Management System Module (HMSM)
finally collected the data coming from both the “real” and the “simulated” actuators and
ran the PHM routines. The PHM routines were developed following the scheme provided
in Figure 2. The case study was first analyzed, assessing which were the constraints (only
component-level signals available, system-level signals, and so forth), which were the sen-
sors that could be employed to monitor the health status of the actuators, and which were
the most critical failure modes. This information drove the definition of a first high-fidelity
model of the system. Such a model was built to represent the component dynamics in detail
and was exploited to assess which signals could be useful for PHM, and which features
could be reasonably extracted to perform diagnostics/prognostics tasks with the help of
an experimental setup [14]. In parallel, a streamlined version of the high-fidelity model,
capable of representing the effects of ongoing degradations over the system dynamics and
suitable for real-time deployment, was prepared. The goal of such a model was twofold.
On the one hand, it was prepared to be deployed within the Actuators Simulation Module
(“simulated” half-wing) of the iron bird. On the other hand, it could be used offline to
quickly produce the datasets required to test the PHM routines before their installation on
the iron bird, thus allowing the code to be debugged off-site and providing a preliminary
performance assessment prior to the iron bird commissioning.
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Figure 1. Iron-bird schematics.

 

Figure 2. Research program workflow.

3. Preliminary Activities and Simulation Environment

Prior to the definition of the PHM system, a number of preliminary activities were
performed to better assess the perimeter of the research program, define the architecture and
the type of the simulation models to be employed (e.g., physics-based, black-box, surrogate),
and how to translate such simulation models to make them suitable for deployment in
the real-time environment of the iron bird. This section is intended as a summary of such
preliminary activities, highlighting the most significant considerations for each passage
and referring to the literature for additional details.
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3.1. Approach and Design Goals

Before presenting the case study and proceeding to the description of the simulation
models prepared for the project, it is necessary to detail the scope, objective, and limitations
of the research activities. The main research goals pursued with the definition of the
PHM system was to provide a proof of concept of a prognostic framework, demonstrating
its feasibility within the constraints of a civil aviation application in terms of signals
management and computational constraints, while assessing the maturity level of the
algorithms available in the literature. As such, it is underlined that the objective of the
research activities was not to provide a high-TRL solution, such as a PHM framework
ready to be deployed in the operational scenario. In particular, the experimental activities
supporting the definition of the high-fidelity models and the real-time models did not
involve the study of real actuators under degraded health conditions. Such constraints
could be justified considering that the actuators mounted on the iron bird were prototypes
produced in very limited numbers, meaning that no spare actuators could be brought
to failure during the experimental activities. Faulty conditions were studied through
simulations only, through the degradation models available in the literature. It is worth
mentioning that even if mutual interaction between different degradations is potentially
available, in the context of the present work, only 1 fault at a time was considered for the
definition of the PHM framework. Although the results obtained through this approach are
expected to be realistic, it is worth noting that the complete validation of the PHM system
falls outside the perimeter of the project.

3.2. Case Study and FMECA Analysis

The flight-control system considered for analysis is based on a set of new direct-drive
Electromechanical Actuators (EMA) responsible for the movement of a few secondary
flight-control surfaces (active winglet and wingtip). As depicted in Figure 3, each actuator
was driven by a Brushless-AC (BLAC) electric motor and controlled through 3 nested
control loops, each monitoring the motor currents, its angular frequency, and the actuator
linear position. A ball screw integral with the motor shaft was used to transform the rotary
motion imposed by the BLAC into the sliding motion of the end user. Spherical joints
connected the actuator to the aerodynamic surface on 1 end and to the airframe on the other.
Each actuator came with a number of sensors used for control purposes; phase currents
were measured, while a resolver was mounted on the motor shaft to monitor its position,
dictate the phases commutation, and infer the angular speed. An LVDT was instead integral
with the ball screw and used to precisely measure the position of the end-user, providing
this information to the associated control loop. Phase voltages were also acquired. Such
signals were then considered available for the development of the PHM system and the
basis on which to evaluate the possible features and health indexes.

 

Figure 3. Architecture of the case study.
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Once the available sensors were identified, guidelines provided in [1,15] suggested
that an FMECA analysis tailored for PHM be performed, with the objective of assessing
which failure modes needed to be prioritized when designing the PHM system. The most
significant failure modes for each component were studied and their causes, symptoms,
and failure effects were detailed, while a composite score was computed based on the fault’s
frequency of occurrence, the severity of effects, expected observability, and replaceability
of the component. The results were hence ranked, and a priority list was derived, stating
which failure modes were more interesting or more probably observable by a Health
Monitoring framework. Such operations are described in more detail in [16] and allowed to
select the following failure modes. For the electrical motor, 2 failure modes were selected:
the occurrence of turn-to-turn shorts in the motor windings and the degradation of the
motor’s permanent magnets [17,18]. The reasoning behind this choice is that the first was
the most probable failure mode involving short circuits [16], while the second was critical
from a severity perspective since it involved the loss of the actuator damping capability,
which prevented flutter in the case of a sudden loss of power. Two additional failure
modes pertaining to the motor were addressed for fault detection only, due to their causes
and dynamics: the occurrence of static eccentricity in the Brushless-AC motor and the
occurrence of MOSFET Base-Drive Open circuit conditions within 1 leg of the inverter
supplying the actuator. The first is related to mistakes during the assembly and is tracked
to avoid the triggering of a false alarm on the “real” half-wing of the iron bird, while
the second is often indicated as one of the most probable failure modes involving PWM-
driven inverters [19,20]. Switching the attention to the mechanical drive, 3 failure modes
were assessed as preferential. The first was the effect of lubricant degradation, and the
consequent efficiency losses within the ball screw [21]. The other 2 were the occurrence of
backlash due to wear within the mechanical transmission and within the spherical rod end
connecting the actuator to the aerodynamic surface. The lubricant degradation was chosen
since it was expected to be a frequent and inevitable occurrence over prolonged usage,
while the progressive increase of backlash was selected due to its expected frequency of
occurrence and severity of the possible effects, especially when considering the rod end [22].
All of the selected failure modes were expected to be observable or detectable.

The turn-to-turn short failure mode is covered in the literature [3,16], and several
studies are available on the topic of magnet degradation and its detection [18,23]. Similar
considerations can be taken for the selected failure mode for the MOSFET [20], the occur-
rence of static eccentricity [24], and the issues associated with lubricant degradation and
backlash opening [25,26].

3.3. High-Fidelity Modeling

As previously stated, the creation of highly detailed mathematical models was paramount
to studying the effect and evolution of selected failure modes on the different components
of the electromechanical actuator without involving the real actuators’ damage. The high-
fidelity models are expected to represent the real behavior of each component under
investigation under both nominal and degraded conditions. In such a way, the model
assumed the role of a virtual test bench on which to inject artificial flaws to study their
effects on the available measurable signals.

The mathematical models were created following a complete white box approach,
where the dynamics of every phenomenon were derived and dictated by physical laws
and equations.

3.3.1. Electric Drive

The dynamic model of the electric drive was made of 3 main subsystems: the Electronic
Control Unit (ECU), the Electronic Power Unit (EPU), and the brushless electric model.
The model of the Electronic Power Unit made use of a functional description of the PWM-
modulated inverter. It received the commands from the ECU, which was responsible for
the motor current control in the d-q-0 axis and modulated the electric power exchanged
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with the motor. The d-q axis control featured PI regulators receiving as input the current
command and the filtered current feedback subject to Park’s transformation. The output of
the controllers was then transformed back to the 3-phase system and used inside a PWM
modulator based on a triangular bipolar wave carrier that generated the digital control
signal for each of the 3 commutation poles, thus modulating the DC-link tension and
generating the 3 motor phase voltages as per [27]. The motor model was derived from that
adopted in [16]. As depicted in Figure 4, it was based on the representation of the 3-phase
dynamics through a lumped parameters representation, where each electrical parameter
is a variable as a function of the windings’ temperature, itself computed at each time step
as a function of the thermal power generated through the Joule effect and commutation
losses and the external temperature according to a simplified first-dynamic order model of
the motor’s thermal dynamics. The introduction of faults within the model was achieved
according to the literature models. In particular, the occurrence of a turn-to-turn short
was described according to [2], where the fault process caused the progressive decrease of
1 phase resistance, auto-inductance, and mutual inductance.

Figure 4. Schematics of the Electric-Drive model.

Such a failure mode was mainly caused by the progressive degradation of the insulat-
ing material separating the coils from each other. Such a degradation process was mainly
driven by thermal issues and was modeled according to a modified Arrhenius Law as
proposed by [28]. As evidenced in Figure 5, its occurrence caused asymmetric behavior
between the 3-phase currents and increased a common node current which is not present
under nominal health conditions. Similar considerations can be performed for the other
considered failure modes. The progressive degradation of the motor permanent magnets
was simulated by progressively reducing its magnetic flux term, while the occurrence of
eccentricity was represented by changing the flux term according to the expected gap size
variation as a function of the rotor angular position.

3.3.2. Mechanical Transmission

For what concerns the mechanical part of the EMA, particular attention was paid to the
mechanical transmission between the rotatory motion of the electric motor and the linear
displacement required to move the aerodynamic surface, i.e., the ball screw. It was mainly
composed of a screw shaft, 1 or 2 nuts, and a set of spheres that allowed the mechanical
efficiency of this component to reach extremely high values due to the replacement of sliding
with rolling friction. To accurately describe its behavior and performance, a 3-dimensional
modeling approach was necessary. In fact, in order to transmit the motion, the spheres
rolled between the screw shaft and the nut’s grooves along a helical path. Moreover, a
recirculating insert was present to maintain them within the nut body. As a result, the
motion of each sphere was governed by an intrinsically 3D contact pattern.
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Figure 5. Effect of an occurring turn-to-turn short in a BLAC drive. (a) Healthy condition. (b) Devel-
oping short.

The developed dynamic model, whose main screen is shown in Figure 6, considers
all these peculiarities of the mechanism through a multibody approach, integrated with a
highly detailed description of the contact conditions. In fact, a generic gothic arch profile of
the raceways was considered; hence each sphere could enter in contact with each groove in
a maximum of 2 points simultaneously, 1 for each circular side of the profile. The contact
force and footprint extent were calculated at each time step by means of a penalty method
with variable contact stiffness, dependent also on the contact angle. The contact parameters
were calculated according to the approximated Hertzian theory [29]. The latter allows
sensibly reducing the computational time with a precise closed form solution and without
the need to run implicit iterative calculi at each integration time step. The normal contact
force was obtained by the extent of the contact constraint violation and was composed by
an elastic and a dissipative term, dependent on the approaching speed, related to energy
dissipation that occurs during the deformation of the material.

 
Figure 6. Main screen of the Simscape Multibody high-fidelity model of the ball screw component.

To avoid unrealistic discontinuities in the contact force, the elastic component was also
used as a saturation value for the damping part.
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From the evaluation of the relative sliding speed in each contact point and of its
direction, the friction forces were calculated. Although sliding friction was replaced with
rolling friction, a little amount of slippage always occurs due to the elastic deformations of
the bodies in the contact area and to the kinematics of the mechanism itself. Therefore, ball
screws are usually lubricated with grease to create a proper separation of the mating bodies
to avoid wear on the rolling surfaces and fatigue damage. The developed high-fidelity
model took into account the presence of grease lubrication, considering the effect of its base
oil, which is the main actor in the surface separation. The lubricating media rheology was
considered by means of Roeland’s model for the viscosity dependence on shear stress and
temperature, and of the Eyring model, which describes the nonlinear dependence of the
shear stress from the shear rate in the lubricant film [30]. It depends on the film height that,
following the Grubin approach [31] for the sake of simplicity, was obtained by the solution
of the Nijembanning approximated formulation [32].

Generally, as in rolling bearings, elastohydrodynamic lubrication regime takes place
in the contact regions; therefore hydrodynamic rolling resistance forces, rolling hysteresis
torques, lubricant pressure components, and microslip losses were taken into account
according to [33], as well as the spinning friction torque. Finally, for low entrainment
speeds and/or high normal loads, the 2 surfaces had direct contacts: the model considered
the variability of the lubrication regime, calculating the sliding friction force as a weighted
sum of the dry and full film lubrication forces based on the Tallian parameter [34]. When
the mating surfaces of the spheres and the grooves are sufficiently separated, almost
no wear phenomena occur, while in the mixed and boundary lubrication regimes, wear
becomes not negligible. The grooves’ wear is one of the most important issues in ball
screws and is detrimental to their positioning accuracy as it causes preload loss, increased
vibration, and, eventually, complete backlash [35]. Indeed, it was included as one of the
ball screw degradation models through the well-known Archard equation, calculating the
volume worn in each sphere/groove contact point at each time step and summing all the
contributions to obtain a uniform mean wear of each raceway. The Archard coefficient was
assumed to be dependent on the lubrication regime, a function of the Tallian parameter [36].

The probability of contact of the mating surfaces increases with the component’s usage.
In fact, grease aging involves a degradation of the lubricity property of the base oil in time,
i.e., viscosity reduction, meaning a decrease of the load-bearing capacity and a thinner film
thickness, with increased direct contact probability and wear. Furthermore, particularly at
high speeds, film thinning is also caused by lubricant starvation, which was considered
following the approach presented in [37,38]. The adopted lubricant aging model calculated
the reduction of viscosity as a function of the entropy generated within the lubricant due to
internal mechanical shearing [21,39].

Figure 7 depicts the results of a study executed with the ball screw high-fidelity model
on a ball screw with a 5 mm lead and a nominal diameter of 16 mm, directly connected to
the electric motor and the grease, lubricated and subjected to different external loads levels
while operating at various rotational speeds. Lubricant starvation, wear of the grooves,
and lubricant aging were considered. The analyses were aimed at investigating the effect
of the latter phenomenon on the macroscopic behavior of the component. It can be seen
from the plot that higher external forces, combined with low speeds, lead to higher wear
rates and, ultimately, to a shorter operative life. In the case of excessive wear, backlash
can occur, as shown in Figure 8, where the effects of an excessive backlash are depicted for
what concerns the speed and position. The left graph depicts the linear position of the nut
and the equivalent linear position of the screw obtained considering the ideal transmission
ratio, i.e., the 2 lines should overlap. The position of the screw shaft, being speed controlled,
follows a sinusoidal trend; however, because of the presence of backlash, the nut fails to
replicate its positioning and stops close to the motion reverse points. The internal spheres
lose contact and engage again when the relative position reaches the backlash gap. This can
be more easily observed in Figure 8b, which shows the equivalent rotational speed of the
screw and the nut. At motion reversal points, due to the friction on the linear guides and
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the presence of backlash, the nut speed settles at 0 and remains steady until the backlash is
closed; at this time, the screw’s speed also oscillates because of the new engagement.

Figure 7. Wear rate versus aging level for different speeds and loads for a ball screw with 5 mm lead
and 16 mm nominal diameter (© 2022 IEEE. Reprinted, with permission, from [21]).

 
(a) (b) 

Figure 8. Simulation results of a ball screw with a high backlash of 0.3 mm. (a) Comparison between
the nut position and the equivalent linear position of the screw shaft; (b) Comparison between the
equivalent angular speeds of the screw shaft and the nut (© 2020 ASME. Reprinted, with permission,
from [33]).

3.3.3. Rod-End

Another important element of mechanical transmission that has been an object of study
is the spherical rod-end, which connects the actuator to the airframe and the aerodynamic
surface, performing a critical safety function at the aircraft level. Rod-ends are subjected
to different failure modes, such as crack openings, lubricant degradation, surface denting,
and so forth. However, the most common failure is represented by the wear of the internal
surface of the spherical joint, with the consequent increase of backlash, which, if outside
the acceptable range, could result in a significant accuracy reduction in surface positioning.
Furthermore, a significant rise in friction forces within the spherical joint, due to lubricant
degradation and improper lubrication regimes, can lead to excessive bending stress on
the actuator. This component has been studied in conjunction with a high-fidelity model
of a complete actuator to also investigate the effect on its expected performance [40]. To
simplify the model definition and prepare for more complex models, some simplifying
assumptions were made. This involved reducing the 3D spherical joint geometry to a 2D
cylindrical approximation, ignoring misalignment and lubricant leakages. The rod-end
model considered 3 different operating conditions based on the relative position between
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the shaft and bush. As the clearance decreased, the system transitioned from hydrodynamic
lubrication to mixed and then to direct metal-on-metal contact. As for the ball screws,
grease lubrication was considered and, therefore, the lubricant media was represented by
its base oil. Conducting a PHM study on aerospace rod-ends requires defining models
that are both computationally efficient and accurately reflect the component’s physics;
for this reason, a finite difference scheme has been selected as a resolution method of
the simplified Reynolds equation. To streamline the simulation and avoid the need for
iterative solvers, the Half-Sommerfeld solution was chosen to describe cavitation regions,
while the viscosity was computed at each FDM node, dependent on the temperature and
local pressure according to the Vogel-Barus equation [31]. Depending on the operative
conditions, the model was able to represent the variation of the lubrication regime from
full film to mixed and boundary lubrication, monitoring the local Tallian parameter and
weighting the results from the hydrodynamic and direct contact models.

Figure 9 illustrates the effect of the rod-end backlash on the final surface positioning
when the control surface is moved by 2 parallel servo-actuators according to the active-
standby control strategy. It can be observed in Figure 9a how the backlash in the rod-end
due to excessive wear causes important variation in the deflection of the control surface,
which can lead to increased surface vibration, damage, and controllability issues. In partic-
ular, it can be seen from Figure 9a that the equivalent surface displacement considering
surface kinematics in the presence of backlash (green line) differs from that with no backlash
(red line) by approximatively 2 mm, which corresponds to half the width of the imposed
backlash for the current simulation for the fully deflected surface condition; while the
surface position varies by about 0.6 mm for null commands of the active actuator, mainly
due to the presence of external aerodynamic loads, internal damping, and the attachment
with the second stand-by actuator.

  
(a) (b) 

Figure 9. Simulation results of a rod-end with a high backlash of 2 mm connecting 2 servo-actuators
to the control surface: (a) Pin trajectory within the rod-end housing during the simulation; (b) Com-
parison between the surface position obtained with (green) and without (red) backlash in the rod-end
(© 2021 ASME. Reprinted, with permission, from [40]).

Figure 9b depicts the motion of the internal sphere within the rod-end housing during
the simulation and shows how it impacts the bushing’s race, contributing to damage
progression and rod-end degradation. The model gives in the output the normal and
frictional contact forces and the wear information, which are useful insights to understand
the component’s behavior under various working conditions, helping in the definition of a
suitable PHM framework.
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3.4. Real-Time Modeling

The abovementioned high-fidelity models are accurate, metaphysical, and extremely
detailed, based on the physical descriptions of the involved phenomena. However, the
high level of detail counterposes the computational constraints required to run PHM
routines. In fact, such models are very computationally intensive and are not suitable
for prolonged simulations of a complete servosystem. With the aim of streamlining the
computational time to make them available to generate a large dataset of nominal and
degraded system responses and to be used in real-time simulations on the iron bird, several
reduction techniques were applied to the models to obtain a simplified EMA model capable
of reproducing the main features required by the iron bird to enable the simulation of a
complete flight, i.e., the position of the actuator and control surface. The various considered
degradations were then inserted into the model with equivalent simplified models; they
aimed to simply reproduce the effects of each fault progression on the relative signals which
were seen as being affected by such degradations during the offline phase, according to the
detailed results obtained with high-fidelity models. Because of the practical implementation
of the iron bird and the performance of its hardware components, the real-time (RT) model
must comply with the time constraint of a maximum integration frequency of 12 kHz.

Hence, only the more important dynamics were considered in the RT model to balance
the need for realism with the computational effort. It is worth highlighting that not only 1,
but multiple EMA models should be run simultaneously to enable the correct functionality
of the iron bird; therefore, the actual model complexity must remain as low as possible to
avoid CPU overloads. Furthermore, jitter usually occurs in the RT hardware, so a certain
amount of security margin must be considered.

Following these constraints, the RT model was assembled, as shown in Figure 10. It
was composed of several subsystems, each representing an interconnected subcomponent
reflecting the physical arrangement. The main blocks represent the Power Drive Unit,
controller, electric motor, mechanical transmission, and control surface. A number of
simplifying assumptions were made to speed up the simulations. The 3-phase electric
motor was modeled with the equivalent d-q axes representation, exploiting the Clarke-
Park transformation. Also, the PDU was represented by a 3-leg inverter with conduction
losses dependent on the temperature. The ball screw and rod-ends were contained in the
mechanical transmission subsystem, describing the motion transformation from rotational
to linear considering mechanical efficiency, stiffness, and friction. The latter was modeled
with the fast and simple Karnopp model to maintain the computational requirements as
low as possible. The surface’s block enclosed the description of the variable lever arm
which allowed the linear displacement of the actuator to create a controlled rotation of the
aerodynamic surface. The system was then basically reduced to a 2-body lumped mass
model: 1 representative of the control surface and the other of the entire mechanical drive
from the rotor to the translating part of the ball screw. The rod-end connection stiffness
was considered in the connection point between the 2 lumped masses. All the sensors were
represented with dynamic transfer functions and, together with the controller states, were
sampled at the various control loops’ frequencies. A simple single-body thermal model
was used to estimate the global temperature change of the EMA during the simulation.

The RT model was created according to the following principles:

• Replace expressions with high computational cost with approximated low-order forms,
• Minimize the number of integrators and state variables,
• Reduce or avoid repeated calculi or Boolean checks,
• Optimize the C++ executable creation options for RT target, and
• Substitute continuous-time integrators with discrete-time state variable.

As stated in the previous paragraphs, 7 faults were considered, 5 of which described a
progression in time, and 2 (i.e., motor’s static eccentricity and PDU’s MOSFET base drive
open circuit) were imposed a priori before the simulation started. The introduction of
the selected failure modes within the real-time models was achieved in 2 separate ways,
depending on the model modifications required to adapt the high-fidelity model to the
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real-time framework requirement. The 1st type was represented by those failure modes
whose progression could be successfully described by the reduced-order model, such as
the magnet degradation, the occurrence of rotor eccentricity, and the degradation modes
affecting the mechanical transmission. In such cases, the very same models adopted for the
high-fidelity model were ported within the real-time simulation with minimal adjustments.
For other failure modes, including the turn-to-turn short and the MOSFET base drive
open circuit, a different approach was needed; the physics-based representation of such
degradation process required a 3-phase dynamic model of the motor, while the real-time
representation worked on a streamlined d-q axis description.

 

Figure 10. Main screen of the RT model.

Starting with the latter case, the approach was to map the effects that the degradation
mode had on the quantities represented in the real-time model through the high-fidelity
environment, then proceeding to modify the signals of the real-time model according to
such maps. To better explain this approach, please consider the case of the turn-to-turn
short and the scheme provided in Figure 11. The real-time model described the nominal
health behavior of the motor according to a d-q axis description, computing the expected
windings temperature Tw, according to a streamlined thermal model of the motor. Such
temperature was then used to feed the turn-to-turn short model, which computed the
expected variations on each of the 3-phase currents according to the fault mapping.

Figure 11. Implementation of the turn-to-turn short in the real-time model.

Such variations were then applied to the 3-phase currents (ia, ib, and ic) derived
from the direct, quadrature currents computed by the real-time model. Once the vari-
ations were applied, the updated d-q axis currents were obtained through the inverse
Park transformation.

The faults of the mechanical transmission included the wear of ball screw and rod-end
and the lubricant degradation. The latter, as seen, also caused an increment in the wear rate,
but, as previously stated, mutual excitations of different failure modes were ignored in this
work for being outside the original scope of the research project. Wear was considered by
means of the Archard equation. The effect of wear is a backlash increase that was modeled
by means of a double-sided elasto-backlash with hysteretic damping based on the relative
position of the 2 bodies. Since only 2 bodies represented the mechanical dynamics of the
system, the backlash models for both the ball screw and the rod-end were condensed into
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a single backlash located in the rod/surface joint. A smart approach was implemented
to differentiate the 2 situations, consisting in sending the actual rod position back to the
controller if no ball screw backlash was considered, while conveying the linear position
on the surface’s side of the backlash if the degradation was introduced. Despite this, the
backlash of the rod-end is normally taken into consideration in the model. As a result, the
effective backlash seen by the RT model, concentrated in the rod/surface connection, was
the sum of the 2 backlashes in series. The effect of lubricant degradation was obtained with
a mechanical efficiency reduction in the RT model.

Figure 12 shows the results obtained with the RT model when a surface position
command is imposed to the EMA with aerodynamic loads dependent on the surface
deflection. To highlight the effect of 1 of the selected degradations, 2 simulations with
low and high levels of backlash in the rod-end are shown; for the second case, the surface
position exhibits flutter oscillations for little commands due to the excessive backlash under
the action of the external loads. The discrepancies between the detailed and simplified
models emphasized during the highly dynamic phases of the simulation, i.e., the first part,
while tending toward 0 for steady conditions, assumes an RMS value of the absolute error
between the results of the RT model and the detailed model, shown in Figure 12, of 0.23 deg,
which is a reasonably small value and an acceptable compromise when considering the
computational constraint imposed by the hardware implementation. The presence of the
backlash model does not introduce substantial variations to the RMS error.

Figure 12. Comparison between detailed model and RT model with low and high levels of backlash.

4. PHM Framework Design

Once the simulation environment, both in its high-fidelity and real-time declination,
is defined, it is possible to use the data generated through repeated simulation cycles to
inform the definition of the PHM system, study the expected behavior of the actuators
under degraded health conditions, and assess which signals to use for health monitoring.
This section details the approach followed in the definition of the PHM system, starting
from the definition of the operational scenario.

4.1. PHM Framework Design-Preliminary Operations

The design of the PHM framework followed the procedures suggested by [1], where
the high-fidelity model is first used to study the effects of the injected failure modes on the
system performances, inform the feature selection process, and then lead to the choice of
the fault diagnosis and failure prognosis routines.

The feature selection process was performed through the analysis of the simulation
results, leading to the definition of a pool of possible feature candidates. Such feature
candidates were then ranked according to metrics such as correlation with the failure mode
behavior, signal-to-noise ratio, and precision. During this first stage of the design process, it

254



Aerospace 2023, 10, 335

was paramount to properly characterize the uncertainty surrounding the simulation results,
including the effects that external disturbances, such as the external temperature, load, and
command patterns, have on the system performance and on the possible feature candidates
to obtain a statistically representative database of the possible operating conditions.

For the case study under analysis, this translates into the definition of a complete
operative scenario, following the scheme provided in Figure 13. A sequence of position
commands and aerodynamic load, representative of the expected operating cycle of the
flight-control actuators under analysis, was provided by the industrial partners of the
project. The operating cycle can be represented as a pair of (t, xset) and (t, Fext) time series
where t is the time vector, xset is the position command, and Fext is the external force. Before
each simulation, the sequence was warped and modified through the following equation⎧⎨⎩

t = t σt
xset = xsetσx + σx0
Fext = FsetσF + σF0

(1)

where σt is a random number drawn from a normal distribution with mean 1 and a standard
deviation equal to 0.1. σx and σF are again drawn from a normal distribution with mean
1 and a standard deviation of 0.3, while σx0 and σF0 are chosen from a normal distribution
with a 0 mean and standard deviation equal to 10% of the actuator stroke and of the nominal
aerodynamic load, respectively.

 

Figure 13. Data generation process to support PHM design.

Ten possible aircraft were then selected by imposing small perturbations, compatible
with the expected production tolerances, on the actuator parameters. Of these aircraft, 4 are
supposed to operate in temperate climate conditions, 3 in cold conditions, and 3 in hot
conditions. Three reference location were then chosen: Turin for temperate conditions, Abu
Dhabi for hot conditions, and Vancouver for cold conditions, and historical temperature
distribution for each were saved. For each simulated flight, the temperature varied between
the ground value, randomly drawn from the reference location datasets, and −40 ◦C,
which is the expected temperature during cruise for the considered aircraft type. A total of
100 flights for each aircraft were simulated under nominal health conditions. Degradations
were then injected and their progression was simulated through accelerated fault-to-failure
model. Results were then analyzed to search for the most significant effects of each failure
mode and provide the basis for the feature selection process. Among a pool of more than
50 candidates, 1 preferential feature for failure mode was chosen according to correlation
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and signal-to-noise ratio scores. A brief overview of the considered failure modes, along
the signals required to compute the associated feature, is reported in Table 1. Between
these failure modes, due to their interplay, 4 were analyzed in more detail: the occurrence
of turn-to-turn short, magnet degradation efficiency loss, and wear-induced backlash in
the mechanical transmission. This choice was justified by looking at the other failure
modes. The occurrence of MOSFET Base Drive Open Circuit was expected to be a fast-
evolving failure mode, thus, was treated only for fault detection and isolation. Similarly,
the occurrence of a static eccentricity within the motor was traced to misalignments or
mounting errors persistent in time and not to slowly evolving degradation. The wear in the
spherical joint was finally tracked through a feature that was not affected by the occurrence
of the other failure modes. Figure 14 depicts the correlation of the chosen features for the 4,
possibly interplaying, failure modes against the progression of each considered degradation.
As anticipated in Section 3, the main symptom of the occurrence of a turn-to-turn short in
the electric motor windings was the formation of a growing asymmetric behavior between
the 3-phase currents. The feature FTTS exhibited high correlation marks as expected, while
the other 3 selected features were less affected. A very loose correlation occurred with the
feature FMTEL due to the reduction of the motor efficiency due to the ongoing short circuit.

Table 1. Selected features.

Component Failure Mode Feature Symbol Signals Feature

Motor Turn-to-turn short FTTS
Phase currents
Phase voltage

Variance of the common node
current over the average
phase voltage

Motor Magnets degradation FDMD Phase currents
Distance between the mean root
square of the phase currents
from an expected baseline

Motor Static eccentricity FSE
Phase currents
Motor shaft position

Periodic disturbances over the
phase currents signals

EPU MOSFET Base Drive
Open Circuit FBDO Phase voltage Phase voltage

standard deviation

Mechanical
transmission

Efficiency loss,
lubricant aging FMTEL

Phase currents
Expected aerodynamic
load based on
deflection angle

Efficiency estimate at
still actuator

Mechanical
transmission Wear induced backlash FMTWEAR

Rotor shaft position
LVDT measurement

Difference between LVDT
output and shaft position

Spherical joints Wear-induced backlash FREWEAR

LVDT measurement
from 2 actuators on the
same aerodynamic tab

Difference between
LVDT outputs

Figure 14. Feature correlation against several failure modes propagation.
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The occurrence of a distributed magnet degradation is associated with good correlation
indexes for the associated feature FDMD only. The occurrence of efficiency loss in the
mechanical transmission can instead affect more features, showing the highest correlation
value with FMTEL, while also exhibiting a high correlation with FDMD due to an increase
in the absorbed current. This result is, of course, suboptimal but does not represent a
critical issue: FMTEL shows good correlation only for the efficiency-loss case and is not
significantly correlated with the occurrence of magnet degradation. The opening of an
increasing backlash in the mechanical transmission is also highly correlated with its own
associated feature (FMTWEAR). The feature FDMD is also affected due to the current spikes
caused by the impacts which originate whenever the freeplay is recovered. Its correlation
is, however, lower than that associated with FMTWEAR, while the correlation of FMTWEAR
with the occurrence of magnet degradation is negligible. As such, the selected feature set is
expected to be suitable for fault diagnosis and failure prognosis.

4.2. PHM Framework Design-Framework and Algorithms Choice

The PHM framework was designed considering the need to keep the computational
effort required to perform the diagnostics/prognostics tasks at a minimum to comply with
the requirement of being installed on board the iron bird. As such, the scheme provided
in Figure 15 was adopted, where the data coming from the iron bird are at first checked
to verify their coherence, used to evaluate the features at any time, and then sent to the
fault-detection routine.

 

Figure 15. Architecture of the proposed PHM Framework.

Before being analyzed, the features were at first downsampled (80 Hz, against the
800 Hz of the iron bird signals) to reduce the computational effort and then preprocessed
by an exponential filter to improve their signal-to-noise ratio. The fault-detection algorithm
was based upon a simple, purely data-driven logic, comparing at each timestep the running
feature distributions against the baselines obtained for health conditions. The remaining
parts of the PHM algorithms were switched off. If the running distribution of 1 (or more)
features deviated excessively from their own baselines, an alarm was triggered and the
remaining routines of the PHM frameworks were activated. Such a solution has the
benefits of keeping the most computationally expensive routines dormant until they are
needed, hence, reducing the computational burden. An example of the fault-detection
algorithm behavior is highlighted in Figure 16, where the running distribution of the feature
overcomes a separation threshold, triggering the corresponding alarm of a fault declaration
confidence equal to 0.98. In this instance the fault-detection algorithm observes a deviation
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of the feature associated with the occurrence of a turn-to-turn short in the motor windings,
prompting a fault declaration once the confidence threshold is met.

 

Figure 16. Output of the fault-detection algorithm in response to fault occurrence in the
winglet actuator.

If a fault is detected, the fault classification algorithm is called to assess which failure
mode is occurring (or is being simulated) within the flight-control actuator. Given the
preliminary nature of the study, only the case where 1 degradation may occur at any given
time was considered. As such, a simple Linear Support Vector Machine, operating over the
features vector, was considered. The LSVM was trained with a randomly chosen subset
representative of 70% of the data generated through the high-fidelity model, while the
remaining 30% was used for verification purposes.

Results of the training process are aimed at a total accuracy rate higher than 95%. Once
a fault was detected and classified, the information was sent to the prognostic algorithm.

The prognostic routine was based on the particle-filtering structure, depicted in
Figure 17, to infer the fault severity and forecast the degradation growth [41]. The particle
filter scheme tracks the fault progression by iterating at each time stamp 2 consequential
steps, the first being the “prediction” stage and the latter being the “filtering” stage. The
prediction step combines the knowledge of the previous state estimate p(xt|yt−1) with
a process model p(x0:t−1|y1:t−1) to generate the a priori estimate of the state probability
density functions for the next time instant,

p(x0:t|y1:t−1) =
∫

p(xt|yt−1)p(x0:t−1|y1:t−1)dx0:t−1 (2)

This expression usually cannot be analytically solved; the Sequential Monte Carlo algo-
rithms can be used in combination with efficient sampling strategies for such purpose [42].
Particle filtering approximates the state probability density function through samples or
“particles” characterized by discrete probability masses, or “weights”, as,

p(xt|y1:t) ≈ w̃t

(
xi

0:t

)
δ
(

x0:t − xi
0:t

)
dx0:t−1 (3)

where xi
0:t represents the state trajectory; thus, the fault severity while y1:t is the measure-

ments up to time t. During the “filtering” stage, a resampling scheme is employed to
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update the state estimates by updating the particle weights. One of the most common
versions of this algorithm, the Sequential Importance Re-sampling (SIR) particle filter [43],
updates the state weights using the likelihood of yt as:

wt = wt−1 p(yt|xt) (4)

 

Figure 17. Scheme of the employed particle-filtering algorithm.

Although widely adopted within the PHM community due to its simplicity and
relatively low computational requirements, it is worth mentioning that this resampling
scheme has limitations in the description of the distribution tails, and that more advanced
resampling schemes, aimed at obtaining and improving representation of the distribution
tails, have been proposed [44]. However, given the low-TLR nature of the study, the
SIR scheme was deemed sufficient. The algorithm performs long-term predictions of
the fault evolution in time by iterating the “prediction” stage. Evaluating the particle
trajectories, it is then possible to estimate the probability of failure by comparing their
behavior against a hazard zone, defined via a probability density function with lower
and upper bounds for the domain of the random variable [45]. As shown in Figure 17,
this approach is based on particle-filtering schemes in which tunable degradation models
are adopted as process models. These models are then used both to estimate the current
a priori state of the system, p(xt|y1:t−1), and to perform the iterative steps necessary to
achieve the prognosis p(xt+k|y1:t). Auto-tuned models are required to describe and follow
changes in the degradation process and to describe the process and measurement noise. For
the case study under consideration, the particle filter employs a nonlinear process model
yt = f (xt)+ ν, obtained considering the dependency of the selected features on degradation
growth. The process noise ν is then obtained through a kernel function mirroring the
feature distribution around the fitted model. The state model xt+1 = f (xt, t) + σ is a
time-dependent nonlinear model whose parameters are automatically tuned through a
Recursive Least Square [46] algorithm operating over the state estimates provided by the
particle filter itself. The measure of noise σ is also estimated at each time stamp computing
the state estimate variance with respect to the noiseless output of the state model itself.
The particle filter code also employs the noise compensation techniques described in [47]
and self-adjusts the process noise by comparing the particle distribution at a given time
instant (usually a few time steps ahead of the prediction time) of a previous long-time
prediction against the particle distribution obtained for the same time instant from the
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prediction/filtering loop. The output of the prognostic algorithm is represented as the RUL
distribution for each prediction, coupled with the evaluation of the risk of failure as detailed
in [45]. An example of the results achievable with such a framework is provided in Figure 18,
where its response against a simulated fault, the occurrence of accelerated degradation
of the motor’s permanent magnets, is depicted for a single prediction step highlighting
the trajectories of the long-term prognosis on both the estimated fault size (hidden state)
and feature. Figure 19, instead, provides an example of the RUL distributions obtained
for different prediction steps for the very same failure mode. It can be noticed that the
RUL uncertainty estimate tends to decrease along with the degradation process. However,
when the degradation severity has grown close to the failure declaration threshold, the
prediction uncertainty tends to increase again. Such behavior is expected since the closer
the degradation process approaches the failure status, the more it becomes susceptible to
small variations of the physical variable responsible for its progression, thus, leading to
increased uncertainty over its future expected behavior.

 

Figure 18. Example of the particle filter framework output.

Figure 19. Example of RUL estimate for 5 consequent prediction steps for one of the degradation
patterns associated with the demagnetization of the motor permanent magnets.
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4.3. PHM Framework Design-Implementation and Verification Process

The proposed PHM framework was implemented within a Matlab GUI running as
a standalone executable file within the HMSM module of the iron bird. The application
to an integrated technological demonstrator, of which PHM is a part but not the only
objective, means that some limitations were introduced. For the application at hand, it
was chosen to replicate a system operating a periodical download of the actuators signals
to be analyzed. For each simulated flight (or series of simulated flights), the Health
Management System Module receives the signals from both the “simulated” half-wing
and the “real” half-wing through the optical ring operating with a data transmission rate
of 800 Hz. This posed a significant issue for data analysis, since all the electric current
signals associated with a motor angular frequency higher than such transmission rate
divided by 10 times the number of the magnetic pole couples of the Brushless-AC were not
properly reconstructed. As such, it was necessary to limit the data analysis for low-speed
conditions only. Before testing the behavior of the PHM algorithm on board the iron bird,
it was necessary to verify its behavior and expected performances offline to avoid the
need to debug or rethink parts of the framework once that system was installed. Such
a verification process was achieved through the approach proposed in Figure 20, thus
stressing the PHM routines with datasets generated through the real-time version of the
model of the actuator, which are offline versions of the simulation models employed on
the iron bird for the “simulated” half-wing. The use of the RT models was chosen because
of 2 main reasons. The first was the significant cut in computational effort required to
generate data. The second was the need to remain as close as possible to the iron bird
configuration, to test possible issues with data exchange, labels, computational effort, and
memory leaks. The test was performed again considering 10 different aircraft—different
from those used during the design phase—subjected to several degradation patterns while
using the same scenario generator described in Section 4.1. Data were then sent to the
PHM GUI prepared for iron bird deployment. Data were analyzed, subjected through
the fault-detection and classification routine, and then sent to the prognostic algorithm,
which performed 10 RUL predictions at equally spaced time instants ranging from the
time-at-detection (the time instant corresponding to the fault detection) to the end-of-life of
the component (failure conditions).

Figure 20. Procedure for the preliminary performance assessment.
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Results were then analyzed by checking the percentage of false alarm and misclassi-
fication rates and the convergence of the RUL estimate to the ground truth provided by
the simulations.

5. Results

Results of the preliminary performance assessment procedure are summarized in this
section, divided between the verification of the implementation targets, in terms of com-
putational effort, execution time of each routine, and the evaluation of the performance of
the fault detection, fault classification, and failure prognosis routines against the simulated
degradation histories.

5.1. Implementation Targets

As stated in Section 4, the proposed PHM system works off-line with respect to the
iron bird, analyzing data periodically; thus, no specific targets are set in terms of execution
time of the algorithms. However, since the iron bird is meant to act as a technological
demonstrator, it is useful to check whether the proposed algorithms are suitable for real-
time applications. For this purpose, the PHM system employed in the GUI is embedded
with a tool monitoring the computational performances of the PHM routines. Monitored
activities include the execution time of the fault-diagnosis algorithm and of the failure-
prognosis routine with its subroutine. Test conditions include the analysis of signals
coming from three identical electromechanical actuators, two operating on a morphing
winglet and one on the wingtip surface, for a total of 24 signals, sampled at 800 Hz, and
19 features, and downsampled at 80 Hz. The analysis was performed on an Intel Core
i9-9880H CPU running at 2.30 GHz with 16 GB of DDR4 RAM, which was compatible
with the performances of the HMSM and was conducted considering 200 degradation
patterns, each comprehensive of a number ranging between 150 and 400 position/load
sequences, which correspond to 25 degradation patterns for the seven considered faults
and 25 simulation cycles performed in healthy conditions. The fault-detection algorithm
completed the analysis of one data batch corresponding to advancement of a single time
step in 11.3 ms. Such a result is compatible with the features sampling (80 Hz), hence
suggesting that the feature extraction and fault-detection scheme is suitable for real-time
applications. The same simulation cycles were also used to assess the computational
performance of the long-term prognosis algorithm. As depicted in Figure 21, a single cycle
of prediction and subsequent state updates of the particle-filtering routine requires 7.4 ms
on the employed test machine, with the RLS algorithms responsible for the tuning of the
degradation model accounting for the 2.25% of such a number. Such results were obtained
for a particle-filtering scheme operating with 200 particles and are expected to scale almost
linearly, increasing the number of particles.

Figure 21. Elapsed time breakdown—average execution time of a particle-filtering step.
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5.2. Preliminary Evaluation of Prognostic Performances

The same simulated degradation patterns adopted for the evaluation of the execution
time of the PHM algorithms were also used to evaluate the expected performances in terms
of fault-detection metrics, fault classification (or misclassification) rates, convergence of
the long-term prognosis, and expected accuracy of the RUL estimate. Results are provided
below and divided between those pertaining to the fault diagnosis and those pertaining to
the failure prognosis.

5.2.1. Fault Diagnosis

The fault-diagnosis routine is at first tested against the database of 25 simulation
cycles representative of health conditions to check for the eventual occurrence of false
alarms. As anticipated, such a database is built considering the expected distribution of
actuator parameters, such as geometrical quantities, physical properties, and according
to production tolerances. Similarly, temperature variations, load, and command histories
are also randomly drawn from probability distributions representative of the expected
operative conditions. Under such a hypothesis, the fault-detection algorithm provided
no false alarms. The fault diagnosis was then employed to detect and classify the faults
affecting the simulated dataset, achieving the results depicted in Figure 22, where the
classification rate is expressed in percentage. Under the assumption of just one failure mode
occurring at any time, consistent with the objectives of the technological demonstrator, the
fault-diagnosis algorithm provides acceptable results, with misclassification occurring only
between the efficiency loss and magnet degradation failure modes. In particular, 4% of the
cases associated with the occurrence of magnet degradation were incorrectly classified as
efficiency losses within the mechanical transmission, while the opposite situation occurred
for 12% of the simulated efficiency losses patterns. No misclassifications were observed for
the other failure modes, although this result is probably skewed by the absence of possible
concurrent degradation modes.

Figure 22. Confusion matrix for fault classification and example of the fault diagnosis algorithm for
the turn-to-turn short failure mode.

5.2.2. Failure Prognosis

The failure prognosis behavior is studied through the algorithm response to the
175 simulated degradation patterns previously described and analyzed to check their
convergence to the simulated ground truth and its expected performances in terms of
nondimensional Prognostic Horizon and mean accuracy metrics [48]. Figure 23 depicts the
prediction trajectories associated with the most probable RUL estimate for each prediction
step of each degradation pattern, comparing their behavior against the simulated ground
truth. It can be observed that all the considered failure modes converge toward the ground-
truth solution, although with different patterns and different performances.

263



Aerospace 2023, 10, 335

Figure 23. Elapsed time breakdown—average execution time of a particle-filtering step.

In particular, the RUL associated with a turn-to-turn short is often underestimated
with respect to the ground truth. Although suboptimal, such a result is still positive, since
it would cause, at worst, a slight anticipation of the maintenance action. On the other
hand, the remaining investigated failure modes all fare well, quickly converging within an
uncertainty cone equal to ±20% of the ground-truth RUL value.

The first prediction step, that is the one performed right after the fault detection, is
affected by significant uncertainty and provides the less accurate results. Such behavior
is expected, since the initial parameters of the degradation models employed within the
particle-filtering routines are first-trial values for the first prediction step, with the tuning
process requiring more data to converge to the ongoing degradation process. Results are
also analyzed according to two traditional metrics, the Prognostic Horizon and the average
accuracy [48], and reported in Table 2. The Prognostic Horizon is defined as the remaining
useful life for which the most probable RUL estimate falls, and remains, within a certain
accuracy threshold. Since the results pertain forcefully to accelerated degradation and not
to a naturally evolving one, such a metric is provided as a nondimensional value over the
simulated lifetime of the equipment for each considered failure mode. All the results are
the average obtained for the considered degradation patterns.

Table 2. Expected performance metrics.

Component Failure Mode Prognostic Horizon [−] Relative Accuracy [%]

Motor Turn-to-turn short 0.11 64.3%
Motor Magnet degradation 0.55 75.3%
Mechanical transmission Efficiency loss, lubricant aging 0.15 78.2%
Mechanical transmission Wear-induced backlash 0.82 81.2%
Spherical joints Wear-induced backlash 0.65 79.3%

Overall, results are encouraging for long-lasting degradations, where high values of
PH and good accuracy levels are observed. The low scores associated with the turn-to-turn
failure mode denounce a lower level of accuracy associated with the prediction, but as
already underlined, such a result is due to an underestimation of the RUL, which is less
critical than an overestimation. Similarly, results for the efficiency loss are suboptimal in
terms of the Prognostic Horizon. Such degradation is, however, a slowly evolving process
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requiring hundreds of flight hours; thus, the results still provide sufficient time to issue an
early warning and plan the due maintenance accordingly.

6. Conclusions

The CleanSky 2/Astib research program was launched with the objective of building
an iron bird for a new regional transport platform acting as a demonstrator for new
technologies such as fully electrical flight-control systems and the definition of a PHM
system. This paper detailed the activities performed to support the definition of such
a PHM system, starting from a high-fidelity representation of the involved subsystems,
then transitioning to a real-time representation to support both the implementation of
such models within the iron bird and the rapid generation of a simulated dataset to study
the behavior of the case study in both nominal and degraded health conditions. A PHM
framework is proposed based on a simple data-driven routine to perform fault detection,
an SVM for fault classification, and a particle-filtering routine with auto-tuning, and time-
variant degradation models. Such a system was then stressed with several simulated
degradation patterns to test the algorithm’s readiness to be deployed on the iron bird
and its expected performances. Results are encouraging, as the algorithm is suitable for
installation on board the technological demonstrator and its expected performances are
coherent with the target of the research project. Future work will include the verification
of the algorithm behavior in response to flight cycles simulated on the iron bird, which
will allow stressing the PHM framework with a widely varying set of maneuvers and
include in the analysis the effect of pilot-induced compensations on the fault evolution
in time. Outside the scope of the research project, but of significant interest for further
research, is the study of the effect of different concurring degradations and their effect on
the PHM routines.
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Abstract: During preliminary aircraft design, the vertical tail sizing is conventionally conducted by
the use of volume coefficients. These represent a statistical approach using existing configurations’
correlating parameters, such as wing span and lever arm, to size the empennage. For a more detailed
analysis with regard to control performance, the vertical tail size strongly depends on the critical
loss of thrust assessment. This consideration increases in complexity for the design of the aircraft
using wing tip propulsion systems. Within this study, a volume coefficient-based vertical tail plane
sizing is compared to handbook methods and the possibility to reduce the necessary vertical stabilizer
size is assessed with regard to the position of the engine integration and their interconnection. Two
configurations, with different engine positions, of a hybrid-electric 19-seater aircraft, derived from
the specifications of a Beechcraft 1900D, are compared. For both configurations two wiring options
are assessed with regard to their impact on aircraft level for a partial loss of thrust. The preliminary
aircraft design tool MICADO is used to size the four aircraft and propulsion system configurations
using fin volume coefficients. These results are subsequently amended by handbook methods to
resize the vertical stabilizer and update the configurations. The results in terms of, e.g., operating
empty mass and mission fuel consumption, are compared to the original configurations without the
optimized vertical stabilizer. The findings support the initial idea that the connection of the electric
engines on the wing tips to their respective power source has a significant effect on the resulting
torque around the yaw axis and the behaviour of the aircraft in case of a power train failure, as
well as on the empty mass and trip fuel. For only one out of the four different aircraft designs and
wiring configurations investigated it was possible to decrease the fin size, resulting in a 53.7% smaller
vertical tail and a reduction in trip fuel of 4.9%, compared to the MICADO design results for the
original fin volume coefficient.

Keywords: aircraft design; distributed propulsion; hybrid-electric flight; critical loss of thrust;
vertical stabilizer

1. Introduction

Aircraft design is a complex and interrelated field of research. Every modification
of a specific component in the design process has an influence on other components or
the aircraft/platform itself. This leads to an iterative design process, ideally resulting
in one converged optimum design for the given top level aircraft requirements (TLARs).
Small, evolutionary technology changes mostly result in designs close to already known
configurations, emphasizing today’s well-chosen concepts. This changes for revolutionary
technology steps, such as the implementation of distributed (electric) propulsion (DEP).
Several designs, differing radically from today’s configurations, have already been investi-
gated in order to use the full technological potential enabled through the use of DEP on
aircraft. Globally, there have been many research attempts trying to make use of DEP’s
aerodynamic potential. The NASA X-57 design uses the velocity increase downstream
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of a propeller to reduce the wing surface [1]. Wing tip propellers are also used by other
configurations in order to reduce the wake-induced drag, such as the NASA Pegasus [1],
the Airbus/TBM/Safran EcoPulse [2] and the European research project FUTPRINT50 [3].
All of these projects feature designs with unconventional propeller positions for their
propulsion system integration. This raises the question of the suitability of a volume
coefficient-based vertical tailplane (VTP) sizing which is based on statistics of existing
conventional aircraft without DEP. This is also valid for the configurations investigated in
this paper.

The study presented is part of the GNOSIS project, which aims for a holistic evaluation
of the potential of propulsion system electrification for commercial passenger aircraft with
seat capacities in the range of 9 to 50 seats. In the first project phase, the focus is on the
conceptual design of a 19-seater aircraft. The following study therefore compares a volume
coefficient-based sizing of the VTP during preliminary aircraft design with handbook
methods. This is performed for a partial turboelectric 19-seater incorporating wing tip
propulsion with regard to the impact of the inboard engine position and the interconnection
of the propulsors and thereafter the impact of a reduction in the required VTP size on the
aircraft.

According to [4], the VTP is usually sized by two major flight conditions. One being the
operation with one engine inoperative and the other with maximum cross-wind capability.
The focus of the study presented here is the investigation of the usability of the given VTP
in case of engine failure-induced thrust asymmetry and the possible reduction in VTP
size and its impact on the preliminary aircraft design. As investigated by Hoogreef and
Soikkeli [5], as well as Vechtel and Buch [6] and proven by Schneider et al. [7] in a full-scale
flight test, the directional stability may also be provided by the use of differential thrust.
Therefore, the influence of the directional stability on the vertical tail size is neglected in
this study.

For conventional configurations, the dimensioning contributor for a critical loss of
thrust (CLT), or “one engine inoperative” (OEI) scenario has been the control authority
of the VTP around the yaw axis. Particularly for DEP configurations, the limiting CLT
condition might also be given by the maximum aileron authority in certain configurations.
For the study presented in this paper, only the VTP’s yaw control authority shall be assessed,
as the considered positions of the propulsion system integration lead to an aircraft, for
which the resulting yaw moments are significantly larger than the roll moments [6].

The contents of the paper are structured as follows. First the preliminary aircraft
design tool used and the methodology for calculation of the aircraft and vertical tail pa-
rameters are explained. Then, a short overview of the considered aircraft configurations
is given. Thereafter, the results of the optimization of the vertical stabilizer size for the
different aircraft are given. It is shown how the fin size changes depending on the propeller
positions and electrical interconnections. Moreover, certain architectures lead to uncon-
trollable aircraft designs in case of a critical loss of thrust, refraining from the additional
implementation of components and hence additional weight. The calculated VTP size is
then used to determine the impact on the aircraft using a mission data analysis of the indi-
vidual configurations, hence accounting for the interrelated effects of a possible reduction
in VTP size on the preliminary aircraft design.

A Short Discussion of “Critical Loss of Thrust”

With the change in the EASA CS23 from Amendment 4 [8] to Amendment 5 [9],
the definition of the engine failure has changed. The former and well defined “failure of the
critical engine” has been replaced by “critical loss of thrust” (CLT). On purpose, this term
has not been specified any further. Therefore, the need to find a solution in order to assess
distributed propulsion configurations and to define a “critical loss of thrust” scenario in
accordance with EASA CS23.2115 [9] arises. An evaluation conducted by NASA with regard
to the respective U.S. American specifications (which are almost identical to the European
specifications), NASA experts have identified several certification gaps concerning both
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the propulsion system and the whole aircraft certification in their analysis [10]. In order
to overcome the propulsion system-related gaps, they recommend to conduct a Markov
analysis to identify the most likely powertrain failure. Especially for hybrid configurations,
Markov analysis can lead to the result that all powertrain components contribute to a
system failure probability of less than 10 × 10−9 [11]. Therefore, the results of the Markov
analysis suggest to neglect a deeper investigation of further CLT scenarios. A different
approach to define the most critical scenario is found in Jézégou et al. [12]. First, top level
aircraft functions (TLAFs) are identified. Next, the impact of a failure is correlated with
these TLAFs in order to assess the criticality of the failure. For a design incorporating
different energy generation paths, additionally the investigation should include multiple
and possible cascading failures in order to identify the most critical scenario and the
influence on the TLAFs. A TLAF interaction investigated in this paper is the suitability of
the vertical tailplane (VTP) to counteract the resulting CLT torque, having been sized using
conventional handbook methods within a preliminary aircraft design process. Based on
the wiring possibilities depicted in Figure 1, a failure in the combustion engine also results
in a failure of the connected electrical propulsor. Therefore, the impact of the CLT scenario
on the required VTP size has to be taken into account within the aircraft design process.

(a) Configuration 1 (b) Configuration 2 (c) Configuration 3 (d) Configuration 4

Figure 1. PT2025 aircraft with on-wing (Configuration 1) and cross wiring option (Configuration 2),
as well as the PT2025opt aircraft with on-wing (Configuration 3) and cross wiring option (Configura-
tion 4), with the red and green lines symbolizing the independent wiring harnesses.

This is especially interesting for the provided GNOSIS configurations, as, due to their
powertrain layout, the probability of a 50% thrust loss is equal to the probability for the loss
of the combustion engine only, assumed to be around × 10−5. Therefore, in contrast to [6],
the loss of two propulsors has to be investigated with regard to the torque they impose on
the VTP. The most critical case for a CLT is considered to be the “go” case, where the engine
failure occurs at a speed above V1 and the takeoff run has to be continued. Therefore,
according to [6] the maximum thrust at Vmc = 1.2 · Vs is used within the scope of this paper.

2. Methodology

In this section, a short overview of the analysed aircraft and wiring options, as well
as the used software tools and the theoretical backgrounds used in the later evaluation, is
given. The conceptional aircraft design tasks are performed using the aircraft design and
evaluation environment MICADO, developed by the Institute of Aerospace Systems of the
RWTH Aachen University, to iterate the complete aircraft design, while the rudder sizing is
performed via MATLAB®-based tools.

2.1. Overview of the Conceptual Aircraft Design Tool MICADO

For the analysis of the aircraft, the multidisciplinary-integrated conceptual aircraft
design and optimization (MICADO) environment is used [13,14]. MICADO is an extended
version of the university conceptual aircraft design and optimization (UNICADO) envi-
ronment [15] and was developed at the RWTH Aachen University’s Institute of Aerospace
Systems (ILR) in 2008.

271



Aerospace 2023, 10, 395

As shown in Figure 2, the MICADO aircraft design process features an iterative part
including aircraft component sizing, detailed system design and a design analysis step.
The iteration is repeated until selected parameters of the aircraft, e.g., maximum takeoff
mass (MTOM), operating empty mass (OME), mission fuel mass and lateral position of the
aircraft’s centre of gravity, do not change more than user-defined margins between two
consecutive iteration steps.

Figure 2. MICADO processing flow overview.

As comprehensive descriptions of MICADO and its tools can be found in the previ-
ously mentioned references, the following paragraphs focus on the MICADO tools and
equations most important for this study.

The volume coefficient of the vertical tail determines its area. The value of the volume
coefficient is either set by the user or calculated using an existing tail geometry.

Whereas mass estimation of most aircraft components, such as fuselage, landing gear,
tail plane, is performed using semi-empirical handbook methods, wing mass estimation
stands out as a tool based on analytical and semi-empirical methods. This tool takes into
account the effect of point masses representing propulsion system components on the
resulting wing structure and mass [16]. The secondary wing structure mass and mass
penalties were estimated with semi-empirical methods; however, mass penalties due to
aeroelastic effects were not included. Since the tail plane and electrical conductors are the
focus of this study, applied methodologies for the estimation of their masses are presented in
the following. The approach for estimation of the mass of the tail surfaces is taken from [17].
The fin mass is calculated in pounds according to Equation (1) and later converted to
kilograms,

Wf in = 2.62 · SV + 1.5 · 10−5 ·
Nult · b3

V · (8.0 + 0.44 · MTOM
Sre f

)

(t/c)avg · cos2Λea
(1)

where SV is the fin area including the rudder, Nult the ultimate load factor, bV the span of
the fin, Sre f the reference wing area, (t/c)avg the average airfoil thickness of the fin and Λea
the average sweep of the quarter chord line.

For calculation of the power cable masses according to Stückl [18], the length of the
conductor using the positions of the components connected by each conductor, and the
power to be transferred (in terms of current I and voltage U) by each conductor is taken
into account. Moreover, for calculation of the overall conductor mass, the copper wire itself
as well as insulation and sheath materials are considered. Assumptions regarding material
constants and equations can be found in Table 1.
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Table 1. Assumptions and equations for conductor design.

Component Density (kg/m3) Thickness/ Diameter (mm)

Wire 8920 Dwire =
√

4· 0.0144·I[A]1.4642

π
Insulation 930 tinsulation = 0.2325 · U[kV] + 1.73682

Sheath 930 tsheath = 0.035 · Dwire[mm] + 1

Within the aerodynamic performance estimation module, lift and induced drag of
the clean wing configuration are calculated using the German Aerospace Centre’s LIFT-
ING_LINE [19]. This program is able to consider the propeller-induced velocities on wing
aerodynamics. Propeller-induced velocities are calculated for cruise conditions using a
blade element momentum theory. The results are added to the LIFTING_LINE inputs.
A more detailed description of this process can be found in [16]. Remaining drag compo-
nents of the lifting surfaces and the remaining aircraft components are estimated using
semi-empirical handbook methods. Most important for the study at hand is the estimation
of the fin’s viscous drag, calculated following an approach by Raymer [20]:

CD,Fin =
Cf · FF · Q · Swet,Fin

Sre f
(2)

where CF is the flat-pate skin-friction drag coefficient of the fin, FF is the form factor of the fin,
Q is a interference factor, Swet is the fin’s wetted area and Sre f is the wing’s reference area.

The entire design and convergence process with the modules employed for this study
is shown in Figure 2 above.

2.2. Reference and Concept Aircraft

Based on the outcome of a market analysis, the Beechcraft 1900D was chosen as the ref-
erence aircraft. According to the results of an initial technology identification and selection
process (with respect to technologies associated with aircraft propulsion system electrifica-
tion), a partial turboelectric propulsion system featuring two gas turbines supplemented
with two electrically driven propellers on the wing tips for a reduction in induced drag
was selected as the most promising concept for the evaluation in a year-2025-scenario [21].
The basic assumption in the technology selection process was that an aircraft with electrified
propulsion systems needs to fulfil identical mission requirements as current conventional
aircraft in terms of its range, speed and passenger capacity in order to be recognized as a
viable alternative.

Based on data of the Beechcraft 1900D and the PT6A-67D turboprop engines available
to the public, such as the Pilot Operating Handbook [22] and the EASA-issued engine
type certificate [23], a redesign of this aircraft was conducted using the MICADO environ-
ment [15], see Figure 3 left. In order to obtain a comparable conventional reference aircraft,
some adjustments were made prior to the electrification of the Beechcraft 1900D. First,
the wing was moved from a low to a high position to ensure sufficient ground clearance for
the wing tip propellers. Corresponding to this, the position of the landing gear was moved
from the wing to the fuselage. Lastly, the engine performance and the scaling factors of the
mass estimation methodologies were adjusted according to the description in Section 2.1.
The resulting aircraft from a further execution of the aircraft design loop after these changes
served as the conventional reference for subsequent comparisons, depicted in the centre-left
of Figure 3.
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Figure 3. Redesign of a Beechcraft 1900D (left), modified redesign (centre-left), as well as non-
optimized PT2025 (centre-right) and optimized PT2025opt (right) versions of the partial turboelectric
concept aircraft.

In a second major modification step, the conventional propulsion system was ex-
changed with the partial turboelectric propulsion system, leading to the PT2025 aircraft
configuration, see Figure 3 centre-right. The positions of the gas turbines of this aircraft do
not change compared to the conventional reference aircraft. They are supplemented by two
electric wing tip propellers that are powered directly from two generators mechanically
connected to the gas turbines. Subsequently, an aerodynamic optimization of the propeller
positions revealed a further outboard location of the conventionally driven propellers,
leading to the derivative aircraft design PT2025opt [16]. Since MICADO considers only
static loads, the estimation of the wing mass was conducted based on the sizing of the
wing box structure considering the three quasi-static load cases, pull-up, gust and landing.
Aeroelastic investigations were conducted by numerical flutter analysis and showed that
no critical flutter instabilities occur up to 1.2 times the dive speed. Figure 3 shows the
optimized aircraft configuration on the right-hand side.

For all aircraft configurations the same design mission, 510 NM trip with 100 NM
diversion distance reserve and a 45 min holding, was used. Cruise altitude was set to
23,000 ft at a cruise speed of Mach 0.4.

2.3. Considered Wiring Configurations

The partial turboelectric powertrain architecture in this study uses four propellers, two
driven by electric motors and two driven by gas turbines. Each electric motor is directly
coupled via cables to its related generator, which converts part of the shaft power of the
gas turbine, sparing the use of large electric energy storage devices. This configuration
enables two wiring options, as suggested by [21]. An “on-wing wiring” approach, where
the gas turbine on one wing is coupled to the electric motor on the same wing and a
“cross wiring (x-wiring)” approach where the gas turbine is coupled to the electric motor
on the opposite wing. Both wiring options can be seen in Figure 1 for the PT2025 and
PT2025opt configuration, respectively. The red and green lines symbolize two separate and
independent wiring harnesses, each connecting one gas turbine driven generator to one
electric motor.

Some parameters of the different configurations are listed in Table 2. All four aircraft
are similar to each other and have roughly the same wingspan, differing only 0.1 m.
The PT2025opt aircraft are lighter than the PT2025 aircraft with the same wiring option,
as the further outboard positioning of the gas turbine engines reduces the structural mass
of the wing. The different positions of the gas turbine can also be seen in the conductor
mass, where the difference between the “on-wing” and “cross-wing” option is larger for
the PT2025opt aircraft due to the increased difference in the necessary cable lengths that
can be seen in Figure 1. The increased aerodynamic efficiency of the PT2025opt aircraft,
as mentioned in Section 2.2, can be seen in the trip fuel mass. The PT2025opt aircraft with
cross wiring (Configuration 4) has a higher OME and MTOM than the PT2025 aircraft with
on-wing wiring (Configuration 1), but uses 1.0% less fuel over the same mission.
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Table 2. Parameters of the investigated concept aircraft.

PT2025 PT2025opt
On-Wing Cross-Wing On-Wing Cross-Wing

(Configuration 1) (Configuration 2) (Configuration 3) (Configuration 4)

Wingspan 17.3 m 17.3 m 17.2 m 17.3 m
OME 4892 kg 4931 kg 4825 kg 4927 kg
MTOM 7629 kg 7671 kg 7537 kg 7653 kg
Conductor mass 31.4 kg 56.6 kg 14.2 kg 71.8 kg
Trip fuel 606 kg 609 kg 591 kg 600 kg

2.4. Handbook Methods for Vertical Tail Plane Sizing According to Roskam

For the resizing of the vertical stabilizer, methods from Part II [24] and Part VI [25]
of Roskam’s book series on airplane design are used. This series covers the whole design
process of an aircraft, from the preliminary design phase to the detailed construction of
the different components and serves as standard literature in aircraft design. Most of
the formulas from Roskam used in this paper are empirical correlations mainly derived
from the DATCOM study of the United States Air Force [19], where an extensive number
of experiments to gather data and to derive empirical equations was performed. As the
methods used in this study are intended to be used within a preliminary aircraft design and
iterated intensively during the mission data interpolation, the computation performance
requirements should be kept at a minimum. According to Ciliberti et al. [4] this can be
achieved using handbook methods. The error contained within the DATCOM method and
hence their derivatives, Roskam [24,25] being one of them, lays around −3.0% for vertical
tail aspect ratios of 1.0. As the investigated aspect ratios are around 0.7, the error can be
neglected for the configuration in this paper.

According to Roskam [24], a first idea of the required VTP size for conventional
configurations can be estimated using the so called volume coefficient, defined as

V̄v = xv · Sv/Sre f · b (3)

where V̄v is the vertical tail volume coefficient, Sv the VTP area, Sre f the reference wing area,
b the wing span and xv the longitudinal distance from the aircraft’s centre of gravity (CG)
to the VTP’s aerodynamic centre. As seen in Equation (3) the formula lacks any significance
concerning the controllability of the investigated design and is solely derived from the
evaluation of mostly conventional configurations, already in service.

In Part II “Preliminary configuration design and integration of the propulsion sys-
tem” [24], the rudder deflection required to keep the aeroplane stable in case of OEI is
given as

δr = (ND + Ntcrit)/(qmc · Sre f · b · Cnδr
) (4)

with the reference wing area Sre f , the wing span b and the yawing moment of the remaining
engine(s) Ntcrit . According to [24], the yawing moment resulting from the parasitic drag
increase in the inoperative engine ND for a propeller-driven aircraft with variable pitch
propellers is 0.1 times Ntcrit . The dynamic pressure qmc is calculated at the minimum control
speed vmc = 1.2 · vs , with vs being the lowest stall speed. Cnδr

is the so-called control power
derivative. The value of δr should not exceed 25◦ [24].

The control power derivative can be obtained via the following formula from Roskam’s
Part VI [25]:

Cnδr
= −Cyδr

· (lv · cosα + zv · sinα)/b (5)

where lv and zv are the horizontal and vertical distances, respectively, between the CG of
the aircraft and the aerodynamic centre (ACv) of the vertical tail and α is the angle of attack
of the aircraft. The “side-force-due-to-rudder” derivative Cyδr

is calculated via:

Cyδr
= CLαv

· k′ · Kb · ((αδ)CL /(αδ)cl ) · (αδ)cl · Sv/Sre f . (6)
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where Sv is the surface area of the vertical tail and the coefficients k′, Kb, ((αδ)CL /(αδ)cl ),
(αδ)cl and the lift curve slope of the vertical tail CLαv

can be obtained from Roskam [pp.
228–261] [25].

CLαv
= 2π · Ave f f /(2 +

√
A2

ve f f
· β2/k2 · (1 + tan2(Λc/2)/β2) + 4) (7)

with the semi-chord sweep angle of the vertical tail Λc/2 and

β =
√

1 − M2
mc (8)

k = clαM
/2π (9)

where Mmc is the Mach number corresponding to the minimum control speed. clαM
is the

lift curve slope of the VTP at the same Mach number which can be calculated from

clαM
= clα /

√
1 − M2

mc. (10)

The effective aspect ratio of the vertical tail Ave f f in Equation (7) is obtained via

Ave f f = (Av( f )/Av) · Av · (1 + Kvh · (Av(h f )/Av( f ) − 1)) (11)

with the vertical tail aspect ratio
Av = b2

v/Sv (12)

where bv and Sv are the span and the area of the vertical tail, respectively, whereas the
coefficients (Av( f )/Av), Av(h f )/Av( f ) and Kvh are obtained from Roskam [p.388–p.390] [25].

2.5. Calculation of the Vertical Tail Plane Geometry

The calculation of the vertical tail size is performed via a MATLAB® script that loops
the whole process described in Section 2.4. The needed aircraft parameters are obtained
from the aircraft designs calculated in MICADO. For atmospheric parameters, the ICAO
standard atmosphere [26] at sea level is used. Depending on the wiring configuration
selected (on-wing or cross wiring), the yawing moments resulting from the thrust of the
remaining engines and the drag from the inoperative propellers are determined. Then,
starting from a simplified original geometry of the VTP, the initial values for the coefficients
and derivatives are calculated. In order to be able to utilize the aforementioned diagrams
from Roskam Part VI [25], they were evaluated at discrete points and implemented as
tables, splines or polynomial equations and interpolated between the given values. Using
Roskam’s statement that the maximum rudder deflection must not be more than 25◦,
Equation (4) gives the maximum value for Cnδr

and via Equation (5) the maximum Cyδr
.

The resulting new surface of the vertical tail plane can be derived from Equation (6).
With the assumption that the shape of the vertical tail as well as the outer profile depth

and longitudinal position of the horizontal stabilizer do not change, the new vertical tail
geometry and the new position of the aerodynamic centre can be calculated. These serve as
an updated starting point for the calculation of the corrected coefficients and the iteration
begins again. This is performed until the difference between the newly calculated surface
area and the previous one is beneath the convergence limit, set to 0.1% for this study.

To carry out this investigation, some simplifications are made. First, the geomet-
ric shape of the vertical tail plane is simplified to correlate with Roskam’s assumptions.
The original Beechcraft 1900D, as well as the partial turboelectric aircraft described in
Section 2.2, feature a vertical tail with a rather complex geometry. With the equations from
Roskam it is very difficult to accurately model this shape, as they only give the surface
area, the span and the sweep angle. Therefore, the vertical tail is changed to a simple
trapezoid whilst maintaining the surface area and the average sweep angle of the original
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tail to minimize the effects of this simplification. The position of the horizontal tail and the
profile depth of the top of the vertical tail are kept constant to minimize the influence on
the longitudinal stability of the aircraft. The simplified and original geometry can be seen
in Figure 4.

Figure 4. Original and simplified (red) geometry of the vertical tail.

The fuselage, on the other hand, is kept the same and held constant for all calculations.
Only the size and position of the wing and the vertical and horizontal tail are allowed
to change. The power-split between the different engines is also fixed, each propulsor
contributes equally to the total thrust of the aircraft. Possible reductions in the power
setting of the electric motors in case of engine loss are not taken into account in this study.

2.6. Iteration Over the Whole Aircraft

A change in the size of the vertical tail has accumulating effects on the whole aircraft—
the structural mass, the CG change, and the drag of the aircraft. Therefore, a redesign of
the aircraft is necessary to achieve a feasible configuration. This redesign, in turn, has an
influence on the required size of the vertical tail. In order to capture these interrelated effects
and to obtain a more accurate estimation of the necessary vertical tail size, the methods
described in Section 2.4 are extended to take into account the changes in the overall aircraft
design. This is performed in two steps. First, the MICADO environment is used to carry
out a parametric aircraft design study on a range of fin volume coefficients for all four
concept aircraft. Starting from a value of 0.0225, the volume coefficient is increased in
steps of 0.02 up to 0.1625 and the resulting aircraft parameters, including among others the
fin size, are put out into a data table. This parametric study also includes the fin volume
coefficient of 0.0825 of the original Beechcraft 1900D. The data table mentioned before is
used as a data source for the subsequent sizing loop of the vertical tail. Second, the iterative
design loop for the sizing of the vertical tail which is executed as follows.

The initial iteration step uses the aircraft data from the database created before which
belongs to the entry of the original fin volume coefficient of 0.0825. The dataset includes
information on e.g., propeller positions and maximum takeoff thrust from the aircraft.
Based on this, a new size for the vertical tail is calculated using the algorithm described in
Section 2.5, taking into account the propeller positions and wiring options of the partial
turboelectric propulsion system. The second and all subsequent iteration steps start with
an interpolation of the aircraft data with respect to the previously determined size of the
vertical tailplane and the aircraft data, obtained from the parameter study on different fin
volume coefficients. Among others, this yields new propeller positions due to changes in
wingspan and values for maximum takeoff thrust. As described for the first iteration step,
this interpolated data is used to update the size of the vertical tailplane. This process is
repeated until the area of the vertical tailplane does not change more than 0.1% between
two consecutive iteration steps. The whole iteration process, including the steps from
Section 2.5, can be seen in Figure 5.
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Figure 5. Whole aircraft iteration overview.

2.7. Assumptions and Restrictions

As stated in Section 2.4, the assumptions are based on the usability of handbook
methods, as validated by Ciliberti et al. [4]. Therefore, the suitability of the correction
method described in this paper is only valid for configurations with similar properties.
These are a high-wing configuration, a comparable tail-cone geometry and a VTP aspect
ratio of around 1.0. Additionally, a VTP shape close to the simplified versions of [25] should
be considered. As mentioned in the introduction, according to [6] the additional rolling
motion due to the local absence of power augmented lift downstream of the propellers is
neglected. As the wing tip propellers reduce the induced drag, their failure will increase
the induced drag slightly. As the total reduction in induced drag through the use of a wing
tip propulsion is only around 5% for the investigated aircraft [16], this effect is neglected.
To reduce the complexity of this study, the propeller-induced side wash interaction on
the vertical tail and the possible lift increase on the wing due to the induced velocity,
are neglected.

A possible solution to reduce the VTP size for the PT2025 configurations could be the
implementation of an automatic thrust control system, which is able to reduce the thrust
on the electric engine quickly in case of a failure of the conventional engine, according to
CS23.904 [8]. Another possibility would be the interconnection of all electric machines or
the implementation of a buffer battery. This way, the electric propellers could still operate
if one combustion engine fails. The downside to this would be the increased weight due
to the added components and the increased complexity, which is why this case was not
considered in this study.

3. Results

In the following section, the results of all studies are shown. First, the calculation
of the required VTP sizes for the four propeller and wiring configurations is presented,
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while the rest of the aircraft remains unchanged, negating the so-called snow ball effects
resulting from changes to one or more aircraft components. As can be seen in Section 3.2,
some configurations would require a huge VTP in order to be controllable. Therefore, only
designs with realistic fin sizes are further evaluated in Section 3.3.

3.1. Sensitivity Study on the Vertical Tail’s Volume Coefficient

In order to evaluate the influence of changes to the vertical tail’s volume coefficient,
the MICADO environment is used to carry out a systematic study on this design parameter.
Figure 6 illustrates the resulting aircraft designs of the partial turboelectric aircraft with
optimized propeller positions and a volume coefficient of 0.04253 and 0.14253. This also
explains why it was not possible to calculate a converged aircraft design for a volume
coefficient of 0.16253 or greater, as this leads to a large vertical tail and not physically
feasible aircraft. The results of this study, in terms of the operating empty mass and the
required trip fuel of the aircraft, can be seen in Figure 7.

Figure 6. Partial turboelectric aircraft with optimized propeller positions and a volume coefficient of
the vertical tail of 0.04253 (left) and 0.14253 (right).

Figure 7. Influence of the vertical tail’s volume coefficient on the OME (blue) and the trip fuel (red)
for the PT2025 (left) and PT2025opt (right) configurations.

The OME and trip fuel were chosen to show the cascading effects caused by a change
in the volume coefficient. A bigger volume coefficient results in a larger vertical tail,
which increases the OME of the aircraft. This leads to a larger wing needed to generate
the required lift, further increasing the empty mass. For a constant volume coefficient,
the larger wing also means a larger vertical tail. This loop continues until an equilibrium
is reached and explains the non-linearity of the OME seen in Figure 7. This effect is even
more prominent for the mission fuel, as the fuel burn not only depends on the mass of the
aircraft, but also on the drag. A larger vertical tail means a bigger wetted surface and an
increased viscous drag.

The slight differences between the on-wing and cross-wiring options result from the
different cable lengths and masses. This effect is more visible for the PT2025opt aircraft,
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as the gas turbines are located further outward on the wing. This increases the distance
to the electric engine on the opposite wing, while minimizing the distance to the electric
engine on the same wing.

3.2. Size of the Adjusted Vertical Tail

The results for the resizing of the vertical tail are shown for all four configurations,
in form of the surface areas and corresponding volume coefficients, are given in Table 3.
The difference in the surface areas of the original vertical tails for the different wiring
options results from the distinct cable lengths, as described in Section 2.3. The cross-wiring
option needs longer cables than the on-wing wiring and therefore has a higher OME and
MTOM. The resulting aircraft needs a larger wing to account for the increased lift demand.
Since MICADO is set to calculate the size of the vertical tail based on a fixed volume
coefficient this results in a larger vertical tail, as shown in Equation (3).

As can be seen in Table 3, the size of the vertical tail strongly depends on the chosen
wiring option and the configuration. In case of the PT2025 aircraft, the required vertical
tail area for the on-wing wiring (Configuration 1) is twice the surface of the cross-wiring
option (Configuration 2), since the remaining thrust in the case of a gas turbine failure is
accumulated on one side of the aircraft. The large lever arm of 8.6 m of the electric engine
at the wing tip, in addition to the lever arm of 2.5 m of the turboprop engine, increases
the yawing moment compared to the conventional reference for which the vertical tail
was originally designed. For the cross-wiring option the residual yawing moment is still
larger than for the reference aircraft, as the span-wise distance between the integration
positions of the electric and the turboprop engine is 2.4 times the distance between the
turboprop engine and the fuselage centreline in the reference configuration. This equalizes
the fact that the electric engine only produces half the thrust of the turboprop engine in the
conventional reference aircraft. As expected, the more outward position of the gas turbine
in the PT2025opt aircraft results in a larger difference in the VTP size between the two
wiring options. Here, the vertical tail in the on-wing wiring (Configuration 3) case is almost
nine times as large as the one for the cross-wiring (Configuration 4) and even supersedes
the wing, which has a surface area of 32.15 m2. The cross-wiring option, on the other hand,
results in a vertical tail smaller than the original one, because the distance between the
electric engines at 8.3 m and the turboprop engine at 6.0 m is smaller than the lever arm in
the reference aircraft, while the electric engine also produces only half the thrust.

Table 3. Surface area and volume coefficients of the original and resized vertical tail for the four
considered aircraft and wiring configurations.

Original VTP Resized VTP Change

Configuration 1
Sv 6.75 m2 27.72 m2 +310.7%
V̄v 0.083 0.247 +197.6%

Configuration 2
Sv 6.77 m2 13.47 m2 +99.0 %
V̄v 0.082 0.147 +79.3%

Configuration 3
Sv 6.68 m2 36.38 m2 +444.6%
V̄v 0.083 0.288 +347.0%

Configuration 4
Sv 6.87 m2 4.14 m2 −39.7%
V̄v 0.083 0.053 −36.1%

3.3. Results of the Total Aircraft Iteration

The results of the vertical tail, as seen in Table 3, show that the on-wing wiring option
is not suitable for both configurations, as it would lead to large VTPs, which significantly
increase the overall weight and drag of the aircraft. The aircraft with on-wing wiring are
therefore neglected in the following calculations that account for the aircraft changes and
only the cross-wiring options are studied further. Additionally, MICADO could not reach
convergence for aircraft with volume coefficients above 0.1425 since this leads to an aircraft
that is not physically feasible, as can be seen in Figure 6.

For the PT2025 configuration, the aircraft VTP optimization was unable to reach
a converged result, as the increase in mass, required thrust and change in CG, due to
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the larger VTP, led to a further increase in the necessary tail area. After one iteration,
the updated VTP area was 20.26 m2, already outside MICADO’s calculated design space.
Therefore, no results for this configuration can be shown.

For the PT2025opt configuration, the aircraft level calculation could be conducted,
with the results displayed in Figure 8. In contrast to the method described in Section 3.2,
the position of the horizontal tail was allowed to change, since the whole aircraft design
and horizontal stability were taken into account. The resulting surface area and volume
coefficient, as well as the change in OME and mission fuel are given in Table 4.

Figure 8. Original (blue) and resized (amber) vertical tail for the PT2025opt aircraft with cross wiring
(Configuration 4).

Compared to the considerations of the isolated vertical tail, the resulting fin surface
area is decreased. The larger distance between the aerodynamic centres of the wing and
the vertical tail, as well as the changes in the whole aircraft explain the difference between
the relative change of the fins surface area and the volume coefficient. The mass savings for
the vertical tail of 79.6 kg offset the extra mass of the cables of 67.7 kg, resulting from the
cross-wiring configuration. The cascading effects described in Section 3.1 also explain why
the decrease in the OME is 182.0 kg, 102.4 kg more than the mass savings for the vertical
tail. The additional drag reduction due to the smaller vertical tail leads to a combined fuel
saving of 4.7% for the design mission of 510 NM.

Table 4. Comparison of VTP, OME and mission fuel of the original and optimized PT2025opt aircraft
with cross wiring (Configuration 4), taking into account the iteration of the whole aircraft.

Original
Configuration 4

Aircraft

Configuration 4
Aircraft with Adjusted

Fin
Change

VTP surface 6.87 m2 3.18 m2 −3.69 m2 −53.7%
Volume coeff 0.083 0.045 −0.038 −45.8%
VTP mass 146.6 kg 66.9 kg −79.6 kg −54.3%
OME 4926.6 kg 4744.6 kg −182.0 kg −3.7%
Trip fuel 600.3 kg 571.8 kg −28.5 kg −4.9%

4. Conclusions

The sizing of the vertical tailplane based on volume coefficients is clearly inadequate
when it comes to novel powertrain concepts. The presented method allows to amend an
existing preliminary design tool with a more detailed assessment of the vertical tailplane
design without the need of changing the design process itself. This is performed by
resizing the vertical tail with handbook methods that account for specific concepts, such as
outboard positioned propellers. Within the given restrictions the research showed that the
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introduction of wing tip propellers has a significant influence on the sizing of the vertical
tail. Out of the four configurations investigated in this study, only one configuration
leads to a smaller vertical tail, reducing the VTP area by 53.7%, compared to the initial
volume coefficient-based sizing of the PT2025opt configuration performed in MICADO,
whilst fulfilling the necessity to counteract the residual torque resulting from the loss
of one gas turbine. This leads to a reduction in OME of and 3.7% and a 4.9% lower fuel
consumption over the given design mission. For the PT2025 configuration the electrification
of the powertrain leads to unrealistic large vertical tailplanes that supersede the reference
wing area.

The results of this work present a simple method to be integrated in the preliminary
aircraft design and the necessity to do so. In our specific high-wing, T-tail configuration
with wing tip propulsors, the possibility to reduce the VTP size and therefore the possibility
to reduce fuel consumption and emissions of the investigated configuration was shown.
As this method has the potential to improve the preliminary design of unconventional air-
craft, further research should be conducted to test its suitability for different configurations,
while possibly substituting the used handbook methods by advanced methods, depending
on the required computation time.
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Abbreviations

The following abbreviations are used in this manuscript:

CG Centre of gravity
CS Certification specification
CLT Critical loss of thrust
DEP Distributed electric propulsion
EASA European Union Aviation Safety Agency
ICAO International Civil Aviation Organization
MICADO Multidisciplinary Integrated Conceptual Aircraft Design and Optimization
MTOM Maximum take-off mass
NASA National Aeronautics and Space Administration
OEI One engine inoperative
OME Operating mass empty
TLAF Top level aircraft functions
TLAR Top level aircraft requirements
UNICADO University Conceptual Aircraft Design and Optimization
VTP Vertical tailplane
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Abstract: The Air Traffic Control (ATC) system suffers from an ever-increasing demand for aircraft,
leading to capacity issues. For this reason, airspace is regulated by limiting the entry of aircraft into
the airspace. Knowledge of these regulations before they occur would allow the ATC system to be
aware of conflicting areas of the airspace, and to manage both its human and technological resources
to lessen the effect of the expected regulations. Therefore, this paper develops a methodology in which
the final result is a machine learning model that allows predicting capacity regulations. Predictions
shall be based mainly on historical data, but also on the traffic situation at the time of the prediction.
The results of tests of the model in a sector of Spanish airspace are satisfactory. In addition to testing
the model results, special emphasis is placed on the explainability of the model. This explainability
will help to understand the basis of the predictions and validate them from an operational point
of view. The main conclusion after testing the model is that this model works well. Therefore, it is
possible to predict when an ATC sector will be regulated or not based mainly on historical data.

Keywords: ATFCM Regulations; machine learning; air traffic; historical data; explainability

1. Introduction

Increased aircraft demand in air transportation is causing congestion at certain airports
and airspace capacities [1]. Moreover, this demand continues to grow year after year.
EUROCONTROL has estimated that air traffic will grow by 1.9% per year until 2040 [2].
This increase in aircraft demand creates capacity problems and associated delays, and these
effects result in a drop in the efficiency of the air transport system [3]. This situation is
already of concern, but is expected to worsen in the coming years. Therefore, improving
Air Traffic Management (ATM) efficiency is critical to cope with the increase in aircraft
demand [4].

To solve the problems due to the lack of capacity of the Air Traffic Control (ATC)
system, the Air Traffic Flow Capacity Management (ATFCM) system arises. Its function is
to try to balance the air traffic demand and the capacity of the ATC system at the strategic,
pre-tactical, and tactical levels [5]. The ATFCM system proposes short-term and long-term
measures to address the effects of the lack of capacity and meteorological uncertainties, and
the effectiveness of these measures will depend on the amount, accuracy, and timeliness
of the information exchanged [6]. Currently, the most typical ATFCM measure is to limit
the entry of certain aircraft into airspace where there are capacity problems. These are
the so-called ATFCM regulations. Regulations aim to reduce the workload of Air Traffic
Controllers (ATCOs) [7], but they carry associated ground delays concerning the initially
planned time of certain aircraft [8]. In recent years, around 50–60% of the total delay in
Europe was caused by en-route airspace problems such as en-route capacity or weather [9],
reaching even more than 70% in 2018 and 2019 [9]. This makes regulations analysis very
relevant and a topic of interest for the industry.
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Specifically, there are up to 14 types of regulations identified by EUROCONTROL [10].
The most common regulations are those due to weather and lack of ATC capacity. The
major cause of en-route ATFCM delay is the lack of ATC capacity or ATC staffing [9],
meaning that in a part of the airspace, the ATC system cannot cope with the air traffic
demand [11]. The weather is also a cause of regulation that causes significant delay. Due
to the impact on airport and airspace capacity, and its strong influence on operations [12],
adverse weather conditions can lead to large demand-capacity mismatches [13].

This great importance of regulations and their causes means that the study of ATFCM
and regulations is arousing interest in the industry [14,15]. Related to this topic, the
prediction of regulations due to lack of capacity has been set as the objective of this
paper. Thanks to emerging digital technologies, such as [16], the proposed methodology is
expected to help improve the efficiency of the ATC system [17]. In this regard, this paper
is expected to help manage the ATC system’s capacities through prior knowledge of the
regulations due to lack of capacity. This way, it is expected that the ATC system will be able
to better organise its human and technological resources.

In this paper, our focus is to study only regulations due to capacity. Some studies raise
the prediction of regulation during adverse weather conditions [18] or propose solutions
such as rescheduling during adverse weather conditions [19]. However, the nature of
weather is random and variable [20], being of a different nature to the lack of capacity
regulations. For this reason, this is not the subject of study of this paper.

As regulations often arise from imbalances between capacity and demand [21], in
this paper, it has been decided to try to predict these regulations. The specific objective is
to develop a machine learning model based on historical ATFCM regulations and some
information on how air traffic is structured in the sector. This machine learning is thus set
to predict regulations due to a lack of capacity.

To achieve this objective, in Section 2 a literature review is presented to see related
research on the topic. Then, the methodology developed for the approach of this model
is described in Section 3. In addition, an example of the performance and explainability
of the developed model under a real operating scenario is described in Section 4. Finally,
Section 5 discusses the conclusions obtained after the development of the model and the
future steps to be taken in this line of research.

2. Literature Review

In this section, a review of the literature related to the topic of ATFCM regulations and
their prediction will be carried out. ATFCM regulations aim to adapt air traffic demand to
the capacity of the ATC system. The regulations have their consequences on an operational
tier, but also on an economic tier. In [11], the adverse economic aspects of the regulations
are analysed. It is estimated that the total cost can be very large due to the cost of extra fuel,
crew cost, or compensation for the regulations themselves. Leading to this, the number of
ATFCM regulations should be minimised.

As ATFCM regulations have to be minimised, the study of the causes of re-regulations
becomes a priority. According to EUROCONTROL [10], the different causes of these
imbalances can be as many as 14. However, in practice, most regulations are caused by
the same reasons. Specifically, based on historical data in European airspace in 2019, the
distribution of causes of regulation was as stated in Table 1:

Table 1. Main causes of ATFCM regulations.

Percentage of Regulation Cause (%)

C (ATC Capacity) 50.90
S (ATC Staff) 15.00
W (Weather) 12.84

G (Aerdrome Capacity) 9.71
I (Industrial Action) 3.33
M (Military Activity) 3.18

T (Equipment) 2.03
P (Special Event) 1.09
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Table 1 shows only those causes with a percentage higher than 1% of the total ATFCM
regulations. These causes are mainly due to the lack of operational capacity or the weather.
Therefore, although the EUROCONTROL studies estimate that there are many causes,
there are two main causes that are responsible for ATFCM regulations: Lack of capacity
and climate.

Climate is the most unpredictable factor. Some studies make analyses related to
climate, such as [20], where a model is developed to predict trajectories when there are
weather uncertainties, or [18], where a prediction of aircraft in the sector and regulations in
adverse weather conditions is made. However, this variability makes weather regulations
very difficult to analyse and estimate. In [22], a study is carried out on the possibility
of estimating weather regulations. In this reference, a machine learning model based on
components such as wind, humidity, and temperature is used. Although the results seem
to be positive, there is still a lot of work to be completed.

On the other hand, the study of capacity regulation is more widespread. There is a
belief that it will be possible to estimate, and therefore anticipate, capacity regulations and
their effects. For this reason, more studies are being carried out on this subject.

Some articles focus on studies of the influence of capacity regulation, such as [23].
This paper develops a study of the applicability of machine learning models to predict
the delay caused by capacity regulations. This research concludes that it is beneficial
to use data-driven machine learning models to predict these delays, rather than using
causal relationships.

Another article that focuses on the study of capacity regulations is [14]. Here, a study
is made of how capacity regulations can help reveal restorative mechanisms for tactical
planning. A methodology for defining network states has been developed based on these
capacity regulations.

In addition to the analysis of the capacity regulations themselves, there is also interest
in their prediction by allowing the ATFCM service to anticipate their effects. This line
of research is represented by [24], where a machine learning model is developed that is
capable of estimating capacity regulations using variables such as the capacity itself, the
number of aircraft, or the expected workload of the controllers.

This research is currently gaining importance due to the development of machine
learning models and the increasing imbalance between capacity and demand. Therefore,
this paper is in this line. The aim of this paper is the same as the one of [24]. Both papers
attempt to predict capacity regulations. Therefore, the objective is different from the rest of
the publications analysed:

• The aim of this paper is different from that of [14,23], because in these two publications,
regulations are analysed as a component, although the final target of analysis is the
delays in [23] and the definition of network states in [14].

• The aim of [22] is to predict regulations by weather, so the model is different from the
one in this paper, and the theoretical background will be different.

Therefore, from the publications analysed, the only one that shares this objective is [24].
The main difference is the scope of the model, and thus the composition. The objective
of [24] is the prediction of regulations by capability but on a tactical or pre-tactical time
horizon. In this publication, the scope is to predict regulations in a strategic horizon. This
makes the theoretical background, and therefore the machine learning models developed,
different, and even complementary.

After a review of the literature, one can also conclude the contributions of this paper
to the prediction of regulations.

This paper aims at predicting regulations, as the other analysed papers. However, it
tries to predict capacity regulations by means of a different and novel approach. Previous
models are based solely or mainly on what the traffic is like at the time of prediction or
what it is expected to be like. This is important, but the regulations will depend on many
external aspects such as the situation of the ATC system. From an operational point of view,
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the time component is very important, as here, behaviour patterns can be found that do
not depend solely on traffic.

In addition, the traffic flow distribution also allows for studying the influence of traffic
without taking into account each individual aircraft. This will make it possible to find
behavioural patterns in the traffic structure in general.

Finally, this model for predicting regulations will allow progress to be made in the
study and prediction of their effects, which is what is really important. From an operational
point of view, in a control room, 10-min time ranges can be used to evaluate the possible
effect of the regulation, since the final real delay is always different from the ATFCM
delay that an aircraft has, and this is seen in 10-min periods in order to have a margin to
estimate this difference. Therefore, from an operational point of view, the 10-min window
is used as the analysis parameter. Therefore, the approach followed has been based on real
operational knowledge and will also bring these investigations closer to real operation.

3. Methodology

Once the motivation and objectives of this paper have been stated, the methodology
in which the prediction of regulations in airspace is presented. This paper builds on some
previous works, such as [23], where the possibility of predicting delay in the presence of
airspace capacity regulations in the airspace is discussed. However, in this paper, the aim
is to go further, looking directly at the cause rather than the consequence.

In [22], the authors also propose a prediction of ATFCM regulations, but this prediction
is of weather-based regulations. Even so, part of the methodology is applicable. These same
authors adapt this prediction of regulations to capacity regulations in [24]. This model is
based on predictions of capacity regulations, which are also based on the traffic situation
and evolution in the sector, as well as on the controller’s workload. To complete the study
of this work, it has been decided to use complementary variables to this study. Specifically,
it has been decided to eliminate the variables related to the workload of the controllers,
as this variable is subjective and subject to a certain model [25]. In addition, it has been
decided to structure the air traffic variables in the main traffic flows. Therefore, the model
will have a limited number of variables, but the idea is that these variables will give a
complete picture of how the traffic is structured.

For this reason, in this paper, the aim is to make a prediction of capacity regulations
based on objective data. The data which will be used in the machine learning model is:

• The expected date. In other models, the time component is small or null. However,
in air traffic, patterns of behaviour can be found. It is expected that patterns can also
be found in the occurrence of capacity regulation in time. Given this hypothesis, the
temporal analysis is considered fundamental in this paper.

• Static traffic predictions. CRIDA organises traffic into main traffic flows based on flight
plans. Therefore, the machine learning model will be adapted to be able to structure
the air traffic into these flows and obtain a picture of the traffic at a given time.

Therefore, the proposed methodology will be based on three main areas, and Figure 1
shows the scheme that will be followed for the development of the machine learning model.

As schematised in Figure 1, the model is based on three information inputs:

• Air Traffic database: This database shall be composed of all aircraft flight plans. These
flight plans are used to organise the traffic by its main air traffic flows, identifying
each trajectory with a traffic flow.

• Regulations database: This database will only be present for training, as it will be the
result of the model prediction.

• Date selection: Although it is not a database, the fundamental input to the model will
be the date on which the prediction wants to be made.

288



Aerospace 2023, 10, 291

Figure 1. Scheme of the methodology of the machine learning model establishment.

In the following, it is detailed how each of the branches of the model is worked with
and how they will be combined to form the complete machine learning model.

3.1. ATFCM Regulations Database

Firstly, the format of the output is explained, as the entire regulatory prediction model
will depend on it. As the aim of this paper is to predict ATFCM regulations based on a
strong temporal component, it is fundamental how these regulations are determined.

The first step is to filter the regulations to be predicted. In this paper, regulations based
on the lack of ATC capacity will be predicted. Based on the causes proposed by [10], the
following causes shall be considered:

• ATC Capacity
• ATC Staff
• Airport Capacity

These causes are related to the lack of capacity of the ATC system or of certain airports.
In addition, it has been decided to organise the ATFCM regulations in 10-min periods

and in days of the year. In this way, all the time that the airspace was regulated will be
arranged in a matrix as in Figure 2. The rows of the matrix will be the day of the year under
analysis, and the columns will be the 10-min period, with the start of the period marked as
the column name.

In this matrix, it will be noted in which periods and days when the sector will be
regulated (1) and when it will not be regulated (0). With this format, a simple picture
of when the sector will or will not be regulated emerges. Once the format of the output
has been determined, the input variables, both the time and traffic databases, need to
be adapted.

Furthermore, by arranging the data in this way, it can be established that the best-
fitting machine learning model is a binary classification model. Classification problems are
already widespread in the industry [26,27], and binary classification is the most widespread
type of model. In a binary classification model, the training and test data are distributed
into two labels, 0 (in this case, the sector is not regulated) and 1 (in this case, the sector is
regulated). Therefore, by training the model with only two labels, the model will predict
only the two labels. This type of model has the advantage of facilitating training by having
fewer classes, and of being a model with simpler explainability than a model with a larger
number of classes to classify.
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Figure 2. ATFCM Regulations array.

This will facilitate the development and implementation of this model. In addition, a
Random Forest model has been chosen to carry out this classification as it is an algorithm
that works well in problems of a different nature and that allows a correct analysis of the
explainability of the model [28].

3.2. Date Input

The format of the model output has been determined, and consequently what type of
machine learning model will be used. The next step is to determine the input variables and
adapt them to the model output.

The most important part of the model is the time-based variables. The machine
learning model will try to analyse patterns in the historical data to try to predict when a
sector will be regulated, so it is essential to have a date-based input variable format. The
input variables will be based on the information that can be extracted from the matrix in
Figure 2. In particular, the following information will be extracted.

• Month: The date format indicated in the rows of the matrix will be mm-dd. Therefore,
knowing the month to which any row belongs is straightforward. The month is a very
useful variable, as the operation in certain sectors can be very seasonal, an example
being the Balearic Islands [29].

• Day of the week: Like the month, the day of the week can be a very interesting variable
for the search for patterns. This information can also be obtained relatively easily by
formatting the rows of the matrix, knowing the year of operation, and with the help of
a calendar.

• Period of the day: The latest information will be obtained from the columns of the
matrix in Figure 2. This information is the period of the day. In the matrix in Figure 2,
there will be 144 rows, starting with the period 00:00–00:10 and ending with the period
23:50–00:00. Therefore, by numbering from 1 to 144, it is possible to identify in which
period of the day the sector will be regulated or not. This variable is also considered
interesting from an operational point of view as it will allow us to know if there are
periods of the day in which the sector is more likely to be regulated.

Using this information, it is considered that a complete temporal analysis can be
established and that the simplicity of the machine learning model is maintained.
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3.3. Air Traffic Database

The last step in determining the input variables is to add to the temporal variables
that allow the air traffic to be evaluated to the time variables. To do this, the first step is to
structure the traffic according to its main traffic flows using the CRIDA methodology.

Once the traffic has been structured into flows, matrices will be filled in with informa-
tion on this traffic, estimated before the operation. These matrices are presented in Figure 3.

Figure 3. Air Traffic arrays.

In matrices such as the one on the left, the following information shall be included:

• Number of aircraft within the sector: Simply by using the traffic information, it is
possible to estimate the number of aircraft that will be in the sector at a given time.

• Number of flows containing aircraft: Through the allocation of flows made for each
aircraft, it will also be possible to identify the number of flows that will be in the sector
at the time of analysis.

• Matrices such as the one on the right will include:
• Which flows contain aircraft: In addition to knowing how many flows will contain

aircraft, it is also possible to know what these flows will be. Specifically, a matrix such
as the one on the left of Figure 3 will be made for each flow, indicating when there will
be aircraft in this flow and when there will not. In this way, it is intended to produce a
map of the sector at the time of the prediction with previous information.

With all the information analysed, the input information of the model is completed.
Therefore, the complete format of the model is presented in Table 2 with the addition of
an example use case. In this case, an example has been made in which the variables are
aleatory. It does not represent a real case, but this example is used to observe the format of
the data for the generation of the machine learning model. The values of the variables will
vary depending on the actual operating scenario:

Table 2. Format of machine learning model.

Input Output

Period of Day Day of Week Month
Number of

Aircraft
Number of

Flows
Flow1 . . . FlowN

Regulated/Not
Regulated

26
04:10–04:20

3
Wednesday

2
February 7 3 1 . . . 0 1

With Flow1, . . . , FlowN being the identifiers of the flows within the sector, and N is
the total number of flows. It shall be identified with 0 when there are no aircraft within the
sector and with 1 when there are aircraft. Similarly, 0 shall identify when the sector is not
regulated and 1 when it is regulated.
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3.4. Machine Learning Model Evaluation

With the machine learning model in place, part of the methodology is to determine
which methods will best evaluate the performance of the model. Evaluating a machine
learning model is a fundamental step. In machine learning applications in ATM, it is as
important to correctly evaluate the model as it is to emphasise its explainability [30]. The
methods for evaluating and validating the model, based on a binary classification, are
presented below.

The first method of evaluating the model will be Accuracy. This was the most impor-
tant criterion for determining the performance of a classification algorithm, which showed
the percentage of the proper classification of the total set of the experimental record [31].
The Accuracy formula is:

Accuracy =
TP + TN

TP + TN + FP + FN
(1)

In Table 3, the meaning of TP, TN, FP, and FN is explained:

Table 3. Accuracy description.

TP
(True Positive)

Cases where the sector is regulated and the model
predicts that it will be regulated

TN
(True Negative)

Cases in which the sector will be not regulated and the
model predicts that it is not regulated

FP
(False Positive)

Cases where the sector is not regulated but the model
predicts that it is regulated

FN
(False Negative)

Cases where the sector is regulated but the model
predicts that it is not regulated

In this case, T and F are “True” and “False”. This classification is used in the literature
to represent which elements of the training set are correctly (True) or not correctly (False)
evaluated by the machine learning model or not. The terms “Negative” and “Positive”
refer to whether the sector is not (Negative) or is (Positive) regulated.

This indicator will give a picture of the overall performance of the application. Based
on applications of a similar nature, an Accuracy threshold of 0.85 out of 1 is set [32].
As Accuracy is defined as correctly classified cases among total cases, the maximum
Accuracy is 1 (corresponding to all the elements having been correctly classified). In the
literature studied, a value that is considered to say that a machine learning model is good at
classifying is that it classifies 85% of the cases correctly [32]. However, since it is measured
over one, this 85% corresponds to 0.85.

This limit is independent of the training of the model. The model is trained and tested
independently. Subsequently, the Accuracy of the model is obtained and compared with the
defined threshold. If the Accuracy of the model is greater than 0.85, the model is considered
valid. If the Accuracy of the model is less than 0.85, the model is not valid and cannot be
used in real applications.

To evaluate the two labels independently, the Recall, Precision, and F1-score parame-
ters for each of the classes are added to the analysis for each of the classes [33] (0 when the
sector is not regulated and 1 when the sector is regulated). Recall indicates the ability of
the algorithm to accurately detect when the sector will be regulated or not. The Precision
indicates the ability of the algorithm to detect the categories. The F1-score is a harmonic
mean of the Recall and the Precision [31]. The formulae are [34]:

Recall =
TP

TP + FN
(2)

Precision =
TP

TP + TN
(3)
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F1 − score =
2 ∗ Recall ∗ Precision

Precision + Recall
(4)

In addition, to represent this information in a visual and summarised form, the
confusion matrix is presented [35].

Moreover, emphasis will be placed on the explainability of the model. This analysis
will provide insight into the learning and prediction process of the developed model. In
this case, the analysis of explainability was carried out with graphs made in the Shapley
Additive exPlanations (SHAP) library. This library is used for the explainability of machine
learning models and its use is widespread in the industry [36,37].

4. Results

Once the methodology used to develop the machine learning model has been ex-
plained, the model is tested in a real application case. For its testing, it has been decided to
choose the data of the LECMPAU sector in the year 2019. Specifically, the machine learning
models have been trained with the matrix developed for 2019. In this matrix, there are
144 columns and 365 rows. With this, 52,560 data have been obtained to train and test the
model. Specifically, 80%, 42,048 data, have been used to train the model. The rest has been
used for model testing.

The operational data have been obtained based on ENAIRE radar traces and have
been provided to the authors after processing and validation by the company CRIDA. The
company CRIDA has also provided the data to the authors with the necessary regulatory
data, after proper processing and validation.

4.1. Analysis of LECMPAU Air Traffic and ATFCM Regulations

Before starting to test the model and analyse its explainability, it is important to
understand the operation in the Pamplona Upper (LECMPAU) sector, as well as the
behaviour of the regulations in the sector. To study traffic behaviour, the methodology
developed by CRIDA has been used to organise traffic into flows. The flows obtained
from the methodology are presented in this paper as part of the input variables of the
machine learning model will be whether there are aircraft in each flow or not. The flows
are presented in Figure 4.

The air traffic flows identified have been divided into four main groups. The flows
that cross the sector from north to south are of great importance in the operation of the
sector, as they contain flights that normally depart from or go to the Madrid-Barajas airport.
Other flows of great interest are those crossing the sector from east to west, as these will
normally be associated with flights departing from or going to Barcelona-El Prat. With this,
it can also be said that LECMPAU is a sector whose operation is very complex, as it includes
operations around the two largest airports in Spain, making it a sector of great interest.

Additionally, there is another group of flows that cross the sector diagonally from
the west of the sector to the north or vice versa. Flights belonging to these flows are more
variable and difficult to classify into a single flight type.

With these air traffic flows, an attempt to characterise the traffic in the sector simply
is made, taking into account the different trajectories that can be flown. In addition, it is
important to characterise the regulations in the LECMPAU sector, as it will be possible to
see certain patterns in the appearance of these regulations that can be used to validate the
results of the machine learning model.

Overall, there were 150 regulations in LECMPAU in 2019. These regulations had a
mean regulation time of 121.9 min, and a standard deviation of 71.16. To be more specific,
the boxplot of the regulation time is presented in Figure 5.
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Figure 4. LECMPAU Air Traffic Flows.

Figure 5. Boxplot of Regulation time in LECMPAU.
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In the boxplot, it can be seen that most of the regulations have a regulation time
between 50 and 200 min. There are cases of outliers due to both deficit and excess. With
this data, only 18,285 min in the whole year will be regulated. This is 3.5% of the total
time analysed. As the model will tell whether the sector is regulated or not, there is likely
an imbalance in the sample to be analysed, as LECMPAU is much longer unregulated
than regulated.

Rather than the duration of these regulations, it is of interest to know how they are
distributed over time. This information is presented in Figure 6, which shows histograms
of the regulations according to their month (a), day of the week (b), and start time (c).

   
(a) (b) (c) 

Figure 6. Temporal analysis of regulations in LECMPAU, of hour of regulation (a), month of regulation
(b) and Day of the week of the regulation (c).

The temporal analysis indicates that most of the regulations will occur in summer.
This is normal, as Barcelona and Mallorca are common holiday destinations, and flights
from the US to these airports will pass through LECMPAU via flows crossing the sector
from east to west. This increase in traffic will lead to more capacity regulations. As for the
day of the week, most of the regulations will occur on weekends, mainly on Saturdays. This
is also natural, as weekend traffic will be higher than Monday to Friday. Finally, the hourly
analysis indicates that regulation will be centred at 05:00, with three secondary peaks of
regulation at 06:00, 15:00, and 18:00. These are the most common times for business and
holiday flights.

With this information, it is possible to find patterns in the behaviour of regulations
in 2019, so it is possible that the machine learning algorithm, which is mainly based on
temporal variables, will find these patterns and manage to act satisfactorily. The results of
the model are presented below.

4.2. Machine Learning Model Evaluation

Once how both traffic and regulations behave in LECMPAU in 2019 has been studied,
the machine learning model that will attempt to predict when the sector will be regulated
is evaluated. For this model, the total dataset has been divided into 80% for training
and 20% for testing. This ratio is often used by machine learning models developed for
different academic fields [38]. Firstly, the Accuracy of the model is shown to test the model
in general.

Accuracy = 0.868 (5)

The Accuracy is above 0.85, so the model seems to work correctly according to the
established standards. However, to evaluate the model more specifically, the Confusion
Matrix is presented in Figure 7 and the indicators related to the Confusion Matrix are in
Table 4. The confusion matrix is a visual indicator that simply indicates the number of
cases where the model predicts whether the sector is regulated (1) or not (0) and compares
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it with the actual labels. This indicator is complementary to those defined in Section 3.4
and presents the same information visually.

Figure 7. Confusion matrix of unbalanced machine learning model.

Table 4. Classification report of unbalanced machine learning model.

Precision Recall F1-Score

0 (Not regulated) 0.88 0.97 0.93
1 (Regulated) 0.65 0.28 0.39

These indicators show that the model only predicts well when the sector is not regu-
lated. Since the sample is so unbalanced, and most of the time the sector is not regulated,
the model normally predicts that the sector will not be regulated. In doing so, the model is
mostly correct, giving an Accuracy above the minimum. However, the model is influenced
by the imbalance of the sample and the indicators of when the sector is regulated are well
below what is considered correct.

As the sample is highly unbalanced, it has been decided to balance it with Synthetic
Minority Oversampling TEchnique (SMOTE) to generate minority class samples [39]. This
model creates samples of the minoritarian class based on the behaviour of contiguous
elements (neighbours). In particular, the creators of the method state: “synthetic samples
are generated in the following way: Take the difference between the sample under consid-
eration and its nearest neighbor. Multiply this difference by a random number between
0 and 1 and add it to the feature vector under consideration. [40]”.

With this sample balancing, the Accuracy of the model is:

Accuracy = 0.917 (6)

Accuracy has increased by 6%. This, in advance, makes the model better beforehand.
However, it is necessary to check that the model acts correctly when predicting for each
of the classes. For this purpose, Figure 8 shows the Confusion Matrix, and Table 5 the
Classification report.

These indicators are all above 0.9, exceeding the 0.85 set, so the performance of the
model is very good both in predicting that the sector will be regulated and in predicting
that it will not be regulated.
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Figure 8. Confusion matrix of balanced machine learning model.

Table 5. Classification report of balanced machine learning model.

Precision Recall F1-Score

0 (Not regulated) 0.93 0.90 0.92
1 (Regulated) 0.91 0.93 0.92

The balanced machine learning model seems to have found behavioural patterns in
seasonality or air traffic and correctly predicts when the sector will be regulated. Therefore,
with these results obtained, this model can be validated for the case of the LECMPAU sector.

4.3. Explainability of Machine Learning Model

Once the model has been validated and the indicators are found to be above the preset
minimum, a study of the model’s explainability is carried out.

The explainability of the model makes it possible to learn what the learning process
of the machine learning model is like. It also shows the behavioural patterns found in the
data and how it arrives at the predictions it makes. The Python SHAP library is used to
perform this explainability analysis, which allows us to obtain graphs of explainability
graphs. This method of describing the explainability of a machine learning model was
introduced in [41] and is explained as “SHAP values attribute to each feature the change in
the expected model prediction when conditioning on that feature. They explain how to get
from the base value E[f(z)] that would be predicted if we did not know any features to the
current output f(x) [41]“ by the creators of this algorithm.

The first graph obtained is the influence of the temporal parameters on the prediction
of the model. The SHAP algorithm starts from an initial expected value and adjusts the
actual value of the prediction according to the labels of the input variables. Therefore, it
is possible to analyse what effect the input variables will have, whether they will make
the sector regulated (adding to the estimated initial value) or will make it unregulated
(subtracting from the estimated initial value). Figure 9 presents the effect of the period of
the day (a), the day of the week (b), and the month of the year (c) on the final prediction.

It can be seen how Figure 9 is very similar to the histograms shown in Figure 6.
Figure 9 represents the influence of each of the training sample data, so the distribution
of the training sample will be adjusted as seen above. Regarding the period of the day,
approximately up to about period 40 of the day (06:30), this variable allows predicting
the sector as regulated. On the other hand, from period 90 to 120 (15:00–20:00), there are
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two peaks where this variable helps the sector to be regulated. This presents an analogy
with Figure 6c where at 15:00 and 18:00 there are two peaks in the time of occurrence
of regulation.

 
(a) (b) (c) 

Figure 9. Effect of date-based variables on the output of the model. Analysis of hour (a), day of the
week (b) and month (c).

Furthermore, the day of the week will only serve for the sector to be regulated some-
times on Fridays and Sundays, and always on Saturdays. This also represents a clear
analogy with Figure 6b, where it can be seen that most of the regulations in LECMPAU
appear on Saturday and Sunday.

As for the months of the year, the trend is also similar to the histogram results in
Figure 6a. The months from June to September will be those in which the model tends to
regulate the sector, while during the rest of the year, the model will tend not to regulate
the sector.

Based on these results, it can be said that the model has been able to analyse time
trends and make a personalised prediction based on the time data. The result allows us to
verify that the approach of the model, mainly focused on an analysis of temporal patterns,
seems to be correct. Furthermore, Figure 10 shows the same type of graphs, but in this case
for the number of aircraft (a) and the number of flows (b) in the sector. This analysis is
executed to check whether the model has also been able to find patterns in the traffic data
of the sector.

   
                     (a) (b) 

Figure 10. Effect of a number of aircraft and flows on the output of the model. Analysis of number of
aircraft (a) and number of flows (b).

These variables representing air traffic behaviour also seem to behave quite intuitively.
As for the number of aircraft, it is observed that when there are hardly any aircraft in the
sector (from 0 to 5), the model helps to predict that the sector will not be regulated, whereas
from five aircraft upwards, the model tends to predict that the sector will be regulated. This
makes a lot of sense from an operational point of view, as the sector is most likely to be
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regulated when there is a considerable amount of traffic. The number of flows has a similar
trend, with the frontier at four flows. From here, this variable will help the prediction that
the sector is regulated.

In addition, the relative importance of the model is presented in this explanatory
study. The SHAP algorithm can also identify which variables will be most important in the
prediction of both classes. The graph is presented in Figure 11.

Figure 11. The relative importance of Machine Learning model.

The main variables of the algorithm are time variables. The greatest relative impor-
tance is that of the timing variables. This leads to the conclusion that the model is based on
time-based components, and that it is possible to predict when the sector will be regulated
or unregulated based on the date of analysis. The following variable is the number of
aircraft in the sector and the presence of various traffic flows. In particular:

• Flow5: Flow across the sector from the west to the northeast.
• Flow4: Flow across the sector from west to east
• Flow1: Flow across the sector from north to south.
• Flow3: Flow across the sector from north to south.

Among the flows, there are the main flows of each of the previously classified groups.
There are two representatives of the flows that cross the sector from north to south, as traffic
from Madrid-Barajas is the most influential in terms of traffic in LECMPAU.

To conclude the explanatory analysis, two examples of predictions and how they are
influenced by different variables are presented. Figure 12 shows an example where the
sector will not be regulated, and Figure 13 shows an example where it will be regulated.
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Figure 12. SHAP Explanation of not regulated example.

 

Figure 13. SHAP Explanation of regulated example.

The variables that cause the sector to be regulated are shown in red, and those that
cause the sector to be not regulated are shown in blue. In the first example, on a Tuesday in
March, even though there are 12 aircraft in 5 flows in the sector, the time component has too
much influence on the prediction. On the other hand, in the second example, it can be seen
how a flight on a Monday in October is regulated. In this case, the time component is more
complex. The period of the day and the day of the week tend not to regulate the sector, but
the month of the year compensates for this tendency. The latter variable, with the help of
the traffic component of the sector, means that the sector is expected to be regulated.

This explainability analysis gives an idea of how the algorithm behaves and on which
variables it bases its predictions on. Thanks to this analysis, it is possible to validate the
model and the methodology developed from an operational point of view. This, together
with the results obtained, which are above the established standards, means that the
methodology is considered a success in LECMPAU.

4.4. Comparison with Other Machine Learning Models

This section compares the results of this model with the results of other models with
the same objective. Following a literature review, it is concluded that [24] is the closest
reference to the model being used in this paper. Firstly, the indicators of the model are
presented to compare the overall performance. In Table 6, the maximum and minimum
values are presented. This may allow a comparison of evaluation results for models with
the same objective.

Table 6. Minimum and maximum indicators of [24] model.

Accuracy Precision Recall F1-Score

Minimum 0.7788 0.7051 0.8031 0.7757
Máximum 0.9725 0.9375 1 0.9677

This indicates that the two models have a very similar tier of performance. In Table 6,
the minimum and maximum are presented, because in [24] several algorithms are tested.
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In terms of explainability, this model is mainly influenced by the time components.
In the model of [24], the main variable is the timestamp. In this respect, the two models
coincide. The next most important variables are the Entry Count for the next 60 min, the
capacity, and the Entry Count for the next 20 min. From this point on, workload and traffic
distribution variables start to appear. The Entry Count is analogous to the number of
aircraft, and the traffic distribution variables would be similar to the flow distribution in
this model.

With these two comparisons, although with different approaches, the two models
arrive at similar results. This allows us to conclude that the model developed in this paper
is correct, having been tested against a robust model with prestige within academia.

5. Conclusions and Future Work

Once the machine learning model has been validated, it can be concluded that the
results are satisfactory and that it is indeed possible to predict when a sector will or will
not be regulated based on mainly temporal components. This model will not decrease the
number of regulations directly, as it simply evaluates and predicts based on the situation
within the sector and the time of year. The realisation of this model can present advantages
in the management of the technological and human resources of the ATC system. By
applying this model before the actual operation, the ATC system will be able to see which
sectors will be regulated at which time and be able to dedicate more or fewer resources to
the more or less regulated areas, allowing the ATC system to be more efficient in its labour.

Several conclusions can be drawn from the design of the model and its application.

• The fact that the model is based on a modular methodology is a great advantage. By
having three modules independent of each other, variations are possible. Modules
could be added, or the existing ones could be changed. This gives the model great
flexibility and makes the developed methodology robust.

• The model has been able to predict when the regulations will appear in the sector,
mainly based on the temporal analysis. This fulfils the objective of the development of
this work.

• The model explainability analysis of the model is very useful. In an aviation applica-
tion, it is not enough to have a model whose test results are correct, it is also necessary
that the learning process is correct, and this learning process has been validated thanks
to the explainability analysis.

• The number of total flows is a fixed parameter. The NFlows parameter indicates
the number of flows in which there are aircraft within the total number of flows. In
situations where there are a large number of flows, the model will depend on a number
of other parameters that will have more influence. This is the ninth most important
(Figure 11). For this reason, the analysis of the model when there are a large number
of flows, which could be interesting from an operational point of view, may lead to
unrepresentative and misleading results, as the model relies mainly on other variables.

• 10-min windows have been chosen because this is enough time for regulations to
appear or not to appear in the airspace. Smaller time windows would introduce noise
into the sample by not allowing time for the model labels to change. Furthermore, the
aim of the regulation study is to see, in future studies, the effects that these regulations
may have, and from an operational point of view, in a control room, this range is used
to evaluate the possible effect of the regulation. With larger time windows, insufficient
granularity would be achieved.

In addition to the general conclusions of the model, the computational time allows
conclusions to be drawn about the feasibility of the model, and the possibility of its
implementation in a real case study. This model has been trained and tested in a time of
4 min, having been developed on a general computer. This time is practically immediate for
such a large volume of data. When running a new application of the model, the prediction
of a full day (144 elements) has been completed in just 2 s. These application times mean
that the model can be implemented in a real tool. Moreover, although the results obtained
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have been good, there is interest in continuing this line of research. Future lines of research
that would be interesting for the full development of the model are set out below.

• Application to more ATC sectors. This model has been successfully validated in
a single ATC sector, with very specific traffic conditions and patterns at the onset
of regulations. An application to other sectors could allow the validation of this
methodology and model in different circumstances.

• Study of additional variables. Although the traffic study is a complement to the model,
based mainly on the time component, it is necessary to take it into account. Therefore,
adding or considering variables other than those from the study may be of interest, as
it would allow a broader view.

• Application of the model to specific air traffic flows. At present, regulations affecting
an entire sector are being studied. However, regulations may only affect air traffic
flows within the sector. It would be interesting to develop a model based on the
current one that is able to predict whether an air traffic flow will be regulated or not.

In general, in order to have an operational validation of the methodology, more
comparative studies will be needed. Such studies will be pursued in the future when
more data is available to apply the methodology in different sectors, or when another
methodology is available to compare the results with.
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Abbreviations

ATM Air Traffic Management
ATC Air Traffic Control
ATCO Air Traffic Controller
ATFCM Air Traffic Flow Capacity Management
TP True Positive Elements
TN True Negative Elements
FP False Positive Elements
FN False Negative Elements
SHAP SHapley Additive exPlanations
SMOTE Synthetic Minority Oversampling Technique
LECMPAU Pamplona Upper ATC sector
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Abstract: The deployment of electro-mechanical actuators plays an important role towards the
adoption of the more electric aircraft (MEA) philosophy. On the other hand, a seamless substitution of
EMAs, in place of more traditional hydraulic solutions, is still set back, due to the shortage of real-life
and reliability data regarding their failure modes. One way to work around this problem is providing
a capillary EMA prognostics and health management (PHM) system capable of recognizing failures
before they actually undermine the ability of the safety-critical system to perform its functions. The
aim of this work is the development of a model-based prognostic framework for PMSM-based EMAs
leveraging a metaheuristic algorithm: the evolutionary (differential evolution (DE)) and swarm
intelligence (particle swarm (PSO), grey wolf (GWO)) methods are considered. Several failures (dry
friction, backlash, short circuit, eccentricity, and proportional gain) are simulated by a reference
model, and then detected and identified by the envisioned prognostic method, which employs a low
fidelity monitoring model. The paper findings are analysed, showing good results and proving that
this strategy could be executed and integrated in more complex routines, supporting EMAs adoption,
with positive impacts on system safety and reliability in the aerospace and industrial field.

Keywords: EMA; prognostics; PHM; model-based; metaheuristic; MEA; FDI

1. Introduction

Aviation subsystem architectures are evolving substantially as a result of the more
electric aircraft (MEA) concept, which, among other improvements, calls for the gradual
replacement of hydraulic and electro-hydraulic actuators (EHA) with electro-mechanical
actuators (EMA). In fact, it is believed that this paradigm shift would result in significant
weight reductions, substantial life cycle cost (LCC) savings [1,2], lower repercussion on the
environment, and, last but not least, increased reliability of the entire aircraft system [3].

Flight control surfaces in commercial aircrafts are currently actuated using FBW (fly-
by-wire) technology: the pilot commands are translated into low-power electrical signals
that are then managed by a computer and passed to hydraulic servovalves, which finally
drive the appropriate aerodynamic surface and close the position control loop. The result
is an electrical control, which, however, still leverages hydraulic power [4,5]. The core
concept is aiming at an all-in-one electrical solution that can meet the necessary safety
criteria [6,7], encompassing the most power-demanding aircraft subsystems. The authors
in [8] provided a brief overview of the usage of EMAs and electro-hydraulic actuators
(EHA) on the most widespread aircraft platforms. In what is considered the forefather of
the electric aircraft par excellence, the Boeing 787, EMAs and EHAs are already taking the
place of hydraulic actuators. The latest versions of the Airbus A350 and A380 follow the
same principle, but EMAs are still only used for secondary flight controls (e.g., flaps, slats,
spoilers), while EHAs are installed for both primary and secondary flight controls. It is clear
that some challenges still limit a seamless replacement of EMAs in place of hydraulically
driven actuation devices [7,9] for primary flight controls. This article follows the ideas
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presented in [10] and aims to propose a possible step forward by exploiting prognostics. De
facto, it is critical to evaluate the implications of the substitution of an hydraulic subsystem
with its electrical alternative, in terms of the usage, implementation, monitoring, and the
equipment’s reliability and safety. In the case of hydraulic systems, a potential failure (for
example, a pressure drop caused by a leak) can be detected far before a load is demanded
by appropriate pressure sensors.

Electrical system failures give rise to completely different problems from the power
electronics point of view [11], as well as from the actuation one: new safety concerns are
raised because no preventive mitigation plan can be implemented to reduce the impact of
the fault itself if no additional auxiliary system is envisioned. As a consequence, the system
must be exceedingly fault-tolerant. On top of that, EMAs show some issues that are less
influential for hydraulic actuators, such as EMC, the mechanical jamming of the overall
subsystem, and overheating problems, due to the high currents. A possible solution could
be represented by hardware redundancy; however, this would result in weight increases, as
well as incompatibilities with actuation requirements [12], therefore reducing the benefits
of MEA principles.

Prognostics main selling point stands in the capability of detecting and identifying
component early failures and track down their progression during the equipment use. This
result brings a lot of positive outcomes with it; one of the most important is definitely the
possibility of exploring innovative types of maintenance strategies (CBM, opportunistic
and predictive maintenance [13–15]). On top of that, prognostics and health management
(PHM) strategies could really be useful to back EMAs up, in order for them to reach the
required safety standards for safety-critical applications, such as primary flight control
actuation. Prognostics can be then seen as an effective mean to assist EMAs, thanks to its
ability to identify hidden faults and prevent the related potential hazardous or catastrophic
failure conditions. Prognostics sphere of influence stands in the monitoring and tracking
of component or system parameters during their operation [16]: in this way, by checking
the operational values and physical outputs, incipient failures can be detected resulting
in the improvement of mission readiness, upgrade of RAMS capabilities, and a reduction
of LCCs [17,18]. There is an ongoing substantial effort in the research community that
focuses on the development of PHM systems for EMAs: a very detailed literature review
on the matter can be found in [19]. Prognostics can be categorized based on many different
criteria. The most general one is linked to the way the data used for the comparison is
generated: data-driven [20], model-based [21,22], or hybrid. The method followed by the
authors in this work is strictly model-based, due to the lack of enough real-life data to build
the prognostic framework upon. The developed prognostic strategy is envisioned within
an operational scenario and, as such, a general concept of operation (ConOps) is proposed,
along with the high-level failure detection and identification (FDI) methodology. After that,
a detailed explanation of the employed metaheuristic search algorithms (MSAs) and a
brief overview of the models is reported. Two different models are used in this work: an
high fidelity one (RM—-reference model) and a low fidelity counterpart (MM—monitoring
model), the latter being in the core of the prognostic framework. This work continues the
ongoing effort started in [23], where a similar strategy was applied on brushless BLDC
trapezoidal motors: in this case, the employed motor is a sinusoidal PMSM motor. Finally,
the results and comparisons between the algorithms are reported.

2. Related Work

Metaheuristic algorithms for prognostics are only partially approached due to the
limitations linked to the computational cost. However, there are many studies that already
focused on MSAs to solve prognostic challenges. For instance, the authors already applied
a similar strategies to a BLDC motor [23]. The literature on MSA is vast and covers almost
every field of academic and industrial research. Furthermore, it must be said that the field
of mathematical optimization using MSA is an extremely fast paced research area where
new algorithms applied on very different application are being published continuously.
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We focused our literature review on MSA application in the prognostic field. In [24],
a PHM framework for lithium-ion batteries has been developed using an improved PSO.
PSO has been used also in [25] for power transformers PHM and in [26] for wind turbine
gearbox RUL estimation. The same application on lithium-ion batteries has been the
focus of [27,28], which proposed the use of teaching–learning-based optimization (TLBO)
for multiple degradation factors condition and hunger game search (HGS), respectively.
The authors in [29] proposed a fuel cell health estimation strategy using, among other
technique, a very popular MSA: the cuckoo search algorithm (CSA), inspired by cuckoo
species parasitism. In [30], the authors used PSO to optimize the objective function related
to rotating component prognostics. MSAs can also be used to optimize neural network
parameters, as performed in [31], with landslide mapping, prediction, and prognostics or
in [31], where CSA was employed.

As far as aerospace applications are concerned, a few works have been found and
examined. A very interesting approach has been proposed in [32], where a combination
of genetic algorithms (GAs) and a bio inspired artificial immune system has been used to
schedule predictive maintenance tasks in a PHM framework. The same authors approached
GAs and variable neighbourhood search (VNS) to solve the same problem in [33]. Aircraft
motion planning issues have been the focus of [34], where a review of different population-
based MSAs has been carried out, showing that PSO is the most used approach. A very
relevant study [35] proposed ant colony optimization (ACO), in order to integrate PHM in
aircraft maintenance planning, from a CBM perspective.

After a detailed literature review, which focused the fundamental queries “Prognos-
tics”, “Metaheuristic Algorithm”, “Bio-inspired”, and a wide range of secondary key-
workds, no work that focused the prognostic area applied to the EMA/aerospace domain
using MSA has been found, to the best of our knowledge.

3. Materials and Methods

The proposed PHM strategy is built around the MM, whose simulations can be
run almost in real time [36,37]. The other inputs for the prognostic strategy are, of course,
the signals coming from the sensors mounted on the physical system (as shown in Figure 1).

However, real-life actuator data is difficult to obtain, and the failures are very rare
indeed. Therefore, in this study, data have been generated through the aforementioned
RM, which has been used as a NTB. The authors set up the RM and generated the failure
data; the prognostic algorithm was then employed to detect and identify the failures and,
after its run, the results were compared and the errors were calculated. Figure 1 shows the
overview of the overall methodology. On the right, the reader can notice data coming from
sensors or from the database created by the NTB.y

Figure 1. FDI methodology overview [10].

The RM and MM are two physical-based models, developed in Simulink starting from
equations implementing the real physical behaviours: actual equations are implemented
in Simulink blocks (e.g., EM motor equations, dynamic equations, etc.). A more in depth
description will be provided in Section 3.2. The models are defined by a set of top level
parameters (TLPs), grouped inside a

−→
k vector, as better explained later on. Each component
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of the vector is linked and can be traced back to a failure in the EMA. By altering these
parameters, it is possible to inject failures inside the models. For all intents and purposes,
the TLPs change the simulation boundary conditions; hence, it is possible to simulate
the actuator behaviours in different conditions. Both models have been verified and
experimentally validated under nominal and non nominal settings, proving the models’
capacity to estimate actual trends with high precision.

During a prognostic routine, the MM is then iteratively run with different sets of TLPs.
In fact, in each simulation run, the TLPs are updated following the results obtained by the
optimization using the MSA. The algorithm tries to find the monitoring TLPs that alter the
MM outputs in order to reduce the error between the predicted and actual trends (real or
simulated). A real-time solution is not feasible because of the total running time of the high
number of simulation runs, as stated better later on. The error is defined using a suitable
fitness function (Equation (4)). As a result, after the optimization process is complete,
the output of the MM is extremely similar to the actual one. After finding a satisfactory
match, the system’s health is evaluated by comparing the related TLPs with the related
failures. Therefore, it is possible to execute a basic but effective FDI process by examining
TLPs to determine whether a failure is occurring and establish what kind of failure it is.

As stated before, and as [38] explained, the TLPs are grouped inside a normalised
vector

−→
k (Equation (1)): each component ki is strictly linked to a physical system failure

and it can assume values between 0 and 1 to characterize different failure magnitudes.

−→
k = [k1 k2 k3 k4 k5 k6 k7 k8], (1)

• k1: Dry friction. When k1 = 1, the resulting friction is the nominal value multiplied by
three.

• k2: Backlash. When k2 = 1, the backlash magnitude is the nominal value multiplied
by one hundred.

• k3, k4, k5: Short circuit (SC). Being a three-phase motor, each coefficient is linked to a
short circuit in one phase.

• k6, k7: Static eccentricity. These coefficients are linked to the modulus and phase of the
eccentricity in the rotor. Under nominal conditions, the phase corresponds to 0 rad, so
k7 = 0.5.

• k8: Proportional gain drift (PGD). k8 = 1 is linked to an increase of 50 per cent in the
proportional gain, while k8 = 0 determines a 50 per cent decrease. The nominal value
is k8 = 0.5.

Table 1 shows in a schematic way each TLP along with the effects on the system at
the relative maximum and minimum values. Note that maximum eccentricity refers to a
situation where the eccentricity modulus is equal to the rotor air gap width.

As far as the failure implementation is concerned, each k coefficient is used in the
MM and in the RM as a parameter that affects the model behaviour in different ways.
For instance, k1 is multiplied with the static or dynamic friction coefficients within the
coulombian friction implementation. k2 coefficient multiplies the global backlash value
inside the model, appropriately modelled by a Simulink block. On the other hand, k3, k4,
and k5 represent the percentages of each phase affected by short circuit. These coefficients
modify the wirings resistance (in a linear way) and inductance (in a quadratic way), hence
affecting the electrical modelling of the system, as reported in [39]. The outcome of rotor
eccentricity is modelled according to the following formulas [40], shown in Equation (2):

c1 = c1,0 · (1 + k6 · cos(θm + k7))
c2 = c2,0 · (1 + k6 · cos(θm + k7 +

2π
3 ))

c3 = c3,0 · (1 + k6 · cos(θm + k7 − 2π
3 )),

(2)

where c1, c2, and c3 are the resulting back-EMF coefficient for the three phases, starting
from the nominal coefficients c1,0, c2,0, and c3,0. On the other hand, θm is the mechanical
rotor angle. Finally, k8 simply multiplies the proportional gain in the controller block.
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The nominal vector (i.e., the vector whose components would lead to a nominal
behaviour of the EMA) is, hence, the one reported (Equation (3)):

−→
k = [0 0 0 0 0 0 0.5 0.5], (3)

The fitness function is defined as:

etls = ∑
i

(IMM,i − IRM,i)
2(

ΔIRM,i
ΔT

)2
+ 1

· ΔT, (4)

where IMM,i and IRM,i are the MM and RM current outputs respectively at the instant
time i [41]. Furthermore, the quadratic error between these two currents is evaluated
to consider both the error in time and in the signal. Finally, the first order derivative is
calculated numerically using Matlab’s gradient command and divided by the integration
step ΔT. Finally, to avoid the time dependence of the error, it is multiplied by the simulation
integration step itself ΔT. The current values referred to the two models are considered at
each instant of time i.

Table 1. Top level parameters meaning and effects.

TLP Physical Failure Effect at (ki = 0) Effect at (ki = 1)

k1 Dry friction No effect (Nominal friction) 300% of nominal friction

k2 Backlash No effect (Nominal backlash) 100 times
nominal backlash

k3 Short circuit (Phase A) No effect (No SC on Phase A) Complete SC on phase A
k4 Short circuit (Phase B) No effect (No SC on phase B) Complete SC on phase B
k5 Short circuit (Phase C) No effect (No SC on phase C) Complete SC on phase C
k6 Eccentricity modulus No effect (No eccentricity) Maximum Eccentricity
k7 Eccentricity phase −180◦ 180◦

k8 PGD 50% of nominal proportional
gain

150% of nominal
proportional gain

3.1. Employed Algorithms

The authors used a specific kind of optimization method that falls into the category of
metaheuristic bio-inspired algorithms. Optimization algorithms’ primary goal is to reduce
or maximize an objective function, also known as a fitness function, by modifying the
so-called decision variables: in this case the

−→
k vector’s components, which are bound by

established constraints [42]. Although heuristic techniques cannot always guarantee the
optimal result, they aim to produce satisfactory solutions, or solutions that are at least close
to the optimal outcome, at a reasonable processing cost. MSAs use a variety of strategies to
identify effective solutions to optimize problems starting from a large population of accept-
able candidates, while making few assumptions about the problem being optimized [43].
Furthermore, the algorithms are bio-inspired, since they have underlying mechanisms
based on biological processes. In fact, natural adaptation might be viewed as a type of
optimization. In this work, the authors have approached on the evolutionary (EA) and
swarm intelligence (SI) algorithms. Following a careful literature review as reported in
Section 2, we selected three different MSA:

• PSO, since it resulted as one of the most used ones;
• DE, to represent the evolutionary algorithm category;
• GWO, which we selected among new algorithms.

3.1.1. Evolutionary Algorithms

Evolutionary algorithms draw their inspiration from the natural evolutionary behavior.
They are described by a few key characteristics and parameters:

• Population: The solution “pool”, which is initialized at the start of the process;
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• Variety: The population must be varied enough to explore the solution space effec-
tively;

• Heredity: This values is linked to the capability of passing a characteristic to the
offspring;

• Selection: For artificial algorithms, selection must only occur in the desired direction,
which is a key parameter to ensure that only the best solutions will be reproduced.

Individuals serve as a representation of the different solutions, and a score, known as
the fitness value, is assigned to them by means of Equation (4), calculated by analyzing the
phenotype, or set of traits, of the subjects in question.

Differential Evolution. One of the most famous EA is the differential evolution
strategy [43,44], which is also one of the tested algorithms in this work. The main concept
of this algorithm follows the genetic principles.

Figure 2 shows the logical process behind this optimization algorithm. The process
starts with a step called mutation: three individuals (three vectors in this case) are selected
randomly from the population and a fourth vector is created by calculating the difference
(the evolution is differential) between the first two vectors, multiplying it by a mutation
factor, and then adding the third one. The recombination or crossover phase begins at this
stage, when the altered parameters of the starting vector are combined with those of the
so-called target vector to produce the trial vector. The trial and target vectors are compared
during the selection phase. If the trial’s score exceeds the target, it will be used as the next
target; otherwise, it will be discarded. In the next generation, the vector with the highest
fitness value will be maintained. The pseudo-code for this algorithm is reported in Figure 3.

Genetic algorithms are another popular EA optimization method (GA). In [23,45],
a detailed investigation of the implementation of such algorithms on comparable challenges
for PHM techniques was performed. However, in previous tests, the global GA performance
(considering the same metrics employed in this work) results were inferior, with respect to
other metaheuristic optimization methods [38].

Figure 2. A schematic representation of the Differential Evolution Algorithm.
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START

\\ Parameters definition

Set the population dimension N

Set the vector k dimension D

Set the mutation factor F in [0,2]

Set the crossover factor C in [0,1]

\\ Initialise

t=0; %counter

Create NxD random inidividuals

WHILE (stopping criterion)

FOR (i=1:N)

\\ Mutation

Random choice of three vectors x1, x2, x3

v=x1+F(x2-x3)

\\ Crossover

Random extraction of an index y between 0 and D

%the trial vector takes at least one value of the v vector

FOR z=1:D

Random extraction of an index w between 0 e 1

IF w<C or z=y

u(i)=v(i)

ELSE

u(i)=x(i)

END IF

END FOR

\\ Selection

IF f(u(i))<f(x(i))

x(i, t+1)=u(i)

ELSE

x(i, t+1)=x(i,t)

END IF

END FOR

t=t+1

END WHILE

END

Figure 3. Pseudo-code for DE algorithm, as taken from [41].

3.1.2. Swarm Intelligence Methods

These methodologies are part of the bio-inspired category because they draw their
inspiration from the behavior that may be observed when more than one entity (e.g., animal)
interacts with other individuals. As stated before, the biological behaviours linked to the
interaction between individual can result in a sort of optimization, in the sense that the
resources are shared and, thanks to the mutual collaboration, a solution is reached quicker.
The result is a sort of information structure (which would not be present if the problem is
approached by a single entity) that can be translated into mathematical formulations and,
hence, used in optimization problems.

The difference with EA is that, in this case, the process is interaction-driven by the
entities’ behaviours (i.e., collective intelligence) and not controlled by genetic processes.
The ability to exchange information and send or receive feedbacks from the other indi-
viduals inside the group is what makes the collective intelligence so powerful. In other
words, SI methods are the result of a very attentive observation of real-life actions between
animals. As said before, two SI methods have been approached in this study: particle
swarm optimization (PSO) and gray wolf optimization (GWO). In this case, each individual
is seen as a

−→
k vector and, hence, as a possible solution.

Particle Swarm Optimization. Being a SI algorithm, PSO [46] draws its inspiration
from the movement of bird flocks or fish schools. In fact, starting from a population of
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potential solutions (i.e., particles) and moving them throughout the search space, this
methodology can solve optimization problems by following rigid mathematical formulas.
As said before, the optimization is guaranteed by the fact that there is a capillary and
diffused intelligence: the movement of each particle, and hence, its path, is affected by each
particle’s local best known position and the best known locations in the search space (these
are known because the knowledge is shared by particles). That is precisely why the swarm
is able to iteratively identify the optimum solutions by information sharing. Some initial
parameters shall be defined, such as the population size, particle initial placements and
speed, and particle inertia. After the initialization set up, each particle is given a random
neighborhood, and by travelling, the best overall position is discovered. The position
associated with the optimal global location are updated, so that each particle knows it.
A detailed examination of the solution space is possible, thanks to the velocities’ inherent
stochastic component [47].The pseudo-code for this algorithm is reported in Figure 4. More
information on the algorithm implementation can be found in [41]. The employed code
routine iteratively runs until 200 iterations are reached or until the error between two
successive runs is less than 10−9.

START

\\ Parameters definition

Set the population dimension N

Set the vector k dimension D

\\ Initialise

Initialise the position of each particle (vector k)

Initialise the speed of each particle (vector k)

Initialise the best position of each particle (vector k)

WHILE (stopping criterion)

Update the best position of each particle (vector k)

Update the best global position

Update position and velocity for each particle (vector k)

END WHILE

END

Figure 4. Pseudo-code for PSO algorithm, as taken from [41].

Grey Wolf Optimization. If PSO was generically inspired by birds’ and fishes’ move-
ment, GWO [48] has a more precise inspiring animal: wolves. This optimization technique
follows the idea of the rigid hierarchical scales among grey wolf population’s members.
After choosing the size of the wolf pack and the initial positions of each “animal”, an initial
population hierarchy is defined by looking at the fitness function values. The decision of
the number of wolves is crucial, as both the accuracy of the algorithm and the execution
time are affected by this parameter. The higher the fitness value, the higher the hierarchical
position in the scale. In this way, the individuals with lower scores will be less influential in
the optimization process, while the better-positioned animals will lead the process. In other
words, each wolf represents a distinct solution to the problem.

The main difference with PSO lies in the fact that, in this case, the wolves cannot
communicate their position to the other members of the pack. In order to find the best
solution, an adequate population initialization and search method must be adopted [49].
The pseudo-code for this algorithm is reported in Figure 5. The interested reader can find
more information on the algorithm implementation in [41]. The size of the population has
been set to 50 individuals. The optimization is stopped when the number of iterations
reached is 150 or the tolerance of 10−9 is reached within two successive runs.
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START

\\Parameters definition

Set the population dimension N

Set the vector k dimension D

\\Initialise

Initialise the position of each individual

Score each solution

Categorize all solutions

WHILE (stopping criterion)

Update the position of each individual

Update the hierarchy

END WHILE

END

Figure 5. Pseudo-code for GWO algorithm, as taken from [41].

3.2. Models

The general architecture of an aeronautical EMA is extremely complex, characterized
by multibody interactions and multiple non linearities and can be summed up as follows: a
controller, an electric motor (usually PMSMs or BLDC motors), a gearbox, and an intricate
network of sensors for measuring the currents, vibrations, voltages, temperatures, etc. As a
result, the system is made up of multiple interconnected hardware and software compo-
nents. It is also required to investigate their cross-interactions, so that the control system
can appropriately fulfill its functions of monitoring, fault detection, and the assessment of
a possible divergence route.

As stated before, two models have been assembled in Simulink and then validated,
thanks to experimental test rigs. The models are physical-based and each component in real
life is treated and modelled thanks to the appropriate equations. In other words, each block
encloses the mathematical formulation by means of real formulas (e.g., electromagnetic
formulas for the motor, dynamic equations for the physical systems, etc.).

If the RM has been built with a very high degree of precision, the MM has been
conceived with approximations and lumped parameters, so that an almost real-time use is
more feasible; the computational cost is, hence, reduced. The thorough description of the
model is way beyond the scope of this work. The interested reader should see [36,37,50,51],
as far as the RM and MM models are concerned, respectively. Furthermore, as explained
in [36,37,50,51], the models have been built to represent an existing and experimental
test bench located in Politecnico di Torino laboratories. In order to match the models
and experimental results, the test bench structure has been reported in Simulink through
simulation blocks. The experimental test bench has been pivotal in the model development:
in fact, validation is essential to test models simulation performances [52].

The main parameters used in the models are, hence, taken from components data-
sheets and technical documents. The hardware configuration is based on the “S120 AC/AC
Trainer Package” by Siemens. The motor parameters are reported in Table 2. The PID
controller parameters have been calculated according to experimental tests to match the
real and simulated behaviours.

For reasons of clarity, a simple logical scheme of the RM model is shown in Figure 6,
while the four main blocks are quickly analysed below:
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Figure 6. RM model structure as taken from [41].

• Controller: This block is essentially composed of a PID controller. In fact, even if there
are much more advanced and sophisticated control logics (e.g., [53]), PID controllers
are still the way to go and they are still chosen even in complex systems, as they are
easy to implement and tune. PID controllers are composed of three separated branches,
where the proportional, differential, and integral action are calculated. The controller
aim is comparing the command signals with the actual signal obtained from the motor
transmission dynamics block, hence closing the control loop. In this particular case,
both position and speed can be monitored. This block outputs the reference current
IREF, obtained from the motor torque thanks to the torque constant, which is finally
passed to the inverter.

• Inverter: This block contains Clarke-Park equations, and it provides the motor block
with the three voltages (one for each phase) for the PMSM motor by performing the
corresponding pulse width modulation (PWM). A very complicated physics-based
process is handled by Simscape, a specific Simulink library, capable of providing
electrical simulation packages. The main actions inside this block are the calculation of
the electrical angle starting from the motor position, the splitting of IREF into the three
phase currents (with Clarke-Park equations), the PWM process, and the calculation of
the three phase voltages, using the fed-back currents.

• Sinusoidal BLDC motor: This block is able to simulate the electrical and magnetic
interactions inside a PMSM. It contains Simscape elements, and it manages three
main processes:

1. The calculation of the counter-electromotive force coefficient cj for each phase.
This is achieved with the multiplication of the back EMF coefficients (obtained
with experimental test campaigns) with three sine waves 120◦ out of phase from
each other.

2. The implementation of the motor resitive-inductive circuit. A set of mathematical
equations (Equation (5)) that model the three star connected LR branches is
solved and phase currents (ij) are, hence, calculated. The resistance Rj and
inductance Lj of the motor are taken from equipment data sheets.

∑3
j=1 ij = 0

Vj − cjω = Rjij + Lj
dij
dt ,

(5)

where ij and Vj are the currents and voltages across a single j phase.
3. The calculation of the motor available torque. Three different electromotive

coefficients are used to calculate the motor torque along with the relative phase
currents:

Tm = ∑
j=1,2,3

ijcj, (6)

• Motor transmission dynamics: this final block compares the available torque with the
external requested torque and solves a second-order dynamical system (Equation (7)
comprehensive of multiple non linearities, such as dry friction and backlash [52]).
The outputs of this block are the motor position and speed, which are looped back to
the controller.

Tm − Tl = Jm
d2θm

dt2 + Cm
dθm

dt
, (7)
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where Tm represents the motor torque, and Tl represents the external torque. On the
other hand, Jm represents the assembly inertia, Cm is the viscous friction coefficient,
and θm is the motor position.

Table 2. PMSM motor parameters. The motor part number is S 1FK7060- 2AC71-1CA0 provided by
Siemens. The numbers 60 K and 100 K refer to overtemperature values of 60 K and 100 K.

Characteristic Value

Rated speed (100 K) 2000 rpm
Number of poles 8

Rated torque (100 K) 5.3 Nm
Rated current 3.0 A

Static torque (60 K) 5.00 Nm
Static torque (100 K) 6.0 Nm
Stall current (60 K) 2.55 A
Stall current (100 K) 3.15 A

Efficiency 90.00

Following the results of a detailed EMA failure mode effect and criticality analysis
(FMECA) found in literature [9], it was decided to take into account five distinct failures.
These failures show a medium high or high probability and/or criticality for the overall
EMA: dry friction, backlash, short circuit, eccentricity, and proportional gain drift. On top
of that, they show a quite slow propagation rate, which is desirable when designing
failure detection and identification methodologies. For each failure mode, one or more ki
components have been assigned and two different magnitude levels have been simulated:
high magnitude (ki = 0.75) and low one (ki = 0.25). In order to complete the analysis, also
a condition with multiple failure affecting the EMA has been taken into account: the

−→
k

vector, used in this case is the one shown in Equation (8).

−→
k = [0.0133 0.05 0.003 0 0 0.012 0.5 0.35], (8)

A more in-depth explanation on the failure implementation and the modelling of each
failure mode can be found in [40,41].

4. Results

In this section, the mean percentage error and the mean computational cost for each
single failure and for the multiple failure situation are presented (Figures 7 and 8). The error
has been calculated following Equation (9).

Err[%] =
100√

6.5
·
√√√√ 6

∑
i=1

(ki − ki,RM)2 + k6,RM(k7 − k7,RM)2 + (k8 − k8,RM)2, (9)

As stated before, for each failure, a low magnitude and a high magnitude condition
have been considered (high magnitude (ki = 0.75) and low one (ki = 0.25)).

These data have been obtained through ten runs of each algorithm for a total of
300 runs to have a minimal statistical relevance. The employed computer is based on a
Intel Core i7-8750H CPU @ 2.2 GHz with a RAM of 16 GB and a dedicated GPU NVIDIA
GeForce GTX 1050. DE shows a slightly lower error than the other algorithms, as far
as the low intensity failures are concerned. On the other hand, GWO seems to be the
precise solution for the high level failures (e.g., short circuit and proportional gain). Finally,
the PSO algorithm turns out to be the most accurate for backlash faults in general, high
static eccentricity, and low proportional gain. Apparently there is not an algorithm able to
outperform the others in every situation; this was expected as metaheuristic algorithms,
despite being very versatile, are not the panacea for every problem. However, if we look at
the computational cost, since a first glance, it is clear that PSO is the most efficient algorithm.
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In fact, apart in case of the static low eccentricity failure, this optimization technique shows
computational burdens almost halved, with respect to the other algorithms, with an average
25 min to detect and identify the failures. If we now consider the other two remaining
algorithms, GWO is slightly faster than DE, but the last one seems to provide more stable
and repetitive results.

Figure 7. Comparison between different algorithms: mean percentage error [%]. For each failure
mode and for each algorithm, the failure magnitudes are selected as follows: high magnitude
(ki = 0.75) and low one (ki = 0.25).

Figure 8. Comparison between different algorithms: computational cost [s]. For each failure mode
and for each algorithm, the failure magnitudes are selected as follows: high magnitude (ki = 0.75)
and low one (ki = 0.25).

The authors then used a predefined performance coefficient (PC) (first defined in [38]
and reported in Equation (10)) to take into the account both the accuracy (mean percentage
error) and the computational cost in a single parameter, thus providing an objective criterion
useful to choose the best solution overall.

PCi = 100 ·
(

1 − ti · erri

∑3
i=1 ti · erri

)
, (10)

As regards Equation (10), the formula expresses the PC for the i-th algorithm, ti is
the average computational time of the i-th algorithm for the considered fault, and erri
is the average percentage error of the i-th algorithm. The rationale behind the formula
is as follows: the denominator is added to make the result non-dimensional, while the
multiplication and the subtraction are added to transform it in a percentage value. The
results of this further investigation are reported in Table 3, along with other data to sum up
the analysis. For reasons of brevity, the reported values of average percentage error and
computational costs are obtained by an average between the two magnitude failures. As
expected by linking the best results, in terms of accuracy and efficiency, PSO shows the
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highest figures for every failure. This happens not so much because of the error, as to the
significantly lower computational cost related to the PSO-based solution.

On the opposite side of the ranking, there is clearly the DE algorithm. This is due to
the very high computational cost.

Table 3. Different optimization algorithms outcomes with single failures [10]. The values related to
best performing algorithm (PSO) are highlighted in bold, along with the relative PCs.

Failures DE PSO GWO
Time (s) Err. (%) PC (%) Time (s) Err. (%) PC (%) Time (s) Err. (%) PC (%)

Friction 3015 1.30 56.97 1342.5 1.30 80.76 2865.5 1.20 62.26
Backlash 2895 1.45 50.21 980.5 1.18 86.28 2378 1.28 63.49
Short Circuit 2925.5 3.08 52.32 1566 2.64 78.12 2709 2.13 69.54
Eccentricity 2995.5 2.46 62.30 2202 2.45 72.45 2479.5 2.75 65.24
Prop. Gain 2853 6.54 58.61 1403 6.38 80.14 2721.5 6.42 61.24
Total 2936.8 2.96 56.75 1498.8 2.79 79.24 2530.7 2.75 64.00

The multiple failure condition results are reported in Table 4. Once again, it is clear
that PSO is the leading algorithm, both in terms of efficiency and accuracy. Interestingly, it
has to be highlighted that the multiple failure condition requires less than the single failure
technique to reach a result. This was probably due to the stochastic operating principles of
the algorithms. In fact, as the

−→
k vector contains random values (Equation (8)), rather than

just one component dissimilar from its nominal value, it is believed that the algorithms are
able to approach the error tolerance more quickly.

Table 4. Different optimization algorithms outcomes with multiple failures [10]. The values related
to best performing algorithm (PSO) are highlighted in bold, along with the relative PCs.

Time (s) Err. (%) PC (%)

DE 1777.0 4.21 60.95
PSO 1131.4 3.37 80.09

GWO 1816.6 4.33 58.94

5. Discussion

By looking at the results, PSO is the leading algorithm, providing the best results for the
single and multiple failure condition. It is deemed that this algorithm is able to outperform
the others, due to the main constructive principle behind it: unlike GWO, there is a strong
collaboration and sharing of information between particles. Each particle contributes to the
creation of the aforementioned collective intelligence by sharing the information on the best
position it has found in the solution space and, hence, the likelihood to find always better
solution rises drastically. This does not happen with GWO, which has a strong hierarchical
law. DE showed incomparably worse results, and its implementation is quite challenging,
too. It has to be noted that, even though the algorithms are metaheuristic and they pose
few assumption on the application, they are very sensible to the problem statement; thus,
an algorithm could behave very badly on a specific situation, but could provide excellent
results when approaching an even slightly different problem.

The most challenging failure to detect and identify is the proportional gain drift. This
particular phenomenon can be led back to the fact that a controller issue affects every
single aspect of the actuation system; hence, the prognostic system struggles to identify
the specific problems. Percentage errors for this failure mode, albeit higher than the ones
relative to the other failures, are restrained around 8%, which is a satisfactory result, indeed.

After checking the results of the different algorithms, the authors envisioned a wider
and more comprehensive concept of operations that could provide a practical application of
the prognostic checks. The proposed monitoring framework could be easily implemented
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in a check routine that could be run when the aircraft is on the ground and during the flight
to check the EMA subsystem health status. For instance a monitoring procedure can be run
while the aircraft is at the gate waiting for the passengers, during maintenance checks, even
24-h or walk-around checks. Additionally, throughout the flying phase, a test procedure
can be carried out at predetermined intervals. In this way, EMA health status is assessed
and the mission safety is guaranteed. As seen before the proposed checks can not be run
in real-time due to the needed number of simulation runs; on the other hand, a real-time
monitoring capability is deemed superfluous and unnecessary as failures usually have a
progression curve that can be monitored. The proposed prognostic strategy is applicable
to a wide range of actuators and do not require the installation of any additional sensors,
which is a very researched requirement. A prognostic and health management computer
(PHMC) in the avionic bay is needed to perform the calculations.

6. Conclusions

In this paper, a set of three different metaheuristic search algorithms have been con-
sidered for failure detection and identification purposes. This work was aimed at testing
new algorithms to identify some suitable ones. After having introduced the scenario in
which this kind of PHM system could provide useful insights, a brief description of the
models have been reported. Particular attention has been given to failure description and
implementation, as well as the general methodology overview. A detailed description of
the three algorithm has also been reported, in order to enable the reader to understand
the most important aspect of each MSA, without the need of additional resources. Finally,
the results are shown in a schematic way, highlighting the methodology performance with
the use of purpose built coefficients. Further research should focus on the ideal interval
between prognostic checks, in order not to jeopardize mission safety and not overloading
the PHMC. On top of that, the running time of these routines can definitely be improved
with other models or with more performing algorithms. This is why future work should
consider other MSAs and other failures inside the EMA, as well as investigate on the unex-
pected result, regarding the multiple failure condition running time. Finally, if we compare
the results of this study (specifically for PMSM-based EMAs) with the outcomes obtained
in [23] for BLDC-based EMAs, it is clear that PSO is confirmed as the best performing
algorithm, even though the core of the system has changed.
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Abbreviations

The following abbreviations are used in this manuscript:

MEA More Electric Aircraft
EMA Electro-Mechanical Actuator
PHM Prognostic and Health Management
PMSM Permanent Magnet Syncrhonous Motor
DE Differential Evolution
PSO Particle Swarm Optimization
GWO Grey Wolf Optimization
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NTB Numerical Test Bench
LCC Life Cycle Costs
EHA Electro-Hydraulic Actuators
CBM Condition-Based Maintenance
RAMS Reliability, Availability, Maintenability, and Safety
TLBO Teaching–Learning-Based Optimization
HGS Hunger Game Search
VNS Variable Neighbourhood Search
ACO Ant Colony Optimization
CSO Cuckoo Search Optimization
MM Monitoring Model
RM Reference Model
SC Short Circuit
FDI Failure Detection and Identification
ConOps Concept of Operation
TLP Top Level Parameter
MSA Metaheuristic Search Algorithm
EA Evolutionary Algorithm
SI Swarm Intelligence
GA Genetic Algorithm
BLDC BrushLess Direct Current
PID Proportional Integral Derivative
PWM Pulse Width Modulation
FMECA Failure Mode Effect and Criticality Analysis
PC Performance Coefficient
PHMC Prognostic and Health Management Computer
EMF Electro-Motive Force
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Abstract: Economic viability of small launch vehicles, i.e., microlaunchers, is impaired by several
factors, one of which is a higher dry to wet mass ratio as compared to conventional size launchers.
Although reusability may reduce launch cost, it can drive dry and/or wet mass to unfeasibly high
levels. In particular, for load-bearing components that are exposed to convective heating during
the aerothermodynamic phase of the re-entry, the mass increase due to the presence of a thermal
protection system (TPS) must be considered. Examples of such components are aerodynamic drag
devices (ADDs), which are extended during the re-entry. These should withstand high mechanical
loading, be thermally protected to avoid failure, and be reusable. Ablative materials can offer
lightweight thermal protection, but they represent an add-on mass for the structure and they are
rarely reusable. Similarly, TPS based on ceramic matrix composite (CMC) tiles represent an additional
mass. To tackle this issue, so-called integrated thermal protection systems (ITPS) composed of CMC
sandwich structures were introduced in the literature. The aim is to obtain a load-bearing structure
that is at the same time the thermally protective layer. However, a comprehensive description of the
real lightweight potential of such solutions compared to ablative materials with the corresponding
sub-structures is, to the authors’ knowledge, not yet presented. Thus, based on the design of an ADD,
this work aims to holistically describe such load bearing components and to compare different TPS
solutions. Both thermal and preliminary mechanical designs are discussed. Additionally, a novel
concept is proposed, which is based on the use of phase change materials (PCMs) embedded within
a metallic sandwich structure with an additively manufactured lattice core. Such a solution can be
beneficial due to the combination of both the high specific stiffness of lattice structures and the high
mass-specific thermal energy storage potential of PCMs. The study is conducted with reference to the
first stage of the microlauncher analysed within the European Horizon-2020 project named Recovery
and Return To Base (RRTB).

Keywords: reusable launch vehicle; thermal protection system; integrated thermal protection system;
ablative material; ceramic matrix composite; phase change material; lattice structure; additive
manufacturing

1. Introduction

1.1. Context

Microlaunchers are considered a strategic asset to achieve high frequency, tailored
access to space for small satellites [1]. The addition of first stage reusability lowers costs
and improves business sustainability. However, the structural mass does not scale linearly
with the launchers’ size, leading to microlaunchers having comparatively higher structural
coefficients with respect to conventional launchers, such as Ariane 5, Soyuz, and Falcon
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9 [2]. This affects the launchers’ performance and thus the economic viability. To address
this challenge, novel lightweight solutions are required for primary structural components.
Additionally, to reduce wet and dry mass as well as complexity, passive re-entry and
landing concepts can be considered. This, among others, is the aim of the feasibility studies
led within the framework of the research project “Recovery and Return To Base” (RRTB)
funded through the European Horizon 2020 programme [3]. In particular, the project
aims to perform a re-entry flight phase without the use of retro-propulsion to achieve
deceleration. Four mechanically actuated aerodynamic drag devices (ADDs), as shown in
Figure 1, are extended from the rocket body to achieve the desired ballistic coefficient and
obtain a sufficient deceleration during the re-entry and descent flight phase.

Interstage interface for

mechanical systems

ADD (”Petal”)

First stage

v

Figure 1. Architectural CAD sketch of the aerodynamic drag devices in open configuration.

The ADDs are extended before the beginning of the re-entry flight phase and are
then exposed to high convective heat fluxes and high dynamic pressures. Similar drag
devices were investigated in the European project RETALT for a conventional size reusable
launcher. As described by Marwege et al. [4], the design was judged unfeasible because of
excessive reaction forces and moments, which would have led to high structural mass of
the components. Although similar issues are faced for the design of ADDs for the mission
considered in the RRTB project, different sizes and different design methodologies allow
for not excluding the concept a priori. The design of such components requires a holistic
approach and is mainly influenced by the thermal protection system (TPS) design, the
structural design, and the design of the extension mechanisms. Each element intrinsically
influences the design of the others. This work concentrates on the design of the TPS and
offers a consideration on lightweight design potential of different thermal protection solu-
tions and their effect on the overall structural mass. In particular, ablative materials as well
as integrated TPS (ITPS) solutions are considered. ITPSs are load bearing structures made of
materials with a high operative temperature and a high thermal insulation capability. The
geometry is designed to increase the thermal resistance and have a high specific stiffness,
thus aiming to obtain holistic mass reductions.
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1.2. Ablative and Integrated Thermal Protection Systems

Ablative materials represent a high TRL solution for medium to high heat fluxes,
typical of a ballistic re-entry [5]. Due to the endothermic reactions that take place dur-
ing ablation, such materials offer high mass-specific thermal protection properties when
compared to TPS based on sensible heat storage, i.e., ceramic tiles. However, the obvious
disadvantage is that ablative materials are intrinsically expendable. Thus, re-application or
replacement of the entire structure is often necessary to achieve reusability of the component.
Furthermore the ablative TPS represents a non load-bearing add-on to the structural mass.

Passive TPS based on tiles, often made of high temperature metallic alloys or ce-
ramic matrix composites (CMCs), are commonly employed for reusable launch vehicles
(RLVs) [6]. Their application is limited by the maximum operative temperature of the ma-
terial, thermally induced stresses, and outward thermal deflection. As indicated by Dorsey
et al. in [7] as well as by Le and Goo in [8,9], excessive deflection can cause transition from
a laminar flow on the outer wall of the TPS to a turbulent one. This is correlated with an
increase of the heat transfer coefficient between the wall and hot gas, which thus causes an
increase in the convective heat flux that the TPS outer wall experiences. Such an increase is
coupled to even higher deformations and stresses, which can lead to failure. In particular,
as evidenced by Heidenreich et al. [10], the higher the maximum operative temperature
is, the lower the specific tensile strength of the material. CMCs received increasing atten-
tion due to the relatively constant mechanical properties at different temperatures and
for retaining the highest specific tensile strength at temperatures above 1000 °C ([10–12]).
In parallel to such material development, several efforts were made by authors in the
literature to obtain passive thermal protection systems with high thermal and mechanical
load bearing capability. With this goal, Blosser et al. [13] and Fischer et al. [14] developed
structures consisting of a metallic honeycomb sandwich (based on nickel-superalloys and
gamma titanium-aluminide, respectively) on the outer surface and a fibrous insulation
encapsulated between the sandwich and the vehicle interior.

Bapanapalli et al. [15] and Gogu et al. [16] first proposed the concept of an ITPS. It is
based on a corrugated core sandwich panel, hosting a fibrous insulation within the webs. In
recent years, several authors investigated the use of CMCs as a structural material for ITPS,
with different core topologies [17]. Le et al. [18] indicated that the choice of a particular
core topology and material combination is not trivial and depends on the thermal and
mechanical load profiles, the specific mechanical properties of the material as a function of
expected temperature, and the obtainable effective thermal conductivity.

The specific stiffness and strength of most materials decrease with increasing tempera-
ture. Although CMCs are suitable for operation at high temperature (above 1000 °C), the
specific mechanical properties are, in absolute terms, lower than the ones of high temper-
ature alloys, i.e., Ni-based superalloys or titanium aluminides. Additionally, operation
at high temperature, i.e., approaching the radiative equilibrium temperature at the outer
face sheet, while reducing the sensibly stored thermal energy, is cause for high thermal
gradients in the out-of-plane direction of the sandwich structure. These gradients, in turn,
increase the thermally induced stresses with respect to operation at lower temperatures.
Therefore, when considering load-bearing components that require a lightweight, reusable
TPS, the choice of material and configuration is not trivial. For a load-bearing component,
a reduction of the wall temperature can be beneficial by allowing the use of materials with
high specific mechanical properties.

Use of Phase Change Materials for Integrated Thermal Protection Systems

In this perspective, latent heat storage, i.e., melting of a so-called phase change ma-
terial (PCM), is more efficient than sensible storage in mass-specific terms. Indeed, the
thermal mass required to store heat via phase change is lower than the one needed to
sensibly store the same amount of energy. However, only few authors ([19,20]) have in-
vestigated the use of PCMs for TPS. As explained by Nazir et al. [21], encapsulation and
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thermal conductivity improvement of PCMs proved to be the main challenge hindering the
widespread application of such materials.

Recent literature ([22,23]) introduced the use of additively manufactured lattice struc-
tures to address both issues. These cellular solids were found to deliver high effective
thermal conductivity, improving the thermal energy storage capability of the material.
Additionally, sandwich structures built with such lattice cores exhibit attractive specific
mechanical properties, simplify the junction of the core with the face sheets, and allow for
the reduction of issues related to delamination [24]. Due to these favorable thermal and
mechanical properties, lattice core sandwich structures with embedded PCMs are attractive
for use in load-bearing lightweight TPS.

To address the aforementioned challenges in ITPS design, considering both the thermal
and the mechanical behaviour is of fundamental importance. Thus, in this work, we
perform a comparison between the thermal response of the three introduced TPS concepts
for use on the ADD of the RLV considered in the RRTB project:

1. A phenolic impregnated carbon ablator (PICA) ablative TPSis analysed by means of
a solver based on the one-dimensional finite volume method. The thermal mass is
optimised via a root finding algorithm.

2. The CMC-based ITPS is composed of a corrugated core sandwich structure made
of C/SiC and Saffil® insulation. The aforementioned solver (with ablation terms
deactivated) is used to analyse it. A constrained optimisation algorithm based on
sequential least squares programming (SLSQP) implemented in Python® is used to
optimise the core and face sheets geometry for minimal thermal mass.

3. The solution based on lattice core-PCM sandwich structures is analysed via imple-
menting a homogenisation technique based on the semi-analytical model proposed by
Hubert et al. [22] and on the application of mixture rules, as reported in [23]. The PCM
behaviour is modelled with use of the apparent heat capacity method, implemented
in COMSOL® Multiphysics.

After treatment of each concept’s thermal design, a preliminary structural design for
each considered solution is described. In the end, a comprehensive evaluation of both the
thermal response results and the associated mechanical design is given. The results are
compared in terms of total mass.

2. Governing Equations

2.1. Ablation

The internal energy balance of the solid and pyrolysis gas takes the form of a classic
conduction equation combined with a source term that arises from the pyrolysis gas flow:

∂

∂t
(
ρCpT

)
+∇∇∇ ·

(
− ¯̄λ · ∇∇∇T

)
+∇∇∇ ·

(
ṁmm′′

g hg

)
= 0 (1)

In this equation, t denotes time, ρ and Cp the solid density and specific heat capacity,
respectively, T the temperature, ¯̄λ the thermal conductivity tensor, ṁmm′′

g the area specific
pyrolysis gas mass flow rate vector, and hg the enthalpy of pyrolysis gas.

If one assumes that a control volume V moves at speed vvvgr, through use of the Gauss’
theorem, one obtains [25]:

d
dt

∫∫∫
V

ρCpT d V +
∫∫

A
− ¯̄λ · ∇∇∇T · d AAA +

∫∫
A

ṁmm′′
g hg · d AAA −

∫∫
A

ρCpTvvvgr · d AAA = 0. (2)

The terms in Equation (2) can be interpreted as follows from left to right: time change
in internal energy of the control volume, conductive heat flux, convective heat flux due to
pyrolysis gas movement, and convective heat flux due to grid movement.

326



Aerospace 2023, 10, 319

With reference to Figure 2, the one-dimensional energy balance can be written as:

d
d t

∫
V ρCpTdz +

(
ṁ′′

g hg

)
right

−
(

ṁ′′
g hg

)
le f t

+
(

λ ∂T
∂z

)
right

−
(

λ ∂T
∂z

)
le f t

−(
ρCpTugr

)
right +

(
ρCpTugr

)
le f t = 0,

(3)

where z is a stationary coordinate and ugr is the grid velocity.

z

outer surface

a t=0

receding surface

at t=t*

recession s(t=t*)

ugr

Control volume

left right

mg
ll

Figure 2. Schematic of a one-dimensional control volume describing the coordinates and labeling
used in Equation (3).

The rate of decomposition of the material is temperature-dependent and can be de-
scribed via an Arrhenius equation:

d ρi
d t

= −ci

(
ρi − ρc,i

ρv,i − ρc,i

)nr,i

e−
Ai
T . (4)

As the material can be made of multiple components, the index i indicates the ith
component with its own decomposition law; c is called the pre-exponential factor, ρ, ρv,
and ρc the current, virgin, and char density, respectively, nr the reaction order, and Ai the
scaled activation energy. The density of the material is obtained via the weighted sum of
each phase:

ρ =
Np

∑
i=1

Γiρi, (5)

where i represents the considered phase, Np is the number of present phases, Γi is the
volume fraction of the ith phase, and ρi is the density of the ith phase.

The virgin material is generally assumed to be impermeable, thus forcing all gas
to leave through the outer surface [26]. All the material that did not remain solid, i.e.,
transitioning from virgin to char status, is in gaseous form. Thus, for an internal control
volume, as depicted in Figure 2, the pyrolysis gas mass flux is related to the decomposition
from virgin to charred material, described in Equation (4), via mass conservation:

∂ṁ′′
g

∂z
= −d ρ

d t
= −∑

i
Γi

d ρi
d t

. (6)

The char ablation needs to be considered in the mass conservation when considering a
control volume that includes the receding surface. At the surface of the ablative thermal
protection system, chemical reactions such as oxidation and nitridation take place [27].
Three components take part in this reaction:

1. The hot boundary layer gases of the flow,
2. The surface (mostly charred) solid material,
3. The pyrolysis gas emerging from the depths of the decomposing layer.
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If chemical equilibrium is assumed, the products of the reaction and their associated
properties such as enthalpy can be determined. Programs such as Mutation++ [27] or
CEA [28] can compute this equilibrium by minimisation of Gibbs energy. As an input, the
ratios of the three components listed above are needed. To obtain these, the mass flux of
the charred material ṁ′′

c and pyrolysis gas at the wall ṁ′′
g,w are non-dimensionalised:

B′
c =

ṁ′′
c

ρeueCM
(7)

B′
g =

ṁ′′
g,w

ρeueCM
, (8)

where ρe and ue are the boundary layer edge gas density and velocity, respectively; CM is
the local Stanton number for mass transfer. As a result of the surface chemistry calculation,
one receives:

B′
c = f

(
Tw, B′

g, p
)

(9)

hw = f
(

Tw, B′
g, p

)
, (10)

where Tw is the wall temperature, hw the enthalpy of the gaseous surface reaction products,
and p the pressure [29]. The enthalpy flux that is carried away from the material can then
be calculated using (ṁc + ṁg,w)hw. The charred material mass flux ṁc can be connected to
the surface recession rate ṡ via:

ṁc = ρwṡ, (11)

where ρw is the density of the solid material at the wall.

2.2. Energy Equation for ITPS

For a passive, non-ablative TPS, the energy equation can be written as a special case of
the already described one for an ablative material, in which ablation does not take place.

∂

∂t

(
ρe f f Cpe f f T

)
+∇∇∇ ·

(
− ¯̄λe f f · ∇∇∇T

)
= 0, (12)

where ρe f f is the effective density of the material, Cpe f f its effective specific heat capacity,

and ¯̄λe f f is the effective thermal conductivity tensor. However, a special treatment is
needed to describe the behaviour of the ITPS embedding a PCM. This is done by means of
the apparent heat capacity formulation [30]. The term corresponding to the latent heat of
fusion is included as an additional non-linear term in the definition of the heat capacity of
the material:

ρe f f Cpe f f =
∂H
∂T

= Ce f f + L
∂αl
∂T

, (13)

where Ce f f is the actual heat capacity, H is the enthalpy, L is the PCM latent heat of fusion,
and αl is the liquid fraction at the melting front.

2.3. Material Properties

In this section, the treatment for the material properties of each considered concept is
described.

2.3.1. Ablative Material

Difficulties in the determination of the local material properties arise from the thermal
properties of the ablative TPS that depend on the degree of char β. As the heat shield
material decomposes, the material properties, such as thermal conductivity or heat capacity,
change. One commonly used approach in literature [31,32] to model this change is to
prescribe fully virgin and fully charred material properties and interpolate based on the
weight fraction of virgin and charred material.
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The extent of the decomposition reaction β can be calculated through

β =
ρv − ρ

ρv − ρc
, (14)

where v refers to the virgin and c to the charred material; β is therefore 0 when the whole
material is virgin and 1 for a fully charred state. Because of the assumption that a denser
material contributes to the material properties to a higher degree, the weight fraction wv of
virgin material is introduced:

wv =
ρv

ρv − ρc

(
1 − ρc

ρ

)
=

ρv

ρ
(1 − β). (15)

The char weight fraction wc is then

wc = 1 − wv =
ρc

ρ
β. (16)

The heat capacity cp for instance is computed using:

cp(T, wv) = wvCp,v(T) + wcCp,c(T) = wvCp,v(T) + (1 − wv)Cp,c(T). (17)

2.3.2. Corrugated Core ITPS

The three-dimensional structure of the ITPS sandwich cores is homogenised to allow a
reduced treatment. A unit cell of a corrugated sandwich panel and its defining dimensions
are sketched in Figure 3. The corrugated sandwich consists of a top face sheet (TFS) with
thickness tT and a bottom face sheet (BFS) with thickness tB separated by the core thickness
tC. These are connected by webs of thickness tW at an angle of corrugation Θ. The voids
in-between are filled with a high temperature insulation material. The pattern repeats with
multiples of the unit cell length 2p.

tC

tT

Top Face
Sheet (TFS)

tB
Bottom Face
Sheet (BFS)

2p

tW

Web

Θ

FillingCore

Figure 3. Dimensioned sketch of a corrugated sandwich unit cell.

Effective properties for the core are derived from rule of mixtures. As density is based
on the volume fractions of the respective materials, a volume rule of mixtures is chosen
for this property. In contrast, heat capacity is defined by the respective mass fractions,
which leads to a mass rule of mixtures. The respective areas of web and filling are simply
the volumes divided by the core thickness tC. As this factor is common to both volumes,
there is no difference between areal and volumetric homogenisation for this case. Thus,
homogenisation equations for effective specific heat capacity Cp,e f f , effective density ρe f f ,
and effective thermal conductivity λe f f of the corrugated core are obtained as follows [16]:

Cp,e f f =
Cp,WρWtW + Cp,FρF(p sin Θ − tW)

p sin Θ
(18)
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ρe f f =
ρWVW + ρFVF

VC
=

ρWtW + ρF(p sin Θ − tW)

p sin Θ
(19)

λe f f =
λW AW + λF AF

AC
=

λWVW + λFVF
VC

=
λWtW + λF(p sin Θ − tW)

p sin Θ
. (20)

Here, the indices W and F refer to properties of the web and filling materials, respec-
tively.

2.3.3. Lattice Core ITPS with Embedded PCM

Orthotropic cell geometry leads to an orthotropic effective thermal conductivity tensor
of the composite. Several types of lattice cores exist. The ones most investigated in the
literature are the cubic ones inspired by Bravais crystals; see Figure 4. Excluding the bcc
cell, which exhibits an isotropic morphology, cubic arrangements of these cells exhibit
orthotropic behaviour.

fcc fccz

bcc bccz

f cc f ccz
2 2

f bcc
2

f bccz
2

Figure 4. Possible lattice types for cubic unit cells.

The effective thermal conductivity tensor must be written in the form

¯̄λe f f =

⎡⎣λxy 0 0
0 λxy 0
0 0 λz

⎤⎦, (21)

where x and y are the in-plane coordinates and z the out plane one in Figure 4, and the
three-dimensional problem can be reduced to a two-dimensional one. The respective
values for the thermal conductivity are obtained using a semi-analytical correlation for the
definition of the relevant contributions in the equation, as according to Hubert et al. [22].

λi = λPCMε + λsGi(1 − ε), (22)

where i indicates a generic principal direction, λPCM is the thermal conductivity of the
PCM, λs is the thermal conductivity of the metallic lattice structure, Gi is a dimensionless
term that addresses the topology of the cell and is different for different directions, and
ε is the porosity of the lattice structure. The effective density, effective specific heat, and
effective latent heat of fusion can be easily obtained via the mixture rule as described in
detail by Piacquadio et al. [23].

3. Solver for Ablative TPS and Corrugated Core ITPS

Using the governing equations described above, a software tool based on the finite
volume method (FVM) for the calculation of the thermal response of both ablative and
corrugated core ITPS is implemented in Python®. The implementation in Python® allows a
simplified connection of the realised solver with different optimisation packages, which
allow one to optimise the thermal mass. This way, an easy and accurate comparison of the
two options is achievable. For this reason, the tool is named Hot-Structure and Ablative
Reaction Shield Program (Hot-STARSHIP). Figure 5 shows a flowchart of the program.

330



Aerospace 2023, 10, 319

Figure 5. Flowchart of the developed FVM solver. The dashed line indicates a shortcut for the
non-decomposing case.

3.1. Verification

To verify the accuracy of the solver, the solution for non-ablative and non-decomposing
materials can be compared with available analytical solutions. The solver is able to ac-
curately predict the thermal response of a passive TPS. The details of this verification
procedure can be found in Appendix A. As there is no known analytical solution for the
decomposing case, a comparison with other programs is performed. For this purpose, the
theoretical ablative composite for open testing (TACOT) material is used, and the results
presented by Lachaud et al. in [33] are used for verification. For the considered verification
sample, a 7% higher recession was obtained by Hot-STARSHIP compared to the software
presented in [33] (PATO or Amaryllis). The final difference between the results of the two
solvers for the back-face temperature is about 12 K, and the average difference is even
lower as the two curves cross each other (Appendix A, Figure A2). This is considered to be
accurate enough for fast preliminary design purposes and for mass optimisation.

3.2. Optimisation

Due to its simplicity and the implementation in Python®, the Hot-STARSHIP solver
can be easily connected to a constrained optimisation algorithm. The constraints are given
via maximum achievable temperatures at the boundaries.

For the ablative material case, the constraint is given only by the maximum back-face
temperature of the material. As this is in contact with the support structure, which is often
made of carbon fibre-reinforced polymers (CFRP), the maximum temperature is set to 80 °C.
For the mass optimisation, in this case, it is sufficient and faster to solve a root-finding
problem for the back-face temperature. As a thin TPS, while being lighter, will have higher
back-face temperatures, the minimum mass, i.e., the minimum thickness th, is the one that
matches the maximum allowable back-face temperature. The root-finding problem can be
expressed as:

Find th so that f (th) = T − 353.15 K !
= 0 (23)

where th is the material thickness and T is the back-face temperature. As each function
evaluation of f (th) translates to a whole run of the transient solver, a fast convergence of
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the algorithm is key. As the function f (th) is univariate, algorithm 748 from Python’s scipy
package with a convergence order of 2.7 is chosen [34,35].

For the corrugated core ITPS, two temperature constraints must be fixed. The first
one, i.e., TFS temperature, depends on the maximum operative temperature of the face
sheet material. The second one, i.e., BFS temperature, is dependent on the underlying
components. A common choice is to fix this to a maximum of 373 K (100 °C). This work
considers C/SiC based CMCs for the corrugated core ITPS. The maximum operative
temperature is fixed at 1400 K. The geometric variables that influence the thermal response
are fitted into a vector of variables xxx = [tT , tC, tB, tW , p, Θ]T , with reference to Figure 3. The
minimisation problem then takes the following form:

min
xxx

f (xxx) with ggg(xxx) < 0 (24)

where f (xxx) is the function to be minimised and ggg is a vector-valued function of constraints.
The function f can be written as:

f (xxx) = ρTtT +
ρWtW + ρF(p sin Θ − tW)

p sin Θ
tC + ρBtB (25)

The constraint functions split the domain of xxx into a feasible range that fulfills the
constraints function and an infeasible one.

ggg(xxx) =
[

TB − 373 K
Tmax − 1400 K

]
!
< 0 (26)

For this study, the sequential least squares programming algorithm (SLSQP) from the
Python® scipy package [36] is chosen. It has a high success rate up to problem dimensions
of 20 compared to similar methods [37]. It is therefore well-suitable for the size of this
problem.

4. Parametric Study of the Lattice Core-PCM ITPS

The use of a PCM is considered here to allow for a reduction of the wall temperature
and thus the use of metallic alloys with high specific mechanical properties. The PCM
should not be employed with a thermal insulation purpose as, in fact, a high thermal
conductivity is needed to improve the thermal energy storage potential and thus reduce
the wall temperature. The amount of PCM, i.e., the thickness of the lattice core, is directly
related to the thermal response and is thus considered as a geometric parameter. To obtain
thermal protection without mass increase, it is inefficient to consider a sandwich structure
with a single core in which the PCM is embedded and for which the constraint is the same
of a common ITPS, i.e., a maximum bottom face sheet temperature of 100 °C. Exploiting
the design flexibility offered by additive manufacturing, a multi-material, hierarchical
sandwich structure, as schematically shown in Figure 6, made of two stacked sandwiches
can be designed. In the outer sandwich core, the PCM is embedded, whereas the inner one
has a thermal insulation functionality.

t c
in

s
t c

P
C

M

Top facesheet
PCM-lattice core 

(high effective thermal conductivity)

Mid sheet

Insulation-lattice core 

(low effective thermal conductivity)

Bottom facesheet

z

x y

INNER

OUTER

Figure 6. Schematic of a hierarchical lattice core ITPS, in which the PCM is embedded in the outermost
core (orange), and a fibrous high temperature insulation is embedded in the innermost core (blue).
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The considered material for the lattice structure in which the PCM is embedded is
CuCr1Zr, a commonly used alloy for additively manufactured components in the aerospace
field. The top face sheet is made of high temperature nickel alloy, i.e., Inconel®718. The
center face sheet, lattice core of the insulation layer, and bottom face sheet are, for simplicity
of treatment, considered to be made of Inconel 718 as well.

The different parts can be joined via brazing in different steps or via bi-metallic additive
manufacturing. Several geometrical parameters influence the thermal performance of the
structure, namely unit cell topology, unit cell size, strut radius, and porosity. For cubic unit
cells, if the porosity, the unit cell, and the cell size are fixed, the strut radius is obtained as a
dependent variable.

The results already present in the literature ([22,23]) allow for the reduction of the
number of geometric parameters that must be varied to evaluate the thermal response
of the lattice structure-PCM composite. Indeed, the f2ccz cell is consistently the unit cell
that exhibits the highest out-of plane thermal conductivity for a given porosity. This is not
true for the bcc unit cell, which shows the lowest thermal conductivity. Thus, the chosen
unit cell topologies are trivially f2ccz for the PCM core and bcc for the insulation core.
Similarly, the porosity of the lattice structure for the insulation core should be as high as
possible to reduce both mass and effective thermal conductivity, thus leading to a trivial
choice. The same is not true for the PCM core. The effective thermal conductivity should
be high enough to improve the thermal energy storage of the PCM, but, as the conductivity
increases with diminishing porosity, it should be kept as low as possible to keep mass at a
minimum. For this reason, the porosity is varied in a range, as reported in Table 1. Similarly,
the PCM core thickness defines the PCM mass available and thus the thermal response.
This is therefore also a parameter to be varied in the study. The insulation core thickness is
varied as well, as it influences the effective thermal resistance. The geometric parameters
and their range are summarised in Table 1.

Table 1. Geometrical parameters of the lattice structures with reference to Figure 6.

Core Unit Cell Porosity [-]
Core Thickness tC

[mm]

PCM (outer) f2ccz (0.95–0.8) (5–20)
Insulation (inner) bcc 0.95 (10–50)

In addition to the geometrical parameters, the thermo-physical properties of the PCM
should be considered. A comparably high thermal diffusivity is beneficial for obtaining a
fast expansion of the melting front. However, this is not beneficial to the overall thermal
protection purpose. Additionally, a material with comparably high latent heat of fusion
should be chosen. The melting point also defines the thermal response of the structure.
Finally, density of the material has an obvious influence on the lightweight potential
of the component. Therefore, it is clear that the material choice does not have a trivial
indication. The parametric study performed in this work includes a plausible domain of
geometrical variables and and different materials. In particular, the PCMs listed in Table 2
are considered to cover a wide range of melting point, latent heat of fusion, and thermal
diffusivity. The listed properties are considered at room temperature. The listed materials
are all compatible with Inconel or materials with higher nobility.
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Table 2. Thermophysical properties of the studied PCMs with different melting points.

Material
Density
[kg/m3]

Specific Heat
Capacity
[J/(kg K)]

Thermal
Conductivity

[W/(m K)]

Thermal
Diffusivity

[mm2/s]

Melting Point
[°C]

Latent Heat of
Fusion
[kJ/kg]

Erythritol 950 1900 0.4 0.22 134 213
LiCl(37%)-LiOH 1550 2400 1.1 0.29 262 485
KCl(61%)-MgCl2 2110 900 0.8 0.42 435 351

Li2CO3(22%)-
Na2CO3(16%)-

K2CO3

2340 2000 1.9 0.40 580 288

The solution of the problem associated with the composite of metallic lattice core and
embedded PCM is not implemented in Hot-STARSHIP. Instead, the commercial solver
COMSOL® Multiphysics is used, which is based on the finite element method (FEM). It im-
plements the apparent heat capacity method described in Section 2.2. The homogenisation
approaches described in Section 2.3.3 are used for both the PCM and insulation core.

5. Results and Discussion

5.1. Boundary Conditions

The ADD is extended via a group of mechanisms with two anchoring points on
the structure. One at the root, the other at half of the ADD’s longitudinal length, as
schematically shown in Figure 7. Rigid body elements are used to connect the fixation
points to the structure. All translational and two rotational degrees of freedom (DOFs) are
restricted. Only the rotational DOF about the y-axis is not.
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A-A
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z

RBEs

RBEs

Dynamic pressure distribution

Dynamic pressure

 distribution

ADD

ADD
(circumferential view)

Longitudinal viewa)

b)

Figure 7. Mechanical boundary conditions (in black) and mechanical load (in red) acting on the ADD:
(a) in a longitudinal view of the ADD, (b) in a circumferential cut (A–A) view.

The input convective heat flux is obtained from the reference mission analysed in the
Recovery and Return to Base project of the Horizon 2020 programme. In this work, the
focus lies on the ADDs of the first stage analysed within the project.

During ascent, the four identical quarter shells (Figure 1) form a cylindrical shell and
function together as primary structure of the launcher’s interstage. During atmospheric re-
entry, the ADDs are extended to act as aerodynamic decelerators and therefore experience
high mechanical and thermal loads.

Based on the re-entry mission analysis, computational fluid dynamic (CFD) simula-
tions were performed to obtain the heat flux distribution on the rocket body at the point
of maximum heat flux of the trajectory, which corresponds to an altitude of 35 km and
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MACH = 8 speed. To obtain the heat flux variation as a function of time, the trajectory
data is analysed with the Sutton–Graves formula [38]. The heat flux distribution on the
ADDs as a function of time and longitudinal position along the component is obtained via
interpolation and is reported in Figure 8a. The time t = 0 corresponds to the moment of
the point of the descent trajectory at which the input convective heat flux at stagnation
point first reaches 1 kW/m2. In a similar way, the pressure distribution is obtained and is
reported in Figure 8b.
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Figure 8. (a) Heat flux distribution along the ADD longitudinal coordinate as a function of time;
(b) dynamic pressure distribution along the ADD longitudinal coordinate as a function of time.

The overall simulation time for the transient thermal analysis is 250 s. Although the
convective heating approaches zero after approximately 100 s from the considered initial
condition, additional simulation time is considered to take into account heat diffusion
within the structure. Although, after the hypersonic and supersonic phases of the flight,
convective cooling takes place on the body, the conservative assumption is made that
only radiative cooling takes place. To simplify the representation of the thermal analysis,
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only a section of the ADD is considered in the following. The time curve corresponding
to the local maximum of 400 kW/m2 at the longitudinal position of 2.2 m on the ADD is
considered. The pressure distribution is applied on the whole component.

The thermal boundary conditions of the problem are schematically shown in Figure 9.
It should be noted that the simulation of the ablative TPS differs from the ITPS cases
because of the presence of blowing of the ablation products. The input convective heat flux
is corrected via a blowing-corrected heat transfer coefficient, which is calculated as in [39].
The value for the term ρeueCH still needs to be assumed and is conservatively defined to be
0.3 as in [33]. The output radiative heat flux is obtained assuming heat transfer with the
environment at room temperature. The emissivity of the TFS of the ITPS is assumed to be
0.8. The emissivity of the ablative material depends on the char grade and is obtained from
empirical data implemented in the material model.

Input convective heat flux

Output radiative heat flux

Ablation products blowing

Pyrolised layer

q=0q=0

z

s(
t)

z

Figure 9. Applied thermal boundary conditions for (left) an ablative material and (right) for an
homogenised ITPS with different cores.

5.2. Thermal Response of the Ablative TPS

The analysed material is PICA [40]. It exhibits a low recession rate, however, it
also has a relatively high thermal conductivity. The root finding algorithm described in
Section 3 is used to obtain the minimal thickness of the material. Figure 10a shows the
temperature evolution at different points within the material as a function of re-entry time.
Figure 10b shows the recession as a function of re-entry time. In Figure 10a, z is considered
the thickness coordinate, which is fixed in space, i.e., the origin lies on the outer edge
of the virgin ablative material. For this reason, several temperature curves end abruptly,
indicating that the material at the corresponding coordinate ablated away at the given
time point. The recession s is obtained by the subtraction of the initial thickness of the
virgin material and the position of the moving ablating surface, as shown in Figure 9.
The minimum thickness obtained is 47 mm, and a recession of 14.3 mm takes place. The
additional material that does not ablate until the end of re-entry is necessary to respect
the imposed constraint at the back-face temperature. Due to the relatively high thermal
conductivity of PICA, much more material is needed for a proper insulation. The areal
weight is 10.75 kg/m2.
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Figure 10. (a) Temperature evolution during re-entry. Wall indicates the receding outer surface,
whereas the other temperature curves are at fixed z coordinate; (b) material recession of the ablative
PICA TPS during re-entry.

5.3. Thermal Response of the Corrugated Core ITPS

While the focus of this work aims at comparing ablative TPS with a novel ITPS based
on metallic lattice core sandwich structures with PCMs embedded, the comparison with
CMC-based corrugated ITPS is useful, as this technology is established in the literature. The
considered structural material is an existing C/SiC composite obtained via chemical vapour
infiltration whose properties are homogenised based on [10]. The thermal conductivity
parallel to the fibre orientation is considered on the webs, whereas the one orthogonal
to the fibre is considered for the face sheets. The filling material considered is the Saffil®

fibrous insulation felt.
The SLSQP optimisation algorithm described in Section 3 is used to obtain the geo-

metrical parameters of the component, which are reported in Table 3. The obtained overall
areal weight is 23.7 kg/m2. Figure 11 shows the temperature evolution under the same
boundary conditions previously analysed. It can be noticed that a thermal gradient of
1100 K is present between the top face sheet and the bottom face sheet. This indicates that
the optimisation reached its goals, achieving a component with a very low effective thermal
diffusivity. This allows the re-radiation of a wide amount of the convective heat input. This
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design is beneficial from the thermal protection design point of view. However, due to
the combination of high stiffness of C/SiC and high thermal gradient, thermo-mechanical
stresses can become a concern, given the low specific strength of CMCs.

Table 3. Optimized geometric parameters for the corrugated core ITPS.

Parameter Value

tT 1.7 mm
tC 35 mm
tW 1 mm
p 25 mm
θ 60°
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Figure 11. Temperature evolution at different points in the out-of-plane direction (z) for the optimised
CMC-based corrugated core ITPS.

5.4. Thermal Response of the Lattice Core-PCM ITPS

In Figure 12, the wall temperature variations during the re-entry trajectory for different
PCMs are shown. The geometric parameters are fixed to allow comparability between the
results (tcPCM = 10 mm, ε = 0.9, tcins = 40 mm). The other parameters are fixed a priori, as
reported in Table 1.

It can be noticed that a low temperature peak at the top face sheet corresponds to
the eutectic mixture Li2CO3(22%)-Na2CO3(16%)-K2CO3, which, however, exhibits a much
higher melting point. This indicates that the thermal behaviour is ascribed to only sensible
heat storage. This indicates that the material is not suitable for lightweight latent heat
thermal energy storage, as its thermal behaviour is only related to the high thermal mass.

Erythritol, which is the lightest material and also exhibits the lowest melting point,
is not suitable for the application. Although a low melting point is advantageous, the
low latent heat of fusion compared to other materials makes it an inappropriate choice.
The KCl-MgCl2 mixture exhibits a comparably high latent heat, which is shown via the
flattening of the temperature curve around its melting point. However, the melting point
is higher than that of the LiCl-LiOH mixture, which also shows the highest latent heat of
fusion. Thus, the material choice for further consideration in the geometric parametric
study falls on the LiCl-LiOH mixture.
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Figure 12. Temperature evolution on top and bottom face sheets for different PCMs.

In the following Figures 13–15, the parametric study for different geometrical param-
eters is described. Figure 13 shows the wall temperature (top face sheet) evolution for
different PCM core thicknesses and porosities of the lattice structure. It can be noticed
that the thickness has the highest influence on the thermal behaviour. Diminishing returns
in terms of wall temperature reduction are observed with increasing thickness. On the
other hand, for a small core thickness, the effect of varying porosity, and thus varying
effective thermal conductivity, is marginal. However, for increasing core thicknesses, the
effective thermal conductivity becomes more relevant. Indeed, the difference between wall
temperature peaks at different porosities increases for the same core thickness.

One can notice that the peak of the temperature curve corresponding to a wall thickness
of 20 mm and porosity ε = 0.95 is higher than the one corresponding to a core thickness
10 mm and porosity ε = 0.9. Even in this case, diminishing returns are observed. Higher
peak temperature reductions are observed, e.g., between ε = 0.95 and ε = 0.9 than between
ε = 0.85 and ε = 0.8.

If one considers mass as a limiting constraint, no trivial optimum exists. To minimise
mass, porosity should be as high as possible, as the lattice core material is heavier than the
PCM material. The core thickness has a cubic relationship with the bending stiffness of the
structure. Therefore. it can not be a priori minimised.

One should notice that all configurations considered are effective in reducing the wall
temperature with respect to the case of sensible thermal energy storage of, e.g., a corrugated
core ITPS. Indeed even for a core thickness of only 5 mm, the wall temperature reaches a
peak of maximum 797 K (524 °C) , which is well below the maximum operative temperature
of both Inconel 718 and CuCr1Zr alloys. Therefore, a valid range of core thickness between
5 mm and 10 mm can be considered for application. All in all, a sweet spot can be identified
at a core thickness of 10 mm and a porosity of ε = 0.9. In such a configuration, the wall
temperature does not drastically overshoot the melting point of the PCM.
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Figure 13. Temperature evolution for different PCM core thicknesses (tcPCM ) and porosities (ε) of the
lattice structure.

Figure 14 shows the temperature curves for the top face sheet and the bottom face
sheet for different insulation core thicknesses. The PCM core geometrical features are
fixed at the identified optimum. The porosity of the insulation core is fixed at ε = 0.95 to
obtain a low effective thermal conductivity. Increasing the thickness leads to higher thermal
resistance, which can be observed with the progressively flattening temperature curves of
the bottom face sheet. The temperature of the top face sheet is marginally influenced by the
insulation core, as the temperature curves for such a point of the component are dominated
by the latent heat thermal energy storage. Considering the bottom face sheet temperature
constraints previously described, the case of an insulation core thickness of 10 mm should
be discarded. On the other hand, an insulation core thickness of 50 mm does not bring
appreciable differences with respect to the thinner 40 mm case. Therefore, it should also be
discarded. Table 4 summarizes the final material choice and the identified valid geometrical
parameters range. Finally, Figure 15 shows the temperature curves of different positions
along the out-of-plane direction for the case of a hierarchical sandwich with a PCM core
thickness of 10 mm, ε = 0.9, and a thickness of the insulation layer of 40 mm.
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Figure 14. Top and bottom face sheet temperature evolution for different thicknesses of the insulation
layer (tcins ).
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Table 4. Geometrical and physical properties of the lattice core-PCM ITPS layers, with reference to
the schematic in Figure 6.

Layer Component Material
Thickness

[mm]
Volume
Fraction

Density
[kg/m3]

Areal Weight
[kg/m2]

1 Top face sheet (TFS) Inconel 718 1 1 8170 8.17
2 PCM lattice core CuCr1Zr (5–10) 0.1 8900 (4.45–8.9)
2 PCM LiCl-LiOH (5–10) 0.9 1550 (6.97–13.95)
3 Center face sheet Inconel 718 1 1 8170 8.17
4 Insulation lattice core Inconel 718 (20–40) 0.05 8170 (8.17–16.34)
4 Insulation Saffil® (20–40) 0.95 96 (1.82–3.64)
5 Bottom face sheet (BFS) Inconel 718 1 1 8170 8.17

Total (45.92–67.34)
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Figure 15. Temperature profile of the hierarchical sandwich structure (tcPCM 10 mm, ε = 0.9, tcins

40 mm) with schematic description of the evaluation points considered.

One can observe that the overall areal weight of the obtained composite is higher
than both solutions previously considered. This is mainly due to the high density of the
structural materials in face sheets and lattice cores. However, a proper treatment of the
overall mass cannot ignore the contribution of the structural design to the mass budget.
This is described in what follows.

5.5. Preliminary Structural Design

It was shown that an ablative material can offer the best thermal protection capability
at the minimum mass from a thermal design point of view. This conclusion is not trivial
when considering the structural performance. In particular, regarding a heavily loaded
structural element, such as the ADD discussed in this work, the structural mass can
represent the highest contribution to the overall mass budget. Considering a sandwich
ITPS could therefore be advantageous for overall mass reduction. Having both the thermal
and the structural mass integrated within one component, no add-on mass such as in the
case of the ablative TPS is present. Additionally, from the operative point of view of an
RLV, a reusable passive TPS is considered advantageous compared to ablative materials.
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However, ITPSs not only face mechanical loads due to the dynamic pressure, but additional
thermo-mechanical ones. Therefore, a mechanical analysis of the considered solutions
is necessary to assess the overall lightweight potential of the considered solutions. The
thermal loads applied are the ones corresponding to the time step at which the highest
thermal gradient is present. The mechanical load is the same for all three structures, namely
the maximum dynamic pressure distribution (see Figure 7).

In the following, the two thermally optimised ITPS concepts from above are analysed
using FEM simulations under mechanical and thermal loads. For the ablative TPS concept,
a CFRP sandwich structure is designed iteratively to function as a load-bearing structure
attached to the inside of the ablative layer of the ADD. This allows for a comparison of
structural performance as well as total mass of the concepts. The following configurations
were chosen from the previous sections:

1. For the corrugated core ITPS solution, no modification of the design is made, and the fi-
nal geometrical configuration obtained from the thermal optimization (see Section 5.3)
is analysed under mechanical and thermal loads.

2. The considered configuration of the lattice core-PCM ITPS is the one on the higher
end of the geometrical ranges considered in Section 5.4 (i.e., tcPCM = 10 mm, ε = 0.9,
tcins = 40 mm).

3. The mechanical analysis of the load-bearing structure for the ablative PICA TPS
analysed in Section 5.2 is used to iteratively optimise the CFRP laminate. The goal of
the optimization is to obtain a layup that does not exhibit material failure under the
mechanical loads.

The three configurations are tested under the same mechanical boundary conditions
described in Section 5.1 (see Figure 7).

5.5.1. Load-Bearing Structure Carrying the Ablative TPS

The dynamic pressure load acts on the component mainly via bending. Thus, the
most promising lightweight design concept is that of a sandwich structure. To maximize
the load bearing capability to mass ratio, the sandwich is designed with an aluminium
honeycomb core between CFRP face sheets. As schematised in Figure 7, the bending
load due to pressure acts bi-directionally on the component, i.e., bending it around the
longitudinal (x-)axis and the circumferential (y-)axis. While an increase of the aluminium
core thickness increases the stiffness of the structure, stresses in the face sheets are increased
as well. Therefore, X-shaped aluminium reinforcements are introduced on the inner face
sheet of the ADD against bending deformations, as shown in Figure 16.

Figure 16. Structural design of the load-bearing composite sandwich structure carrying the ablative
TPS with reinforcements in form of an X-shaped frame and beams along the outer edges.

The layup and dimensions of the structure were determined in an iterative design
process using geometrically non-linear static analyses in Abaqus® 2020 on a mesh con-
sisting of a linear shell and beam elements. Typical material data for unidirectional (UD)
T700 prepreg material and aluminium honeycomb are used (see Appendix B). Due to
the optimised ablative TPS, virtually no thermal loads act on the load-bearing structure
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underneath. Therefore, only dynamic pressure loads (see Figure 8b) are considered. In
the laminate, the number and orientation of the UD layers was iterated, as well as the
cross-section of the X-shaped reinforcements and the frame along the ADD’s perimeter.

The obtained design has face sheet laminates with a thickness of 1.75 mm each and a
core thickness of 50 mm, resulting in a mass of the structure of 35 kg. For the evaluation
of stresses in the composite material, the Tsai–Wu failure criterion [41] is utilised with the
goal of maintaining the criterion in all layers below 1.0. For sake of brevity, only the failure
criterion values in the most critical composite layer with the highest failure criterion overall
are reported (see Figure 17). As the maximum value of 0.92 occurs at border of the ideally
stiff boundary condition, stresses in the real component are assumed to be lower than
calculated here.

This preliminary structural design study was performed to obtain a benchmark design
whose mass can then be compared to the lattice core and corrugated core ITPS solutions.
It can be concluded that it was feasible to find a lightweight design for the load-bearing
structure when subjected to dynamic pressure loads. The reported mass of 35 kg is that
of the load-bearing structure only. The mass of the PICA TPS layer amounts to 32 kg per
ADD, thus resulting in an overall mass of 67 kg (neglecting bonding, attachment points,
inserts, etc.).

Figure 17. Tsai–Wu failure criterion in the critical composite layer of the load-bearing structure.

5.5.2. Corrugated Core ITPS

For the corrugated core ITPS, the optimised configuration obtained from the ther-
mal study is considered in the mechanical analysis. A quasi-isotropic laminate layup
is considered. The same mechanical boundary conditions described for the honeycomb
structure of the ablative TPS are applied (see Figure 7), and the commercial solver ANSYS®

APDL is used. To take into account the thermal deformation, a coupled thermo-mechanical
analysis is performed. The thermal solver is used to obtain the temperature field on the
whole structure for the time point at which the maximum outer facesheet temperature is
reached, which also corresponds to the maximum thermal gradient. The analysis leads
to the results shown in Figure 18. The material properties are reported in Table A5. Due
to the lack of established failure criteria for CMCs, the Von Mises equivalent stress on the
component is reported. Widespread failure in several parts of the component is detected.
The material tensile strength of 260 MPa is exceeded in several points of the structure, even
far from the constraints where a local, artificial increase in stress is observed. This is mainly
due to the high thermal gradient acting on the structure. The sandwich structure offers a
high bending stiffness, which, although advantageous for the mechanical loading of the
component, leads to high thermally induced stresses. Although the material exhibits a low
coefficient of thermal expansion (CTE), the thermal stresses still exceed the allowable values
in several sections of the component. Future design involving different fibre orientations
that achieve a three-dimensional tailoring of the CTE might mitigate the incurred failures
while retaining high bending stiffness.
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Figure 18. Von Mises stress [MPa] for the corrugated core ITPS subjected to coupled pressure and
thermal loads.

5.5.3. Lattice Core-PCM ITPS

The lattice core/PCM solution faces milder thermo-mechanical loads compared to the
corrugated core ITPS (cf. Section 5). The maximum top face sheet temperature reaches 618 K,
whereas the inner face sheet remains at the initial temperature of 300 K (see Figure 15).
Due to the direct bonding of different materials, their difference in coefficient of thermal
expansion (CTE) leads to high thermo-mechanical stresses. To calculate these stresses, the
temperature field through the thickness of the ADD is required. Therefore, in a first step, we
calculate the temperature field by a steady-state heat transfer simulation in Abaqus® 2020.

The thermo-mechanical model consists of linear shell elements to model the three face
sheets and linear beam elements for the lattice struts. The structural analysis is split in two
load steps:

First, the previously calculated temperature field is applied to the model with respect
to its stress-free initial state at a temperature of 298 K (room temperature). The CTEs of the
materials are assumed constant over the entire temperature range. For the FE model of the
lattice-PCM ITPS solution, the same constraints are used as in the simulations of the other
two TPS concepts (see Figure 7).

In a second load step, the dynamic pressure during re-entry is applied to the outer
face sheet of the sandwich structure in addition to the persisting thermo-mechanical loads.
The resulting deformation is plotted in Figure 19, showing a maximum displacement of
42 mm.

The results of the structural analysis for both load cases are summarised in Table 5.
It can be observed that the greater part of the deformations and stresses arises from
the thermal gradients, not from the additional pressure load. The comparison with the
allowable yield stresses leads to the conclusion that the thermally optimised design is not
feasible from a mechanical design point of view.

In all layers made from Inconel 718 (i.e., face sheets and inner lattice core), stresses do
not exceed the allowable to a level that could not be managed by further optimization of
geometric parameters.
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Figure 19. Deformation of the outer face sheet in millimetres on the lattice/PCM model for combined
thermal and pressure loading. Cutouts represent the areas with local effects around the nodal
constraints that were ignored in stress evaluations.

Table 5. Results of the mechanical simulation for the lattice core/PCM solution (see evaluated area in
Figure 19).

Load Case
Max.

Displacement
[mm]

Outer Face Sheet
Max. von Mises

Stress
[MPa]

Inner Face Sheet
Max. von Mises

Stress
[MPa]

Inner Lattice Core
Max. Principal

Stress
[MPa]

Outer Lattice Core
Max. Principal

Stress
[MPa]

Thermal 35.6 1196 1197 744 698
+Pressure 42 1195 1177 752 707

Allowable 1035 1035 1035 310

The lattice in the outer core is made from an additively manufactured CuCr1Zr alloy
with a yield stress of 310 MPa. The yield stress in the CuCr1Zr struts is exceeded by a
factor of more than two in both load cases. It can therefore be concluded that the design
resulting from the thermal optimization is not feasible from a mechanical engineering point
of view. This requires the choice of a different material for the outer lattice core that has
high strength and at the same time good thermal conductivity, e.g., tungsten.

5.6. Final Mass Estimation

The three presented ADD concepts were initially optimised for thermal perfor-
mance (Sections 5.2–5.4) and then analysed in terms of mechanical performance (cf.
Sections 5.5.2 and 5.5.3). The load-bearing structure for the ablative TPS was iterated
to obtain a feasible design of the composite sandwich layup (Section 5.5.1). For a
holistic comparison of the concepts in the context of their application in a reusable
microlauncher, their masses are an important performance indicator and are therefore
compiled in Table 6.

Table 6. Mass comparison of the three TPS concepts.

Ablative TPS CMC Corrugated Core Lattice Core / PCM

Component Mass [kg]
Areal

Density
[kg/m2]

Component Mass [kg]
Areal

Density
[kg/m2]

Component Mass [kg]
Areal

Density
[kg/m2]

Face sheets 71 23.7
CFRP

sandwich 35 11.7 CMC 60 20 Lattice core 99 33

PICA TPS 32 10.7 Insulation 11 3.7 PCM 42 14

Σ 67 22.4 Σ 71 23.7 Σ 212 70.7
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It can be seen that the ablative TPS with the load-bearing CFRP sandwich structure
is the lightest concept, followed by the CMC corrugated core. The proposed hierarchical
lattice core / PCM solution has a significantly higher mass, at a factor of three compared
to the other concepts. It must be noted that the CMC corrugated core as well as lattice
core/PCM solution were not optimised for structural performance but only for thermal
performance. Therefore, their masses as well as the resulting stresses cannot be taken as an
absolute measure for performance of the concepts. Rather, the comparably high mass/poor
mechanical performance of the ITPS solutions should be seen as an indication that further
optimization of these structures is required.

6. Conclusions

This work described the multidisciplinary design of an aerodynamic drag device used
to allow a passive re-entry, i.e., avoiding retropropulsion, of a reusable launch vehicles’
first stage. The drag device consists of four sub-components and represents, in a closed
configuration, the interstage of the launcher. In the extended configuration, high thermal
and mechanical loads are experienced. To achieve a lightweight design, a holistic design
approach is required. Therefore, in this work, both thermal and mechanical analyses are
conducted. Three different concepts are compared: One is based on an ablative thermal
protection system and a CFRP-aluminium honeycomb sandwich structure. The second is a
sandwich structure representing a so-called integrated thermal protection system based on
a ceramic matrix composite. The third is, as well, an integrated thermal protection system,
whose design is based on the use of metallic lattice structures in which a phase change
material is embedded. The main results as well as the outlook for each analysed technology
are summarised as follows:

• Ablative TPS solution

– The separation of thermal and structural functions allows one to use efficient
materials and construction methods for each absolved function, namely PICA
for thermal protection and CFRP-aluminium honeycomb sandwich for load-
bearing functionality.

– The solution delivers the lowest overall mass.
– It is easier to obtain a feasible solution because of the two high-TRL solutions

used in this concept.
– Reusability is a concern. Indeed, after-flight maintenance operations should in-

clude either a check of the receded amount of ablative material or a re-application.
Alternatively, a fast-swap concept can be considered, directly removing and
substituting both the structural element and the thermal protection system.

• ITPS-CMC corrugated core sandwich

– The concept represents a lightweight, reusable solution for thermal protec-
tion purposes.

– However, the thermally optimised solution does not withstand the thermo-
mechanical loads.

– Although ceramic matrix composites exhibit a low coefficient of thermal ex-
pansion, the high thermal gradients and the high stiffness lead to high thermal
stresses compared to the low tensile strength of the material. Improvements in
this direction are needed to allow a load bearing functionality of CMC-based
TPS. Three-dimensional CTE tailoring via appropriate fibre orientation can be
considered in future work.

• ITPS-Lattice core/PCM

– The integration of a PCM drastically reduces outer wall (top face sheet) tem-
peratures and therefore allows use of materials with high specific mechanical
properties, i.e., Inconel.

– However, thermal stresses above the yield strength of the respective materials in
the different layers are identified. These can be caused by mismatch in the CTE of
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the different materials and high bending stiffness. Additionally, the use of copper
alloy, although beneficial to improving the thermal conductivity of the PCM, has
the drawback of a low specific yield strength.

– Different material combinations can be considered in the future. In particular,
given the obtained operative temperatures, titanium based alloys are good candi-
dates for the face sheets and for the insulation core. High temperature aluminium
alloys, which retain their strength up to 300°C, could be considered for the PCM
core. This way, a higher lightweight potential can be obtained.

– Additive manufacturing allows for local adaptation of the structure. Local op-
timization of lattice unit cell parameters can allow further mass reduction with
improved thermo-mechanical behaviour.

For use in a reusable microlauncher, a holistic assessment of load-bearing TPS struc-
tures is required. Specifically, the reusability requirement could make the use of ablative
TPS expensive compared to heavier solutions with lower expected overhaul time and cost
between launches.

Future work should aim at improved thermal analyses with better estimation of the
boundary conditions, i.e., a better definition of the ambient temperature for the radiative heat
exchange term of the outer surface. Such ambient temperature should be based on piecewise
interpolation of ambient temperatures at different points during the flight trajectory.

Furthermore, future activities will concentrate on the multi-objective (thermal and
mechanical) optimisation of the two reusable TPS solutions (CMC corrugated and lattice
PCM). Only in this way can an integrated structure with good thermal and mechanical
performance be obtained. More adequate material choice and combination should be
considered among the parameters of the optimisation as well. Furthermore, manufacturing
constraints that hinder the construction methodology need to be taken into account. Indeed,
the manufacturing of CMCs is still not mature enough to monolithically realise such wide
and complex components. On the other hand, the maximum size of realisable metallic
structures via additive manufacturing is still small compared to the size of the component
considered in this work. The joining techniques, e.g., brazing or laser welding, of different
parts of the hierarchical sandwich structure may represent a bottleneck and should be
thoroughly investigated. Furthermore, compatibility of the chosen PCM with the core and
face sheet material combination should be evaluated case by case. The volume expansion of
the PCM after melting should also be taken into account. Although technical solutions like
the use of membranes or expansion chambers exist, these might affect the overall structural
design. Finally, different kinds of unit cells and local tailoring of the cell parameters of
lattice structures can be used to obtain a tailored coefficient of thermal expansion. This
would allow one to reduce overall thermal stresses. For the high flexibility in the design
process, additively manufactured lattice structures can be considered viable candidates to
obtain holistically optimised structures with thermal protection functionality.
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Abbreviations

The following abbreviations are used in this manuscript:

ADD Aerodynamic drag device
BFS Bottom face sheet
CFD Computational fluid dynamic
CFRP Carbon fibre-reinforced polymer
CMC Ceramic matrix composite
CTE Coefficient of thermal expansion
DOF Degree of freedom
FEM Finite element method
FVM Finite volume method
ITPS Integrated thermal protection system
PCM Phase change material
PICA Phenolic impregnated carbon ablator
RLV Reusable launch vehicle
SLSQP Sequential least squares programming
TACOT Theoretical ablative composite for open testing
TFS Top face sheet
TPS Thermal protection system
TRL Technology readiness level
UD Unidirectional

Appendix A. Verification of the Hot-STARSHIP Solver

In the test, a 5 cm thick piece of TACOT material is heated for one minute and cooled off
for another minute afterwards. The parameters for this problem are depicted in Table A1.

Table A1. Parameters for ablative test.

Property Symbol Value

Initial length l0 50 mm
Initial temperature Tini 300 K
Pressure p 101,325 Pa
Turbulent factor λ 0.5

The aerodynamic boundary condition is used with time-varying values of the transfer
coefficient ρeueCH0 and recovery enthalpy hr to achieve the heating and cooling phase.
Note that, in contrast to the use of pre-generated B′-tables in [33], the results presented
here are computed with our own B′-tables that are extracted from Mutation++ as part of
the process. The time step is chosen to be 0.1 s, and the grid has a first cell thickness of
0.05 mm and a maximum growth factor of 1.03. The temperature and recession history
for a calculation with Amaryllis and PATO are obtained from [33]. Figure A1 shows a
comparison of surface recession s and char and gas mass flow rate (ṁc and ṁg) as a function
of time.
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Figure A1. Comparison of Hot-STARSHIP and Amaryllis/PATO recession and mass flow rates.

Hot-STARSHIP analysis results in a 7.6% higher final recession value s (15.6 mm
versus 14.5 mm). This difference can be attributed to the initial difference in char mass
flow rate ṁc where Hot-STARSHIP peaks, whereas PATO/Amaryllis show a smoother
transient behaviour. As time progresses, the two curves approach each other. In the end, the
difference in recession rate ṡ is about 4.6%. Once the heat flux input ends, both programs
conform to each other. The difference in recession amount can also be observed in the
temperature plots in Figure A2. The temperatures are plotted in stationary locations. Thus,
once the surface has receded to a fixed location, the location’s temperature history ends
and merges with the surface temperature history at that point. Both programs are in good
agreement of the surface temperature. Wider differences are only observable in the first
20 s where the higher char ablation rate of Hot-STARSHIP provides more cooling. In the
fixed locations, the temperature difference between both programs grows with time. As
noted, part of this is because of the higher recession amount of Hot-STARSHIP. Because
with higher recession amounts fixed locations are closer to the surface and the temperature
gradients are large due to low conductivity, differences are observed (see also Figure A3).

Note that one of the main constraints of thermal protection system thickness, the back-
face temperature at 50 mm, is in good agreement for both programs. The final difference is
about 12 K, and the average difference is even lower as the two curves cross each other.

Figure A2. Comparison of Hot-STARSHIP and Amaryllis/PATO temperature curves.

Finally, Figure A3 shows internal temperature profiles shortly after the heating begins
(2 s), when the heating stops (60 s), shortly after the heating stops (60.1 s) at the very end of
the calculation (120 s), and some intermediate values.
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Figure A3. Temperature profiles of Hot-STARSHIP calculation at selected times.

During heating, large temperature gradients are present in the first few millimeters
to centimeters, reaching values of up to 700 K/mm. This explains the seemingly large
differences in Figure A2 arising from different proximity to the surface. Once the heating
ends, the surface temperature drops rapidly, leading to peak temperature not at the surface,
but 5 mm into the material. From this point onward, the temperature profile flattens out as
dictated by the second order conductivity equation.

The differences between Hot-STARSHIP and PATO or Amaryllis might be attributed
to the use of pre-generated B′-tables for PATO and Amaryllis, whereas this is not the case
for Hot-STARSHIP, where the tables are computed via Mutation++. In addition, PATO
and Amaryllis are “type 2” [42] solvers, whereas Hot-STARSHIP can be classified as a
“type 1” solver. This means that in addition to the details resolved in Hot-STARSHIP,
PATO and Amaryllis consider Darcy’s law for convective transport of pyrolysis gas as
well as porosity and permeability for diffusive transport [42]. Whereas Hot-STARSHIP
assumes that the gas leaves instantly, solving Darcy’s law as done in PATO could hold
back some gas that then flows out more slowly, leading to a higher gas mass flow rate.
This behaviour would also increase the cooling of the in-depth material, which explains
the lower predicted temperatures of PATO and Amaryllis. On the other hand, the slightly
lower surface temperature of Hot-STARSHIP can be explained by the higher char mass
flow rate that provides more surface cooling.

Appendix B. Material Data

The following material data were acquired from the Ansys® database for a T700 CFRP
composite material and for an aluminium honeycomb.

Table A2. UD composite stiffness properties [MPa].

E1 E2 Nu12 G12 G13 G23 α11 α22 α33

121,000 8600 0.27 4700 3100 4700 −4.7 ×
10−7

3 ×
10−5

3 ×
10−5

Table A3. UD composite failure stresses [MPa].

Tensile X Compression X Tensile XY
Compression

XY
Shear Strength

XY

2321 −1082 29 −100 60
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Table A4. Al honeycomb stiffness properties [MPa].

E1 E2 E3 Nu12 Nu13 Nu23 G12 G13 G23

1 1 255 0.49 0.01 0.01 1 × 10−6 37 70

The material data for the CMC are reported with reference to [10]:

Table A5. CMC material properties.

Density [g/cm3] Tensile Str. [MPa]
Compressive Str.

[MPa]
Young Modulus

[GPa]

1.8 260 590 90
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Abstract: When it comes to achieving sustainability and circular economy objectives, multi-criteria
decision-making (MCDM) tools can be of aid in supporting decision-makers to reach a satisfying
solution, especially when conflicting criteria are present. In a previous work of the authors, a
hybrid MCDM tool was introduced to support the selection of sustainable materials in aviation.
The reliability of an MCDM tool depends decisively on its robustness. Hence, in the present work,
the robustness of the aforementioned tool has been assessed by conducting an extensive sensitivity
analysis. To this end, the extent to which the results are affected by the normalization method
involved in the proposed MCDM tool is examined. In addition, the sensitivity of the final output to
the weights’ variation as well as to the data values variation has been investigated towards monitoring
the stability of the tool in terms of the final ranking obtained. In order to carry out the analysis, a case
study from the aviation industry has been considered. In the current study, carbon fiber reinforced
plastics (CFRP) components, both virgin and recycled, are assessed and compared with regard to
their sustainability by accounting for metrics linked to their whole lifecycle. The latter assessment
also accounts for the impact of the fuel type utilized during the use phase of the components. The
results show that the proposed tool provides an effective and robust method for the evaluation
of the sustainability of aircraft components. Moreover, the present work can provide answers to
questions raised concerning the adequacy of the CFRP recycled parts performance and their expected
contribution towards sustainability and circular economy goals in aviation.

Keywords: holistic MCDM tool; circular aviation; sustainability; CFRP recycling; aviation; sensitivity
analysis; AHP; WSM; data normalization

1. Introduction

The aviation industry faces great sustainability challenges associated with global
warming and climate change [1,2]. It has been estimated that approximately 920 million
tons of CO2 emissions were produced by the aviation industry worldwide in 2019 only [3];
a doubling or even tripling of said emissions is forecasted to occur by 2050 unless radical
changes have been implemented [4]. Therefore, the development of sustainable approaches
and solutions with regard to future aviation technologies and applications is of utmost
importance. To this end, the utilization of low-density polymeric composites for weight
reduction represents a major goal for the aviation sector, given that weight considerations
are very critical compared to other transportation sectors [5,6]. In this context, carbon fiber
reinforced plastics (CFRPs) have been extensively used for lightweight aircraft applica-
tions towards achieving better fuel efficiency and, consequently, lowering the associated
environmental burden of the aviation sector. Despite the excellent specific properties of
CFRPs, issues such as the great environmental and economic impact of their production,
as well as difficulties linked to their recyclability, remain open challenges that need to be
addressed [5,7]. It is worth noting that currently, approximately 98% of CFRP waste is
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landfilled [8]. Until today, recycled composites are not being used for mass production
in aviation; only demonstrators or prototypes have been developed, targeting secondary
aviation applications (e.g., seat armrests, side-wall interior panels) [9,10].

When considering the use of recycled material in aviation, the concern of circular
economy (CE) principles is of great importance as it represents an integral part of sustain-
ability. Therefore, apart from the assessment of the environmental impact as well as the
economic viability of the recycled components, the dimension of circularity also needs to
be examined. In addition, when focusing on high-performance applications, the technolog-
ical quality features of the recycled component need to be evaluated as the components
under consideration must meet specific mechanical performance limits and manufacturing
requirements [11]. To this end, new tools are required to support decision-making towards
CE practices and sustainability goals; in this frame, multi-criteria decision-making (MCDM)
tools can be of aid in supporting decision-makers reach a satisfying solution, especially
when conflicting criteria are present. MCDM belongs to a variety of techniques able to
determine a preference ordering among alternative solutions whose performance is scored
against a series of criteria. MCDM has been used in many fields, including the aviation
sector, although the vast majority is focused on the airlines and aircraft level as it occurs
from an extensive recent review paper involving MCDM-related studies in the aviation
field; among the MCDM methods applied in the aviation sector, AHP, SAW, TOPSIS, ELEC-
TRE, VIKOR, as well as hybrid methods integrating combinations of them, appear to be
the most widely used ones, with AHP and TOPSIS being the first choice for decision-
making [12]. However, regardless of the choice of the MCDM, it occurs that the sensitivity
and robustness of the proposed tools are not systemically examined. Moreover, in cases
where a robustness assessment has been conducted, it consists of a sensitivity analysis of
the weights’ variation, while the sensitivity of the MCDM tool to the data variation appears
to be generally neglected. The latter becomes clear from the representative cited works of
Table 1, incorporating MCDM methodologies within the aviation sector.

Table 1. Representative works from the aviation sector implementing MCDM methodologies.

Work MCDM Used Sensitivity Analysis

Hsu and Liou (2013) [13] SWM, DEMATEL, ANP -

Sánchez-Lozano et al. (2015) [14] AHP and TOPSIS -

Garg (2016) [15] AHP, TOPSIS Weights variation

Bae et al. (2017) [16] AHP and TOPSIS -

Görener et al. (2017) [17] AHP, TOPSIS -

Barak and Dahooei (2018) [18] SWM, TOPSIS, VIKOR -

Sun et al. (2018) [19] TOPSIS, VIKOR -

Mahtani, 2018 [20] AHP Weights variation

Conducting a sensitivity analysis of MCDM is particularly important in the aviation
sector, given the complex and safety-critical nature of decision-making in this industry.
Therefore, a data sensitivity analysis is crucial for the reliability of the tool as it helps to
identify and manage uncertainty in data inputs (such as measurement error, sampling error,
or missing data), leading to more accurate and reliable predictions and better-informed
decisions. In this context, the implementation of a reliable and robust MCDM tool can be
useful for selecting the most appropriate material, design component, and manufacturing
process in the conceptual design and design phase of a product. For a given engineering
application, the attention focus lies on the proper selection of criteria and metrics rather
than on the selection of the most appropriate MCDM methodology [21].

In the present study, a hybrid MCDM tool, introduced by the authors in [22], to support
the policy decision of selecting a sustainable material for aircraft components has been
applied, and its robustness has been examined towards ensuring its reliability as a decision

354



Aerospace 2023, 10, 385

support tool. The research questions that will be addressed in the present work include:
(1) What is the level of sustainability of virgin and recycled CFRP components, and how
do they compare to each other? (2) How reliable is the assessment of sustainability through
MCDM? Based on the above research questions, the work aims to support policy decisions
by providing decision-makers with a reliable and robust tool that can aid in the selection
of sustainable materials in the aviation industry. The studied tool combines the analytic
hierarchy process (AHP) and a weighted sum model (WSM) to obtain the final output. In
this context, the influence of the data normalization method, as well as the sensitivity to the
weights and data variation, is evaluated. For this purpose, a case study has been considered,
aiming to assess the sustainability potential of CFRP recycled composites in aviation with
regard to the type of fuel utilized within aircraft operation. In this frame, kerosene, as well
as liquid hydrogen from conventional and renewable sources, have been considered. The
proposed MCDM tool integrates environmental, economic, and circular economy criteria,
as being the most relevant aspects representing sustainability, according to the authors. The
output of the model is a weighted sum that can be understood as a metric of sustainability.
The results demonstrate that the proposed tool provides an effective and robust method for
the evaluation of the sustainability of aircraft components.

2. Methodology

2.1. Basic Considerations

As mentioned above, a case study from the aviation industry involving recycled
CFRP components has been considered to assess the robustness of the proposed tool. For
the sake of the present study, the geometrical features of the considered components,
with the exception of weight, are assumed to be identical. The recycled components
comprising of either randomly or aligned fibers are compared against a virgin woven CFRP.
To enable comparison and be in compliance with the design requirements, the stiffness
of the virgin and recycled components must be identical. To this end, to compensate for
the variation of stiffness among the considered components, thickness (and consequently
mass) has been treated as a variable that has to be adjusted to achieve equal stiffness.
Equal stiffness has been considered an appropriate criterion for the comparison of different
materials/components [15]. The expected mass ratio (Rm) between the virgin and the
recycled components is calculated based on the following approximate formula [23–25]:

Rm =
mrecycled

mvirgin
=

precycled

pvirgin

(
Evirgin

Erecycled

)
(1)

where m (kg) and p (kg/m3) represent the mass and the density of the components under
comparison, respectively, while E (N/m2) is the elastic modulus of the components.

2.2. Sustainability-Related Metrics

In the present study, sustainability is understood as a matter of trade-offs among
environmental, economic, and circular economy aspects. Therefore, to implement the
proposed approach, both the environmental impact and costs of the whole lifecycle of
the investigated components need to be assessed and integrated into the MCDM-based
tool introduced in Section 2.3. Hence, lifecycle metrics linked to the environment and
costs are accounted for; to this end, Life Cycle Assessment (LCA) and Life Cycle Costing
(LCC) data were gathered from the relevant literature to calculate the said impact of the
components. The tool also integrates a circular economy indicator which has been linked
to the technological performance of the investigated components. For the sake of the
current study, this is expressed through a specific property of the components, namely,
specific stiffness.

Environmental impact has been linked to the emitted greenhouse gases (GHG) as-
sociated with the whole lifecycle of the components, namely raw material production,
manufacturing, use phase, and recycling. GHG emissions represent the most widely re-
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ported environmental impact metric across industry and academia [11]. The economic
impact of the components has been related to the costs associated with the energy require-
ments for the production, manufacturing, and recycling of the components or the fuel price
when assessing the use phase impact of the components. The relevant environmental and
economic impact results associated with production, manufacturing, and recycling are
given in kgCO2eq per specific component mass or in euros per component mass, respec-
tively. LCA starts with the production of the primary material, i.e., carbon fibers (PAN)
and epoxy resin [11,26–29]. The autoclave molding process has been chosen as the relevant
manufacturing process of the virgin CFRP aviation component. For the manufacturing
of recycled components, the compression molding process has been considered [30]. The
environmental impact and costs of upgrade technologies of recycled carbon fibers (e.g.,
sizing, alignment) were not accounted for due to a lack of relevant literature data. The
chosen recycling process of the CFRPs has been the fluidized bed process (FBP), as being a
promising method for recovering fibers of mechanical properties comparable to these of the
virgin ones [6,26]. Compared to other promising recycling methods, which are currently at
a low technology readiness level (TRL) (e.g., solvolysis [31]), the FBP method is at a TRL of
6 and is found at the pilot phase. In order to calculate the process-related energy costs, the
non-household price of kWh in Germany has been accounted for [32].

For the assessment of the impact of the components’ mass variation on emissions and
costs linked to the use phase, the type of fuel is accounted for, where fuel consumption is
assumed to be proportional to the component mass [11,33]. Hence, the components have
been considered a load that must be carried by aircraft during flight. In this context, the
environmental and economic impact results are given in a service function unit, namely,
per component mass per km, which represents a wider approach for all aircraft types and
classes and types regardless of the split between passengers and cargo payloads [34]. Four
types of fuels were considered, i.e., kerosene, conventionally produced liquid hydrogen,
liquid hydrogen from a wind source, and liquid hydrogen from a geothermal source,
where the respective environmental and cost metrics relating to these fuels have been
taken from [34]. The assessment of the overall impact of the use phase was conducted
considering that the average lifetime distance of Airbus A320 was approximated based
on the number of flying hours for which it was designed, i.e., 60,000 flying hours over a
lifespan of 25 years, and the average cruising speed, i.e., 840 km/h [35,36].

For achieving the transition towards a CE, indicators and metrics for measuring CE
progress are required. Up to now, various interpretations have been proposed, e.g., [37,38].
However, said interpretations lead to a variety of metrics and indicators in both content
and form [39], while many of them focus on materials preservation [40,41]. In the aviation
sector, the prevailing interpretation of circularity refers to the percentage of the aircraft mass
which can be recycled or reused at the End-of-Life (EoL) of the aircraft [42]. However, in the
above interpretation, the performance features of the recycled products are undermined,
which in our view, represent an essential parameter when using a recycled product for an
aviation application. Hence, considering that the quality of the recycled material represents
a decisive factor towards CE goals as quality is linked to the durability of a material, a
CE metric is introduced in the present study, which is linked to a quality feature of the
component under study, i.e., a mechanical property. In the context of this study, the latter
is expressed through the specific stiffness of the investigated components. For the focus
on an aviation application, the choice of the specific stiffness is well justified as, in most
applications, the allowable design of an aircraft structure does not exceed the linear elastic
region of the stress-strain curve; in the case of CFRPs, this region remains almost linear
up to failure. Considering the absence of standardized circular economy indicators in the
aviation sector, future studies could focus on developing more specific circular economy
indicators. However, this task is beyond the scope of the present work.
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2.3. Structure of the Hybrid MCDM Tool and Sensitivity Analysis

The MCDM-based tool implemented herein has been introduced by the authors in [22]
as a material selection tool for the aviation sector. The said tool combines the AHP and a
WSM, whose output is a weighted sum of the normalized individual indicators. The advan-
tage of integrating the WSM into the proposed hybrid tool is that it offers a proportional
linear transformation of the raw data; namely, it maintains the relative order of magnitude
of the standardized scores. The latter allows for a more effective and comprehensible
interpretation of the final ranking obtained, as well as for distinguishing the impact of each
term on the final output. The tool integrates environmental and economic metrics related to
the component under study, as well as a suitable CE indicator, as introduced in Section 2.2.
Based on the definitions of Section 2.2, the WSM equation, as it has been introduced in the
previous work of the authors [22], is given as:

Si = KCEI·CEIQi + KC·Ci + KE·Ei (2)

where Si is the final output value of the i component and can be considered a metric of
overall sustainability and emerges as a matter of trade-off between environmental impact,
costs, and circularity performance. Ei and Ci are the inversed normalized environmental
and cost indicators of the i component, respectively. The inversed values have been
considered due to the fact that environmental impact and costs have a negative impact
on the overall sustainability index and, hence, the smaller these factors are, the higher
the sustainability index becomes. CEIQi is the normalized quality-related CEI of the i
component, expressed through the specific stiffness of the considered components. KCEI,
KC, and KE stand for dimensionless weight factors and reflect the importance attributed to
each term of the overall index value.

2.3.1. Factors’ Weights Determination

Determination of the criteria weights is a frequent issue in many MCDM techniques.
Hence, the selection of a proper weighting method is crucial in solving a multi-criteria
decision problem as the weighting procedure followed may significantly influence the
result; in this context, a variety of different weighting methods exist, with AHP receiving
high popularity [43]. So as to define the weight factors of the above criteria, the AHP [44]
was applied in [22], which is considered one of the most widely employed established
decision-making methodologies [45]. AHP is based on pairwise comparisons; namely, it
evaluates relationships between pairs when making group comparisons to judge which of
each alternative is preferred. The main strength of AHP lies in its capability to combine
it with other MCDM methodologies to obtain a flexible and tailored solution approach.
The determination of the weight factors (KCEI, KC, KE) is subjective, reflecting the priority
criteria of the user for a specific application. The final ranking among the alternative
components occurs through the application of the WSM. However, one of the main concerns
regards the inconsistency of decision makers in pairwise comparisons owing to the large
number of comparisons needed to obtain the weights [46]. In 2015, another pairwise
comparison-based method, namely the best-worst method (BWM), was introduced as an
appropriate alternative to AHP in MCDM problems, demonstrating some advantages over
AHP, such as fewer pairwise comparisons required and hence, better consistency. The
BWM determines the pairwise relative comparisons, i.e., the preference between only the
best and the worst criterion over all other criteria [47,48]. For both AHP and BWM, a similar
linguistic terminology is being used, i.e., the importance of the criteria is defined on the
same scale, i.e., 1–9, where 1 means that two criteria are of equal importance, while 9 means
that the selected criterion is extremely more important compared to another criterion, as
presented in Table 2. Therefore, a direct comparison can be made under the same level of
reference so as the effect of the utilized weighting method can be clearly determined.
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Table 2. The AHP Scale [44].

Semantics Grade Reciprocal

Extremely preferred 9 1/9
Very strongly to extremely 8 1/8

Very strongly preferred 7 1/7
Strongly to very strongly 6 1/6

Strongly preferred 5 1/5
Moderately to strongly 4 1/4
Moderately preferred 3 1/3
Equally to moderately 2 1/2

Equally preferred 1 1

Although in the current work, the AHP was considered for the determination of
the weight factors, BWM can be considered an effective alternative to the AHP method.
However, the number of criteria (3) considered in the current study does not lead to
different results as the number of pairwise comparisons as well as the system to be solved
are identical for the two techniques. Yet, the sensitivity of the weighting procedure when
more than three criteria (terms) are considered, and hence, a larger number of comparisons
are made remains something to be investigated.

2.3.2. Assessment of the Tool Sensitivity to the Applied Normalization Technique

Normalization is a critical step in any decision-making process as it transforms het-
erogeneous data into data that share a common scale. In the literature, a variety of nor-
malization techniques have been proposed, including the min-max method, the z-score,
the ranking normalization, the distance to target normalization, and the proportionate
normalization, which are considered the five most widely employed ones [49]. In order
to obtain the normalized indicators in [22], the min-max method was implemented to
rescale the range of the individual indicators between 0 and 1. The general equation of the
min-max technique [49] is given as:

x′ = x − min(x)
max(x)− min(x)

(3)

where x′ is the normalized value, x is the original value, min(x) and max(x) are the min-
imum and maximum values of each individual indicator, respectively. In this study, to
assess the sensitivity of the results to the normalization technique utilized, two alternative
normalization methods were implemented, namely z-score and proportionate normaliza-
tion. Z-score normalization is a typical methodology widely used in statistics. A z-score
describes the position of a raw score in terms of its distance from the mean when mea-
sured in standard deviation units. On the other hand, proportionate normalization has
the advantage that each value of a dataset is divided by the total sum; in this way, the
normalized values maintain proportionality, reflecting the percentage of the sum of the
total indicator’s values. Dividing by the sum ensures that even the smallest value, which is
greater than zero, is attributed a positive normalized value, while the differences among the
normalized values become narrow. Alternative normalization techniques, such as ranking
normalization and distance to target normalization, were considered inappropriate for this
case study. More specifically, ranking normalization is a qualitative method; therefore, a
quantitative assessment of the differences among the considered alternatives is not feasible.
Finally, distance to target normalization requires the definition of a desired target (deriving
mainly from policy targets), which in our case, is not a straightforward one.

2.3.3. Assessment of the Tool to Criteria Weights and Data Variation

Following the assessment of the influence of the different methodologies integrated
into the tool, an assessment of rank stability was conducted by accounting for weight
factors and data value variations. To this end, a series of indicative weighting scenarios
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were considered for which smaller and larger adjustments have been made with respect to
the applied weights as derived from the AHP analysis. In addition, a thorough sensitivity
analysis with respect to the data value variation has been conducted. In order to test the
sensitivity of the method to small changes in the values of the original data, 1000 samples
were simulated by perturbing the original data by a random error. It is assumed that the
errors follow a normal distribution with zero mean and standard deviation proportional
to the standard deviation of the corresponding indicator of the initial data. Each of these
samples was ordered according to the values of the overall sustainability index, and the
mean ranking for each material, as well as the standard deviation, was calculated. All the
simulations are implemented in R version 4.1.1 [50].

3. Results and Discussion

3.1. Circular Economy Indicator Calculation

In Table 3, the elastic modulus and the density of the investigated components, as taken
from [30], are presented. Based on these values, the specific stiffness for each component
was calculated, as well as the resulting weight, in order for the components to present equal
stiffness. As mentioned in Section 2.2, the normalized specific stiffness, i.e., the stiffness
ratio of the component under study to the virgin one, has been used in Equation (2) as the
relevant CEI. Based on the Table 3 values, the virgin component demonstrates a higher
specific stiffness compared to the recycled components, as expected, followed closely by
the recycled component comprised of 50% aligned fibers. On the other hand, the recycled
component comprised of randomly oriented fibers shows by far the lower quality, resulting
in a considerable weight increase compared to the other two components. The poor quality
of the randomly oriented recycled components highlights the need for upgrade technologies
(mainly alignment) of the recycled fibers in order to be able to compete with the virgin
CFRP components in terms of quality.

Table 3. Properties of The Investigated Components—Circular economy metric [data adapted
from [30].

Component Type
Elastic Modulus

(GPa)
Density
(g/cm3)

Specific Stiffness
(GPa/(g/cm3))

Resulting Weight
(kg)

Woven virgin 70 1.6 43.75 1000

Recycled aligned 60.8 1.5 40.53 1080

Recycled random 39.8 1.44 27.64 1580

3.2. Environmental and Economic Impact Indicators Calculation

Based on the obtained weight of each component, the environmental impact and
costs were calculated, accounting for the whole lifecycle of the components. The results
are presented in Tables 4 and 5, where data have been adapted from relevant works, as
described in Section 2.2. The impact relating to the use phase of the components accounts
for the different types of fuel that have been considered. The higher values, in terms of
environmental impact and costs, are noted in bold.

Based on these results, it becomes clear that the virgin CFRP component presents by
far the highest environmental impact and costs with regard to its production and manufac-
turing. This is owed to the significant energy required to produce PAN fibers as well as the
considerable energy requirements of the autoclave manufacturing process. Nevertheless,
the impact associated with the production and manufacturing phases contributes only to
a small percentage of the overall impact, owing to the use phase impact, which clearly
dominates the total lifecycle impact of the component. It is worth noting that nearly 99% of
the total impact is owed to the use phase when kerosene fuel is used. A similar situation
applies when liquid hydrogen from a conventional or wind source is considered; in this
case, over 95% of the total impact is still owed to the use phase. However, when liquid hy-
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drogen from a geothermal source is considered, the use phase environmental impact hardly
accounts for 84% of the total impact. This remark highlights that the decarbonization of
the aviation sector is expected to shift a considerable amount of the environmental burden
to the production and manufacturing phases. On the other hand, the latter remark does
not concern the lifecycle costs impact as the costs associated with the use of hydrogen are
almost double compared to these of kerosene and over four times larger when hydrogen
from renewable sources is used. This is owed to the current high cost of liquid hydrogen
and especially the ones produced from renewable sources. Therefore, the use phase cost im-
pact dominates the total lifecycle costs, regardless of the type of fuel utilized. The currently
high cost of liquid hydrogen, and especially that deriving from renewable sources, may act
as a prohibiting factor for the extensive use of liquid hydrogen, at least for the near future.

Table 4. Environmental Impact (LCA) metrics of The Investigated Components.

Component
Type

Primary
Material

Production
(kgCO2eq-

Mass)

Component
Manuf.

(kgCO2eq-
Mass)

Use Phase (kgCO2eq-Mass-Lifetime Km)
Recycling
(kgCO2eq-

Mass)
Kerosene

Liquid
Hydrogen

Liquid
Hydrogen

Wind

Liquid
Hydrogen

Geothermal

Woven
virgin

20,440 103,000 52,920,000 5,544,000 3,024,000 756,000 1540

Recycled
aligned 1921 1717 57,153,600 5,987,520 3,265,920 816,480 1663

Recycled
random 3549 2512 83,613,600 8,759,520 4,777,920 1,194,480 2433

Table 5. Economic Impact (LCC) metrics of The Investigated Components.

Component
Type

Primary
Material

Production
(€-Mass)

Component
Manuf.

(€-Mass)

Use Phase (kgCO2eq-Mass-Lifetime Km)

Recycling
(€-Mass)Kerosene

Liquid
Hydrogen

Liquid
Hydrogen

Wind

Liquid
Hydrogen

Geothermal

Woven virgin 17,905 3340 4,032,000 7,056,000 21,168,000 21,168,000 499

Recycled
aligned 1560 1858 4,354,560 7,620,480 22,861,440 22,861,440 539

Recycled
random 2882 2718 6,370,560 11,148,480 33,445,440 33,445,440 788

When comparing the components under consideration, the lower environmental
impact belongs to the recycled component comprised of aligned fibers for which hydrogen
from a geothermal source has been used. Although this component is heavier compared
to the virgin one, the environmental gains derived from the production phase of the
recycled material are sufficient to compensate for the increased GHG emissions of the use
phase compared to the virgin one; the latter remark does not apply though to the lifecycle
costs. From the above remark, it becomes clear that the environmental impact associated
with the production and manufacturing of virgin CFRP components cannot be neglected,
and this urges the need to turn to CFRP recycling to avoid the energy-intensive process
of PAN fiber production. Moreover, the environmental gains from the implementation
of liquid hydrogen from renewable sources are highlighted, although issues concerning
liquid hydrogen storage, transportation and infrastructure must also be considered. Yet,
for the recycled components to be competitive with the virgin ones, a comparable to
virgin quality appears as a mandatory requirement. Moreover, it should be noted that
other factors, such as the feasibility of upgrade technologies of the fibers, the efficiency
of the recycling processes and the capabilities of remanufacturing methods to produce
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recycled components of high quality, as well as the availability of the recycled fibers,
must be considered. The worst by far environmental and economic impact concerns the
recycled component comprised of randomly oriented fibers. This makes evident that such
a component cannot compete with a virgin component, especially when addressed at a
high-performance application, and hence, upgrade technologies would be required.

3.3. Sensitivity Analysis Results

The individual LCA, LCC and circular economy parameters of Tables 3–5 were ex-
ploited for the calculation of the overall sustainability Index of Equation (2). Based on this
calculation, a ranking occurred among the considered components, for which four different
types of fuel have been accounted for.

3.3.1. Normalization Method Sensitivity Results

As described in Section 2.3.2, three different normalization methods were implemented
for the values integrated into the weighted sum, which resulted in three different com-
binations: (a) min-max normalization, (b) z-score normalization and (c) proportionate
normalization. For each of the above combinations, the sustainability index was calcu-
lated, and a ranking among the considered components was derived. In order to test the
sensitivity of the final ranking to the applied normalization method, an equal weighting
was considered. The rankings obtained from the three different combinations are listed in
Table 6.

Table 6. Comparison of The Ranking Obtained from The Different Normalization Methods.

Component Id Ranking Order

No Component Type Fuel Min–Max z-Score Proportionate

1 Woven virgin Kerosene 5 5 10

2 Woven virgin LH2 (conventional source) 1 1 1

3 Woven virgin LH2 (wind source) 4 4 4

4 Woven virgin LH2 (geothermal source) 3 3 3

5 Recycled aligned Kerosene 8 8 11

6 Recycled aligned LH2 (conventional source) 2 2 2

7 Recycled aligned LH2 (wind source) 7 7 7

8 Recycled aligned LH2 (geothermal source) 6 6 5

9 Recycled random Kerosene 12 12 12

10 Recycled random LH2 (conventional source) 9 9 6

11 Recycled random LH2 (wind source) 11 11 9

12 Recycled random LH2 (geothermal source) 10 10 8

Based on the obtained rankings for the three different normalization methods, min-
max normalization and z-score suggested the same ranking among the components. On the
other hand, proportionate normalization led to a different ranking. Nevertheless, the first
four places and the last one are identical to those obtained by the first two normalization
methods. All normalization methods identified the virgin component, for which liquid
hydrogen from a conventional source has been considered, as the most sustainable solution.
On the other hand, the recycled component comprising randomly oriented fibers showed
by far the lowest index, owing to its low quality; this highlights the need for upgrade
technologies to improve quality and hence promote circularity and sustainability. Moreover,
it is noteworthy that the recycled aligned component, for which liquid hydrogen from
a conventional source has been accounted, ranks second; the latter applies to all three
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normalization techniques. This can be attributed to its comparable to virgin quality, as well
as to its environmental friendliness.

3.3.2. Sensitivity to Weights and Data Variation

In order to assess the sensitivity of the tool to the weights’ variation, two steps have
been followed. Initially, the weights have been considerably varied to assess whether
the final ranking is affected by such variations and consequently assess the efficiency of
the tool. To this end, the scenarios described in Section 3.3.1 have been considered. The
AHP pairwise comparisons were completed by the authors based on their knowledge and
expertise in the field. In each of the said scenarios, one criterion is strongly prioritized over
the other two criteria. A scenario assuming an equal weighting among the criteria has also
been included. The pairwise comparisons of the aforementioned scenarios and the resulting
weights are demonstrated in Table 7. All scenarios were checked for consistency, indicating
a consistency ratio value below the threshold value of 0.1. The consistency ratio is a metric
that indicates the consistency between pairwise comparisons. The rankings obtained from
the aforementioned scenarios are presented in Table 8. The min-max normalization was
considered for the normalization of the initial data. The results suggested different rankings
for the different scenarios considered, and thus, the proposed method was found to be
sensitive to the variations of the weight derived from considerable changes in the decision
maker’s judgments.

Table 7. Pairwise Comparisons and Resulting Weights for Different Scenarios.

Scenario 1—Equal Weighting

Environmental
Impact

Costs Circularity
Weight

Factor/Priority

Environmental Impact 1 1 1 ≈33.3%

Costs 1 1 1 ≈33.3%

Circularity 1 1 1 ≈33.3%

Scenario 2—environmental impact prioritization

Environmental Impact 1 5 3 ≈66%

Costs 1/5 1 1 ≈16%

Circularity 1/3 1 1 ≈18%

Scenario 3—circularity prioritization

Environmental Impact 1 3 1/5 ≈21%

Costs 1/3 1 1/5 ≈10%

Circularity 5 5 1 ≈69%

Scenario 4—costs prioritization

Environmental Impact 1 1/5 2 ≈18%

Costs 5 1 5 ≈70%

Circularity 1/2 1/5 1 ≈12%

In the second step of the sensitivity analysis, the rank stability of the MCDM tool
was evaluated by adding noise to the criteria weights. To this end, the scenario for which
environmental impact was prioritized (Scenario 2) was taken as the reference scenario, and
minor adjustments to the user judgments were made. Therefore, based on the AHP scale of
Table 1, three alternatives to the reference scenario were considered, for which one scale
above or below the reference judgments was accounted for. The pairwise comparisons of the
aforementioned scenarios are presented in Table 9. The results showed that the considered
minor weight adjustments did not alter the ranking order (except for an exchange between
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two places of the alternative scenario 3), and hence, the proposed method does not appear
to be affected by such minor weight adjustments.

Table 8. Ranking Obtained from The Different Weighting Scenarios of Table 6.

Component
Identifier

Ranking Order

Scenario 1 Scenario 2 Scenario 3 Scenario 4

virgin ker. 5 10 2 4

virgin hyd. 1 1 1 1

virgin wind 4 4 8 3

virgin geo. 3 2 7 2

aligned ker. 8 11 4 8

aligned hyd. 2 3 3 5

aligned wind 7 6 10 7

aligned geo. 6 5 9 6

random ker. 12 12 6 12

random hyd. 9 7 5 9

random wind 11 9 12 11

random geo. 10 8 11 10

Table 9. Pairwise Comparisons for The Assessment of Small Weights Variations.

Reference Scenario

Environmental
Impact

Costs Circularity
Weight

Factor/Priority

Environmental Impact 1 5 3 ≈66%

Costs 1/5 1 1 ≈16%

Circularity 1/3 1 1 ≈18%

Alternative Scenario 1

Environmental Impact 1 4 3 ≈63%

Costs 1/4 1 1 ≈18%

Circularity 1/3 1 1 ≈19%

Alternative Scenario 2

Environmental Impact 1 5 3 ≈64%

Costs 1/5 1 2 ≈21%

Circularity 1/3 1/2 1 ≈15%

Alternative Scenario 3

Environmental Impact 1 6 3 ≈67%

Costs 1/6 1 1/2 ≈11%

Circularity 1/3 2 1 ≈22%

In order to test the stability of the method to small changes in the values of the
initial data, 1000 perturbated samples of the original data were simulated in each of
the following cases. It is assumed that the errors that perturb the initial data follow a
normal distribution with zero mean and standard deviation 0.01, 0.05, 0.1, 0.25, and 0.5 of
the standard deviation of the corresponding indices of the original data. The simulated
samples were normalized with the three normalization methods (min-max, z-score and
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proportionate), ranked with respect to the overall sustainability index, and the mean rank
of each material was calculated for each normalization method and for each selected
value of the standard error. In Table 10, the mean ranking of each material based on the
1000 simulated samples for the Min–Max and z-score normalization methods are presented
for all the selected values of errors’ standard deviation. In Table 11, the corresponding mean
ranks for the proportional normalization method are presented. The proposed method is
fairly stable in terms of the mean rank for each normalization method and for a relatively
large value of the standard deviation of the errors.

Table 10. Mean Ranking for The Min–Max and Z-score Normalization Methods.

Mean Rank

0.01 0.05 0.1 0.25 0.5

Id No
Initial
Rank

Min–
Max

z-Score
Min–
Max

z-Score
Min–
Max

z-Score
Min–
Max

z-Score
Min–
Max

z-Score

1 5 4.98 5.00 4.51 4.91 4.30 4.73 4.48 4.78 4.71 4.81

2 1 1.00 1.00 1.00 1.00 1.02 1.03 1.29 1.30 2.11 2.12

3 4 4.02 4.00 4.05 3.80 4.02 3.86 4.25 4.23 4.46 4.46

4 3 3.00 3.00 3.45 3.29 3.70 3.53 4.04 3.98 4.35 4.33

5 8 7.97 8.00 7.51 7.93 7.30 7.67 6.82 7.09 6.40 6.55

6 2 2.00 2.00 2.00 2.00 2.00 1.98 2.30 2.17 2,93 2.88

7 7 7.03 7.00 7.08 6.82 7.05 6.83 6.67 6.54 6.22 6.17

8 6 6.00 6.00 6.42 6.25 6.60 6.37 6.30 6.16 5.90 5.85

9 12 12.00 12.00 11.71 11.99 11.44 11.86 11.23 11.46 11.08 11.19

10 9 9.00 9.00 9.00 9.00 9.00 9.00 8.85 8.75 8.21 8.11

11 11 11.00 11.00 11.08 10.86 11.06 10.81 11.02 10.91 10.91 10.85

12 10 10.00 10.00 10.21 10.15 10.50 10.33 10.75 10.63 10.73 10.67

Table 11. Mean Ranking for The Proportionate Normalization Method.

0.01 0.05 0.25 0.5

Mean Rank Mean Rank Mean Rank Mean Rank

Id No Initial Rank Prop Prop Prop Prop

1 10 10.00 9.99 9.67 8.98

2 1 1.00 1.14 1.94 3.02

3 4 4.00 4.32 4.61 4.77

4 3 3.00 3.25 4.09 4.48

5 11 11.00 11.00 10.45 9.73

6 2 2.00 1.86 2.21 3.15

7 7 7.00 6.59 5.56 5.50

8 5 5.03 5.16 4.85 5.06

9 12 12.00 12.00 12.00 11.88

10 6 5.97 5.68 5.16 5.26

11 9 9.00 8.96 9.04 8.43

12 8 8.00 8.05 8.44 7.75
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In Figure 1, the mean ranks and an interval of ±one standard deviation of the rankings
are presented for the different levels of noise variation and the three studied normalization
methods. As it is observed in Figure 1, the larger the standard deviation of the errors, the
larger the variability of each material ranking. Despite the increase in the variation of the
rankings, the mean rankings seem to converge to the initial ranking.

Figure 1. Mean Ranks ± One Standard Deviation of The Rankings for The Different Levels of Noise
Variation (percSD).

4. Conclusions

In the present study, the robustness of a hybrid MCDM-based tool proposed by the
authors for the aviation sector has been investigated. The latter is performed by accounting
for a use case in which the sustainability of composite aircraft components is compared. The
proposed tool combines lifecycle metrics linked to environmental, economic and circular
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economy aspects. Circular economy performance has been associated with a quality feature
of the considered components. The tool is able to account for the type of fuel utilized during
the use phase of the components. Although liquid hydrogen is not currently certified as an
aviation fuel (SAF) by ASTM, its application is being actively researched and developed by
various stakeholders in the aviation industry and is considered the most promising fuel
option for future aircraft [1]. In this context, it is mandatory to consider and evaluate the
sustainability of hydrogen as a potential fuel option for future aircraft.

The environmental impact and cost assessment of the examined components high-
lighted that a recycled component of near-to-virgin quality can potentially compete with a
virgin component, accounting for its whole lifecycle. To this end, the utilization of liquid
hydrogen from a renewable source appears necessary. Yet, to achieve a near-to-virgin
quality, upgrade techniques and effective remanufacturing methods are required. Fur-
thermore, it has been remarked that the use phase in the aviation sector dominates the
overall impact; the latter signifies that the environmental emissions and costs linked to
the production and manufacturing phases appear almost negligible compared to these of
the use phase. However, when liquid hydrogen from a renewable source, especially from
geothermy, has been accounted for, the impact of production and manufacturing comprises
a considerable amount of the overall impact. The latter indicates that the decarbonization
of the aviation sector may shift the environmental, at least, burden to the production and
manufacturing phases. Moreover, although the environmental benefits of using liquid
hydrogen are undeniable, the currently high costs of hydrogen compared to kerosene may
act as a prohibiting factor for its extensive use in aviation. In addition, the impact of other
aspects relating to the production, transportation and storage of liquid hydrogen must also
be accounted for, although the latter assessments were outside the scope of this study.

The sensitivity of the MCDM tool to the normalization method applied, as well as
to the weights and data variation, has been examined. The sensitivity analysis on the
applied normalization method suggested the same ranking for the min-max and z-score
methods, while the proportionate normalization method suggested a different ranking.
Nonetheless, the first and the last ordered components are identical for all normalization
methods. Moreover, the tool was found not to be sensitive to small variations of the
weights; on the other hand, larger weights variations suggested a different ranking for the
scenarios considered. Finally, the sensitivity analysis on the initial data values did not show
a significant change in the final components’ rankings compared to the initially obtained
ones with respect to the different levels of noise variation for the three studied normalization
methods. The latter remarks are quite encouraging and demonstrate the efficiency of the
proposed tool as a reliable and robust decision-support tool for the aviation sector.

The goal of this work has been to enhance the reliability of the tool and bolster
its credibility for making critical decisions in the aviation sector. Such decisions entail
choosing suitable technologies, production and manufacturing procedures for components
and materials, as well as determining the appropriate fuel for new aircraft. Future studies
could focus on further validating the tool, including its sensitivity to different weights and
criteria towards its practical use in the aviation industry, with input from a broader range
of experts and stakeholders, ultimately contributing to more sustainable and informed
decision-making.
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Nomenclature

AHP Analytic Hierarchy Process
BWM Best-Worst Method
CE Circular Economy
CEI Circular Economy Indicator
CFRP Carbon Fiber Reinforced Plastics
ELECTRE Elimination and Choice Translating Reality
EoL End of Life
FBP Fluidized Bed Process
GHG Greenhouse Gases
LCA Life Cycle Assessment
LCC Life Cycle Costing
MCDM Multi-Criteria Decision-Making
PAN fibers Polyacrylonitrile fibers
SAW Simple Additive Weighting
TOPSIS Technique for Order of Preference by Similarity to Ideal Solution
TRL Technology Readiness Level
VIKOR VIseKriterijumska Optimizacija I Kompromisno Resenje
WSM Weighted Sum Model
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Abstract: Urban air mobility (UAM), defined as safe and efficient air traffic operations in a metropoli-
tan area for manned aircraft and unmanned aircraft systems, is being researched and developed by
industry, academia, and government. This kind of mobility offers an opportunity to construct a green
and sustainable sub-sector, building upon the lessons learned over decades by aviation. Thanks to
their non-polluting operation and simple air traffic management, electric vertical take-off and landing
(eVTOL) aircraft technologies are currently being developed and experimented with for this purpose.
However, to successfully complete the certification and commercialization stage, several challenges
need to be overcome, particularly in terms of performance, such as flight time and endurance, and
reliability. In this paper, a fast methodology for sizing and selecting the propulsion chain components
of an eVTOL multirotor aerial vehicle was developed and validated on a reduced-scale prototype
of an electric multirotor vehicle with a GTOW of 15 kg. This methodology is associated with a
comparative study of energy storage system configurations, in order to assess their effect on the
flight time of the aerial vehicle. First, the optimal pair motor/propeller was selected using a global
nonlinear optimization in order to maximize the specific efficiency of these components. Second,
five energy storage technologies were sized in order to evaluate their influence on the aerial vehicle
flight time. Finally, based on this sizing process, the optimized propulsion chain gross take-off weight
(GTOW) was evaluated for each energy storage configuration using regression-based methods based
on propulsion chain supplier data.

Keywords: eVTOL; multirotor aerial vehicle; sizing; optimization; hybrid energy storage; battery;
hydrogen fuel cell; supercapacitor

1. Introduction

The eVTOL concept represents one of the potential solutions to remedy the traffic
congestion problem in big cities across the world. In the case of French metropolitan cities,
such as Paris and Marseille, an average commuter loses over 80 h every year in traffic,
resulting in increased stress and anxiety (R1). Such congestion also leads to 1.85 megatons
per year of CO2 emissions into the atmosphere. In addition to having a detrimental impact
on the health of commuters and the environment, it also contributes to economic loss.
Therefore, it is imperative to explore new modes of transportation to facilitate faster daily
commutes for passengers in urban areas and reduce traffic congestion. Several aircraft
manufacturers, such as Airbus, Boeing, Lilium, and Volocopter, have actively embarked on
the development of this drone taxi technology in recent years [1–5]. In addition to Uber,
which estimates the launch of its air taxis (called Uber Elevate) in 2023, other companies,
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such as Zephyr Airworks and Airbus, are also currently taking measures to conduct tests
with their electric aviation taxis. Zephyr Airworks has developed Cora, while Airbus has
developed Airbus Vahana. These companies are conducting tests in various countries
across the world, including the USA, Japan, Singapore, New Zealand, France, and India.

eVTOL aircraft fit into four main categories: lift plus cruise, tilt rotor, ducted vector
thrust, and multicopter (Figure 1). The first three categories fall under the powered lift
aircraft classification, which includes winged aircraft that are capable of both VTOL and
aerodynamic lifts during forward flights. The fourth category belongs to wingless aircraft,
specifically multirotor aircraft with two or more lift/thrust units that have limited or no
capability for wingborne forward flights. Powered lift eVTOLs can be further categorized
based on whether they use a common power plant (tilt-rotor and ducted vector thrust) or
an independent power plant (lift plus cruise) for both lifting and forward flights [6–8].

Figure 1. eVTOL propulsion configuration.

These categories are defined and characterized as follows [9,10]:

• Vectored thrust: These are powered lift eVTOL aircraft that utilize all of their lift/thrust
units for both vertical lift and cruise. This is achieved by rotating (vectoring) the
resultant thrust points against the direction of motion. The thrust vectoring can be
accomplished in several ways: by rotating the entire wing-propulsion assembly (tilt
wing), by rotating the lift/thrust unit itself (tilt fan for ducted fans and tilt prop for
propellers), or by rotating the entire aircraft frame pivoted about the fuselage (tilt body
or tilt frame). An example of this configuration is the Lilium jet, shown in Figure 2a,
which utilizes ducted and vectored thrust. The implementation of ducted fans in the
form of distributed electric propulsion (DEP) is employed [4].

• Wingless: This configuration is relatively simple and can be very efficient during
vertical take-off, landing, and hovering, due to low disc-loading. However, without
wings, multicopters lack cruise efficiency, which limits their application to urban air
mobility (UAM) markets only. An example of this category is given in Figure 2b,
named Volocopter VC2X [5]. The latter runs on nine independent batteries, power-
ing 18 electric motor-driven variable-speed/fixed-pitch propellers. The redundancy
ensures stability in the event of component failures.

• Lift plus cruise: These aircraft combine the capabilities of a multicopter for vertical
take-off and landing with those of a standard aircraft for the cruise flight. This
integration enables the aircraft to achieve both efficient vertical take-off and landing
as well as efficient cruise performance. To optimize the range of these concepts, the
propellers required for VTOL are designed with fewer blades and shorter chords to
minimize drag during the cruise flight. However, the small size of the propellers used
for VTOL operations presents a notable challenge in terms of noise emissions, mainly
due to increased blade tip speeds. Figure 2c provides an example of this configuration,
named Kitty Hawk Cora [11].

• Tilt rotor: This configuration involves either the wing and propellers or the propellers
alone (tilting). This enables the propeller axis to rotate by 90 degrees as the aircraft
transitions from hover to forward flight. This architecture generally allows for the

372



Aerospace 2023, 10, 425

design of a more optimized propeller compared to a lift and cruise aircraft configura-
tion. However, it comes with the trade-off of higher technical complexity and larger
overall size and weight due to the inclusion of tilt and variable pitch mechanisms.
Joby S4 is an example of this category; it is developed by Joby Aviation (Figure 2d)
and is supposed to be commercialized by 2024 [12,13].

Figure 2. eVTOL categories.

As reported in [10], one of the main drawbacks of the multirotor configurations is the
lack of wings, which limits their performances in long cruise flight missions. However,
in the UAM mode, where the cruise phase durations are limited in comparison with
extra-urban mobility, the multirotor configuration remains the best efficient solution to
this transport market [10]. In this context, the Volocopter VC2X configuration, which is a
non-coaxial, direct-lift one, presented in Figure 2b, will be tested in Paris, France, in 2024
[14]. Thus, the rest of the paper will focus on the multirotor wingless configuration.

One of the main steps in the eVTOL design process is to size and select the components
of the propulsion system to meet the required specifications. To facilitate the assessment
of proposed solutions, the development of precise and efficient sizing methodologies for
the electric propulsion chain is necessary. The propulsion chain typically consists of a
propeller for generating lift, a BLDC electric motor for energy conversion, an electronic
speed controller (ESC) that supplies the required current to the load from the energy source,
and a battery for energy storage. Multirotor design methods have been developed by
Barshefsky et al. [15], Dai et al. [16], et Gur et al. [17]. In [15], the authors present a
methodology that involves parameterizing the components of the propulsion chain to
establish relationships between them. These relationships are then optimized to meet
the specific requirements of the flight mission. In reference [16], an analytical method
is proposed to estimate the optimal parameters of the propulsion system components.
The approach involves modeling each component mathematically and then simplifying
and decoupling the problem into smaller subproblems. By solving these subproblems, the
optimal parameters for each component can be obtained. Moreover, selection algorithms are
proposed based on these obtained parameters to determine the optimal combination of the
propeller, motor, ESC, and battery products from their respective databases. Methodologies
based on statistical data available from manufacturers for preliminary design are reported in
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references in [17–19]. For example, reference [17] presents a multi-disciplinary optimization
(MDO) approach for designing a propulsion system based on goals such as rate of climb and
loiter time. It also provides a useful modeling analysis of motors and batteries. Moreover, a
sensitivity analysis is conducted on certain propeller design elements.

In this study, on the one hand, a methodology for sizing and selecting the propulsion
chain components was developed. This approach combines statistical methods based on
data and analytical optimization techniques, allowing to maintain an acceptable level of
precision and avoid increasing the calculation algorithm complexity. The technique of
optimization is used for the optimal selection of the pair motor/propeller, based on the
maximization of the specific efficiency. This optimization makes it possible to select the
remaining components, namely the ESC and the energy storage system. The statistical
methods are considered for the multirotor aerial vehicle GTOW evaluation, using the
regression model for each component, based on supplier data. On the other hand, five
energy storage configurations are considered, in order to evaluate their effect on the
multirotor aerial vehicle performance, in particular on the flight time. These configurations
are the lithium polymer battery (battery), hydrogen fuel cell (HFC), battery/hydrogen fuel
cell (Bat/HFC), battery/supercapacitor (Bat/SC), and battery/supercapacitor/hydrogen
fuel cell (Bat/SC/HFC). The five energy sources were sized to maximize the flight time
and keep the gross take-off weight (GTOW) as low as possible.

This article is organized as follows. Section 2 presents the sizing methodology
flowchart, including the optimization technique used to select the optimal motor/propeller
pair and the remaining components of the propulsion chain. Section 3 presents the mod-
eling of the propulsion chain components to formulate the optimization problem and
maximize the efficiency of the motor/propeller pair. Section 4 is devoted to the formulation
of the motor/propeller pair optimization problem. Section 5 presents the case study for
the sizing approach validation, using a reduced-scale multirotor drone with a GTOW of
15 kg available in our laboratory. Section 6 presents the comparative study of the energy
source configuration effect on the flight time, including the GTOW evaluation based on the
regression model of each component. In Section 7, the conclusion is presented.

2. Sizing Methodology

The sizing methodology is based on a combination of analytical optimization tech-
niques and data-based techniques. It takes the following input data: the required flight
time, a database of electric motor parameters, including the voltage (Um), load current (Im),
internal resistance (Rm), and speed constant (Kv) for n examples (at this stage, the optimal
motor is not known), atmospheric conditions defining the altitude, temperature, and air
density, and the initial gross take-off weight (GTOW). Subsequently, a global non-linear
optimization is performed for each motor/propeller pair using the simulated annealing
algorithm (SAA). The objective of this optimization is to maximize the pair motor/propeller
efficiency, also known as specific efficiency ηMP(N/W). This efficiency index is widely used
by industrial manufacturers, such as T-motor and Mejzlik [20,21] to measure the efficiency
between the motor and the propeller. Constraints are applied to the propeller geometry,
specifically the diameter (Dp) and the pitch angle ϕp. The optimized motor/propeller pair
obtained from the optimization allows for checking the condition to avoid motor over-
heating, as stated in Equation (32). Subsequently, the maximum thrust TMPmax generated
by the optimized motor/propeller pair was computed using Equation (34). By utilizing
the maximum thrust Tmax imposed by GTOW as indicated in Equation (35), a filtering
condition was established based on the relative error between TMPmax and Tmax, as shown in
Equation (36). This filtering condition allows for an initial selection of the motor/propeller
pairs. Subsequently, the selection of the optimal motor/propeller pair was determined
based on the maximum specific efficiency achieved. The sizing of the energy sources was
then performed to maximize the flight time. Finally, the last step of this sizing methodology
involved verifying whether the total take-off mass, obtained using statistical mass models
for each component of the propulsion chain based on supplier data, was within acceptable
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limits. A detailed flowchart of this sizing methodology is provided in Figure 3. The specific
efficiency maximization allows making a rapid and precise choice for each component in
the propulsion chain. Figure 4 presents an overview of the different steps, based on which,
the electric propulsion chain sizing is performed. The fact that the validation step was
based on a reduced-scale multirotor drone with a GTOW of 15 kg explains the choice of
the data scale used for the optimization of input data motors and regression models.

It is remarkable that in the developed sizing methodology, we do not consider a
flight power mission in order to size the propulsion chain. However, in order to obtain a
pair motor/propeller that can satisfy the take-off and cruise segment mission, the sizing
methodology takes into consideration two constraints. The first one is related to the speed of
rotation and the torque of the propeller reported in Equation (32). Through this constraint,
the obtained motor/propeller pair is able to satisfy the cruise phase while avoiding motor
overheating. The second constraint is the filter condition given in Equation (37). Through
this constraint, the motor/propeller pair is able to succeed in the take-off phase.

Figure 3. Sizing approach for the eVTOL multirotor flowchart.

Figure 4. Overview of the sizing methodology steps.

3. Propulsion Chain Modeling

The physical model of the propulsion chain, of an eVTOL multirotor aerial vehicle
(with n arms) is presented in Figure 5. Each propulsion chain is composed of a propeller,
a motor with its equivalent internal resistance, an ESC represented as a simple resistor,
and an energy storage system modeled as an open circuit voltage with a series resistor. In
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this configuration (Figure 5), the energy storage system supplies the n propulsion chains.
The modeling process will aim to establish a relationship between the propulsion chain
components, especially between the propeller and the motor, in order to formulate the
optimization problem. In this case, each component will be modeled in a steady state.

Figure 5. eVTOL multirotor physical model.

3.1. Propeller

The propeller includes many parameters to consider, such as the material of the
propeller, the diameter, the shape of the blades, the pitch, and the number of blades.
Currently, a variety of materials are used for propeller manufacturing, including carbon
fiber (CF), nylon, plastic, and wood. The material of the propeller greatly influences its
aerodynamic performance. As the rotor blades spin, the angle of attack at each spanwise
region can change with reference to the original blade design [22]. Carbon fiber propellers
are known for their stiffness and for being lightweight, but their downside is their high cost.
Increasing the pitch and the number of blades results in higher thrust production, but it
leads to a decrease in propeller efficiency, necessitating increased electrical and mechanical
power. Increasing the diameter will increase the efficiency, but the ability to handle the
load of the motor must also increase. When the blades are larger, with other parameters
constant, they will rotate at lower velocities to produce the same lift. At this point, the
induced velocity will decrease. Thereby, the efficiency of the system will increase [22]. The
propeller model is described by its thrust T(N) and its torque M(Nm) as given by⎧⎪⎨⎪⎩T = CT · ρ ·

(
N
60

)2 · Dp
4

M = CM · ρ ·
(

N
60

)2 · Dp
5,

(1)

where ρ (kg/m3), CT , CM, N (rpm), and Dp (m) are respectively, the air density, the thrust
coefficient, the torque coefficient, the propeller velocity, and the propeller diameter. The air
density, ρ, is determined by both the local temperature Tt (unit: °C) and the air pressure p,
which is further determined by altitude hhover (m). According to the international standard
atmosphere model [23], we have the following expressions:⎧⎨⎩ρ = 273·p

p0(273+Tt)
· ρ0

p = p0 ·
(

1 − 0.0065 · h
273+TT

)5.2561
,

(2)
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where ρ0 is the standard air density, ρ0 = 1.293 (kg/m3), at a temperature of 25 °C. The
thrust and the torque coefficients are modeled using the blade element theory as presented
in [22]: ⎧⎪⎨⎪⎩

CT = 0.27π3λζ2K0ε
πA+K0

Bp
αt ϕp

CM = 1
4A π2λζ2Bp

(
Cf d +

πAK2
0ε2

e(πA+K0)2 ϕp
2
)

,
(3)

where Bp and ϕp(rad) are, respectively, the propeller blade number and the pitch angle.
They are defined using:

ϕp = arctan
(

Hp

πDp

)
, (4)

A,ε,λ,ζ,e,Cf d,et K0 are the blade parameters, which are directly related to the propeller
blade airfoil shape. Their approximate values are presented in Table A1 in the Appendix A.
Since the blade airfoil shapes are similar for certain series of propellers, especially those
supplied by T-motor, the blade parameters are typically fixed. Figure 7a presents the
regression model of the propeller’s mass Mprop (g), which is based on data supplied by T-
motor [20] and Mejzlik [21]. The input of this model is the propeller diameter Dp optimized
through the optimization methodology. Equation (5) presents the regression model of the
propeller mass:

Mprop = 0.303 · D2
p − 9.729 · Dp + 105.786. (5)

3.2. Electric Motor

Electric motors used in eVTOL applications are primarily of two types: brushed
DC motors (BDC) and brushless DC motors (BLDC). BLDC motors, known for their low
resistance and high efficiency, are commonly used in heavyweight multicopters. They can
be further categorized into two types: outrunner (OR) and inrunner (IR), based on the
rotating part of the motor. Presently, OR BLDC motors are considered a preferable choice
over IR motors. OR motors have lower Kv (rpm/V) values compared to other types of
BLDC motors. This means they operate at lower rotational speeds but generate higher
torque, which allows for direct propeller coupling (no gearbox) [24]. Kv (rpm/V) is the
speed constant, which will determine the rotation speed of the electric motor when no-load
and stable voltage is supplied. This is an important element for choosing a motor that
is compatible with the power supply and propellers to achieve the required speed. In
Figure 6, Um (V) is the supply voltage, Im (A) is the current absorbed by the motor coils,
Rm (Ω) is the motor equivalent resistance, Te (Nm) is the electromotive torque produced by
the motor, and N (rpm) is the shaft angular velocity. The equations describing the motor
electric model are [19,24]: ⎧⎪⎨⎪⎩

Um = ea + Rm · Im,
Te = KT · Im,
Ea = KE · N ≈ N

Kv
,

(6)

where KE (Vs/rad) represents the motor back EMF constant, KT (Nm/A) is the motor
torque constant, and N is the motor rpm. KT and KE are related to Kv by

KE =
1

Kv
=

π

30
· KT . (7)

The motor output torque and the propeller torque are related by

M = Te − T0 = KT · (Im − Im0). (8)
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If the no-load current Im0 is neglected, the propeller torque in this case is controlled uniquely
by the motor load current. From Equations (1) to (4), the supply voltage Um and the motor
current Im are given as follows: {

Im = π
30·Kv

· M + Im0,
Um = Im · Rm + N

Kv
.

(9)

Figure 6. BLDC motor electric model.

The mass regression model of the electric motor is given in Figure 7b. The motor data
used in this model were collected from T-motor and KDEDirect [25]. The model input is the
motor speed constant Kv, which is defined in the motor parameters database Equation (10)
presents the regression model of the motor mass:

Mmot = 0.00048K2
v − 1.461Kv + 840.617. (10)

3.3. Electronic Speed Controller

The electronic speed controller (ESC) is an external device responsible for regulating
the motor speed within a specific range based on the load and battery voltage. It converts
the DC voltage from the battery pack into a three-phase alternating signal that is synchro-
nized with the rotation of the rotor and applied to the armature windings. In the developed
sizing methodology, the electric model of the ESC is not directly involved. However, it is
essential to fix the maximum continuous current Iemax of the ESC, particularly during the
selection and mass estimation steps [24,26]. Figure 7c presents the mass regression model
of the ESC base on supplier data (collected from T-motor and KDEDirect). Equation (11)
presents the regression model of the ESC mass:

MESC = 0.016I2
emax − 0.638Iemax + 42.414. (11)

3.4. Energy Storage System

In this part, three energy storage systems are considered, namely a lithium polymer
(LiPo) battery, a proton membrane exchange hydrogen fuel cell (PME), and a supercapacitor,

3.4.1. Battery

Due to the high energy density and discharge rate, eVTOL aerial vehicles use lithium
polymer (LiPo) batteries. A LiPo pack consists of identical LiPo cells, each with a nominal
voltage of 3.7 V and power density of ρb = 140 (Wh/kg) [24,27]. The parallel connection of
battery packs raises the battery’s total capacity while keeping the nominal total voltage the
same. The nominal voltage of a LiPo battery is:

Ub = 3.7nc, (12)
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where nc is the number of cells connected in series in the battery pack. Each cell has a
capacity Ccs. The total battery capacity is

Cb = np · Ccs, (13)

where np is the number of battery packs connected in parallel. As we can see from Figure 5,
the motor power Pm is converted by the ESC and supplied by the battery. The battery
output power Pb can be estimated by

Pb = Nm · Pm

ηe · ηb
, (14)

where Nm, ηe, and ηb are, respectively, the propulsion chain number, the conversion effi-
ciency of ESC, and the battery efficiency. An oversizing of the battery is taken into account
the drop in battery capacity with the discharge time, utilizing the battery efficiency. A value
of ηb = 0.75 is considered suitable for battery sizing, as reported in [24].

The flight time t f light (min) of the eVTOL aerial vehicle, which is equivalent to the
battery discharge time, is given by

t f light =
60 · ρb · mb

Nm · Pm
· ηe · ηb, (15)

where ρb and mb are, respectively, the battery power density (Wh/kg) and the battery mass
(kg). Thus, for a given embedded LiPo battery mass mb, and a load, an equivalent flight
time is determined. Once the battery mass mb (kg) is located with an objective to maximize
the flight time with the GTOW constraint, the battery capacity Cb (mAh) is computed using
the following equation:

Cb =
ρb · mb

Ub
. (16)

3.4.2. Hydrogen Fuel Cell

Proton exchange membrane (PEM) fuel cells offer a higher energy density than batter-
ies, around 500 Wh/kg [28,29], in a unit that is still clean and hydrocarbon-free, mechani-
cally simple, operates near ambient temperature, and produces no harmful emissions. In
terms of fuel cell power density, there are several works estimating its improvement for a
value of 800 W/kg [30]. The problems with hydrogen storage and the boil-off are also less
significant in aviation compared to cars, and even lesser even for eVTOL aerial vehicles,
because of the shorter duration missions, typically a few hours compared to weeks. Thus,
the significant progress made in the past decade toward lighter gaseous hydrogen storage
can be exploited to full advantage. A PEM pack consists of identical cells, each with a
voltage Ecell (V) given by [30,31]:

Ecell = E0 +
R · T
2F

· ln(PH2 · PO2
0.5), (17)

where E0, R, T, F, PH2 , and PO2 are, respectively, the thermodynamic reversible voltage
based on the higher heating value (HHV) of hydrogen (1.23 V), the universal gas constant
(8.314 J/molK), the operating temperature, the Faraday constant (96,485 C/mol), the partial
pressure of hydrogen (Pa), and the partial pressure of oxygen (Pa). The nominal voltage of
the PEM hydrogen fuel cell stack Vstack (V) is given by

Vstack = Ncell · Ecell . (18)

The fuel cell area is defined as:

Acell =
PFC

(pcell · Ncell)
, (19)
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where PFC and pcell are, respectively, the required electrical power and the power density of
a single cell. For the battery case, the fuel cell output power required for the flight mission
PFC and the corresponding hydrogen consumption HC(kg/h) can be estimated by{

PFC = Nm · Pm
ηe ·ηFC

,

HC = PFC
LHV·ηFC

,
(20)

where ηFC and LHV are, respectively, the fuel cell stack efficiency and the low heating value
of hydrogen (33.3 Wh/g). At the current technology level, the efficiency of the PEMFC is
approximately 40∼50%, and if there is no information about the polarization curve of a
single cell, this value can be used for sizing. Thus, the hydrogen fuel cell mass mFC is given
by [30]:

mFC =
Ncell · kA · ρcell · Acell

1 − ηow
· (1 + fBOP), (21)

where kA, ρcell , fBOP, and ηow are, respectively, the ratio of the cross-sectional area to the
electrode area of a single cell (fixed at a value of five), the area density of a single cell (fixed
at 1.57 kg/m), the ratio of the BOP weight to the HFC weight (with a value that varies
depending on the HFC configuration; in this paper, a value of 0.2 is considered), and the
overhead fraction to account for gaskets, seals, connectors, and endplates (fixed at 0.3). The
flight time in the case of a fuel cell is given by the following expression:

t f light =
60 · LHV

PFC
. (22)

For the hydrogen tank, a type 4 tank was selected among the gaseous hydrogen
tanks. Liquid hydrogen is 800 times less in volume and has a higher energy density than
gaseous hydrogen, but it must be kept at a low temperature, which limits its use in HFC
UAVs [31,32]. A regression model that estimates the hydrogen tank mass Mtank (kg), based
on the amount of hydrogen mH2 (g) required for the flight mission, is established as shown
in Figure 7d. The data are based on the tank type, e.g., such as types 3 or 4 [33], and this
model can be expressed as:

Mtank = −0.000047mH2
2 + 0.0367mH2 − 0.126. (23)

3.4.3. Supercapacitor

Supercapacitors can produce much higher specific powers (multiple kW/kg) but have
lower specific energy capacities (currently only a few Wh/kg) than batteries and HFC. That
is, SCs cannot be used alone or in combination with an HFC. For this component, unlike the
batteries, the power limitations are less constraining, since the limitations are much higher
than what the load requires. The limitations are mainly related to energy. In addition,
they indirectly protect the fuel cell, batteries, and DC bus. Indeed, they absorb the DC
bus voltage fluctuations and can extend the battery’s lifetime [34,35]. Maxwell 350F/2.7V
supercapacitor technology was considered in this paper [36]. The cell characteristics are
presented in Table A2. The useful energy ESC available in a pack of NSSC elements in series
and NPSC branches is calculated as follows:

ESC =
3
8
· NPSC

NSSC
· Ccell · (USC)

2, (24)

where Ccell and USC are, respectively, the nominal capacity and the maximum voltage
of a supercapacitor element. The flight time t f light (min) of the eVTOL aerial vehicle
(supercapacitor discharging) is given by

t f light =
60 · ρSC · mSC

PSC
, (25)
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where ρSC, mSC, and PSC are, respectively, the energy density, and the mass and the power
of a supercapacitor element. The mass of this component is directly estimated using data
from Table A2.
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Figure 7. Regression model for each component.

4. Motor/Propeller Optimization Problem

The optimization technique is based on the simulated annealing algorithm SAA,
which was introduced by inspiring the annealing procedure of the metalworking. In a
general manner, the SA algorithm adopts an iterative movement according to the variable
temperature parameter, which imitates the annealing transaction of the metals [37]. This al-
gorithm is directly explored using the MATLAB global optimization toolbox. The efficiency
of the pair motor/propeller ηMP is used as an objective function in this case. It is given by

ηMP =
Tf light

Pm f light
, (26)

where Tf light and Pm f light are, respectively, the propeller thrust and the motor power during
the flight operation. The motor power is given by

Pm f light = Um f light · Im f light, (27)

from the propeller model presented in Equation (1), the propeller velocity and the propeller
torque during the flight are given by⎧⎪⎨⎪⎩Nf light =

60
Dp

2 ·
√

Tf light
ρ·CT

,

Mf light =
CM ·Dp

CT
· Tf light,

(28)

and from the motor model presented in Equation (9), the motor current and the motor
voltage are given by⎧⎪⎪⎪⎨⎪⎪⎪⎩

Im0 ≈ 0,

Im f light =
π·CM ·Dp
30·CT ·KE

· Tf light,

Um f light =
π·CM ·Dp
30·CT ·KE

· Rm · Tf light +
60·KE
Dp

2 ·
√

Tf light
ρ·CT

.

(29)
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Thus, the optimization objective function expression is given by

ηMP =
1(

π·CM ·Dp
30·CT ·KE

)2 · Tf light · Rm + 2π·CM
Dp

·
√

Tf light

ρ·CT
3

. (30)

For a fixed thrust imposed by the GTOW, the motor/propeller efficiency evolution
in terms of propeller parameters is given in Figure 8. Through this figure, it is noticeable
that the motor/propeller efficiency presents a single attraction basin, enabling the rapid
identification of the point that maximizes the objective function.

Figure 8. Motor/propeller efficiency evolution in terms of propeller parameters,

In order to avoid the motor overheating during the flight, which could influence
the propulsion chain efficiency, the motor current and voltage must remain below their
maximum values, UmMax and ImMax, imposed by the motor design:

Um ≤ UmMax & Im ≤ ImMax, (31)

which leads to establishing the following constraint on the propeller velocity and torque:{
Nmax = UmMax−RmMax ·ImMax

KE
,

Mmax = 30·(ImMax−Im0)·KE
π ,

(32)

thus, the propeller diameter must remain below its maximum value DPmax imposed by the
motor overheating avoidance condition:

Dp ≤ DPmax =

(
Mmax

4 ·
(

60
Nmax

)2
· 1

CM · ρ

) 1
5

. (33)

Thus, the optimization problem of the motor/propeller is given as follows:⎧⎪⎨⎪⎩
max(ηMP) = min(−ηMP),
0 < Dp ≤ DpMaxElec,
0 < ϕp ≤ π.

(34)

5. Case Study

5.1. Use Case Multirotor Drone

The validation of the proposed sizing approach is conducted using data from a
reduced-scale multirotor drone with a GTOW of 15 kg. An overview of the drone, com-
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posed of eight propulsion chains with U7-V2 420 KV motors and P18×6.1 propellers, is
presented in Figure 9. Each set of four propulsion chains is powered by an 6S1P LiPo
battery. Detailed specifications of the drone can be found in Table A3 in the Appendix A. It
is worth noting that the sizing methodology does not consider the coupling effect of the
coaxial configuration. This effect is disregarded for the drone used in the validation step of
the sizing methodology. According to [38], at the scale level of the validation drone, the
coupling effect of the coaxial configuration on propulsion efficiency does not exceed 6%.
This demonstrates the effectiveness of the proposed sizing methodology. To demonstrate
the efficacy of the sizing methodology, a simulation of the propulsion chain sizing approach
is carried out using MATLAB code. A database comprising parameters of 45 randomly
selected electric motor examples, including the motor used in the drone shown in Figure 9,
is created based on data provided by T-motor. Flight mission data specific to this drone is
also incorporated.

Figure 9. multirotor eVTOL drone.

5.2. Pair Motor/Propeller Optimization

The optimization method is applied to the database used for validation. For each
example, the optimal propeller parameters allowing the motor/propeller efficiency maxi-
mization are located using the SA algorithm. Figure 10 gives an example of an optimized
pair motor/propeller, in which the motor/propeller efficiency with the corresponding
propeller parameters is presented. However, a filtering condition is required in order to
select the appropriate combinations that satisfy constraints, such as the GTOW, imposed
by the drone. This condition is based on the computing of the relative error εr between
the maximum thrust TMPmax (N) generated by the optimized pair motor/propeller and the
thrust imposed by the drone weight (GTOW) TMax(N). The maximum thrust generated
by the optimized pair motor/propeller is deduced from the constraints imposed on the
propeller velocity and output torque given in Equation (32):

TMPmax =

(
Mmax

4 · CT
5

CM
4 ·

(
Nmax

60

)2
) 1

5

. (35)

The thrust imposed by the drone weight GTOW is deduced from the acceleration ac
required during the flight by

TMax =
GTOW · (g + ac)

Np
, (36)

where g and Np are, respectively, the gravity acceleration and propulsion chain number.
Thus, the relative error is given by

εr =

∣∣∣∣TMPmax − TMax

Tmax

∣∣∣∣. (37)
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An error reference value εre f = 5% is fixed as the threshold value in order to make the
filtering process.
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Figure 10. Motor/propeller optimization example with the objective function ηMP and propeller
parameters Dp, ϕp.

The motor/propeller combinations, which are able to generate the thrust imposed by
the specifications, are given in Table 1:

Table 1. Sizing process methodology outcome.

Combination
Number

Motor Specification Propeller Parameters Thrust Efficiency

1 U7-V2.0 KV420 P18×6.0 0.0528
2 U7-V2.0 KV490 P20×6.7 0.0533

It is remarkable that the two combinations, in terms of the specific efficiency ηMP,
remain equivalent, which makes the choice between them very similar. Combination 1 is
used in the multirotor drone considered for validation.

6. Energy Storage Sizing and Flight Time Comparison

The sizing of the energy storage system is focused on maximizing the flight time while
minimizing the GTOW. This paper considers five different energy storage configurations.
The first two configurations utilize either a battery or an HFC as the primary energy source.
The remaining three configurations are hybrid setups, including combinations of Bat/SC,
Bat/HFC, or Bat/SC/HFC. By exploring various energy storage structures, the impact
on the autonomy of the multirotor aerial vehicle can be assessed. Figure 11 provides a
general configuration of the propulsion chain based on the Bat/SC/HFC hybrid setup. In
the hybrid cases, it is possible to consider, during the cruise phase, the recharging of the
battery, by the energy surplus of the HFC in the Bat/HFC or Bat/SC/HFC configurations,
or the supercapacitor, by the energy surplus of the battery in the Bat/SC configuration; or
by the HFC in the Bat/HFC/SC configuration. In both cases, oversizing of the battery or
HFC is required.

After the optimal pair motor/propeller has been selected by the optimization algo-
rithm, the sizing of the ESC part will be conditioned by the maximum current imposed by
the motor. The fuselage sizing part is not considered in this paper, it is assumed to be ready.
The sizing of the energy storage system makes it possible to maximize the flight time of the
drone while keeping a minimum mass. For this, it is assumed that:

mcopter = mStorageEnergy + mothers. (38)

384



Aerospace 2023, 10, 425

Figure 11. Multirotor propulsion chain based on a hybrid energy storage system, Bat/SC/HFC.

6.1. Sizing of the Battery and the Hydrogen Fuel Cell

When using a simple energy storage system, the sizing of the latter is performed in a
way that the flight time is maximized by respecting the constraint of the GTOW.

6.1.1. Battery Sizing

The LiPo battery and the motor power are related by

Pmot = Pbat · ηe · ηb, (39)

From the discharging time given in Equation (15), the multirotor aerial vehicle flight time
is related to the motor/propeller-specific efficiency by

t f light =
ηe · ηb · ρb · mbat

(mbat + mothers) · g
· ηMP. (40)

6.1.2. HFC Sizing

The hydrogen consumption during the flight and the motor power are related by

Pmot = ηe · ηFC · LHV · HC, (41)

From the discharging time given in Equation (21) in the case of an HFC, the multirotor
aerial vehicle flight time is related to the motor/propeller-specific efficiency by

t f light =
ηe · ηFC · LHV · mH2

(mSTACK + mothers) · g
· ηMP. (42)

where mSTACK is the stack fuel cell mass, which is given by mSTACK = mFC + mH2 + mtank.
The evolution of the flight time in terms of the battery mass or hydrogen mass is given in
Figure 12a,b. For both cases, it is observable that the flight time increases at first, and then
decreases as the battery mass or the hydrogen mass increases from 0 to ∞. The decrease in
the flight time is caused by the decrease in the motor/propeller efficiency when the drone
weight is too heavy. Usually, the flight time maximum is not reached, because the energy
storage system mass is limited by the GTOW. Thus, the optimum weight of the battery
must be sought in the permitted region given in Figure 12a,b. The optimized parameters of
the battery and the hydrogen fuel cell are presented in Table A4.
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Figure 12. Flight time evolution.

6.2. Sizing of the Energy Storage System in the Hybrid Cases

The hybridization of energy storage systems enables the enhancement of autonomy
and reliability in multirotor aerial vehicles. By combining batteries, hydrogen fuel cells,
and supercapacitors, the specific energy to specific power ratio of the energy storage
system is significantly improved compared to the case of a single energy source. This,
coupled with in-flight energy management algorithms, extends the flight time of the aerial
vehicle [29,39]. Figure 13 illustrates the Ragone plot, which depicts the distribution of
different energy storage systems based on their specific energy to specific power ratios [40].
From this figure, it is evident that the combinations of Bat/HFC, Bat/SC, or Bat/SC/HFC
allow for an improvement in specific energy while maintaining an adequate level of
specific power. In this case, the energy storage sizing process remains similar to the
single-source case, where the objective is to maximize the flight time while considering
the GTOW constraint. However, there are additional variables to consider, particularly the
hybridization coefficient of the energy sources.

Figure 13. The Ragone chart.

6.2.1. Bat/HFC Sizing

Depending on the flight mission segment, the motor power (load) is supplied by the
hydrogen fuel cell or the battery. In both cases, the battery and the hydrogen fuel cell power
are related to the motor power by{

Pbat = x · Pmot,
PHFC = (1 − x) · Pmot,

(43)
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where x is the hybridization coefficient of the battery power to the motor power. The global
flight time of the aerial vehicle t f light is obtained by the contribution of the battery t f lightBat
and the hydrogen fuel cell t f lightHFC. It is given by

t f light = t f lightBat + t f lightHFC. (44)

From Equations (15) and (21), the flight time is given by

t f light =

(
mbat · ρb · ηe · ηb

x
+

mH2 · LHV · ηe · ηFC

1 − x

)
·(

ηMP
(mSTACK + mbat + mothers) · g

)
. (45)

From this equation, it is evident that the flight of the multirotor aerial vehicle is influ-
enced by the mass of hydrogen mH2 , the mass of the battery mbat, and the hybridization
coefficient x. The choice of this coefficient depends on the duration of the flight mission
segments during which the maximum power is required. These segments typically repre-
sent less than 14% [41,42] of the total flight duration. The flight time variation with respect
to the hydrogen mass, HFC stack mass, and battery mass is illustrated in Figure 14.

Figure 14. Flight time evolution in terms of the HFC stack mass mSTACK and the battery mass mbat.

It is remarkable that maximizing the flight time is more favored by increasing the
hydrogen mass than increasing the battery mass. This is due to the fact that as the hydrogen
mass increases, the specific energy of the system also increases, resulting in an extended
flight time.

It is also noticeable that the flight time evolution—as a function of hydrogen mass
and the battery mass for the fixed hybridization coefficient x—presents a single basin of
attraction. The maximum in this case is not attainable because the mass of the energy
sources is limited by the constraint of the GTOW.

In order to locate the energy sources’ optimal masses, which allow for maximizing
the flight time with the constraint of the GTOW for different values of the hybridization
coefficient x, a nonlinear global optimization was carried out. The algorithm considered in
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this part is the same one that was used in the motor/propeller pair optimization part. The
optimization problem in this case is given in{

max(t f light) = min(−t f light),
0 < mbat + mSTACK ≤ GTOW − mother.

(46)

Figure 15 gives an example of this optimization for a hybridization coefficient of
x = 14%. In this configuration, the obtained battery mass makes it possible to compute
the battery capacity using the equation reported in (16). Based on the required capacity,
the number of battery-parallel branches is computed. Regarding the sizing of the HFC
in this case, there is the tank sizing, which is defined by hydrogen mass obtained by
the optimization part, using the regression model presented in Equation (23). The stack
sizing, or the fuel cell area sizing, depends on the hybridization coefficient x, by using the
following equation: {

PFC = (1 − x) · Nm · Pm
ηe ·ηFC

.

Acell =
PFC

ρcell ·Ncell

(47)

Thus, the stack mass is deduced using Equation (22).
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Figure 15. Example of a flight time optimization in the Bat/HFC configuration case.

Through this optimization, a flight time of t f light = 56.18 min is obtained. The
optimized parameters of the battery and the HFC are reported in Table A5.

6.2.2. Bat/SC Sizing

The sizing process of this source configuration is similar to the previous one. The
supercapacitor feeds the motor in high-power segments, especially during take-off and
landing. During the cruising segment, there is the possibility of charging the supercapacitor
with the excess energy supplied by the battery. The power of the supercapacitor and the
battery is related to the power of the motor by{

PSC = x · Pmot,
Pbat = (1 − x) · Pmot,

(48)

where x is the coefficient of the supercapacitor power to the motor power. The global flight
time of the aerial vehicular t f light is obtained by the contribution of the supercapacitor
t f lightSC and the battery t f lightBat. It is given by

t f light = t f lightSC + t f lightBat. (49)

From Equations (15) and (23), the flight time is given by
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t f light =

(
mSC · ρSC · ηe · ηSC

x
+

mbat · ρb · ηe · ηb
1 − x

)
·
(

ηMP
(mSC + mbat + mothers) · g

)
. (50)

The flight time evolution in terms of the battery mass and the supercapacitor mass is
given by Figure 16. This evolution is obtained for a hybridization coefficient of x = 5%.

Figure 16. Flight time evolution in terms of the supercapacitor mass mSC and the battery mass mbat.

In the case of the Bat/SC configuration, maximizing flight time is more influenced by
increasing the battery mass rather than increasing the supercapacitor mass. This is because
the supercapacitor has a lower specific energy compared to the battery. As a result, when
the battery mass increases, the overall autonomy of the energy storage system improves.
It is also remarkable that the flight time evolution as a function of the battery mass and
the supercapacitor mass, for a fixed hybridization coefficient x, presents a single basin of
attraction. The maximum in this case should be reached in the permitted region imposed by
the GTOW. The energy storage optimal masses and the hybridization coefficient, allowing
the maximization of the multirotor aerial vehicle flight time, are located using a global
non-linear optimization. The optimization problem in this case is given by{

max(t f light) = min(−t f light),
0 < mbat + mSC ≤ GTOW − mother.

(51)

Figure 17 gives an example of this optimization for a hybridization coefficient of
x = 5%. Through this optimization, a flight time of t f light = 14.27 min is obtained. The siz-
ing of the battery remains similar to the previous case. The optimized supercapacitor mass
allows obtaining the required energy based on the Maxwell cell energy density reported in
Table A2 in the Appendix A. Thus, the SC capacity must satisfy the following condition:

CSC ≥ 16
3

ESC
USC

, (52)

The optimized parameters of the battery and the SC are reported in Table A6.

389



Aerospace 2023, 10, 425

0 200 400 600 800 1000 1200 1400

Iteration

-15

-10

-5

F
un

ct
io

n 
va

lu
e

Best Function Value: -14.2688 Best point

1 2

Number of variables (2)

0

1

2

3

4

5

6

7

B
es

t p
oi

nt

X 1
Y 0.798396

X 2
Y 7

X 954
Y -14.2688

(a) Best flight time for x = 5 % (b) Optimisation variables (x
1
 = m

SC
(kg) and x

2
 = m

bat
(kg))

Figure 17. Example of a flight time optimization in Bat/SC configuration case.

6.2.3. Bat/HFC/SC Sizing

The Bat/SC/HFC hybrid configuration allows for the integration of three energy
sources, each utilized in different flight mission segments. During the take-off and landing
segments, where the power demand is highest, the supercapacitor is employed. The battery
is utilized during hovering segments, while the hydrogen fuel cell is utilized during the
cruise segment. The battery power, the supercapacitor power, and the hydrogen fuel cell
power are related to the motor power by⎧⎪⎨⎪⎩

Pbat = x · Pmot,
PSC = y · Pmot,
PHFC = (1 − x − y) · Pmot.

(53)

where x and y are, respectively, the hybridization coefficient of the battery power to the motor
power and the supercapacitor power to the motor power. From Equations (15), (23) and (25),
the flight time is given by

t f light =

(
mSC · ρSC · ηe · ηSC

x
+

mbat · ρb · ηe · ηb
y

+
mH2 · LHV · ηe · ηFC

1 − x − y

)
·(

ηMP
(mSC + mbat + mHFC + mothers) · g

)
. (54)

In this case, the flight time depends on five parameters, namely supercapacitor mass
mSC, battery mass mbat, hydrogen fuel cell mass mHFC, and hybridization coefficients x and
y. Figure 18a–c presents the flight time evolution for the three cases.

As the hydrogen fuel cell (HFC) mass increases (Figure 18a), the flight time shows a
tendency to increase when considering the battery and supercapacitor masses. This can be
attributed to the improved energy density of the energy storage system resulting from the
increased hydrogen mass. Furthermore, the cruise phase typically constitutes the longest
segment in a flight mission.

Regarding the effect of the SC mass on the evolution of the flight time in terms of the
HFC and battery masses, as seen in Figure 18b, it is remarkable that the flight time has a
tendency to decrease. This can be explained by the lower value of the SC energy density in
comparison to FCs and batteries. In addition, the take-off and landing segments, where the
SC is utilized, have a relatively short duration in the overall flight mission.
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Figure 18. Flight time evolution in terms of the battery mass mbatt, the supercapacitor mass mSC, and
the hydrogen fuel cell mass mHFC.

The effect of the battery mass on the evolution of the flight time, as a function of the
mass of the hydrogen fuel cell and the mass of the supercapacitor, as seen in Figure 18c,
remains similar to the case in Figure 18b. The flight time in this case tends to decrease as
the battery mass increases. This can be attributed to the battery’s low energy density and
the relatively short duration of the hovering segment during which the battery is used.

In this case, the optimization process involves finding an optimal solution in terms
of the three masses, with the objective of maximizing the flight time for a given level of
hybridization. The optimization problem is given by{

max(t f light) = min(−t f light),
0 < mbat + mSC + mHFC ≤ GTOW − mother.

(55)

Figure 19 presents an optimization example for hybridization coefficients x = 10%, and
y = 6%. In this case a, the multirotor aerial vehicle achieved a flight time of t f light = 62.93 min.
The sizing process for each component, in this case, follows a similar approach as in the
previous cases. The optimized parameters for each component are presented in Table A7.
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6.2.4. Flight Time Comparison

The flight times obtained for each energy storage system configuration in the multiro-
tor aerial vehicle are shown in Figure 20. It is remarkable that the energy storage system
configuration based on Bat/SC/HFC achieved the best flight time with a value of more than
t f light = 62 min, followed by the Bat/HFC configuration with a flight time of more than
t f light = 56 min. Both the battery-based and Bat/SC configurations achieved similar flight
times on the order of t f light = 14 min. The supercapacitor in this configuration does not
have a significant influence on the flight time due to the shorter duration of the segments in
which it is used. The HFC-based configuration allowed for a flight time of t f light = 30 min.
Despite the increase in the complexity of control and energy management in the Bat/SC
and Bat/SC/HFC configurations, they remain the best solution for maximizing flight time.
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Figure 20. Flight time comparison for each energy source configuration.

6.2.5. Multirotor Aerial Vehicle GTOW Estimation

In this section, the multirotor aerial vehicle GTOW estimation is described. Regression
models presented in Section 3 are utilized to estimate the masses of the propeller, motor,
and ESC components. The masses of the payload and fuselage, on the other hand, are fixed.
The mass of the energy storage part is computed for each configuration:

• Battery mass: The optimal battery mass is directly defined by the sizing methodology.
• HFC mass: HFC is composed of the fuel cell stack, where its mass is conditioned by

the hybridization coefficient as given in Equations (21) and (47), the hydrogen tank,
defined using the regression model presented in Equation (23), and the hydrogen
mass, which is defined by the sizing methodology.

• SC mass: The minimum number of series cells required to achieve an output voltage
of 22.2 V for the supercapacitor is 9. This corresponds to a minimum mass of 567 g. In
the hybrid configurations (Bat/SC or Bat/SC/HFC), the mass of the supercapacitor
is determined through optimization to maximize the flight time while adhering to
the GTOW constraint. It is remarkable that the SC mass in the hybrid configurations,
either in Bat/SC or in Bat/SC/HFC, is realizable as the minimum mass of the SC is
well respected.

Figure 21 presents the distribution of GTOW for each energy storage configuration.
The optimized gross take-of weight is given by GTOW = 14.9747 kg.
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Figure 21. Multirotor aerial vehicle mass distribution.

7. Conclusions

This paper presents a rapid and robust sizing methodology, along with a comparative
study on the impact of energy source configurations, on the autonomy of a multirotor aerial
vehicle. The methodology focuses on selecting the optimal components for the propulsion
chain of an eVTOL multirotor aerial vehicle based on a specific flight mission. The objective
is to locate the optimal parameters for the propeller and motor pair, aiming to maximize the
specific efficiency ηMP(N/w) of the propulsion chain. To achieve this, a global nonlinear
optimization using the simulated annealing algorithm (SAA) is employed, with constraints
placed on the propeller’s diameter and pitch angle.

The optimized parameters of the propeller/motor pair allow for the sizing of the ESC
and the energy storage system, ensuring that they meet the requirements of the drone’s
overall mission. This methodology enables the estimation of the resulting gross take-off
weight GTOW of the propulsion chain, using mass regression models based on supplier
data. The comparative study of different energy storage source configurations highlighted
the potential of hybrid sources such as Bat/HFC or Bat/SC/HFC, in terms of autonomy
and reliability, through the combination of multiple energy sources. As part of future work,
some perspectives will be considered. On the one hand, a full-scale model of a multi-rotor
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aerial vehicle will be considered, in order to take into account the aerodynamic effect of
the structure on the specific efficiency. In this case, the sizing methodology validation
step will be carried out on a full scale. On the other hand, the energy management part
for each energy source configuration will be considered, in order to have a more global
comparison in terms of the flight time, controllability, and implementation complexity of
each configuration.
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Appendix A

Table A1. Carbon fiber blade parameters.

Parameter Value

A 5
ε 0.85
λ 0.75
ζ 0.5
e 0.83

Cf d 0.015
αt 0.9

Table A2. Supercapacitor supplier data.

Component Parameters

Nominal voltage (V) 2.7
Maximum charge/discharge current (A) 840/840

Internet resistance (Ω) 0.0032
Nominal capacity (Ah) 0.2625

Specific energy (Wh/kg) 5.62
Mass (kg) 0.063

Volume (L) 13.5

Table A3. Multirotor drone specifications.

Component Parameters

Propeller Dp = 18 in; Hp = 6; ϕp = 1.336 rad
Motor KV = 420; Um = 22.2V; Im = 35 A; Rm = 0.071 Ω
ESC IESCMax = 35 A

Battery Ub = 22.2 V; Cb = 12 Ah V; C-rate30C
Fuselage MF = 5 kg
Payload ML = 3 kg

Table A4. Battery and HFC parameters in the simple case.

Component Parameters

Battery Np = 1; Ns = 6; Ub = 22.2 V; Cb = 12 Ah; C-rate 30C
HFC Ncell = 32; Acell = 0.0486 m2; VFC = 22.2 V
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Table A5. Bat/HFC parameters.

Component Parameters

Battery Np = 1; Ns = 6; Ub = 22.2 V; Cbth = 6 Ah; C-rate 30C
HFC Ncell = 32; Acell = 0.0418 m2; VFC = 22.2 V

Table A6. Bat/SC parameters.

Component Parameters

Battery Np = 1; Ns = 6; Ub = 22.2 V; Cbth = 12 Ah; C-rate 30C
SC NPSC = 1; NSSC = 13; USCre f = 22.2 V; CSC = 3.42 Ah

Table A7. Bat/SC/HFC parameters.

Component Parameters

Battery Np = 1; Ns = 6; Ub = 22.2 V; Cbth = 5 Ah; C-rate 30C
SC NPSC = 1; NSSC = 9; USCre f = 22.2 V; CSC = 2.36 Ah

HFC Ncell = 32; Acell = 0.0408 m2; VFC = 22.2 V

References

1. TomTom Traffic Index. Available online: https://www.tomtom.com/en-gb/traffic-index/ranking/ (accessed on 18 April 2023).
2. Airbus City Project. Available online: https://www.airbus.com/en/innovation/zero-emission/urban-air-mobility/cityairbus-

nextgen (accessed on 18 April 2023).
3. Boeing Passenger Air Vehicle. Available online: https://www.boeing.com/features/frontiers/2019/autonomous-flying-vehicles/

index.page (accessed on 18 April 2023).
4. Lilium Jet. Available online: https://lilium.com/jet (accessed on 18 April 2023).
5. Volocopter UAM. Available online: https://www.volocopter.com/urban-air-mobility/ (accessed on 18 April 2023).
6. Nathen, P.; Strohmayer, A.; Miller, R.; Grimshaw, S.; Taylor, J. Architectural Performance Assessment of An Electric Vertical

Take-Off and Landing (eVTOL) Aircraft Based on a Ducted Vectored Thrust Concept. 2021. Available online: https://lilium.com/
files/redaktion/refresh_feb2021/investors/Lilium_7-Seater_Paper.pdf (accessed on 18 April 2023).

7. Doo, J.T.; Pavel, M.D.; Didey, A.; Hange, C.; Diller, N.P.; Tsairides, M.A.; Smith, M.; Bennet, E.; Bromfield, M.; Mooberry, J. NASA
Electric Vertical Takeoff and Landing (eVTOL) Aircraft Technology for Public Services—A White Paper; NASA Transformative Vertical
Flight Working Group 4 (TVF4); National Aeronautics and Space Administration (NASA): Washington, DC, USA, 2021.

8. Osita, U.; Horri, T.; Innocente, N.; Bromfield, M.; Bromfield, M. Investigation of a Mission-based Sizing Method for Electric VTOL
Aircraft Preliminary Design. In Proceedings of the AIAA SCITECH 2022 Forum 2022, San Diego, CA, USA, 3–7 January 2022.
[CrossRef]

9. Pradeep, P.; Wei, P. Energy-efficient arrival with rta constraint for multirotor evtol in urban air mobility. J. Aerosp. Inf. Syst. 2019,
16, 263–277. [CrossRef]

10. Bacchini, A.; Cestino, E. Electric VTOL Configurations Comparison. Aerospace 2019, 6, 26. [CrossRef]
11. Kitty Cora. Available online: https://www.kittyhawk.aero/history (accessed on 18 April 2023).
12. Chauhan, S.; Martins, J.R.R.A. Tilt-wing evtol takeoff trajectory Optimisation. J. Aircr. 2020, 57, 93–112. [CrossRef]
13. Jobby Aviation S4. Available online: https://www.jobyaviation.com/ (accessed on 18 April 2023).
14. Volocopter VC2X Flight Test in Paris. Available online: https://www.volocopter.com/newsroom/volocopter-flies-at-paris-air-

forum/ (accessed on 18 April 2023).
15. Bershadsky, D.; Haviland, S.; Johnson, E.N. Electric Multirotor UAV Propulsion System Sizing for Performance Prediction

and Design Optimisation. In Proceedings of the 57th AIAA/ASCE/AHS/ASC Structures, Structural Dynamics, and Materials
Conference, San Diego, CA, USA, 4–8 January 2016.

16. Dai, X.; Quan, Q.; Ren, J.; Cai, K.Y. An Analytical Design-Optimisation Method for Electric Propulsion Systems of Multicopter
UAVs With Desired Hovering Endurance. IEEE/ASME Trans. Mechatronics 2019, 24, 228–239. [CrossRef]

17. Gur, O.; Rosen, A. Optimizing electric propulsion systems for UAVs. In Proceedings of the 12th AIAA/ISSMO Multidisciplinary
Analysis and Optimization Conference, Victoria, BC, Canada, 10–12 September 2008; p. 5916.

18. Biczyski, M.; Sehab, R.; Whidborne, J.F.; Krebs, G.; Luk, P. Multirotor Sizing Methodology with Flight Time Estimation. J. Adv.
Transp. 2020, 2020, 9689604. [CrossRef]

19. Ampatis, C.; Papadopoulos, E. Parametric design and Optimisation of multi-rotor aerial vehicles. In Proceedings of the 2014
IEEE International Conference on Robotics and Automation (ICRA), Hong Kong, China, 31 May–7 June 2014; pp. 6266–6271.
10.1109/ICRA.2014.6907783. [CrossRef]

20. T-Motor. Available online: https://store.tmotor.com/goods.php?id=384 (accessed on 18 April 2023).

395



Aerospace 2023, 10, 425

21. Mejzlik. Available online: https://www.mejzlik.eu/technical-data/propeller-data (accessed on 18 April 2023).
22. Brandt, J.; Selig, M. Propeller Performance Data at Low Reynolds Numbers. In Proceedings of the 49th AIAA Aerospace Sciences

Meeting, AIAA 2011–1255. Orlando, FL, USA, 4–7 January 2011.
23. Cavcar, M. The International Standard Atmosphere (ISA); Anadolu Univ.: Eskişehir, Turkey, 2000; Volume 30.
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Abstract: This work deals with developing a self-healing resin designed for aeronautical and
aerospace applications. The bifunctional epoxy precursor was suitably functionalized to enhance its
toughness to realize good compatibilization with a rubber phase dispersed in the hosting epoxy resin.
Subsequently, the resulting mixture was loaded with healing molecules. The effect of the temperature
on the epoxy precursor’s functionalization process was deeply studied. Fourier trans-former infrared
(FT-IR) spectroscopy and dynamic mechanical analyses (DMA) evidenced that the highest tempera-
ture (160 ◦C) allows for obtaining a bigger amount of rubber phase bonded to the matrix. Elastomeric
domains of dimensions lower than 500–600 nanometers were found well distributed in the matrix.
Self-healing efficiency evaluated with the tapered double cantilever beam (TDCB) method evidenced
a healing efficiency for the system functionalized at 160 ◦C higher than 69% for all the explored fillers.
The highest value was detected for the sample with DBA, for which 88% was found. The healing
efficiency of the same sample functionalized at 120 ◦C was found to decrease to the value of 52%.
These results evidence the relevant role of the amount and distribution of rubber domains into the
resin for improving the resin’s dynamic properties. The adopted strategy allows for optimizing the
self-healing performance.

Keywords: self-healing efficiency; functionalization reaction; epoxy resin; mechanical properties

1. Introduction

Self-healing materials can repair themselves and recover integrity using the resources
inherently available or healing mechanisms activated during microfractures. The auto-
repair process can be autonomic or externally assisted, but it is always triggered by damage
to the material. The integration of the self-healing functionality in thermosetting resins is
driven by the need to reduce the environmental impact and the speed of resource depletion.
This can be achieved by consistently reducing starting materials (primary resources) and,
as a consequence, energy consumption and CO2 emissions into the atmosphere. Together
with the atmosphere decarbonization contribution, the possibility to auto-repair polymeric
materials significantly impacts the speed reduction of producing end-of-life plastic wastes.
A strong impact on cost reduction is also expected, deriving from the longer life of materials
and reduced demand for resources necessary to produce new ones. Ultimately, all this
would translate into a high environmental impact reduction and energy sustainability pro-
motion. Furthermore, together with the reduction of maintenance operations on composite
components, the possibility to guarantee the structural integrity of components in spaces
inaccessible for maintenance operations is strongly felt in aeronautics and aerospace.
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The studies carried out until now on auto-repair polymeric materials have resulted
in innumerable healing designs that recently are focused on complex systems capable of
supporting multiple cycles [1–10].

Self-healing polymers can be divided as extrinsic and intrinsic [8,11]. Extrinsic poly-
mers are based on auto-repair processes depending on external healing agents in mi-
cro/nano vessels (generally in the form of microcapsules o vascular channels). The healing
agents are released to seal the damaged regions.

Capsule-based self-healing systems retain the healing agent in microcapsules. When
the damage occurs and propagates in the material, the microcapsules are cracked and the
self-healing mechanism is triggered, leading to a local healing event. The main systems
involve the encapsulation of a liquid healing agent and the dispersion of a catalyst, active in
the ring-opening metathesis polymerization (ROMP), inside the polymeric matrix [12–15].
This strategy was also used to impart self-healing features to an epoxy resin modified
with CTBN rubber for application as an adhesive by Henghua Jin et al. [16]. In particular,
the authors developed a toughened epoxy adhesive where self-healing is achieved via
embedded microcapsules containing dicyclopentadiene monomer and Grubbs’ catalyst.
Vascular self-healing materials sequester the healing agent in one, two, or three-dimensional
networks consisting of capillaries or hollow channels [17–20].

Intrinsic self-healing polymers are those in which the reversible bonds (dynamic
covalent and noncovalent bonds) active in the material can restore the integrity of the
polymer after a damage event [11,21].

Therefore, these self-healing polymers are based on the inherent reversibility of bond-
ing of the matrix polymer. For this typology of self-healing polymers, healing events can
be achieved by reversible covalent reactions [22–33], the presence of a dispersed meltable
thermoplastic phase [34,35], ionomeric coupling [36–39], via molecular diffusion [40–42]
or hydrogen bonding [36–39,43,44]. The intrinsic self-healing materials are less complex
than capsule-based and vascular self-healing materials, avoiding the problems related
to healing-agent integration, compatibility, catalyst stability, etc. [13,45]. However, most
self-healing intrinsic systems have mechanical and chemical properties incompatible with
those required by structural applications.

Thermosetting resins, with their combination of thermal stability, performance, and
chemical resistance, are extensively used in industry. However, integrating self-healing
functionality into these materials is very difficult due to their irreversible network structure
and low chain mobility, which impede the chain flow necessary for the common self-healing
process [46].

To address this challenge, different approaches have been experimented in litera-
ture [46]. In previous works the authors have proposed an intrinsic self-healing system
consisting of an epoxy resin covalently modified by a rubber phase containing self-healing
fillers [47,48]. The presence of the elastomer has allowed reducing the rigidity of the epoxy
chains and promoting the activation of an auto-repair mechanism based on hydrogen bond-
ing interactions. Furthermore, rubber-toughened thermosetting resins manifest several
advantages compared with the unmodified resin. Ricciardi et al. [49] used nitrile rubber to
toughen glass fiber reinforced EP composites. They found that the modified composites
showed smaller delamination, although the absorbed energy was the same and the load
was higher. Karger-Kocsis and Friedrich analyzed fatigue crack propagation of carboxyl-
terminated acrylonitrile-butadiene rubber (CTBN) and silicon rubber (SI) modified Epoxy
resin [50,51]. The incorporation of CTBN and/or SI dispersion in the EP matrix improved
the resistance to fatigue crack propagation.

In order to not significantly alter the mechanical properties of the resin, intended
for structural applications (such as aerospace or automotive fields), different fillers or
nano-fillers have been solubilized/dispersed into the epoxy matrix [47,48].

This work focuses on the effect of the curing temperature of a rubber-toughened
bifunctional epoxy resin filled with self-healing molecules to impart an auto-repair function
to the resin. FT/IR analysis and dynamic mechanical analyses (DMA) were used to study
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the functionalization of the epoxy precursor and to estimate the amount of the elastomeric
phase bonded to the epoxy precursor for different temperatures of functionalization. A
more significant amount of rubber phase bonded to the matrix was found for the function-
alization performed at the higher temperature of 160 ◦C compared to that conducted at
120 ◦C. Thermogravimetric analysis was employed to evaluate the beginning of the degra-
dation temperature for all the formulated systems. Self-healing tests performed through
the tapered double cantilever beam (TDCB) evidence a higher healing efficiency for the
selected system functionalized at 160 ◦C, containing the healing molecules. A synergistic
effect between the interactions determined by the active self-healing fillers and those due
the presence of elastomeric domains bonded to the epoxy precursor has been hypothesized.

2. Materials and Methods

2.1. Materials

The formulated samples are composed by a hosting toughened epoxy matrix con-
sisting of the precursor “3,4-Epoxycyclohexylmethyl-3′,4′-epoxycyclohexane carboxylate”
(ECC—Empirical Formula C14H20O4) (see the chemical structure in Figure 1a) (Gurit Hold-
ing, Wattwil, Switzerland) and the hardener agent “Methylhexahydrophthalicanhydride”
(MHHPA—Empirical Formula C9H12O3) (see the chemical structure in Figure 1b) (Gurit
Holding, Wattwil, Switzerland), both used in a ratio 1:1. As toughening agent (5 wt% with
respect to the total mixture) the liquid rubber Carboxyl-Terminated Butadiene Acryloni-
trile Copolymer was employed (R, see the chemical structure in Figure 1c) supplied by
Hycar-Reactive Liquid Polymers, with Mn = 3600, containing terminal carboxy groups
(COOH content of 0.67 × 10−3 equiv/g of CTBN and 18 w/w% of CN). The compound
triphenyl phosphine (PPh3, Merck KGaA, Darmstadt, Germany), added in an amount of
10 wt%, was employed as a catalyst to promote the functionalization reaction of the epoxy
precursor (ECC).

Figure 1. Chemical structures of the: (a) epoxy precursor (ECC); (b) hardener (MHHPA); (c) liquid
rubber (R).

Table 1 shows the amount in grams of each component to prepare 23.58 g of a complete
mixture Ep-R-120 or Ep-R-160.

Considering the chosen composition, the first Nucleophilic attack by triphenylphosphine
(see reaction scheme in Section 3.1.1 FT-IR Analysis ) opens 9.15 × 10−3 mol of oxirane
rings, leaving 7.0 × 10−2 mol of oxirane rings still unreacted (not opened). After the first
Nucleophilic attack of PPh3, the unreacted oxirane rings represent 88% of the initially available
rings. The moles of the terminal carboxylic groups are 0.804 × 10−3. This amount (in mol) is
slightly defective compared with the opened oxirane rings (9.15 × 10−3 mol). This choice
has been made to avoid big domains of elastomeric phase in the resin (as highlighted later
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through SEM investigation). The question of the dimensions of the rubber domains has
been a nontrivial issue that has been addressed before choosing the chemical composition of
the epoxy mixture. Based on data already reported in literature [52] and authors’ experience,
a lower amount of triphenylphosphine (or a higher amount of rubber phase with respect
to the same amount of PPh3) determines a higher dimension of the elastomer domains,
causing local inhomogeneity in the order of hundreds or units of microns with consistent
local inhomogeneity.

Table 1. Amount in grams of each component to prepare 23.58 g of a complete mixture Ep-R-120
or Ep-R-160.

Component Ep-R-120/Ep-R-160

ECC [g] 10.0
CTBN [g] 1.2
PPh3 [g] 2.4

MHHPA [g] 10.0

The self-healing fillers 1.3-Dimethylbarbituric acid (DBA), 2-Thiohydantoin (T), and
Murexide (M) (all purchased from Merck KGaA, Darmstadt, Germany) have been added
in a percentage of 0.42 wt% (see Figure 2). The ability of these fillers to activate self-
healing mechanisms, based on hydrogen bonding interactions, was already demonstrated
in previous work with a nano-charged resin based on a tetrafunctional epoxy precursor
hardened with 4, 4-diamino diphenyl sulfone [47]. The matrix was loaded with conductive
nanofillers, and the healing efficiency was evaluated for the formulation with 0.5% by
weight of carbon nanotubes to confer functional properties to the resin. Generally, the
presence of conductive fillers confers many functional properties to the hosting polymeric
matrix [53–55]. In particular, electrically conductive fillers such as CNTs, graphene-based
nanoparticles, or expanded graphite have been dispersed in optimized epoxy resins to
impart them self-sensing for the damage monitoring [56,57] or for activating the anti/de-
icing function through the joule effect [58–60], or to make possible energy saving curing
processes (electro-curing processes) of resins/composites [61], and for enhancing adhesive
properties [62].

Figure 2. Chemical structure of molecules acting as self-healing filler.

2.2. Formulation of Epoxy Samples
2.2.1. Functionalized Epoxy Precursor

The functionalized precursor liquid blends ECC-R-120 and ECC-R-160 were composed
of the epoxy precursor covalently modified with the rubber phase.

The two blends were obtained by mixing, under mechanical stirring, the epoxy pre-
cursor ECC, the elastomer R, and the catalyst PPh3 for a time of 15 h, at temperatures of
120 and 160 ◦C, respectively.
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2.2.2. Functionalized Epoxy Samples

The cured epoxy samples Ep-R-120 and Ep-R-160 were composed of the precursor
functionalized at the temperature of 120 and 160 ◦C, respectively. They were obtained by
mixing by magnetic stirring for 20 min at room temperature, the hardener MHHPA and
the functionalized precursor (ECC-R-120 and ECC-R-160, respectively). After a degassing
process for 2 h at room temperature, the mixture was polymerized in an oven by a curing
cycle of 1 h at 80 ◦C, followed by 20 min at 120 ◦C and 1 h at 180 ◦C. To perform this curing
cycle, the samples were placed in the oven for the first cure step, with the oven temperature
at 80 ◦C. At the end of the cure treatment at 80 ◦C (1 h), a heating speed ramp was set to go
from 80 ◦C to 120 ◦C at 10 ◦C/min. The sample’s actual heating rate (verified with a probe)
is 4 ◦C/min. The same thing happened for the transition from 120 ◦C to 180 ◦C.

In this paper, for comparison, the Ep sample, corresponding to the cured epoxy matrix,
without the presence of the rubber phase, was prepared by mixing the ECC precursor and
the hardener MHHPA and following the procedure previously described. Finally, the func-
tionalized epoxy samples with the selected molecules, reported in Figure 2, were obtained by
dispersing the self-healing filler in the functionalized precursor ECC-R-160 by ultrasonication
process for 30 min at room temperature. The addition of the hardener and the curing cycle
followed the same procedure described above. The obtained samples containing DBA, T, and
M were labeled Ep-R-160-DBA, Ep-R-160-T, and Ep-R-160-M, respectively.

2.3. Methods

The preparation of the samples to carry out FT-IR spectra and the modality of their
acquisition are described in Section S1 (S.M.). This last section also reported information
on the thermal and dynamic mechanical analysis of the performed elaborations.

Self-healing efficiency (η) was evaluated using two different approaches. The first one
consists of a fracture test performed with a tapered double cantilever beam (TDCB) geome-
try sample following a protocol established in literature [12], which allows to calculate the
value of the self-healing efficiency by Equation (1),

η =
PCH
PCV

× 100 (1)

where PCH and PCV are the critical fracture load of the healed and virgin sample, respectively.
The specimens were tested by INSTRON mod. 5967 Dynamometer, using a load cell of
30 KN and a 250 μm/min displacement rate. The dimensions of the tested samples are
reported in Figure S1 of Section S1 of the S.M.

In the second approach, DMA tests were used to evaluate auto-repair ability. The
self-healing test was carried out with a continuous dynamic flexural deformation, through
which the samples, having dimensions 3 mm × 10 mm × 35 mm and a V-shaped starter
notch (1 mm × 2 mm), were analyzed by applying a sinusoidal deformation with a maxi-
mum amplitude of 0.1% at a frequency of 1 Hz. An impulsive load of about 25 N induced
a pre-crack in the sample. The trend of the mechanical modulus with temperature was
considered as representative of the evolution of the healing process in the sample. In this
case, η was calculated according to Equation (2) [48,63].

η =
EH
EV

× 100 (2)

where EH and EV are the storage modulus of the healed and virgin sample, respectively.

3. Results and Discussion

3.1. Functionalization of the Epoxy Prcursor
3.1.1. FT-IR Analysis

FT-IR investigation was performed to evaluate the best conditions to choose in the
functionalization procedure. A key role is played by the catalyst triphenylphosphine (PPh3),
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which is necessary to promote the reaction between epoxy groups of the matrix (ECC)
and the carboxylic groups of the rubber phase (R), as depicted in the reaction scheme
of Figure 3.

Figure 3. Reaction mechanism supposed for the functionalization of the epoxy precursor: (a) nucleophilic
attack of PPh3; (b) reaction of the intermediate with the carboxylic group of the rubber phase.

The presence of PPh3 is a necessary step to avoid phase separation phenomena be-
tween the precursor and the elastomer.

The spectroscopic analyses were carried out on the ECC-R-120 and ECC-R-160 liquid
mixtures to investigate the functionalization reaction and the effect of temperature (120 ◦C
and 160 ◦C, respectively). FTIR spectra of the epoxy precursor ECC, liquid rubber R, and
ECC-R blend were compared with the spectrum of the ECC-R-160 blend (see Figures 4 and 5)
and the spectrum of the ECC-R-120 blend (see Figures 6 and 7). The liquid blend ECC-R
corresponds to the epoxy mixture precursor/elastomer raw before the heat treatments for 15 h.
Focusing the attention on Figure 4, in the range between 1650 cm−1 and 1850 cm−1 (see
inset on the left), the spectrum of the rubber phase shows two absorption bands for the ester
carbonyl group, as a consequence of the hydrogen bond interactions established among
the molecules of the liquid rubber [64]. In particular, the band at 1738 cm−1 is ascribed
to the free ester carbonyl group, while the band at 1710 cm−1 belongs to the H-bonded
carbonyl group, involved in the hydrogen bond interactions with the hydroxyl groups
of the same rubber molecules. In the same range of wavenumber, the spectrum of the
precursor shows the ester C=O stretching band, around 1730 cm−1, while the spectrum of
the ECC-R blend displays broadband always at 1730 cm−1, which belongs to the carbonyl
groups of both the components. In the same region of wavenumber, it is possible to observe
the presence of a shoulder peak at 1780 cm−1 that could be considered the experimental
evidence of the functionalization reaction between the oxirane ring of the epoxy precursor
and the carboxylic groups of the rubber phase. This effect is due to the presence of an
electron-withdrawing group (hydroxyl group in β position) that can determine the shift of
the carbonyl signal to higher values of wavenumber for inductive effect [65]. The peak at
1120 cm−1 (see inset on the right of Figure 4), assigned to the C-O stretching of the secondary
alcohol generated by the opening of the epoxy group during the functionalization reaction,
supports the hypothesized mechanism.

Further confirmation of the occurred functionalization is deduced by the results depicted
in Figure 5, in the range of wavenumber between 3700 cm−1 and 3100 cm−1. ECC-R-160
sample shows an absorption band at 3350 cm−1 ascribed to the –OH groups generated during
the reaction. In addition, the absorption band at 3230 cm−1, ascribed to the hydroxyls of the
–COOH group of the R elastomer, disappears after the functionalization reaction.
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Figure 4. FTIR spectra of the precursor ECC (black curve), the liquid rubber R (green curve), the
blend of ECC-R (red curve), and the blend of ECC-R-160 (blue curve), in the range 2000–400 cm−1.

Figure 5. FTIR spectra of the precursor ECC (black curve), the liquid rubber R (green curve), the
blend of ECC-R (red curve), and the blend of ECC-R-160 (blue curve), in the range 4000–800 cm−1.

Similar considerations can be made for the ECC-R-120 system, as shown in Figures 6 and 7.
Compared to the previous case in the spectrum of the precursor functionalized at 120 ◦C,
the peak around 1780 cm−1 is not detectable (see the inset on the left of Figure 6). The
reason for this is probably attributable to not very effective functionalization obtained at
120 ◦C. To evaluate the effectiveness of the functionalization reaction at the two different
temperatures (120 ◦C and 160 ◦C), a further investigation was carried out in the range
between 850 and 950 cm−1, i.e., the area spectrum attributable to the oxirane ring of the
precursor. As a consequence of the functionalization reactions, the peak at 913 cm−1,
ascribed to the oxirane group of epoxy precursor, decreases in intensity (see the right inset
of Figure 5).
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Figure 6. FTIR spectra of the precursor ECC (black curve), the liquid rubber R (green curve), the
blend of ECC-R (red curve), and the blend of ECC-R-120 (blue curve), in the range 2000–400 cm−1.

Figure 7. FTIR spectra of the precursor ECC (black curve), the liquid rubber R (green curve), the
blend of ECC-R (red curve), and the blend of ECC-R-120 (blue curve), in the range 4000–800 cm−1.

More in particular, the reduction of the peak relative to the oxirane group was eval-
uated, normalizing the peak a 913 cm−1 to the peak at 1435 cm−1 associated with the
CH2 stretching of six terms ring, which is assumed chemically unmodified during the
reaction [66]. The ratio (R = Apeak 913/Apeak 1435) of the subtended areas was evaluated for
precursor-liquid rubber system before and after the functionalization process, respectively.
An algorithm based on the Levenberg–Marquardt method [67] to separate the individ-
ual peaks in the case of unresolved, multicomponent bands, was applied. To reduce the
number of adjustable parameters and to ensure the uniqueness of the result, the baseline,
the band shape, and the number of components were fixed. The minimum number of
components was evaluated by visual in the section based on abrupt changes in the slope of
the experimental line shape. The program calculated, by a non-linear curve fitting of data, the
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height, the full-width half height (FWHH), and the position of the individual components. The
peak function was a mixed Gauss–Lorentz line shape of the form, reported in Equation (3) [68]:

f (x) = (1 − L)H exp

[
−4 ln(2)

(
x − x0

w

)2
]
+ LH

[
4
(

x − x0

w

)2
+ 1

]−1

(3)

where x0 = the peak position; H = peak height; w = FWHH; L = fraction of Lorentz character.
The results of this deconvolution procedure for the functionalized precursor at 160 ◦C,

in the above-mentioned ranges of wavenumbers, are shown, respectively, in Figure 8a,b.
This procedure was repeated for the systems rubber-precursor before and after the func-
tionalization process at 120 and 160 ◦C.

(a) (b) 

Figure 8. FT-IR spectrum of the ECC-R-160 sample; deconvolution relating to the region of the:
(a) epoxy ring; (b) peak at 1435 cm−1 associated with the CH2 stretching.

A reduction of 5.3% and 13.5% was found for ECC-R-120 and ECC-R-160 systems,
respectively. This is further proof that the higher temperature value allows for obtaining a
greater amount of bond between the carboxyl group of the rubber and the epoxy ring of
the precursor, making the precursor functionalization more efficient. The most effective
functionalization process affects the resin structure and consequently the thermal and
mechanical properties, as described below.

3.1.2. Thermogravimetric Analyses (TGA)

Figure 9 shows the thermogravimetric curves of the ECC, ECC-R-120, and ECC-R-160
samples in air and nitrogen flow.

Figure 9. Thermogravimetric curves of ECC sample and the rubber functionalized mixtures
ECC-R-120 and ECC-R-160 in air and nitrogen flow.
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Comparing the TGA curves of the ECC-R-120 and ECC-R-160 samples with that
of sample ECC, it is evident that the thermal stability of the functionalized samples is
higher than that of the unfunctionalized resin ECC. Table 2 shows data from TGA analyses
performed in air and nitrogen flow for the ECC, ECC-R-120, and ECC-R-160 samples. The
initial degradation temperature (Td5%), expressed as temperature corresponding to a weight
loss of 5 wt%, presents an increase of about 20 ◦C and 30 ◦C for the samples ECC-R-120
and ECC-R-160, respectively. The behaviour in nitrogen flow is the same as observed in
air; in this last case, the initial degradation temperature (Td5%) of the samples ECC-R-120
and ECC-R-160 manifests an increase of 13 ◦C and 7 ◦C, respectively, with respect to the
ECC sample.

Table 2. Data of TGA analyses performed in air and nitrogen flow for ECC, ECC-R-120, and ECC-R-
160 samples.

Sample *Td5%, [◦C]

Air flow

ECC 191.8
ECC-R-120 209.3
ECC-R-160 219.5

Nitrogen flow

ECC 209.0
ECC-R-120 222.2
ECC-R-160 216.3

*Td5%: temperature corresponding to a weight loss of 5 wt%.

Considering the more reactive environment, the tests performed in air, the functional-
ized precursor presents a higher thermal stability than the raw precursor.

The functionalization reaction obtained at 160 ◦C allows for obtaining a modified
precursor with greater thermal stability achieving a Td5% value up to 220 ◦C.

3.2. Characterization of the Epoxy Resins
3.2.1. Dynamic Mechanical Analysis (DMA)

DMA analyses were carried out on the polymerized samples, with the aim to observe
the effect of the functionalization temperature on the mechanical properties of the materials.
The tests were performed on the samples Ep, Ep-R-120, and Ep-R-160. DMA investigation
was carried out by evaluating the tan δ profile and the storage modulus as a function
of the temperature. In Figure 10, the DMA curves of the cured functionalized epoxy
matrices Ep-R-120 and Ep-R-160 were compared to the curve of the not functionalized
epoxy matrix Ep.

(a) (b) 

Figure 10. DMA curves: (a) Tan δ vs. temperature; (b) Storage modulus vs. temperature.
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All systems present a storage modulus value (see Figure 10b) higher than 1000 MPa
at room temperature and in the wide temperature range of 30 ÷ 100 ◦C, thus confirming
their reliability if employed, for instance, as structural aeronautical parts generally working
in the normal operating temperature range. The trend of the not functionalized epoxy
matrix (Ep) shows a progressive decrease of modulus up to 150 ◦C; after that, the principal
drop occurs, due to its subsequent attainment of the glass transition temperature (i.e.,
Tg). The mechanical behavior of this sample, shown in Figure 10a, confirms the glass
transition temperature (Tg) value above the 180 ◦C. The highest peak in the mechanical
spectrum, related to the glass transition, (i.e., α transition), is centered at 200 ◦C. The
introduction of the rubber and the different functionalization temperature value affect
both storage modulus and tan δ. The principal drop in the storage modulus is reduced to
lower temperature values due to the presence of the functionalized precursor in the resin
(see Figure 10b).

One of the big challenges in this work was to improve the resin’s dynamic properties
and reduce the matrix’s rigidity, acting on its phase composition. Therefore, the design of a
material containing in a rigid matrix very small domains of rubber phase at higher mobility,
finely interpenetrated in the resin, has been considered. A higher mobility is expected of
the chains around the elastomeric domains finely distributed in the resin, as highlighted in
Section 3.3. Furthermore, DMA analysis evidences a reduction of the rigidity of the matrix
(at the macroscopic level). In fact, for the sample which manifests higher healing efficiency
(EP-R-160), the peak of Tan δ vs. temperature opens around 60 ◦C. It is worth noting that
this peak is shifted to a lower temperature range. It involves a temperature range from
60 ◦C to 180 ◦C (with a max around 132 ◦C), where the sample without the rubber phase
shows a transition from 140 ◦C to 250 ◦C. This is clear evidence of a strong toughening
effect exerted by the rubber phase finely distributed in the form of small domains in the
resin in a range of temperatures closest to ambient temperature.

The more effective the functionalization reaction of the epoxy precursor, the higher
the toughening effect of the elastomer on the polymerized resin. This phenomenon results
in a reduction of 40 ◦C for the Ep-R-120 system and one of 70 ◦C for the Ep-R-160 system
leading the Tg value to 160 ◦C and 132 ◦C, respectively (see Figure 10a). These results
agree with those obtained through FT-IR and TGA analyses, confirming the efficacy of the
precursor functionalization performed at the temperature of 160 ◦C. To obtain an epoxy
resin that shows good auto-repair ability, the composition Ep-R-160 was chosen as the
matrix to host self-healing fillers, as the activation of auto-repair mechanism is favored in
the presence of higher mobility of the polymeric chains [47,48].

3.2.2. DSC Analyses

DSC investigations were performed to evaluate the influence of the self-healing fillers
on the curing process of the functionalized epoxy resin. Figure 11a shows the results of
DSC analyses performed on the uncured liquid mixtures.

The presence of the auto-repair agents determines a reduction of the peak temperature
(see Table 3) value and a broadening of the peak shape. This phenomenon is more evident
in Figure 11b in which the fractional conversion (α) as a function of temperature is shown.
The fractional conversion (α) can be expressed as Equation (4):

α(T) =
ΔHT

ΔHTot
(4)

where ΔHT is the partial heat of reaction at a certain temperature and ΔHTot is the total heat
of reaction. The systems filled with the self-healing agents present a fractional conversion
curve shifted at lower temperature and a reduced starting curing temperature value,
(Tα=0.01, temperature value corresponding to α = 1%), as shown in Table 3. DSC curves of
the samples EP-R-160, EP-R-160-DBA, EP-R-160-2T, EP-R-160-M, before the curing process
(after the functionalization reaction) and after the curing process (dashed curves) have been
added in Figure S2 of Section S2 of the S.M.
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(a) (b) 

Figure 11. (a) DSC curves of the analyzed samples before the curing process in the oven; (b) Variation
of the conversion (α) vs. the temperature.

Table 3. DSC results.

Sample Tpeak (◦C) Tα=0.01 (◦C) ΔHT (Jg−1) ΔHTot (Jg−1) DC (%)

Ep-R-160 147.3 73.1 0 240.75 100.0
Ep-R-160-DBA 117.7 63.3 6.6 121.5 94.6

Ep-R-160-T 135.8 68.1 7.3 138.7 94.7
Ep-R-160-M 120.3 60.6 11.1 123.1 91.0

Table 3 highlights that the presence of the fillers causes, on the one hand, a reduction
of curing temperature, on the other, a decrease of the curing degree value, which remains
higher than 90%, allowing to the materials to be suitable for structural applications. Usually
a small amount of accelerators, such as tertiary amines or imidazoles, are used in the
epoxy/anhydride systems to speed up the curing process [69]. In our case, probably, the
fillers act as catalysts in the polymerization mechanism. These results could represent an
advantage in reducing processing costs and energy savings.

3.2.3. Thermogravimetric Analyses (TGA)

Figure 12 shows the thermogravimetric curves of the rubber functionalized and
cured epoxy mixtures Ep-R-160, Ep-R-160-DBA, Ep-R-160-T, and Ep-R-160-M in air and
nitrogen flow.

Figure 12. Thermogravimetric curves of the rubber functionalized and cured mixtures Ep-R-160,
Ep-R-160-DBA, Ep-R-160-T, and Ep-R-160-M in air and nitrogen flow.

The TGA curves shown in Figure 12, compared with those of Figure 9, clearly evidence
that the addition of the hardener agent MHHPA determines an increase in the initial
degradation temperature (Td5%) of the samples, as expected for samples after the curing
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process. For example, for the sample Ep-R-160 (functionalized at a higher temperature), the
initial degradation temperature (Td5%) after the curing cycle is about 253 ◦C in airflow and
about 248 ◦C in nitrogen flow as shown in Table 4. The stability in the thermal degradation
is also retained with the dispersion of the self-healing fillers in the formulation.

Table 4. Data of TGA analyses performed in air and nitrogen flow for the sample EP-R-160 and the
same sample containing the healing fillers DBA, T, and M.

Sample *Td5%, [◦C]

Air flow

Ep-R-160 252.8
Ep-R-160-DBA 251.8

Ep-R-160-T 251.1
Ep-R-160-M 252.6

Nitrogen flow

Ep-R-160 248.4
Ep-R-160-DBA 254.3

Ep-R-160-T 258.2
Ep-R-160-M 266.3

*Td5%: temperature corresponding to a weight loss of 5 wt%.

3.3. Morphological Caracterization

Figure 13 shows SEM images of the etched surface of the EP-160-T, EP-160-DBA, and
EP-160-M samples. The images give clear information on the size and distribution of the
rubber domains in the hosting epoxy matrix. It is worth noting that to better observe
the microstructure of the samples, before being analyzed by FESEM, the samples were
subjected to an etching process, according to a procedure reported in literature [55].

Figure 13. SEM images of the etched surface of: (a,b) the EP-160-T sample; (c) the EP-160-DBA
sample; (d) the EP-160-M sample.
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Chemical composition and conditions chosen for the functionalization process allow
obtaining elastomeric domains of dimensions that do not exceed 500–600 nanometers, as
seen in Figure 13a,b for the sample EP-160-T (where also the dimension of rubber domains
are indicated on the left image), in Figure 13c for the sample EP-160-DBA, and in Figure 13d
for the sample EP-160-M. In the case of M filler, very small crystallites of this component
(not completely solubilized in the resin) are also observed in the solidified matrix.

Extensive studies have been carried out on the solubility of self-healing fillers in the
components of the epoxy formulation before and after the curing process. Experimental
tests and results are reported in Section S3 of the S.M. (see Figure S3-1–S3-4).

It is worth noting that the morphological feature obtained made it possible to maximize
the interphase area between the rubber domains.

3.4. Evaluation of Self-Healing Efficiency

Ep-R-160, Ep-R-160-DBA, Ep-R-160-T, and Ep-R-160-M samples were tested to evaluate
the self-healing efficiency, as described in Section 2.3 Methods.

The results evaluated with the TDCB geometry at 25 ◦C are shown in Figure 14. In
particular, Figure 14a–c show the behaviour of load as a function of the displacement for the
virgin samples Ep-R-160-DBA, Ep-R-160-T, and Ep-R-160-M (continuous line) and the same
healed samples (dashed line). Figure 14d depicts the histogram of the values of healing
efficiency, calculated by Equation (1), using the values of PCV and PCH, reported in Table 5.
The introduction of the self-healing fillers causes a recovery of mechanical properties. The
healing efficiency value is higher than 69% for all fillers. The highest value was detected
for the sample with DBA, for which a value of 88% was found. Statistically, the tests
performed on different samples with the same composition and treatments showed values
with standard deviations of around 5%

Figure 14. Load-Displacement curves for the samples (a) Ep-R-160-DBA; (b) Ep-R-160-T;
(c) Ep-R-160-M; and (d) histogram illustrating the healing efficiency values.

Table 5. Critical fracture loads values of the analyzed samples.

Sample PCV (N) PCH (N)

Ep-R-160-DBA 831 730
Ep-R-160-T 299 207
Ep-R-160-M 341 259
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Most likely, the high healing efficiency values are due to polar groups in the self-
healing fillers, such as O-H, N-H, and C=O functional groups. These groups act as hydrogen
bond donors or acceptors with the polar groups of the functionalized epoxy-precursor,
establishing cumulative effects of the attractive reversible interactions. The attractive
reversible interactions are probably established much more effectively in the higher mobility
domains of the polymeric chains, therefore, at the interface between the rubbery domains
and the matrix resin (where the degree of crosslinking is reduced).

Notably, the peculiar morphology of these samples, with rubber domains of dimen-
sions in the order of a few hundred nanometres (see Figure 13), contributes to increasing
the areas at reduced crosslinking density.

An example of possible interactions based on reversible hydrogen bonds is shown
in Figure 15, which depicts the H-bond interactions built between the hydroxyl groups,
acting as H-bond donor sites, of the cured epoxy resin and the carbonyl groups, acting as
H-bond acceptor sites, of the DBA filler. The resulting supramolecular network activates
self-healing mechanisms in the formulated materials.

Figure 15. Picture illustrating the H-bond interactions between the hydroxyl groups of the epoxy
resin (red highlighted) and the carbonyl groups of the DBA filler.

Hydrogen bonds are widely recognized to activate self-healing processes [70–72],
it has mostly been applied in rubbery matrices [47,73–75]. In our samples, we have
small rubber domains distributed throughout the whole sample. The employment of
reversible hydrogen bonds in epoxy resins has only been reported in specially modified
systems through the addition of hydrogen bonding moieties such as ureido- pyrimidinone
(UPy) [76,77], barbiturate and thymine functionalized MWCNTs [48], and amide mo-
tifs [78]. Reference [48] refers to our previously published paper on self-healing resins.
These papers describe self-healing resins, where barbiturate and thymine functionalized
MWCNTs were embedded in a rubber-toughened epoxy formulation. The groups with
hydrogen donor or acceptor sites lead to reversible MWCNTs-bridges through the matrix
due to strong, attractive interactions between the rubber phase, finely dispersed in the
matrix, and MWCNT walls. Healing efficiencies higher than 50% have been found for
both functional groups. Dynamic mechanical analysis (DMA) evidenced an enhancement
in epoxy chain movements due to the rubber phase’s micro/nanodomains, enabling self-
healing behavior by recovering the critical fracture load. In this paper, molecules capable
of establishing strong cumulative effects due to hydrogen bonds have been dispersed in
the toughened thermosetting matrix.

The authors demonstrate that the effect of the functionalization temperature should
not be underestimated to evaluate the healing ability of the materials. Figure S4 of Section
S4 of S.M. shows the results of self-healing tests carried out for the samples Ep-R-120 and
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Ep-R-160 loaded with the DBA filler (Ep-R-120-DBA and Ep-R-160-DBA, respectively). The
comparison between Ep-R-120-DBA and Ep-R-160-DBA shows that the functionalization
temperature of 160 ◦C allows an increase in the self-healing efficiency, as expected consid-
ering the DMA results in Figure 11, where a lower value of Tg is observed for the sample
functionalized at 160 ◦C.

DMA results of this last sample including the self-healing fillers (see Figure 16) show
that the Tg values of the complete formulations are lower than the same sample without
filler (132 ◦C, see Figure 11) of about 10 ◦C for Ep-R-160-DBA, Ep-R-160-T, and Ep-R-160-M.

Figure 16. DMA curves: (a) Tan δ vs. temperature; (b) Storage modulus vs. temperature of the
samples Ep-R-160-DBA, Ep-R-160-T, and Ep-R-160-M.

The modulus drop (see Figure 16b) is slightly anticipated for the sample containing
the DBA filler for which the highest healing efficiency value is recorded.

4. Conclusions

In this study, a bifunctional epoxy precursor was functionalized with a rubber phase.
Then, self-healing molecules were added to the rubber-toughened bifunctional epoxy resin
to confer it auto-repair function. The functionalization process allows obtaining elastomeric
domains not exceeding 500–600 nanometers. After the curing cycle of the formulated self-
healing samples, the effect of the temperature of epoxy precursor functionalization on the
properties of the samples was evaluated in terms of self-healing efficiency, DMA, and TGA.
It was found that the higher functionalization temperature of 160 ◦C can better promote
the reaction between the rubber phase and the epoxy precursor during the functional-
ization process. The more efficient interactions affect the resin structure and its thermal
and mechanical properties. Self-healing efficiency analysis highlights the crucial role of
functionalization temperature in increasing self-healing ability. Samples functionalized at
160 ◦C manifest healing efficiency higher than 69%. The highest value (88%) was detected
for the sample with DBA filler. The healing efficiency of the same sample functionalized at
120 ◦C decreases to 52%. Results from DMA evidence that a lower value of Tg (observed
for the sample functionalized at the higher temperature of 160 ◦C) allows for obtaining the
highest healing efficiency. Thermal stability in air higher than 250 ◦C was observed for all
formulated samples.

Supplementary Materials: The following supporting information can be downloaded at https://
www.mdpi.com/article/10.3390/aerospace10050476/s1: Figure S1: Dimensions of the TDCB geometry
specimen (on the left); EP-R-160 sample located in the INSTRON instrument (on the right). Numerical
values of the lengths are expressed in mm; Figure S2: DSC curves of the samples EP-R-160, EP-R-160-
DBA, EP-R-160-T, EP-R-160-M, before the curing process (after the functionalization reaction) and
after the curing process; Figure S3-1: Photos of the self-healing fillers after incorporation into the Gurit
precursor ECC at room temperature; Figure S3-2: Photos of the self-healing fillers before incorporation
into the Gurit hardener MHHPA; Figure S3-3: Photos of the self-healing fillers after incorporation
into the Gurit hardener MHHPA; Figure S3-4: Visualization of the complete solubilization of the
self-healing fillers in the Gurit hardener MHHPA; Figure S4: (a) Load-Displacement curves for the
sample Ep-R-120-DBA; and (b) histogram illustrating the healing efficiency values for the samples
Ep-R-120-DBA and EP-R-160-DBA.
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Abstract: Additive manufacturing (AM) is one of the fastest-growing markets of our time. During
its journey in the past 30 years, its key to success has been that it can easily produce extremely
complex shapes and is not limited by tooling problems when a change in geometry is desired. This
flexibility leads to possible solutions for creating lightweight structural elements while keeping the
mechanical properties at a stable reserve factor value. In the aerospace industry, several kinds of
structural elements for fuselage and wing parts are made from different kinds of steel alloys, such
as 17-4PH stainless steel, which are usually milled from a block material made using conventional
processing (CP) methods. However, these approaches are limited when a relatively small element
must withstand greater forces that can occur during flight. AM can bridge this problem with a new
perspective, mainly using thin walls and complex shapes while maintaining the ideal sizes. The
downside of the elements made using AM is that the quality of the final product is highly dependent
on the build/printing orientation, an issue extensively studied and addressed by researchers in the
field. During flight, some components may experience forces that predominantly act in a single
direction. With this in mind, we created samples with the desired orientation to maximize material
properties in a specific direction. The goal of this study was to demonstrate that an additively
manufactured part, produced using laser powder bed fusion (LPBF), with a desired build orientation
has exceptional properties compared to parts produced via conventional methods. To assess the
impact of the build orientation on the LPBF parts’ properties, one-dimensional tensile and dynamic
fracture toughness tests were deployed.

Keywords: additive manufacturing; 17-4PH stainless steel; 3D printing; laser powder bed fusion;
printing orientation

1. Introduction

Additive manufacturing (AM), or 3D printing, is a computer-controlled process that
creates three-dimensional objects by depositing materials, usually in layers, thus enabling
the creation of lighter and stronger parts and systems. The benefits of AM are numerous,
allowing the creation of parts with complex geometries and low material waste, therefore
providing cost reduction for high-value components while reducing lead times. In addition,
parts that previously required assembly from multiple components can be fabricated as
a single object with improved strength and durability. Furthermore, AM can be used
to fabricate unique objects or replacement pieces for parts that are no longer produced.
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Having demanding standards in terms of performance and weight reduction, the aerospace
industry has been one of the first to adopt additive manufacturing since the deployment of
such techniques can advance part-making methods [1,2]. Common AM applications include
environmental control system ducting, custom cosmetic aircraft interior components, rocket
engine components and combustor liners [3,4]. Certification requirements for these installed
parts in aircrafts are discussed in USAF Structures Bulletin EZ-19-01, mandating a linear
elastic fracture assessment for all load-bearing AM parts [5]. These requirements are based
on US MIL-STD-1530D, which mandates linear elastic fracture mechanics (LEFM) and does
not allow the use of S–N curves in the design/assessment of a load-bearing component on
USAF aircrafts. This standard applies to the entire structure, type or procurement strategy
for the entire life cycle of the aircraft [6]. AM also helps deliver complex, consolidated
parts with enhanced strength, which is a prerequisite in this industry. To justify these AM
parts, there are several ongoing studies on durability and damage tolerance certification [7],
with a focus on the aforementioned standards, while others are taking different approaches
towards the same goal [8].

What AM contributes to the already existing manufacturing methods is a whole new
perspective. The layer-by-layer deposition provides product designers with more freedom
to create innovative, high-performance parts. These parts can be further optimized using
finite element methods (FEM) aimed specifically at AM processes [9]. Due to the fact
that a minimum amount of material is used, parts are generally more cost effective and
produce less waste, making the product more sustainable. Conversely, the demanding
requirements of raw materials are associated with high costs, as well as an inferior surface
quality and dimensional precision, necessitating the application of surface finishes to fulfill
quality standards and specifications. Furthermore, the layering and multiple interfaces
of additive manufacturing can cause defects in the product, whereby post-processing is
needed to rectify any quality issues. Among the many 3D printing processes, such as
atomic diffusion additive manufacturing (ADAM) and metal fused filament fabrication
(MFFF) [10], the LPBF technique, namely, selective laser melting (SLM), is one of the most
promising [11]. This method uses a continuous powder bed melted with a high-precision
energy source, which is usually a solid-state laser or an electron beam [3]. During the
process, this energy source scans the cross-sections layer by layer until the part is finished.
This bottom-up approach allows a variety of detailed modifications to existing components,
where traditional machining technologies suffer from the limitations of their operation.
The issues of low surface quality and high thermal residual stresses occurring in the final
parts are most of the time related to the heat source [12]. Both issues can be mitigated with
the mechanical machining of the surfaces or with more complex technologies, such as hot
isostatic pressing [13]. Another important parameter is the build/printing orientation that
can yield different mechanical properties along different directions [14]. Since numerous
components are subjected to loading along specific directions, the LPBF material does
not require isotropic behavior. Furthermore, the LPBF process can accommodate various
types of raw materials. Although lightweight alloys are prevalent in commercial aircraft,
steels are also widely used, particularly in turbine blades, missile and rocket fittings,
undercarriage components and fasteners. Of all the steel varieties, high-performance
stainless steels (SSs) are particularly significant due to their remarkable ability to attain
exceptional strength throughout the process of aging. The 17-4PH SS material represents
one of the most common types of martensitic precipitation-hardening SSs. Owing to its
high chromium, nickel and copper content, it has good corrosion resistance and high fatigue
resistance, and in the aged state, the copper-based precipitates ensure high strength and
high toughness, which are requirements for SS alloy applications in the aerospace industry,
even in critical components, such as fan or propeller blades [15]. Typically used where
designers need more reliability in their products, this alloy is great for gate valves, chemical
processing equipment, pump shafts, gears, ball bearings, bushings and even fasteners. It is
also one of the most common types of stainless-steel powders in the powder metallurgy
and AM industry. Despite using identical raw materials, the mechanical properties of
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parts manufactured using different methods can vary significantly due to differences in
the resulting microstructures. The properties of CP-17-4PH, as shown in Table 1, including
yield strength (YS), ultimate tensile strength (UTS), hardness (HV), toughness (IE) and
elongation (EL), are determined using the heat treatment process according to ASTM A564.
It is worth noting that the properties can be affected by the high temperature used in
the process.

Table 1. Typical mechanical properties of commercially manufactured 17-4PH SS according to
ASTM A564.

Condition YS (MPa) UTS (MPa) Elongation (%)
Hardness,
Vickers

YS/UTS
Charpy Impact
Energy (Joule)

H900 1171 1309 10 410 0.89 22
H1025 999 1068 12 349 0.94 54
H1075 861 999 13 328 0.86 61
H1150 723 930 16 292 0.78 75

Achieving a desired build orientation/direction is crucial for ensuring that a 3D-
printed part can withstand the forces that will act upon it. In this work, the desired
orientation was achieved using selective laser melting (SLM) and 17-4PH SS powder, which
is a widely used material in aeronautical applications. The properties of the produced
specimens were subsequently compared with corresponding parts made using traditional
manufacturing methods and other AM processes to evaluate their potential applicability in
the aviation industry. To evaluate the mechanical properties of the 3D-printed parts, several
tests were conducted. Hardness measurements were performed to assess the resistance of
the material to indentation and penetration, and tensile testing was performed to determine
the ultimate tensile strength (UTS), yield strength (YS) and strain at break values. Impact
testing was also carried out to evaluate the material toughness under high-stress conditions.
Finally, density measurements were conducted to evaluate the porosity of the samples, and
the fractured surfaces of the samples were analyzed to determine the fracture mechanisms.

2. Materials and Methods

The selection of process parameters in our study was a result of a comprehensive
approach. Initially, we extensively reviewed the existing literature in the field to identify
commonly used and well-established process parameters employed in similar studies.
These parameters served as a foundation for our research. Furthermore, we conducted
preliminary experiments to evaluate the performance and feasibility of different process
parameters. Via these experiments, we assessed their impact on the desired outcomes and
determined the most appropriate range for our specific experimental setup. Practical con-
straints, such as equipment limitations, were also taken into account during the finalization
of parameter selection. While we recognize that there are numerous process parameters
that could potentially influence the outcomes, we carefully chose a subset that we believed
would yield meaningful insights within the scope of our research objective.

The base material used for this research work was water-atomized 17-4PH stainless
steel powder supplied by Oerlikon. The average particle size was 40 μm, which is widely
used in AM and approved by both the German Federal Office of Civil Aeronautics and the
German Federal Office of Defence Technology and Procurement. The morphology of the
powder is mainly spherical, which is favorable for most additive manufacturing processes
due to its excellent flowability and its high apparent density. However, as shown in Figure 1,
the powder contained some particles with an irregular shape, which reduced the flowability
and the apparent density of the powder bed. Furthermore, this can negatively affect the
compactness of the 3D-printed parts. Yet, these particles are similar in shapes and sizes
to those observed in the work of P. Ponnusamy et al. [16], in which the same alloy was
considered. The official certificate (specified in the datasheet of the powder alloy) and the
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measured (ICP or inductively coupled plasma method) chemical composition of the initial
powder are shown in Table 2.

Figure 1. Morphology of 17-4 PH SS powder at 500×magnification.

Table 2. Chemical composition of 17-4 PH stainless steel powder (wt. %).

C Cr Cu Ni Nb Ta Mn Si Fe

Measured 0.01 17.1 3.03 4.46 0.27 <0.01 - - Bal.

Certification 0.02 16.52 3.94 4.47 0.30 - 0.04 0.43 Bal.

The LPBF machine used in this experiment was an Orlas–Creator SLM machine, using
an Yb fiber, a 1070 nm wavelength laser as an energy source, nitrogen shield gas and
a ~40 μm average accuracy. The printing strategy is a scan of parallel lines with a 45◦
clockwise rotation for each deposited layer, thus creating a crosshatch pattern, as depicted
in Figure 2. This strategy is typically used in 3D printing [16,17] to improve the strength
and quality of printed parts.

Figure 2. Crosshatch pattern achieved by 45-degree-clockwise rotation: (a) first deposited layer;
(b) second deposited layer; (c) third deposited layer.
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The selected pattern improves the adhesion between the layers and prevents delam-
ination. Delamination is a serious production flaw that occurs when there is improper
bonding between successive layers, leading to permanent deformation due to residual
stresses. In order to execute this approach, it is necessary to adjust the settings of the 3D
printer software to position the heat source at a 45-degree angle relative to the previous
scanning direction. This configuration involves a complete 360-degree rotation every eight
consecutive layers. This method enables the machine to maintain control over the desired
structural integrity, resulting in improved mechanical properties and a more seamless layer
construction. Additionally, the powder feed was supplied using a rubber coater, which
moved in counterclockwise circular motions. Tensile specimens in the shape of rectangular
dog bones and Charpy specimens were printed, adhering to the dimensions depicted in
Figure 3. In the case of the Charpy specimens, the V notch was machined after the printing.

Figure 3. Dimensions and shapes of the printed (a) and tensile (b) Charpy specimen.

All printed samples were made on a horizontal (0◦) orientation as it has been proven
to be the favorable orientation for this type of testing [18]. Six as-printed tensile specimens
and Charpy specimens were solution-heat-treated (annealed) at 1038 ◦C for 30 min in
argon atmosphere and then quenched with water. Three of the annealed specimens were
subsequently aged at 480 ◦C for 60 min in argon atmosphere. The heating rate was
10 ◦C/min in both heat treatment processes. The density of the samples was determined
by the Archimedes method. The hardness of the samples was measured using the Vickers
method (HV10) [19] on a Wolpert UH930. Instron 5982 equipment was utilized for the
tensile tests at room temperature. Tensile tests were conducted according to ASTM E8/E8M
standard [20]. Charpy tests were conducted according to ASTM E23-16b [21], using a
Schenck-Trebel of 300 J capacity. Three tests were carried out on each condition. The strain
rate was 3 mm/min. The microstructure and the broken surface of the tested samples were
investigated using optical microscopy (OM) and scanning electron microscopy (SEM) with
C. Zeiss Axio Image and a C. Zeiss EVO MA 10 equipment, respectively. The experimental
flowchart of the additively manufactured 17–4PH stainless steel is shown in Figure 4.

421



Aerospace 2023, 10, 619

Figure 4. Experimental procedure conducted on the (AM)17-4PH stainless steel tensile test specimens
and Charpy specimens. The arrows represent the life cycle of each test piece.

3. Results

3.1. Density and Microstructure

The bulk density of the porosity-free, CP-wrought 17-4PH stainless steel was measured
to be 7.75 g/cm3 [22]. The density of the AM products shows generally a lower value
compared to the CP metals. In conventional processes (CP), a substantial amount of
plastic deformation is applied, which helps eliminate the porosity present in the initial cast
ingot. In contrast, in the field of additive manufacturing (AM), the use of long pressureless
sintering or hot isostatic pressing (HIP) can reduce porosity, but it is inevitable to have some
remaining porosities in the structure. This can significantly reduce the deformability as well
as the strength and toughness of the material. The overall density results of the produced
samples can be seen in Table 3, where the measured density and the calculated relative
density values were also determined. The results show that the porosity lies between 1.5
and 2.7%. This is close to the literature’s data for sintering processes [23–25]. The applied
heat treatments did not have any further effects on the density.

Table 3. Density of LPBF 17-4PH SS Charpy samples.

State Sample
ρ Measured

(g/cm3)
ρ Relative (%)

as printed
1. 7.54 97.30
2. 7.63 98.46
3. 7.52 96.98

annealed
4. 7.58 97.76
5. 7.56 97.61
6. 7.56 97.58

H900
7. 7.55 97.40
8. 7.54 97.27
9. 7.57 97.70

As depicted in Figure 5, the micrograph reveals the presence of two types of porosity
within the microstructure. The majority of these voids exist on a microscale, with diameters
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less than 1–2 μm. However, there are a few voids that possess larger sizes but are less abun-
dant. This type of porosity arises from inadequate melting during the 3D printing process,
which will be further discussed in the analysis of fractured surfaces. Typically, the larger
voids are observed along the outer rim of the specimen (Figure 5b). This phenomenon is
well known in the realm of LPBF techniques as the process involves precise edge definition.
With each layer, a closing contour is added, typically one (originally three). Although this
contour addition is a machine-specific parameter and unavoidable, it does not significantly
impact the mechanical properties.

Figure 5. Typical porosity morphology of the LPBF 3D-printed samples: (a) inside the sample;
(b) close to the sample surface.

3.2. Hardness and Toughness

The hardness and toughness values of the tested Charpy samples under different
heat-treated conditions are presented in Figure 6. The results indicate that the as-printed
state exhibits the lowest hardness and the highest toughness. The average hardness of
the as-printed samples is insufficient for most engineering applications. However, the
advantage of this alloy lies in its ability to be hardened by heat treatment. Prior to the
aging heat treatment, annealing is performed. This heat treatment aims to maintain all the
alloying elements in a solid solution state achieved by rapid cooling from the austenitic
phase. Typically, this is the softest state of the material. However, as demonstrated by
the results, the hardness of the annealed samples is higher than that of the as-printed
state. According to the ASTM A693 standard, the maximum hardness is obtained in the
annealed state, with a Rockwell hardness of 38 (HRC) or a corresponding Vickers hardness
of 348 (HV). Our measured value of 314 (HV10) slightly falls below this maximum value. In
practical terms, the hardest state of this alloy can be achieved by the H900 aging treatment.
In this state, the hardness values usually range between 388 HV and 458 HV [26–28]. In our
case, the average hardness of the aged samples is close to the maximum value of 445 (HV10).
Regarding the measured impact energy (IE) values, an opposite trend can be observed.

This observed trend can be attributed to the fact that harder samples have a higher
susceptibility to fracture when subjected to high-impact forces, resulting in lower impact
energy (IE) values. The as-printed state exhibits the highest IE value of 22 Joules. However,
after the annealing process, this value decreases to 9 joules. The lowest IE value of 6 joules
was measured in the H900 state. In comparison to the results reported in the literature and
the standard for the CP 17-4PH alloy, this impact energy is relatively low. The presence
of unmelted areas within the printed microstructure (Figure 7) is undoubtedly the reason
behind this discrepancy. These areas significantly reduce the toughness of the material [31].
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Figure 6. Hardness and impact energy at different heat-treated states [26–30]. Values from the same
fields were marked with rectangle and circles.

Figure 7. SEM picture on a broken surface of a Charpy specimen.

3.3. Tensile Properties

The typical tensile curves for the three different heat-treated conditions of the inves-
tigated material are depicted in Figure 8 and Table 4. It was determined that the heat
treatment had a notable impact on the plastic deformation behavior of the material, as
evidenced by the shape of the curves. In the case of the as-printed sample, a slight strain
hardening effect can be observed between the yield strength (YS) and ultimate tensile
strength (UTS). This curve exhibits the highest level of uniform plastic deformation and the
lowest stress values. Following the UTS, a short period of non-uniform plastic deformation,
known as necking, can be observed. Conversely, the annealed sample displays a different
pattern. While the strain hardening period is short, the necking period is longer. The
curve for the H900 sample exhibits a distinct curvature. After yielding, the tensile stress
shows a sustained elongation phase. No further necking is observed after the UTS, and the
sample fractures rapidly. The trend observed in the hardness and toughness values is also
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reflected in the tensile properties. The strength of the samples increases as a result of the
heat treatment, while the plastic deformability experiences a significant decrease.

Figure 8. Tensile curves of 17-4ph LPBF samples [31,32].

Table 4. Tensile properties of LPBF specimens in various conditions.

CONDITION YS (MPA) UTS (MPA) EL (%) YS/UTS

AS PRINTED 712 ± 6 796 ± 8 9.4 ± 0.6 0.89

ANNEALED 714 ± 5 904 ± 6 6.1 ± 0.4 0.79

H900 (AGED) 1190 ± 16 1309 ± 13 3.7 ± 0.7 0.91

The values for yield strength (YS), ultimate tensile strength (UTS) and strain at break
obtained from the tensile curves, along with the H900 value, are presented in Figure 9.
The figure also includes data from the literature on CP- and AM-produced samples in
different aged states. By comparing the results of the CP and AM alloy, as depicted in the
diagram, it can be observed that the highest UTS can be achieved by the H900 treatment
(1309 MPa), which is nearly equivalent to that of traditional manufacturing methods
(1310 MPa). Generally, AM processes are often promoted as post-production free processes,
but the as-built condition lacks the necessary mechanical properties for practical use. A
comparison was made with similar results reported in the literature. In their respective
studies, H.R. Lashgari et al. [33] and F.R. Andreacola et al. [14] applied heat treatment to
their specimens, resulting in UTS values close to 1300 MPa, while the as-printed mechanical
strength was approximately 900 MPa.

Figure 10 provides optical microscopy (OM) and scanning electron microscopy (SEM)
micrographs of the fracture surfaces of the tensile specimens. Upon comparing the fracture
surfaces, it becomes evident that the fracture mechanism differs. It is apparent that all
the fractured surfaces exhibit a notable presence of porosity accompanied by unmelted
powder. This is clearly visible in Figure 10d, although a similar amount can be observed on
all other investigated surfaces. As indicated by the tensile curves, the curves corresponding
to the as-printed and H900 aged samples display a short period of necking in comparison
to the curve of the annealed sample. A short necking period implies that the fracture
occurs without significant plastic deformation. This can be observed in Figure 10a,c,d,f,
where cleavage fracture surfaces are depicted. Conversely, the tensile curve of the annealed
sample exhibits a prolonged necking period. This substantial amount of plastic deformation
is visible on the ductile-type fractured surfaces shown in Figure 10b,e.
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Figure 9. Tensile properties of the different values reported in the literature. CP parts are marked
with blue, while AM parts are marked with red [27,29,34–38].

Figure 10. Fractured surfaces of (a,d) as-printed, (b,e) annealed and (c,f) H900 tensile specimens.

4. Conclusions

The present work focused on the production of LPBF samples with a desired orien-
tation towards enhancing their properties in a specific direction. 17-4PH SS powder has
been used for the production of the samples, being a widely used material for aeronautical
applications, such as landing gear components wing spars and engine mounts, as well as
for producing control rods, exhaust components, cockpit fasteners or even simple brackets.
Such parts are predominantly loaded in one direction. By optimizing the properties of an
additively manufactured 17-4PH alloy, it may be possible to produce parts with lighter
and more efficient designs that can replace conventional parts made using traditional
manufacturing methods. The properties of the produced specimens have been compared
with those of corresponding parts from the literature made via traditional manufacturing
methods and other AM processes. While the aviation industry places high standards on
conventional crafting methods, their potential for increased complexity is limited. However,
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powder-based methods offer a significant improvement in this regard. Based on the results
of the tensile tests, notable differences in characteristics are observed between parts made
conventionally and those produced using our AM process. CP parts, in their as-made con-
dition, exhibit superior tensile strength properties but lack elongation. On the other hand,
LPBF-produced parts, when subjected to treatment, demonstrate competitive properties in
this aspect. Moreover, the narrow standard deviation of the LPBF values indicates the sta-
bility of this manufacturing method. Our findings also suggest that additional treatments
can enhance the potential applicability of these powder-based parts, particularly in terms
of ultimate tensile strength (UTS) and yield strength (YS). This aligns with the requirement
stated in MIL-STD-1530D, which specifies no yielding at the 100% design limit load [6]
while still allowing for optimal design freedom to achieve greater complexity. Despite the
printing jobs not being 100% accurate in terms of surface finish and the occasional presence
of unmelted particles resulting in 2-3% porosity, the results are remarkable compared to
other AM technologies, as supported by values reported in the literature. These unmelted
zones were subsequently minimized by annealing and aging heat treatments. In conclusion,
additively manufactured 17-4 PH parts have the potential to find application in the aviation
sector, although further investigations are necessary to assess their actual applicability.
Future research endeavors may focus on improving the stability of 3D printing jobs or
exploring alternative heat treatment methods, considering their potential impact on the
mechanical properties of AM parts. Additive manufacturing (AM) has the potential to
revolutionize the way parts are designed and produced, particularly in industries like
aerospace in which weight reduction is a critical factor in improving performance and fuel
efficiency, which is also emphasized in US Army Directive 2019-29 [39]. By using AM to
produce parts with reimagined, lighter geometries, it may be possible to reduce the overall
weight of aircraft and spacecraft, resulting in significant improvements in fuel efficiency
and cost savings. Moreover, the utilization of AM for part production brings additional
advantages, including decreased material waste, enhanced design flexibility and expedited
production times. These benefits make AM a promising alternative to conventional manu-
facturing methods in various industries, including aerospace. Nevertheless, it is important
to acknowledge that the adoption of AM in the aerospace sector presents certain challenges
that must be overcome. Quality control, certification processes and material limitations
are among the key issues that need to be addressed before AM can be widely embraced in
the industry.
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