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Andrzej Burghardt

Development of a Dedicated Application for Robots to Communicate with a Laser Tracker
Reprinted from: Electronics 2022, 11, 3405, doi:10.3390/electronics11203405 . . . . . . . . . . . . . 151

Andrzej Burghardt, Dariusz Szybicki, Piotr Gierlak, Krzysztof Kurc, Magdalena Muszyńska,
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Automation, Operation and Maintenance of Control and
Communication Systems

Piotr Szymak *, Paweł Piskur and Stanisław Hożyń
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Abstract: The special issue is devoted to selected papers, which results of the research were presented
during the XVIII Conference on Automation, Operation and Maintenance of Control and Communi-
cation Systems ASMOR 2022. The conference was conducted from the 12th to the 14th of October 2022
in Władysławowo, Poland. The scope of the conference is quite wide, focusing mainly on automation
and exploitation aspects of the control and communications systems. Due to the specified scope of
the Electronics, only the papers selected by the ASMOR Scientific Committee and the Electronics
Editors were published after an extensive reviewing and revising process.

Keywords: automation of control systems; operation and maintenance of control systems; automation
of communication systems; operation and maintenance of communication systems

1. Introduction

Autonomous control systems for air, land, surface and underwater objects have be-
come increasingly popular. The articles presented in this special issue, titled “Automation,
Operation and Maintenance of Control and Communication Systems”, focus on the current
developments in mechanics, energy supply, automation and control problems, especially for
robotics and autonomous vehicles. The topics include the latest techniques, solutions, and
their applications in various civilian and military fields. The issue presents four theoretical
and experimental papers on automation and robotics, autonomous vehicles, mechatronic
systems, and renewable energy, as well as the modelling and simulation of dynamic objects.

This Special Issue is dedicated to control and communication systems research, which
results were presented during the XVIII Conference on Automation and Exploitation of
Control and Communication Systems ASMOR 2022 (Figure 1). With their provision of
safety and autonomy, they have become critical in various civilian and military operations.
Recently, with this given role, they have generated substantial research investigation. This
has resulted in significant progress in their automation and operation of sophisticated
tasks using advanced algorithms, methods and state-of-the-art devices. The Special Issue is
devoted to displaying noteworthy studies concerned with recent advancements in control
and communication system technological aspects.

This Special Issue includes 13 original research papers that address advancements
in automation, operation, and maintenance of control and communication systems and
1 review concerning a significant topic from the underwater robotics domain, i.e., obstacle
detection and avoidance.

The papers report research and real applications covering topics including, but not
limited to:

• Autonomous systems;
• Mechatronic systems;
• Telecommunication systems;
• Diagnostic and measurement systems;

Electronics 2023, 12, 3119. https://doi.org/10.3390/electronics12143119 https://www.mdpi.com/journal/electronics
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• Modeling and simulation of dynamic objects

The details of the papers are presented in the next section of the work.

Figure 1. The details about the Automation and Exploitation of Control and Communication Systems
2022 conference (accessed on 10 July 2023): https://asmor.amw.gdynia.pl/.

2. Overview of Contributions

The first paper [1] entitled “Review of Collision Avoidance and Path Planning Al-
gorithms Used in Autonomous Underwater Vehicles”, considers the newest results of
verifying collision-avoidance and path-planning algorithms in real applications together
with a comparison of the difficulties encountered during simulations and their practical
implementation. Analysing the last 20 years of AUV development, it can be seen that
classical methods dominate experiments in a real environment. In the case of simulation
studies, artificial intelligence (AI) methods are used as often as classical methods. In sim-
ulation studies, the APF approach is most often used among classical methods, whereas
reinforcement learning and fuzzy logic methods are used among AI algorithms. The most
used approach for real applications is reactive behaviours, and AI algorithms are rarely
used in real implementations. This article provides a general summary, future works, and a
discussion of the limitations that inhibit further development in this field.

The second paper [2] undertakes the problem of analyzing surfaces of non-stable,
rapidly changing materials such as waxes or adhesive materials. NIR spectroscopy using a
Digital Light Projection (DLP) spectrometer was used to obtain their characteristic spectra.
Based on earlier experiences and the current state of the art, Artificial Neural Networks
(ANNs) were used to process spectral sequences to proceed with an enormous value of
spectra gathered during measurements.

The third paper [3] presents the novel concept of creating a 3D map based on the
adaptive Monte-Carlo location (AMCL) and the extended Kalman filter (EKF). This ap-
proach is intended for inspection or rescue operations in a closed or isolated area with a
risk to humans. The proposed solution uses particle filters and data from onboard sensors
to estimate the local position of the robot. Its global position is determined through the
Rao–Blackwellized technique. The developed system was implemented on a wheeled mo-
bile robot equipped with a sensing system consisting of a laser scanner (LIDAR) and an
inertial measurement unit (IMU) and was tested in the real conditions of an underground
mine. One of the contributions of this work is to propose a low-complexity and low-cost
solution to real-time 3D map creation.

The following paper [4] introduces a proposal for an Autonomous Navigation System
for Unmanned Surface Vessels. A special emphasis is carried out on collision avoidance
and manoeuvre auto-negotiation. For the purpose of manoeuvre auto-negotiation, the

2
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concept of multi-agent systems has been applied. The algorithm developed for the task of
collision avoidance is briefly described and the results of the simulation tests, confirming the
effectiveness of the applied method, are also given. Presented outcomes include solutions
of test scenarios from the perspectives of different ships taking part in the considered
situations, confirming the applicability of the collision avoidance algorithm in the process
of manoeuvre auto-negotiation.

The next paper [5] presents a neuro-evolutionary algorithm called Hill Climb Assem-
bler Encoding (HCAE), which is a light variant of Hill Climb Modular Assembler Encoding
(HCMAE). While HCMAE, as the name implies, is dedicated to modular neural networks,
the target application of HCAE is to evolve small/mid-scale monolithic neural networks,
which, despite the great success of deep architectures, are still in use, for example, in
robotic systems. The paper analyses the influence of different mechanisms incorporated
into HCAE on the effectiveness of evolved neural networks and compares it with several
rival algorithms. The paper entitled “A Concept of Autonomous Multi-Agent Navigation
System for Unmanned Surface Vessels” introduces a proposal for an Autonomous Naviga-
tion System for Unmanned Surface Vessels. The system architecture is presented with a
special emphasis on collision avoidance and manoeuvre auto-negotiation. For manoeuvre
auto-negotiation, the concept of multi-agent systems has been applied. Presented outcomes
include solutions of test scenarios from the perspectives of different ships taking part in the
considered situations, confirming the applicability of the collision avoidance algorithm in
the process of manoeuvre auto-negotiation.

The paper devoted “LTE and NB-IoT Performance Estimation Based on Indicators
Measured by the Radio Module” presents research results leading to the development of
a decision algorithm, called Multilink—ML, dedicated to the presented device [6]. This
algorithm enables the selection between LTE and NB-IoT interfaces for packet transmission
without burdening the communication system with additional transmissions.

The paper [7] entitled “Selection of Robotic Machining Parameters with Pneumatic
Feed Force Progression” concerns the robotic deburring of the V2500 diffuser’s sharp edges.
The paper’s authors propose a procedure for carrying out work allowing for the selection
of suboptimal process parameters. In the analyzed case, these parameters are the speed
of movement of the characteristic point of the tool (TCP) and the tool/workpiece contact
force. The proposed procedure for determining the parameters of the force and speed of
movement allowed for indicating a set of parameters ensuring the product’s performance
by the requirements defined in the documentation.

The paper [8] presents an innovative approach to measuring, comparing the results
with a pattern, sending the deviations to a neural decision-making system, selecting the
forces and send the results to a robot controller for adaptive machining. The presented
proprietary solution includes a data acquisition system, a neural decision-making system
and a robot that carries out the machining process via force control. The proposed solution
was verified on aviation components. During the process parameter optimization stage for
the diffuser and ADT gearbox, the points describing the change in width of the chamfer
being performed and the blade thickness in the control sections were approximated.

The next paper [9] is devoted to “Development of a Dedicated Application for Robots
to Communicate with a Laser Tracker”. It presents the concept of operation and methods of
using laser trackers in robotics. The developed solution is based on the software develop-
ment kit (SDK) provided by Leica and the Python language. The structure and functioning
of the developed software were described in detail. The software meets the goals set at
the beginning of the design process regarding online communication with the tracker and
using the universal, popular TCP/IP standard. The functioning of the developed software
was shown in the paper in a few examples related to manipulating robots and mobile
robots. The capabilities of the developed software were described, as well as the planned
work on its development.

In the paper “TCP Parameters Monitoring of Robotic Stations”, one representative
process is selected, namely machining performed with various tools by ABB robots [10].

3
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For the robotic process to be controlled, it is necessary to compare the defined path with the
speed profile. Then, the speed parameters can be controlled and corrected. The proposed
approach allows for improving the quality of implemented robotic processes. It presents
the available IT tools for station monitoring and how to use them. The proposed solutions’
advantages and limitations are shown in the examples of the implementation of robotic
stations in the industry.

The paper entitled “Quaternion Attitude Control System of Highly Maneuverable Air-
craft” presents an extension to research on spacecraft attitude control [11]. The article extends
existing concepts and applies them to the control problem of aircraft operating in Earth’s
atmosphere. The controller synthesis is described using quaternion algebra. The quaternion-
based attitude controller is then compared with a classical Euler-based attitude controller. The
methodology for comparison and performance evaluation of both controllers is described.

In the paper “Analysis of Impulse Responses Measured in Motion in a Towing Tank”,
the authors present the results of the measurements realized in a towing tank where the
transmitter could move with a precisely set velocity and show that the analyzed channel
was non-stationary, even during the time of the transmission of a single chirp signal [12].
The article presents an evaluation method of channel stationarity at the time of the chirp
transmission, which should be treated as a novelty. There is also an analysis of the impulse
responses measured in motion in a towing tank.

The paper [13] is focused on “Selection of the Depth Controller for the Biomimetic
Underwater Vehicle”. Its main aim is to select a depth controller for innovative biomimetic
underwater vehicle drives. In optimizing depth controller settings, two classical controllers
were used, i.e., the proportional–integral–derivative (PID) and the sliding mode controllers
(SM). The parameters of the regulators’ settings were obtained as a result of optimization
by three methods of the selected quality indicators in terms of the properties of the control
signal. The starting point for the analysis was simulations conducted in the MATLAB envi-
ronment for the three optimization methods on three types of indicators for three different
desired depth values. The article describes the methods and quality indicators in detail.
The paper presents the results of the fitness function obtained during the optimization.
Moreover, the time courses of the vehicle position relative to the desired depth, the side fin
deflection angles, the calculated parameters of the control signals, and the observations
and conclusions formulated in the research were presented.

This issue ends with the paper entitled “Dynamics of Separation of Unmanned Aerial
Vehicles from the Magnetic Launcher Cart during Takeoff” [14] describing the process
of modelling and analyzing the dynamical properties of a launch cart of an innovative
prototype launcher, which employs a passive magnetic suspension with high-temperature
superconductors, developed under the GABRIEL project. The developed mathematical
model of the magnetic catapult cart was employed to conduct numerical studies of the
longitudinal and lateral movement of the cart, as well as the configuration of the UAV–cart
system during UAV takeoff under variable atmospheric conditions. An essential aspect of
the research involved experimentally determining the magnetic levitation force generated
by the superconductors as a function of the gap. The results obtained demonstrate that the
analyzed catapult design enables safe UAV takeoff. External factors and potential vibrations
resulting from uneven mass distribution in the UAV–cart system are effectively balanced
by the magnetic forces arising from the Meissner effect and the flux pinning phenomenon.
Compared to commercial catapults, the primary advantage of the magnetic levitation
catapult lies in its ability to provide a reduced and consistent acceleration throughout the
entire takeoff process.

3. Conclusions

The editors hope all readers of the papers published in this special issue will find that
the authors’ detailed and careful presentation of ideas, methods and results broadens their
knowledge. We want to thank all the authors of the submitted papers and the reviewers
who provided constructive comments and suggestions.
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11. Gołąbek, M.; Welcer, M.; Szczepański, C.; Krawczyk, M.; Zajdel, A.; Borodacz, K. Quaternion Attitude Control System of Highly
Maneuverable Aircraft. Electronics 2022, 11, 3775. [CrossRef]

12. Czapiewska, A.; Luksza, A.; Studanski, R.; Zak, A. Analysis of Impulse Responses Measured in Motion in a Towing Tank.
Electronics 2022, 11, 3819. [CrossRef]

13. Przybylski, M. Selection of the Depth Controller for the Biomimetic Underwater Vehicle. Electronics 2023, 12, 1469. [CrossRef]
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Abstract: In recent years, Near Infrared (NIR) spectroscopy has increased in popularity and usage
for different purposes, including the detection of particular substances, evaluation of food quality, etc.
Usually, mobile handheld NIR spectroscopy devices are used on the surfaces of different materials,
very often organic ones. The features of these materials change as they age, leading to changes in
their spectra. The ageing process often occurs only slowly, i.e., corresponding reflection spectra can
be analyzed each hour or at an even longer interval. This paper undertakes the problem of analyzing
surfaces of non-stable, rapidly changing materials such as waxes or adhesive materials. To obtain
their characteristic spectra, NIR spectroscopy using a Digital Light Projection (DLP) spectrometer was
used. Based on earlier experiences and the current state of the art, Artificial Neural Networks (ANNs)
were used to process spectral sequences to proceed with an enormous value of spectra gathered
during measurements.

Keywords: NIR DLP spectroscopy; reflectance time-non-stable spectra; artificial neural network

1. Introduction

Nowadays, Near Infrared (NIR) spectroscopy has become very popular. Modern
computers with more and more computing power and appropriate data analysis software
make it possible to obtain a powerful tool that enables efficient processing of thousands of
data points to obtain useful information about a tested sample. NIR spectroscopy has many
significant advantages: the non-destructive nature of the test, no need to prepare a sample,
simplicity and speed of measurements, and low cost. Some disadvantages bring limitations:
the useful information is not directly available, and the sample may be described by
thousands of variables. It often turns out that the spectra obtained are not repeatable [1].

Today, there are several examples of using NIR spectroscopy being used for various
purposes, including the evaluation of food quality. One of them is to use a portable NIR
spectrometer working in the range of 1396–2396 [nm] to collect the spectra of breast milk
samples for quality evaluation [2], which is an essential matter for newborn children. The
authors use different chemometrics to calculate and then develop 18 calibration models
with and without using derivatives and the standard normal variate. Once the calibration
models were developed, the best treatments were selected according to the correlation
coefficients and prediction errors. The other example of using NIR to estimate food quality is
included in [3]. The authors examined Visible (VS) and NIR spectroscopy usage to monitor
grape composition within a vineyard to facilitate the decision-making process with regards
to grape quality sorting and harvest scheduling. Measurements of grape clusters were
acquired in the field using a VS/NIR spectrometer, operating in the 570–990 [nm] spectral
range, from a motorised platform moving at 5 km/h. To analyse the obtained spectra, they
used classical methods, e.g., a correlation function. In [4], the authors examined a novel
prototype NIR instrument designed to measure dry matter content in single potatoes. The
instrument is based on interaction measurements to measure deeper into the potatoes. It

Electronics 2022, 11, 1945. https://doi.org/10.3390/electronics11131945 https://www.mdpi.com/journal/electronics
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measures rapidly, up to 50 sizes per second. The device also enables several distances to be
recorded for each measurement. The instrument was calibrated based on three different
potato varieties, and the calibration measurements were done in a process plant, making
the calibration model suitable for production line use.

The other type of NIR spectroscopy usage is connected with the need to detect un-
desired substances. One of the examples is non-destructive detection of tomato pesticide
residues using VS/NIR spectroscopy and prediction models such as ANNs [5]. The authors
used VS/NIR spectral data from 180 samples of non-pesticide tomatoes (used as a control
treatment) and samples impregnated with a pesticide with a concentration of 2/1000 [L],
recorded by a spectroradiometer working in the range 350–1100 [nm], to train and then
verify ANNs. The other example is included in [6]. The authors used NIR spectroscopy
and characteristic variables selection methods to develop a quick way of determining
cellulose, hemicellulose, and lignin contents in Sargassum horneri, i.e., the species of brown
macroalgae that is common along the coast of Japan and Korea. Calibration models for
cellulose, hemicellulose, and lignin in Sargassum horneri were established using partial
least square regression methods with full variables. The last example showed the detection
of measuring vitamin C and ellagic acid in wild-harvested Kakadu plum fruit samples [7].
The results of this study demonstrated the ability to predict vitamin C and ellagic acid in
whole and pureed Kakadu plum fruit samples using a handheld NIR spectrophotometer.
In the next paper [8], the NIR spectroscopy method was developed to analyze the oil
and moisture contents of the plant Camellia gauchowensis Chang and C. semiserrata Chi
seeds kernels. The authors used principal component analysis (PCA) and partial least
squares (PLS) regression methods for calibration and validation. Finally, they obtained
correlation coefficients of 0.98 and 0.95 for oil, and 0.92 and 0.89 for moisture, respectively,
for calibration and validation.

More often, NIR spectroscopy is used with other methods to obtain the expected
solution. One example is presented in [9]. The authors used NIR spectroscopy coupled
with chemometric tools and obtained a fast and low-cost alternative solution for evaluating
wood properties and quality categories. The obtained results of research showed that
NIR spectroscopic data combined with powerful multivariate statistic tools and artificial
intelligence solutions provided a fast and reliable tool, helpful in the decision-making
process. The other opportunities are connected with NIR-absorbing organic semiconductors,
especially for organic photovoltaic cells (OPV) [10]. OPV has increased its popularity in
the field of renewable energy due to its lightweight, flexibility, and relatively low cost.
To find new OPV materials, experiments with different types of NIR materials as active
layers were conducted. Good results have also been achieved using NIR spectroscopy in
conjunction with machine learning methods [11]. In this study, the authors used VIS/NIR
spectroscopy for the effective discrimination of genetically modified (GM) and non-GM
Brassica napus, B. rapa, and F1 hybrids (B. rapa X GM B. napus). As a classification method,
the convolutional ANNs were used with success. More references to the advances in NIR
spectroscopy and related computational methods can be found in [12,13].

Progress in the development of spectroscopy has led to the creation of a class of minia-
turized spectrometers, including the VS and NIR [14,15]. The miniaturization of devices
and systems is related to the tendency to perform non-laboratory measurements, including
the adaptation of sizes to the in-line version [16,17]. An essential advantage of using smaller
instruments is the potential possibility of implementing distributed measurement schemes
and approaches to “remote” monitoring of environmental and “field” measurements.

As can be seen over a dozen different examples, the use of NIR spectroscopy, often
supported by other classical methods and artificial intelligence methods, has been analyzed.
This proves the great potential of NIR spectroscopy supported by other methods for data
analysis. The factor connecting the above examples of NIR spectroscopy applications are
the relatively slow processes of change taking place in the tested materials and substances,
usually demanding monitoring every hour or at even longer intervals. Therefore, in this
article the problem of using NIR spectroscopy supported by ANNs for the analysis of
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rapidly changing processes of the transition from liquid to solid is discussed. The authors of
this article did not find any other article dealing with this subject using the commonly used
NIR spectroscopy. Waxes and adhesives commonly used in everyday life were selected as
test objects. As shown in [18], features of the materials change in different environment
conditions, e.g., ambient temperature. In this paper, the method of analyzing optical
reflection spectra of objects whose properties change quickly over time using the Digital
Light Projection (DLP) measurement technique was proposed. The surfaces of several
different materials were selected as test objects, the optical properties of which can vary
even within a few seconds and which can be first approximated as prototypes of materials
used in electron technology. At the current stage, these test objects were: quick-drying
glue, two-component epoxy glue, and natural beeswax. Spectroscopic measurements were
carried out using the DLP NIRSCAN Nano EVM Spectrometer by Texas Instruments. To
process the obtained spectra, ANNs were used. The earlier results of the research with the
ANNs are included in [19,20].

The test measurements were carried out to estimate the possibilities and effectiveness
of further mobile spectroscopic measurements of the surface of materials, emphasising
mobility and the possibility of carrying out measurements in various conditions, especially
apart from stationary laboratories presented.

A method of measuring reflectance with the spectrometer window positioned practi-
cally in direct contact with the tested surface was chosen. In-line measurement results were
saved in .dat or .xlms files for processing with Matlab. The recording time of one reflectance
spectrum in the 900–1700 nm range was 2.67 s, while the spectrum was recorded six times
and averaged.

The kit version of DLP NIRSCAN NANO and the primary measurement schemes were
used in the same way as included in [21,22]. The modernisation of the device allowed it to
work more efficiently after using its own housing design. The test object in the configuration
is typically placed on the windows at the top of the monochromator.

In the next section, the applied measurement method and stand were described. Then,
the results of measurements were presented. At the end, the discussion on received results
and final conclusions were included.

2. Methods

The spectra were recorded using DLP NIRSCAN NANO, i.e., a small-size Texas
Instrument spectrometer operating in the light wavelength range from 900 to 1700 nm with
optical resolution equal to 10 nm [23]. The measurements were carried out several times at
a given measuring point, depending on the selected option. The dimensions of the device,
equal to 58 × 62 × 36 mm allowed us to perform mobile studies of reflectance spectra. The
device can work in the reflective mode. In Figure 1, the general view and data flow in the
measurement stand are visualised. The hardware part of the stand consists of the DLP NIR
EVM spectrometer connected with a PC using USB. The spectrometer produces light of
a specific wavelength illuminating the examined sample and then measures the intensity
of light that passes through the sample. The software part of the stand includes the DLP
NIRscan Nano GUI (used to control the device, simple visualisation of measurements,
collecting and saving of data in the appropriate format) and the Matlab program (used for
data processing employing ANNs). The spectra obtained from the first software can be
displayed and saved in two formats: CSV and DAT. Matlab accepts both file formats.
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Figure 1. The measurement stand based on the DLP NIR EVM spectrometer: (A)—a scheme of the
data flow, (B)—a general view of the stand.

3. Results

The research results were divided into two groups, depending on the type of
examined materials:

1. Wax materials,
2. Adhesive materials.

Both types of materials changing from liquid to solid (solidification time) at different
rates. Therefore, the research was conducted with different time scales to observe the
essential parts of the processes.

The measurements results of both material groups are presented in the two following
subsections. In the next subsection, the results of research using Artificial Neural Networks
(ANNs) are included.

3.1. Wax Materials

Paraffin and beeswax were selected as representatives of the first group of materials.
These materials are characterised by a quick transition from liquid to solid phase of approx.
30 [s]. Therefore, the time interval between consecutive measurements equal to 2.67 [s] was
chosen. In Figure 2, the obtained results of seizing reflectance R for paraffin and natural
beeswax for subsequent time steps and different wavelengths of light are illustrated. The
reflectance is given without a physical unit. If R achieves 1, it means that all the light was
reflected. At first glance, the transition of the paraffin is similar to beeswax. However, as it
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turned out, the spectra of these two substances differed significantly in reflectance levels
during the change of the state of aggregation. Still, the characteristics are very similar. Both
materials have characteristic peaks around 1200 [nm] and 1400 [nm]. Some differences
between the materials may be because due to their different colours, i.e., the tested beeswax
is yellow while the paraffin is white. The total observation time ranged from 0 to 28.6 s,
during which time the materials changed from liquid to solid. The value t1 is equal to 0 [s],
and t11 is equal to 28.6 [s].

(A)

(B)

Figure 2. Reflectance spectra of two wax materials: (A)—paraffin, (B)—beeswax.

3.2. Adhesive Materials

The next group of tested materials were adhesives. General-purpose adhesives avail-
able on the commercial market and used in households. The two following kinds of such
adhesives were selected and then investigated using DLP NIR spectrometry:

11
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1. Cyanoacrylate glue, so called “superglue”,
2. Two-component epoxy glue.

Due to the longer time of transition from liquid to solid phase of the second group of
materials, a longer time interval between successive measurements was selected, i.e., 60 [s].
All the measurements took 10 [min]. In Figure 3, the results of changes in reflection spectra
over time were illustrated, i.e., over the course of the solidification process. The changes
during the superglue test turned out to be not very expressive. Even after hardening, the
glue was characterised by high transparency, and no apparent changes over time could
be observed. Significant differences were observed only at the edge of the measurement
ranges. A considerable fluctuation can be seen in the long-wave region. It may be due to
the operating range of the device. A more extensive measuring range would allow a more
precise material analysis.

Considering the reflectance spectrum of epoxy glue (Figure 3), similar to wax materials,
characteristic peaks around 1200 [nm] and 1400 [nm] can be observed. After a detailed
comparison, it should be stated that the characteristics peaks are more distant from each
other than for the wax materials, i.e., the first peak can be seen below a wavelength of
1200 [nm] and the second at wavelengths higher than 1400 [nm].

(A)

(B)

Figure 3. Reflectance spectra of two adhesive materials: (A)—superglue, (B)—epoxy glue.
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Moreover, it is tough to differentiate the lines corresponding to the successive time
steps. The lines are overlapped, and their order changes for various wavelength ranges,
e.g., the range from 900 [nm] to 1430 [nm] and the range from 1430 [nm] to 1700 [nm].
It is possible that analysis of the adhesive materials requires a spectrometer offering a
broader wavelength.

The obtained in the following time steps reflectance spectra of selected waxes and
adhesives showed that the spectra course and their change over time are unique for each
material. It can be used for determining relationships between specific spectra and the
progress of the solidification process of the particular material. However, the measurement
of adhesives needs to use a spectrometer offering a wider wavelength than used in research.
It results from the observations that it is tough to differentiate the lines corresponding to
the successive time steps. Moreover, the lines are overlapped and their order changes for
various wavelength ranges.

3.3. Different Variants of ANNs

The obtained results (reflection spectra of individual materials) were uploaded to the
Matlab program (Figure 4) to train the neural networks based on the obtained series of
measurements, which can be used to identify the solidification stage (stage) of the material
observed. However, in the first place, it was necessary to check the efficiency of the available
learning methods and the correct minimum number of hidden neurons nh to minimise the
Mean Square Error (MSE). This is essential because the level of this error tells us about the
degree of network training (the ability to recognise objects with a relatively low time error).

Figure 4. Matlab toolbox for ANN training and verification.

Different training methods for ANNs available in Matlab were also compared to find
the method which reduces the MSE error to a minimum with the lowest possible number
of hidden neurons. For example, the analysis for a network containing 200 neurons using
a typical PC (4 GB operating memory, 3.30 GHz processor) takes about 2 h. During the
tests, eleven methods of learning the network were tested based on up to 80 measurement
spectra for each of the selected test objects.

The general structure of ANNs is illustrated in Figure 5. ANNs consists of three inputs,
a hidden layer including the specific number of neurons, and one output layer. As can be
seen, the number of neurons in the hidden layer was changed from 10 to 200 at step 10 of
the research.
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Figure 5. General structure of ANNs.

4. Discussion

In Figure 6, the ANNs verification results have been presented. The ANNs were
trained by different learning methods on two measurement series for beeswax and paraffin
materials. For the appropriate methods, the network in the first case achieves a satisfactory
level of MSE with about 40 hidden neurons, which directly translates into a short analysis
time. However, when analysing paraffin, the course of the MSE change is quite different,
despite their being similar materials. A satisfactorily low error rate is obtained with about
20 hidden neurons. The mathematical description of the learning methods, using abbrevi-
ated names from Matlab, is included in [24]. In Table 1, the abbreviated names are presented
with the corresponding full name of the methods.

(A)

(B)

Figure 6. MSE for ANN’s verification for different learning methods and number on neurons in the
hidden layer for wax materials: (A)—beeswax, (B)—paraffin.
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Table 1. The abbreviated and full names of the learning methods for ANNs.

No Abbreviated Full
of Method Name Name

1 trainbr Bayesian regularization backpropagation
2 trainlm Levenberg–Marquardt backpropagation
3 trainbfg BFGS quasi-Newton backpropagation
4 traincgb Conjugate gradient backpropagation

with Powell–Beale restarts
5 traincgf Conjugate gradient backpropagation

with Fletcher–Reeves updates
6 traincgp Conjugate gradient backpropagation

with Polak–Ribiére updates
7 traingda Gradient descent with adaptive learning

rate backpropagation
8 traingdm Gradient descent with momentum backpropagation
9 traingdx Gradient descent with momentum and adaptive

learning rate backpropagation
10 trainrp Resilient backpropagation
11 trainscg Scaled conjugate gradient backpropagation

The trangdm method (Gradient descent with momentum backpropagation) achieved
a lower error rate with about 50 hidden neurons (Table 2). Nevertheless, the course of MSE
changes as a function of the number of neurons is chaotic. The network learning method
that achieves a significantly lower MSE rate for the value of around 110 hidden neurons is
traingdx (gradient descent with momentum and adaptive learning rate backpropagation)
method. An essential piece of information resulting from comparing these two allegedly
similar materials is that, as can be observed, increasing the number of hidden neurons
does not significantly improve the MSE value. It only causes a significant extension of
the analysis time. In addition, it turns out that the bottom learning method optimal for
a given material (measurement series of reflection spectra) will not be suitable for an-
other measurement series of a different material, even for materials supposedly similar to
each other.

Table 2. The obtained minimum MSE and corresponding number of neurons nh in the hidden layer
for the selected learning methods and the wax materials.

No Beeswax: Beeswax: Paraffin: Paraffin:
of Method MSE nh MSE nh

1 0.016 50 0.027 120
2 0.003 50 0.027 200
3 0.005 140 0.028 80
4 0.006 170 0.029 60
5 0.007 100 0.028 180
6 0.001 90 0.028 100
7 0.007 40 0.026 70
8 0.012 170 0.022 50
9 0.012 80 0.023 110

10 0.006 40 0.028 90
11 0.010 180 0.028 140

The idea for the further development of the research is presented in Figure 7. The use
of the statistical Principal Component Analysis (PCA) method is also considered, which
would allow for a reduction in the statistical data set and speed up the analysis time. The
idea behind the algorithm is to monitor and save the most significant variances in the data
set. Elements with low or zero variance of the set are ignored [25]. However, as already
mentioned, for a given measurement series of a specific material, it will be necessary to
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select a particular method and determine the optimal number of hidden neurons to shorten
the analysis time as much as possible.

Figure 7. Conception of future development of software in Matlab.

5. Conclusions

Measurements of optical properties of materials whose aggregate state is unstable
can be effectively carried out using the DLP method using DPL NIR Scan equipment.
To increase the certainty of analysis of rapidly changing spectra, the method of spectra
analysis using neural networks was tested. Four materials were tested in the study: epoxy,
cyanoacrylate glue, paraffin, and beeswax. The first two materials are adhesives, while the
second two are waxes. Based on the results of the research, the following conclusions can
be stated:

1. Samples from the adhesive materials showed almost no changes in the optical spec-
trum in the range from 900 to 1700 nm during the solidification process. Therefore,
their further analysis using neural networks is pointless. The lack of visible changes
will not allow determining of the characteristic features for a given moment of the
solidification process. A spectrometer with a wider wavelength range would possibly
give better results.

2. The results of measurement of waxes showed significant changes in optical properties
in the measurement range mentioned above. Along with the solidification process,
the reflectance level changes slightly and the characteristic shape changes.

3. ANN analysis showed MSE values for individual learning methods with a relatively
small number of 40–50 neurons at satisfactory levels. It is possible to describe sets
of spectra using ANNs with appropriate learning methods, reducing the number
of hidden neurons to a minimum. This is vital because it significantly affects the
analysis time.

Thanks to the DLP NIRSCAN Nano device, it is possible to monitor the reflection
spectra and thus the changes taking place in various types of materials. Analysing the
spectra makes it possible to observe the course and dynamics of changes, which may be
helpful information during technological processes where the given materials are used.
The analysis of the spectra of objects with variable optical parameters using ANNs tells
us that the described learning methods implemented in Matlab can learn entire series of
measurements without significant problems and then recognise specific measures while
maintaining a relatively small error (the described learning methods used about 80% of
the measurement series for learning and about 20% of the series were used for network
verification and MSE determination). During the analysis, it turned out that there is no
universal method of training the networks, even for similar materials. The method and the
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optimal number of neurons should be matched to a given material, which in the future may
allow for the recognition of materials or determining their condition. The next planned
stage of the study is the modification of the program. After reading the given measuring
series of the spectra of a given object, it will be possible to determine the time and stage of
setting of a random measured adhesive sample. Thanks to this solution, it will be possible
to determine the time (solidification stage) with a small error in any technological processes
where wax is used. Such information can be beneficial in solidifying glues, resins, and
other materials.
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The following abbreviations are used in this manuscript:

ANN Artificial Neural Network
CSV Comma-Separated Values
DAT generic DATa file
DLP Digital Light Projection
DMD Digital Micromirror Device
EVM Evaluation Module
MSE Mean Square Error
NIR Near Infrared Spectroscopy
PC Personal Computer
USB Universal Serial Bus
VS Visible
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21. Gąsiorowski, M.; Patryn, A.; Bychto, L. Possibilities and area of application of the small size DLP NIRSCAN NANO spectrometer
for instant spectral measurements. Sci. J. Koszal. Univ. Tehchnol. 2020, 15, 58–68.
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Abstract: Simultaneous localization and mapping (SLAM) is a dual process responsible for the ability
of a robotic vehicle to build a map of its surroundings and estimate its position on that map. This
paper presents the novel concept of creating a 3D map based on the adaptive Monte-Carlo location
(AMCL) and the extended Kalman filter (EKF). This approach is intended for inspection or rescue
operations in a closed or isolated area where there is a risk to humans. The proposed solution uses
particle filters together with data from on-board sensors to estimate the local position of the robot.
Its global position is determined through the Rao–Blackwellized technique. The developed system
was implemented on a wheeled mobile robot equipped with a sensing system consisting of a laser
scanner (LIDAR) and an inertial measurement unit (IMU), and was tested in the real conditions of
an underground mine. One of the contributions of this work is to propose a low-complexity and
low-cost solution to real-time 3D-map creation. The conducted experimental trials confirmed that the
performance of the three-dimensional mapping was characterized by high accuracy and usefulness
for recognition and inspection tasks in an unknown industrial environment.

Keywords: SLAM; 3D mapping; mobile robot; underground inspection

1. Introduction

Mobile robotics have seen an increase in interest in the last few decades, especially
due to their ability to be deployed in a hazardous environment without endangering
humans. Currently, it is common to use mobile robotic vehicles to accomplish missions
such as environmental recognition, the inspection of urbanized and industrial terrains,
and search and rescue operations. In the military field, they are employed in tasks such as
reconnaissance missions, surveillance, intelligence gathering, hazardous-site exploration,
and more. The robot can explore an area of interest, teleoperated from a remote area
or autonomously. Knowing the obstacles in the vicinity of the robot is essential for the
successful completion of a mission in a working area, avoiding any collisions that could
make the robot unusable.

If the map is given a priori, the robot can self-localize by matching some features of
the environment observed at the given moment to features of the same type existing in the
known map. A feature suitable for self-localization is a static, salient object (or part of an
object) in the environment, which can be described with respect to some other co-ordinate
frame. On the other hand, the predefined map can be perceptually incompatible, i.e., it
may not properly reflect all features in the environment perceived with the given sensing
modality. Therefore, the robot should be able to build its own model of the environment.

In recent decades, many designs for mobile robotic vehicles created to explore a par-
tially or fully unknown environment have been developed and demonstrated in both
academia and industry [1–7]. The simultaneous localization and mapping (SLAM), cur-
rently one of the main research topics in robotics, appears to be the attractive solution to
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this problem [8–16]. The objective of SLAM is to concurrently build a map of investigated
environment and allow the moving vehicle to localize itself within this environment using
its on-board sensors.

At present, the most widely used SLAM frameworks are based on laser sensors,
because these kinds of sensors can detect the distances of the obstacles around the robot
with high accuracy. However, 2D-mapping methods based on laser scanners still have some
problems. The obstacles can only be detected when they are in the same height with the
sensors. Therefore, 3D-mapping methods based on multiple-laser sensors or 3D-distance
sensors have been developed because these methods can reflect the shapes of an area and
objects in the environment and allow the robot to plan its path with collision avoidance.

This paper focuses on a map creation for the recognition and inspection purposes of
an isolated industrial environment carried out by a mobile wheeled robotic vehicle. The
map is generated based on data sets obtained from a laser scanner (LIDAR) and an inertial
measurement unit (IMU) installed on its board. We propose a robust real-time mapping
concept based on probabilistic SLAM formulation, including both extended Kalman filters
and particle filters, to build a 3D map of the surrounding area. The effectiveness of the
developed solution has been confirmed by mapping experiments in the underground
environment of the mine for different operational conditions.

The remainder of this paper is organized as follows. In Section 2, a brief description of
the SLAM problem is provided. Details of the implementation of the proposed approach
are presented in Section 3. Section 4 provides the results of the experimental studies carried
out in an experimental underground mine. Finally, the conclusions and future works are
summarized in Section 5.

2. SLAM Mapping Overview

Mapping approaches are generally divided into a 2D and 3D representation of the
environment. Each type can be used for different tasks, e.g., navigation or workspace-state
representation purposes. A planar map is good enough for navigation tasks. However,
from the inspection point of view, a three-dimensional picture of the surroundings is
definitely more useful, but it impacts on the calculation loading of the SLAM process and
requires more advanced sensory systems.

There are many ways to describe the SLAM problem represented in the literature [17–24].
Currently, the most common way is to define SLAM as a probability density function,
which can be described by the following generic form [25–27]:

p(X0:t, m|Z1:t, U1:t) (1)

where:

X0:t = {X0, X1, . . . , Xt}—a sequence of the mobile vehicle’s poses (passed path) in a
sampling time interval <0, t>;
U1:t = {U1U2 . . . Ut}—a sequence of control signals;
Z1:t = {Z1Z2 . . . Zt}—a sequence of relative observations.

The observations Z1:t are made by sensors, which measure the distance to the closest
objects in all directions from the poses X1:t at the same time instant.

Such a form of expression (1), where wanted values are reconstructed for all previous
states, is called “Full SLAM”. The opposite approach, where only a recent position is
estimated, called “Online SLAM”, can be calculated by recursive integration [23]. It is
possible to apply Bayes and Markov rules to (1) and define the probability density function
as a recursive process of predictions and corrections of the robot’s localization in the map m,
which depends on motion (kinematic constrains and controls) and observation models [19]:

p(X0:t, m|Z1:t, U1:t) = α · p(Zt|X0:t, m, Z1:t−1, U1:t · p(X0:t, m|Z1:t−1, U1:t) (2)

where α is a normalization constant coefficient.
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The recursive SLAM definition (2) is very convenient, since estimators such as the
extended Kalman filter (EKF) [12,28] and particle filters [29–31] began to be applied to solve
the estimation problem. The Kalman filter has the ability to use data from different sources
and then efficiently fuse them into precise estimated values. It is one of its more valuable
features. On the other hand, the biggest disadvantage of the EKF is its dependency on
previous states that might cause huge average error decreases in the case of an unexpected
measurement disaster. The use of EKF for the SLAM problem was first proposed in the work
in reference [32], after which, many researchers further improved this method [12,33,34].

The particle filter [18,35,36] is a recursive filter using a Monte-Carlo algorithm to
estimate the pose and movement path of the moving object. They are good and fast in
global localization but are limited in their use of data from only one domain. Their wide
usage for SLAM came from the brilliant idea of the Rao–Blackwellization method, which
was introduced into regular map-building algorithms [37]. Although the particle filter
algorithm can be used as an effective method to solve the SLAM problem [9,13,18,21,38], the
main problem is that a large number of samples are required to approximate the posterior
probability density of the system. The more complex the environment that the robot meets,
the more samples that are needed to describe the posterior probability, and the higher the
complexity of the algorithm.

Regarding the map construction of SLAM, there are three commonly used maps [39],
i.e., feature-based maps, topological maps, and grid maps. The last one, also called an occu-
pancy map, is the most common way for robots to describe the model of the environment.
It divides the workspace into a series of grids, where each cell in the grid corresponds to
binary random variables that describe the occupancy probability [8,20,40–42]. Hence, the
map m is given by a product occupancy probability of each cell mi, which is associated
with a certain point in three-dimensional Cartesian space [23,34]:

p(m) = ∏i p
(
mxi ,yi ,zi

)
From the SLAM perspective, Equation (3) can be formulated as a probabilistic problem

of the recursive pose estimation from given observations. There are many different SLAM
techniques based on occupancy grids for map building in 2D or 3D space [10,22]. One
of possible representations of the 3D map as an occupancy grid is octrees, which instead
of the 2D quadtrees representation presented directly in references [8,42], uses an octree
hierarchical data structure, where each volume-named node has eight child connections
with inner nodes [25]. Currently, in the scientific literature, a rich number of occupancy
grids-based SLAM techniques can be found [18,20,26,43]. Nevertheless, in any case, the
best SLAM algorithm for a particular environment depends on hardware restrictions, the
size of the map to be built, and the optimization criterion of the processing time.

The algorithms depend heavily on the sensors with which the robot perceives its
surrounding. The selection and installation of sensors determine the specific form of
observation results, and also affect the difficulty of SLAM problems. In case of mobile
robots performing in indoor environments, exploration cameras or LIDARs are mostly
used. Some approaches use a fusion of laser and visual data [34]. As mentioned before,
LIDARs provide data that are more accurate, robust, less noisy, and sensitive to changes in
the lighting. For these reasons, it is a very reliable data acquisition mechanism for industrial
site mapping [44]. However, due to the limited number of dimensions, the laser data are
not sufficient to estimate the robot’s pose on uneven ground with six degrees of freedom
(DOF) [45]. Therefore, most algorithms need auxiliary data from other sensors, such as
an inertial measurement unit (IMU) or odometer. In recent years, along with the rapid
development of artificial intelligence (AI), learning methods are also used to solve the
SLAM problem [46–48].

3. Hybrid Mapping Concept for Inspection Purposes

The map-building approach applied in this paper has its basis in a robot’s pose
estimation, which is presented in references [42,49], called the AMCL-EKF, which connects
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two separate paradigms—Kalman and particle filters. The pose is estimated by the extended
Kalman filter by using measurements data from LIDAR and IMU sensors and adaptive
Monte-Carlo localization (AMCL).

In the case of a planar motion, the local pose is described by a state vector X(2)

consisting of three components:

X(2) =
[
x y ψ

]T (3)

where x, y are Cartesian positions and ψ is a yaw angle.
However, from the inspection point of view, tridimensional maps showing environ-

ment features in their natural scale are more preferred. Due to the fact that 3D mapping
requires information about the global location of the robotic vehicle with six degrees of
freedom (DOF), it is necessary to recreate missing coordinates. It may be performed by
taking the needed coordinates from the local 3D pose that the EKF performs [49,50] (see
Figure 1). Then, the state vector X(3) can be written in the following form:

X(3) =
{

X(2) z ϕ θ
}T

(4)

where z is the Cartesian position and ϕ, θ are roll and pitch angles. The global localization
can be solved by a Rao–Blackwellized 2D SLAM algorithm [18].

Figure 1. Schematic diagram of local 3D pose estimation by AMCL-EKF algorithm.

As far as X(3) is delivered, it allows for the creation of a three-dimensional map. In
this way, the 2D SLAM algorithm is used continuously to efficiently build the 2D map, and
at the same time the 3D SLAM algorithm (the delivered precise X(3) and recent cloud of
points data allows to create the 3D map (see Figure 2)). This task can be performed both
online as a separate task or offline postprocess based on previously collected sensor data.

The efficiency and accuracy of the developed method, called “hybrid 3D SLAM”,
for locating the robot in unknown terrains, have been confirmed in several simulation
experiments presented in our previous works [19,50,51], where the 3D-mapping algorithm
was implemented in accordance with the Robot Operation System framework, and was
verified with using the V-REP simulation environment. The carried-out investigations
affirmed the legitimacy of the proposed approach to 3D-map building for inspection tasks.
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Figure 2. Block diagram of hybrid 3D-map-building bases on 2D SLAM and reduced Octomap algorithms.

4. Environment Description and Experimental Results

4.1. Robotic Vehicle and Environment

The SLAM strategy presented in the previous section was implemented in the Dr
Robot Jaguar 4 × 4 mobile vehicle constructed by the Canadian company Dr Robot Inc.
(see Figure 3). The robot is equipped with the LIDAR (Velodyne VPL-16) and the IMU
(Pololu MinIMU-9) sensors.

 
Figure 3. Mobile robotic vehicle used for tests.

The robot is a four-wheeled robotic platform designed for tough indoor and outdoor
operation, and has the following operational parameters: mass 20 kg, max speed 11 km/h,
and a ground clearance 88 mm. The Velodyne VLP-16 LIDAR uses an array of 16 infra-red
lasers paired to detect and measure distances to objects. The array provides 300,000 data
points per second in real-time. The IMU sensor Pololu MinIMU-9 is a compact board
that combines a 3-axis gyroscope, a 3-axis accelerometer, and a 3-axis magnetometer for
measuring robot data parameters.

Investigations were conducted in a real industrial environment—the experimental
underground mine being a part of the AGH University of Science and Technology infras-
tructure. It was assumed that the robotic vehicle had to inspect the site in two operational
cases, i.e., before and after the mining disaster. This task required the robot to move on
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both smooth and rough surfaces that were sometimes blocked by degraded infrastructure.
Figure 4 shows two fragments of real operational scenarios.

  
(a) (b) 

Figure 4. Underground inspection scenarios: (a) smooth terrain before accident; (b) rough terrain
after accident.

4.2. Experiments

Carried out trials were divided into two stages, i.e., creating the map of the mine area
for normal working conditions and after shutdown due to an accident. In accordance with
the methodology described in Section 3, the 2D maps were first built using the AMCL-
EKF technique, and then the 3D maps were estimated by applying the Rao–Blackwellized
SLAM approach.

The results of the map creation for the terrain before accident are presented in Figure 5.
Both 2D and 3D maps precisely recreate the real state of the mine’s corridors with all
observable main features. The 2D map (Figure 5a) clearly shows free spaces and therefore
can be fully used for navigation tasks, whereas the 3D map (Figure 5b) contains all features
of the passed corridors and therefore is much more useful for a precise and safe inspection
of the underground environment. It is especially important when some parts of the terrain
have become inaccessible.

 
(a) 

Figure 5. Cont.
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(b) 

Figure 5. Maps obtained before accident: (a) created with the use of 2D SLAM technique; (b) created
with the use of proposed hybrid 3D SLAM approach.

Such a situation is presented in Figure 6, where a photographic image of the corridor
and destroyed infrastructure is shown. Due to the disaster, the main road was partially
blocked, and the terrain became rough.

 
Figure 6. Photographic image of the mine corridor after accident.

The results of the map creation are depicted in Figure 7. The depicted maps show the
examined area from the same perspective in which it was captured by the camera. The
comparison of the scenes from the photo and the generated maps shows a high compliance
of the presented mine’s environment. The general differences between 2D and 3D maps,
shown in Figure 7a,b, respectively, are similar to those described for the previous case. It
can be seen that the 3D map is accurate enough to assess the real state of the environment.

The performed investigations showed a good compliance of the obtained 2D map with
the geodetic map of the laboratory ground mine. The final product, which is a 3D-space
map, properly reflects the current of the working environment.
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(a) 

(b) 

Figure 7. Maps obtained during underground inspection in the mine terrain after accident: (a) created
with the use of 2D SLAM technique; (b) created with the use of proposed hybrid 3D SLAM approach.

However, its quality and practical usability is limited by specific problems related to
the limitations connected with real working conditions. Although the AMCL provides a
global location based on reference points, the quality of the pose estimation process strongly
depends on errors concerned with the robot’s slippage or skidding. A problem with LIDAR
can be long spaces with a limited number of potential reference points, such as a tunnel
with single surrounding features.

5. Conclusions

The method for the concurrent construction of a 3D map of the industrial terrain
realized with use of a mobile wheeled robot is presented and discussed in the paper. Since
the three-dimensional map shows the complete picture of the explored terrain, it is more
convenient for use in environmental inspection tasks.

The main contribution of this work is to develop a real-time method for creating a 3D
map in both structured and unstructured industrial environments. We propose to solve
this problem by using LIDAR to preprocess the scanning and IMU to generate odometries.

After mapping the environment, we created a grid map based on the 2D SLAM,
the AMCL, and the EKF. The robot’s global position was determined by means of the
Rao–Blackwellized technique. This approach significantly reduced computational costs in
comparison with the Full 3D SLAM.

The efficiency, accuracy, and robustness of the developed hybrid 3D SLAM approach
for 3D-map creation was validated by a number of real experiments conducted in the
different scenarios of the underground mine. All obtained results confirmed the correctness
of the developed solution for the creation of the 3D map in the indoor environment. The
findings also demonstrated that the worked-out algorithm can be run in conditions similar
to real ones by using a mobile robotic vehicle equipped with modest hardware.

Further works will be devoted to examining the applicability of the developed solution
to create a 3D map in other types of real environments, such as underwater or aerial.
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Abstract: The paper presents a neuro-evolutionary algorithm called Hill Climb Assembler Encoding
(HCAE) which is a light variant of Hill Climb Modular Assembler Encoding (HCMAE). While
HCMAE, as the name implies, is dedicated to modular neural networks, the target application of
HCAE is to evolve small/mid-scale monolithic neural networks which, in spite of the great success of
deep architectures, are still in use, for example, in robotic systems. The paper analyses the influence
of different mechanisms incorporated into HCAE on the effectiveness of evolved neural networks
and compares it with a number of rival algorithms. In order to verify the ability of HCAE to evolve
effective small/mid-scale neural networks, both feed forward and recurrent, it was tested on fourteen
identification problems including the two-spiral problem, which is a well-known binary classification
benchmark, and on two control problems, i.e., the inverted-pendulum problem, which is a classical
control benchmark, and the trajectory-following problem, which is a real problem in underwater
robotics. Four other neuro-evolutionary algorithms, four particle swarm optimization methods,
differential evolution, and a well-known back-propagation algorithm, were applied as a point of
reference for HCAE. The experiments reported in the paper revealed that the evolutionary approach
applied in the proposed algorithm makes it a more effective tool for solving the test problems than all
the rivals.

Keywords: evolutionary neural networks; hill climb; control; classification

1. Introduction

Deep neural networks (DNN) are computing systems that have now become practi-
cally irreplaceable in many areas. It is currently difficult to imagine image/video processing
without convolutional neural networks (CNN), and the analysis of time series data without
gated recurrent units (GRU) and long short-term memories (LSTM). Thanks to the DNNs,
it has become possible to solve many problems that were previously either unsolvable or
were solvable, however, at an unsatisfactory level.

However, DNNs are not a magic formula for all problems. There are tasks that do
not require large-scale neural architectures and that can be effectively performed by a
class of simpler traditional neural networks, having up to five hundred neurons [1] which,
in the context of this paper, are called small/mid-scale networks. Low/high-level robot
control [2–7], prediction of complex object behaviour [8–10], and robot navigation [11–13]
are examples of tasks that are well-suited for this class of networks.

In order to train ANNs, gradient decent methods are usually applied. Back propa-
gation (BP), with many different variants, is the most popular algorithm that is used for
that purpose. However, the drawback of BP is its susceptibility to get stuck in the local
optima of an objective function that is optimized during ANN training. In effect, to find a
satisfactory neural solution, the algorithm has to be run many times from different starting
points which, for complex objective functions with many local optimums, significantly
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prolongs the training process, and, what is more, it does not give a guarantee of ultimate
success.

An alternative solution to the one outlined above is to apply global optimization meth-
ods instead of local ones such as BP. Neuro-evolution (NE) seems to be the most popular
global optimization approach which, together with BP, is used to train ANNs. However, the
problem of NE is the exponentially increasing search space with respect to the number of
neurons in the ANN. Even searching for small/mid-scale ANNs involves very large search
spaces, including all possible connection weights between the neurons, and the parameters
of each neuron: the bias and the transfer function. In turn, complex optimization domains
usually need to perform a large number of fitness function evaluations which, in the case of
robotic systems, means either huge costs (evaluation on real robots) or a time-consuming
process of training the network (evaluation on a complex robot simulation model).

In order to cope with the above problem, the NE methods try to somehow reduce
search space, for example, through indirect network representations or some restrictions
imposed on possible network architectures. However, all the state-of-the-art NE methods,
not only those meant for small/mid-scale networks, are based on the solution, adapted from
natural systems, of a one-to-one relation between the network and its genome, i.e., all the
information needed to create the network is encoded in a single network representation. As
a consequence, simple networks need simple representations, whereas complex networks
require complex representations. Meanwhile, the goal of the current paper is to prove that,
at least for small/mid-scale networks, an approach that forms neural networks from pieces
that evolve in successive evolutionary runs, each of which is responsible for a single piece
of the network, not for the entire network, is more efficient than the traditional model of
the NE with a one-to-one relation between the network and its genome.

In the paper, an NE method is presented, called Hill Climb Assembler Encoding
(HCAE), which is a light version of Hill Climb Modular Assembler Encoding (HCMAE) [14]
and whose target application, unlike its modular counterpart, is the evolution of small/mid-
scale neural networks. The main assumption of both HCAE and HCMAE is the gradual
growth in the networks and the use of the evolutionary algorithm to generate successive
network increments encoded in the form of simple programs that do not grow over time.
Instead of more and more complex network representations which are difficult to process
effectively, it builds the networks from small pieces that evolve in many consecutive
evolutionary runs. The task of each run is to make an improving step in a neural network
space. The first run performs in the same way as other traditional NE algorithms. The
most effective network from this run is the first step of HCAE. The following runs create
the next steps through expanding the network with new neurons and connections or
modifying connections that already exist. In contrast to other NE algorithms, HCAE does
not process encoded networks but encoded pieces of the networks that are short and simple
in effective processing.

HCAE is an improvement of Assembler Encoding (AE) [15], and Assembler Encoding
with Evolvable Operations (AEEO) [6,10,12,16], i.e., variations of genetic programming (GP)
that represent networks in the form of simple programs similar to assembler programs. The
major difference between HCAE and its predecessors is the applied model of the evolution.
Both AE and AEEO represent the traditional model with the central role of cooperative
co-evolutionary GA (CCEGA) [17,18], whereas HCAE is in fact a hill climber, whose each
step is made by means of CCEGA.

In order to determine how different solutions applied in HCAE affect the results
of the algorithm compared with the original solutions used in AE/AEEO, four different
variants of HCAE were examined during the tests. The first two variants implemented the
new model of the evolution and original mechanisms applied in AE/AEEO, whereas the
next two variants implemented improved HCAE mechanisms and the new model of the
evolution as well.

After the tests with AE/AEEO, the most effective HCAE variant from the previous
experiments was also compared with eight other algorithms. Neuro-Evolution of Aug-
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menting Topologies (NEAT) [19] and Cooperative Synapse Neuro-Evolution (CoSyNE) [20]
were the first HCAE competitors from outside the AE family, and the reason why they were
chosen is that they are regarded as state-of-the-art NE methods with proven effectiveness.
Classical Particle Swarm Optimization (PSO) [21–24], Levy Flight Particle Swarm Optimiza-
tion (LFPSO) [25], modified LFPSO [26] called PSOLF, and Mantegna Levy Flight, Particle
Swarm Optimization, and Neighbourhood Search (LPSONS) [27] were PSO-based methods
applied as the next points of reference for HCAE. The Differential Evolution (DE) [28–30]
and classic BP algorithm were the last HCAE rivals.

The comparison between HCAE, NEAT, CoSyNE, AE, and AEEO was made on chal-
lenging variants of classical identification and control problems, i.e., on the two-spiral
problem (TSP) [31] and inverted-pendulum problem (IPP). In the experiments, the diffi-
culty of both problems was intentionally increased compared with their original variants.
TSP is a binary classification problem, and to solve it, feed-forward ANNs (FFANN) are
sufficient, whereas the IPP is a control problem that needs recurrent ANNs (RANN). The
average complexity of both problems was a deciding factor for why they were selected as a
testbed for HCAE and its rivals.

The comparison of HCAE, LFPSO, PSOLF, LPSONS, and BP was made based on the
results of experiments reported in [27]. To this end, thirteen datasets from the UCI machine-
learning repository were applied, each of which defines a real classification problem.

In turn, HCAE, DE, and PSO were compared on the trajectory-following problem (TFP).
In this case, the task of FFANNs and RANNs was to control an autonomous underwater
vehicle (AUV) along a desired trajectory defined spatially and temporally. The TFP is a real
problem in underwater robotics, if the coordinated operation of a team of AUVs in time
and space is required.

The contributions of the paper are as follows:

• The scheme of network evolution applied in HCAE, in which the genome represents a
piece of the network, is compared with the traditional model in which the genome
represents the entire network.

• HCAE is qualitatively evaluated on a number benchmark-classification and control
problems.

• HCAE is compared with ten other algorithms: AE, AEEO, NEAT, CoSyNE, PSO,
LFPSO, LFPSO, LPSONS, DE, BP.

The rest of the paper is organized as follows: section two presents related work, section
three details the HCAE, section four reports experiments, section five shows direction of
further research, and the final section concludes the paper.

2. Related Work

As already mentioned, the search space of the NE algorithms increases exponentially
with every new neuron in the network. For the direct NE methods, which directly and
explicitly specify every neuron and connection in the genome, at some point, the search
space becomes too large to provide a reasonable chance to design an effective network at
all. In order to cope with this problem, in NEAT [19], which seems to be, currently, the
most popular direct algorithm, the genome contains only gens that correspond to existing
connections in the network—the connections that do not exist are not represented in the
genome. This way, sparsely connected networks can be encoded in the form of short
chromosomes, which simplifies the task of NEAT. However, the problem returns for fully
or densely connected networks.

To some extent, the above problem can be solved by applying indirect encoding of
the networks, in which the genome includes the recipe of how to form the network. The
recipe can take different forms, for example, the form of a production rule or a program. By
repeatedly using the same rule or a piece of program code in different areas of the evolved
neural network, it is possible to generate large-scale networks. In other words, the indirect
encoding leads to the compression of the phenotype to a smaller genotype, providing a
smaller search space. However, such an approach is only beneficial if the problem solved is
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modular and has regularities. Otherwise, the indirect representations are just as complex
as the direct representations.

In [32,33], a developmental approach is presented that is based on production rules
that decide how neuron synapses grow and how mother neurons divide. Initially, the
mother neurons are placed in 2D space, and then the repeated process of synapse growth
and neuron division starts which, after a specified number of iterations, defines the final
architecture of the network.

A similar solution is proposed in [34–41]. In this case, a grammar is defined including
terminals with the network parameters, non-terminals, and the production rules that map
non-terminals into terminals or other non-terminals. The networks are represented in
the form of encoded starting rules which are run for a number of iterations generating,
ultimately, a complete specification of the network.

In order to reduce the dimensionality of fixed topology network representations, the
algorithm proposed by [42] does not work in the weight domain but in the frequency
domain. At the phenotypic level, each network is represented as a weight matrix, which,
at the genotypic level, is encoded as a matrix of Fourier-transform coefficients, however,
without the high-frequency part, which is ignored. To obtain the network, the inverse
Fourier transform is applied.

An indirect counterpart of NEAT is HyperNEAT, that is, Hypercube NeuroEvolution of
Augmented Topologies [43]. In the HyperNEAT, networks are produced by other networks
called compositional pattern producing networks (CPPNs), which evolve according to
NEAT. To generate a network—theoretically, of any size—its neurons are first placed in
n-dimensional space, and, then, weights of inter-neuron connections are determined by
a single CPPN. To fix a weight between a pair of neurons, the CPPN is supplied with the
coordinates of the neurons. An output signal of the CPPN indicates the weight of the
connection. Motivated by this approach, a number of variants were proposed to evolve
even larger-scale networks [44–47]. Moreover, algorithms were also proposed that replace
NEAT as the CPPN constructor with genetic programming [48].

The NE methods based on genetic programming (GP) are a separate class of indirect
solutions that represent neural networks in the form of programs. By repeatedly executing
the same code in different regions of the network or by cloning neurons/connections,
simple programs can represent even large-scale neural networks. In the classical GP,
the programs take the form of trees whose nodes include instructions that operate on
neurons/connections and control transfer instructions to direct the flow of execution,
e.g., sequential/parallel division of a neuron, modification of a weight/bias, jump, and
loop [49–52].

Gene expression programming (GEP) is a variation of GP in which chromosomes
take the form of fixed-length linear strings that, like their tree-structured counterparts,
include network-building instructions. The application of GEP to evolve neural networks
is presented, among other things, in [53,54].

Assembler encoding (AE) [15] is the next representative of GP. In AE, a network is
represented in the form of a linearly organized Assembler Encoding Program (AEP) whose
structure is similar to the structure of a simple assembler program. The AEP is composed of
two parts, i.e., a part including operations and a part including data. The task of each AEP is
to create a Network Definition Matrix (NDM) which includes all the information necessary
to produce the network. Unlike instructions of tree-based GP and GEP which work, rather,
on the level of individual neurons/connections, each operation of AE can modify even the
whole NDM, and, consequently, the network. This way, even a few operations working
together within one AEP can form very complex neural structures.

Assembler Encoding with Evolvable Operations (AEEO) [55] and its modular/ensemble
variants [16,56] are the successors of AE. Instead of applying hand-made algorithmic op-
erations with evolved parameters, AEEO, like HyperNEAT, uses operations which take
the form of simple directly encoded networks, called ANN operations. Just like in the
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classic variant of the AE, the task of ANN operations, which are run one after the other, is
to change the content of the NDM.

Another solution to cope with the problem of large search spaces is the gradual
growth in representations and the networks, which is applied, for example, in NEAT [19],
AE [15], and AEEO [55]. In this case, the evolution usually starts with light representations
and simple networks and increases their complexity in the course of time. The idea is
to evolve the networks little by little, and to focus, at each stage of evolution, mainly
on genotype/phenotype increments. Initially, small networks and their representations
grow if the evolution cannot make progress for a time. Beneficial sub-structures in both
genotypes and phenotypes are preserved and gradually expanded with new sub-structures.
However, along with the increase in the size of the representations, the complexity of the
task of the evolutionary algorithm automatically grows as well. Often, in the late phases
of the evolutionary process, the change in the size of chromosomes does not entail any
progress in network effectiveness.

There are also NE algorithms that restrict the search space by applying constraints on
the network architectures and the evolutionary process. The constraints are usually based
on domain knowledge about the problem to be solved. Their task is to focus the search only
on allowed network architectures, making the search space for the evolutionary algorithm
smaller and its task simpler. In [1,57], constraint functions are proposed which directly
manipulate neural networks and implement structure, functional, and evolutionary con-
straints whose task is, for example, to evolve symmetries and repetitive structures, to insert
predefined functional units to evolved networks, or to restrict the range of evolutionary
operators.

Surrogate model-based optimization [58,59] is a solution that does not simplify the
task of NE algorithm but alleviates the burden associated with the evaluation of neural
solutions scattered over large areas of high-dimensional network space. This is of particular
importance in the case of robotic systems whose evaluation requires expansive simulations
or real-world experiments. By using surrogate models that mimic the behaviour of the
simulation model as closely as possible, being at the same time and computationally
cheaper to evaluate, NE algorithms can explore their search spaces more intensely, and
thus increase the chance of finding optimal networks.

3. Hill Climb Assembler Encoding

As already mentioned, HCAE is a light variant of HCMAE and it originates from
both AE and AEEO. All the algorithms are based on three key components, i.e., a network
definition matrix (NDM), which represents the neural networks, assembler encoding
program (AEP), which operates on NDM, and evolutionary algorithm, whose task is to
produce optimal AEPs, NDMs, and, consequently, the networks. All the three components
are described below.

3.1. Network Definition Matrix

To represent a neural network, HCAE, like its predecessors, uses a matrix called
network definition matrix (NDM). The matrix includes all the parameters of the network,
including the weights of inter-neuron connections, bias, etc. The matrix which contains non-
zero elements above and below the diagonal encodes a recurrent neural network (RANN),
whereas the matrix with only the content above the diagonal represents a feed-forward
network (FFANN) [14] .

3.2. Assembler Encoding Program

In all the AE family, filling up the matrix, and, consequently, constructing an ANN
is the task of an assembler encoding program (AEP) which, like an assembler program,
consists of a list of operations and a sequence of data. Each operation implements a fixed
algorithm and its role is to modify a piece of NDM. The operations are run one after
another and their working areas can overlap, which means that modifications made by one
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operation can be overwritten by other operations which are placed further in the program.
AEPs can be homogeneous or heterogeneous in terms of applied operations. In the first
case, all operations in AEP are of the same type and they implement the same algorithm
whereas, in the second case, AEPs can include operations with different algorithms. The
first solution is applied in HCAE and AEEO, whereas the second one in AE [14] .

The way each operation works depends, on the one hand, on its algorithm and, on
the other hand, on its parameters. Each operation can be fed with its “private” parameters,
linked exclusively to it, or with a list of shared parameters concentrated in the data sequence.
Parametrization allows operations with the same algorithm to work in a different manner,
for example, to work in different fragments of NDM.

HCAE uses two types of operations, say, Oper1 and Oper2. Oper1 is an adaptation of
a solution applied in AEEO. It is of a global range, which means that it can modify any
element of NDM, and it uses a small feed-forward neural network, say, ANN operation, in
the decision-making process. The task of ANN operation is to decide which NDM items are
to be updated and how they are to be updated (see Figure 1). The architecture of each ANN
operation is determined by parameters of Oper1, whereas inputs to the ANN operation are
taken from the data sequence of AEP. A pseudo-code of Oper1 is given in Algorithm 1.

Each ANN operation has two inputs and five outputs. The inputs indicate individual
items of NDM. In AEEO, ANN operations are fed with coordinates of items to be modified,
that is, with numbers of columns and rows, for example, in order to modify item [i, j], an
ANN operation is supplied with i and j. In HCAE, a different approach is used, namely,
instead of i, j, ANN operations are fed with data items which correspond to i and j, that is,
with row [i] and column [j] (lines (10) and (11) in Algorithm 1). Vectors row and column are
filled with appropriate data items (lines (2) and (5) in Algorithm 1).

The outputs of ANN operation decide whether to modify a given item of NDM or to
leave it intact—outputs no. 1 and no. 2 (line (13) in Algorithm 1), and then, whether to reset
the item or to assign it a new value—outputs no. 3 and no. 4 (line (14) in Algorithm 1), the
new value is taken from the fifth output of the ANN operation (line (15) in Algorithm 1).
Parameter M is a scaling parameter.

Figure 1. Applying ANN operations in Oper1: ANN operation is run for each item in NDM, one
after another, and it can change the value of each item. The figure shows applying the network to
determine the value of three items: NDM[2,2], NDM[4,6] and NDM[5,5]. In the first case, the item is
modified to the value out5, which is the response of the network to the input r2, c2. r2, c2 are data
items that correspond to the second row and column, that is, to the location of the modified item. The
value out5 is inserted into NDM because out1 < out2 and out3 < out4. In the second case, the item
receives the value 0 because out1 < out2 and out3 ≥ out4. In addition, in the third case, the item is
left unchanged because out1 ≥ out2.
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Algorithm 1 Pseudo-code of Oper1.
Input: operation parameters (p), data sequence (d), NDM
Output: NDM

1: for i∈<0..NDM.numberOfRows) do
2: row[i] ← d[i mod d.length];
3: end for
4: for i∈<0..NDM.numberOfColumns) do
5: column[i] ← d[(i+NDM.numberOfRows) mod d.length];
6: end for
7: ANN-oper ← getANN(p);
8: for i∈<0..NDM.numberOfColumns) do
9: for j∈<0..NDM.numberOfRows) do

10: ANN-oper.setIn(1,row[j]);
11: ANN-oper.setIn(2,column[i]);
12: ANN-oper.run();
13: if ANN-oper.getOut(1) <ANN-oper.getOut(2) then
14: if ANN-oper.getOut(3) < ANN-oper.getOut(4) then
15: NDM[j,i] ← M*ANN-oper.getOut(5);
16: else
17: NDM[j,i] ← 0;
18: end if
19: end if
20: end for
21: end for
22: Return NDM

Like resultant ANNs, ANN operations are also represented in the form of NDMs, say,
NDM operations. To generate an NDM operation, and consequently, an ANN operation,
getANN(p) is applied whose pseudo-code is depicted in Algorithm 2. It fills all matrix items
with subsequent parameters of Oper1 divided by a scaling coefficient, N. If the number of
parameters is too small to fill the entire matrix, they are used many times.

Algorithm 2 Pseudo-code of getANN.
Input: operation parameters (p)
Output: ANN-operation

1: NDM-operation ← 0;
2: noOfItem ← 0;
3: for i∈<0..NDM-operation.numberOfColumns) do
4: for j<i //feed-forward ANN do
5: NDM-operation[j,i] ← p[noOfItem mod p.length]/N;
6: noOfItem++;
7: end for
8: end for
9: Return ANN-operation encoded in NDM-operation.

Unlike Oper1, Oper2 works locally in NDM, and is an adaptation of a solution applied
in AE. Pseudo-code of Oper2 is given in Algorithm 3 and 4. It does not use ANN-operations;
instead, it directly fills NDM with values from the data sequence of AEP: where NDM is
updated, and which and how many data items are used, are determined by operation pa-
rameters. The first parameter indicates the direction according to which NDM is modified,
that is, whether it is changed along columns or rows (lines (4) and (10) in Algorithm 3).
The second parameter determines the size of holes between NDM updates, that is, the
number of zeros that separate consecutive updates (line (3) in Algorithm 4). The next
two parameters point out the location in NDM where the operation starts to work, i.e.,
they indicate the starting row and column (line (1) in Algorithm 4). The fifth parameter
determines the size of the altered NDM area, in other words, it indicates how many NDM
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items are updated (line (1) in Algorithm 4). Additionally, the last, sixth parameter points
out location in the sequence of data from where the operation starts to take data items and
put them into the NDM (line (2) in Algorithm 3) [14] .

Algorithm 3 Pseudo-code of Oper2 [14].
Input: operation parameters (p), data sequence (d), NDM
Output: NDM

1: filled ← 0;
2: where ← p[6];
3: holes ← 0;
4: if p[1] mod 2 = 0 then
5: for k∈<0..NDM.numberOfColumns) do
6: for j∈<0..NDM.numberOfRows) do
7: NDM[j,k] ← fill(k,j,param,data,filled,where,holes);
8: end for
9: end for

10: else
11: for k∈<0..NDM.numberOfRows) do
12: for j∈<0..NDM.numberOfColumns) do
13: NDM[k,j] ← fill(j,k,p,d,filled,where,holes);
14: end for
15: end for
16: end if
17: Return NDM.

Algorithm 4 Pseudo-code of fill() [14].
Input: number of column (c), number of row (r), operation parameters (p),
data sequence (d), number of updated items (f),
starting position in data (w), number of holes (h)
Output: new value for NDM item

1: if f < p[5] and c ≥ p[4] and r ≥ p[3] then
2: f++;
3: if h = p[2] then
4: h ← 0;
5: w++;
6: Return d[w mod d.length];
7: else
8: h++;
9: Return 0.

10: end if
11: end if

3.3. Evolutionary Algorithm

The common characteristic of all AE-based algorithms is the use of cooperative co-
evolutionary GA (CCEGA) [17,18] to evolve AEPs, that is, to determine the number of
operations (AE,AEEO), the type of each operation (AE), the parameters of the operations
(all algorithms), the length of the data sequence (AE,AEEO), and its content (all algorithms).
As already mentioned, the implementations of operations are predefined. According to
CCEGA, each evolved component of AEP evolves in a separate population, that is, an AEP
with n operations and the sequence of data evolves in n + 1 populations (see Figure 2) [14] .

To construct a complete AEP, NDM, and finally, a network, the operations and the data
are combined together according to the procedure applied in CCEGA. An individual (for
example, an operation) from an evaluated population is linked to the best leader individuals
from the remaining populations that evolved in all previous CCEGA iterations. Each popu-
lation maintains the leader individuals, which are applied as building blocks of all AEPs
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constructed during the evolutionary process. In order to evaluate newborn individuals,
they are combined with the leader individuals from the remaining populations [14].

Figure 2. Evolution of AEPs according to CCEGA

Even though all the AE family applies CCEGA to evolve neural networks, HCAE
does it in a different way from the remaining AE algorithms. In AE/AEEO, the networks
evolve in one potentially infinite loop of CCEGA. Throughout the evolution, AEPs can
grow or shrink, that is, they adjust their complexity to the task by changing in size. Each
growth or shrinkage entails a change in the number of populations in which AEPs evolve.
Unfortunately, such an approach appeared to be ineffective for a greater number of opera-
tions/populations. Usually, an increase in the number of operations/populations to three
or more does not improve results, which is due to the difficulties in the coordination of a
greater number of operations.

In contrast to AE/AEEO, HCAE is a hill climber whose each step is made by CCEGA
(see Algorithm 5). A starting point of the algorithm is a blank network represented by a
blank NDM (line (1)). Then, the network as well as NDM are improved in subsequent
evolutionary runs of CCEGA (line (5)). Each next run works on the best network/NDM
found so far by all earlier runs (each AEP works on its own copy of NDM), is interrupted
after a specified number of iterations without progress (MAX_ITER_NO_PROG), and
delegates outside, to the HCAE main loop, the best network/NDM that evolved within the
run (tempNDM). If this network/NDM is better than those generated by earlier CCEGA
runs, a next HCAE step is made—each subsequent network/NDM has to be better than its
predecessor (line (7) [14] ).

Algorithm 5 Evolution in HCAE [14].
Input: CCEGA parameters, for example crossover probability
Output: Neural network

1: NDM ← 0;
2: numberOfIter ← 0;
3: fitness ← evaluation of NDM;
4: while numberOfIter < maxEval and fitness < acceptedFitness do
5: tempNDM ← CCEGA.run(NDM,MAX_ITER_NO_PROG);
6: if tempNDM.fitness > fitness then
7: NDM ← tempNDM;
8: fitness ← tempNDM.fitness;
9: end if

10: numberOfIter ← numberOfIter + 1;
11: end while
12: Return Neural network decoded from NDM.

In order to avoid AE/AEEO problems with the effective processing of complex AEPs,
HCAE uses constant-length programs of a small size. They include, at most, two operations
and the sequence of data; the number of operations does not change over time. Such a
construction of AEPs affects the structure of CCEGA. In this case, AEPs evolve in two
or, at most, three populations; the number of populations is invariable. One population
includes sequences of data, i.e., chromosomes data, whereas the remaining populations
contain encoded operations, i.e., chromosomes operations. The operations are encoded as
integer strings, whereas the data as real-valued vectors, which is a next difference between
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HCAE and AE/AEEO that apply binary encoding. Both chromosomes operations and
chromosomes data are of constant length.

In HCAE, like in AE/AEEO, the evolution in all the populations takes place according
to simple canonical genetic algorithm with a tournament selection. The chromosomes
undergo two classical genetic operators, i.e., one-point crossover and mutation. The
crossover is performed with a constant probability Pc, whereas the mutation is adjusted to
the current state of the evolutionary process. Its probability (Pd

m—probability of mutation in
data sequences; Po

m—probability of mutation in operations) grows once there is no progress
for a time and it decreases once progress is noticed [14] .

The chromosomes data and chromosomes operations are mutated differently, and they
are performed according to Equations (1) and (2) [14].

dnew =

{
d + randU(−a, a) if randU(0, 1) ≤ Pd

m

d otherwise
(1)

onew =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
o + randI(−b, b) if randU(0, 1) ≤ Po

m and
randU(0, 1) ≥ Po,zero

m

0 if randU(0, 1) ≤ Po
m and randU(0, 1) ≤ Po,zero

m

o otherwise

(2)

where d—is a gene in a chromosome-data; o—is a gene in a chromosome-operation;
randU(−a, a)—is a uniformly distributed random real value from the range < −a, a >;
randI(−b, b)—is a uniformly distributed random integer value from the range < −b, b >;
Po,zero

m —is a probability of a mutated gene to be zero.

3.4. Complexity Analysis

Although algorithms no. 1, 2 and 3 present the traditional iterative implementation
style, which is due to the ease of analysis of such algorithms, the actual HCAE implemen-
tation is parallel. This means that the algorithm can be divided into three parallel blocks
executed one after the other, namely: the genetic algorithm (CCEGA + CGA), the AEP pro-
gram and the evaluation of neural networks. The complexity of the algorithm can therefore
be defined as O(O(CCEGA + CGA) + O(AEP) + O(Fitness)). The parallel implementation of
the genetic algorithm requires, in principle, three steps, i.e., selection of parent individuals,
crossover and mutation, which means that we obtain O(3). In addition, it also requires
l(n+ n1n2) processors or processor cores, where l is the number of chromosomes in a single
CCEGA population, n1 is the number of AEP operations, and n and n2 are the number of
genes in chromosome data and chromosomes operations, respectively. The AEP program
is executed in n1 steps (O(n1)) and requires a maximum of Z processors/cores, where Z is
the number of cells of the NDM matrix. The last block of the algorithm is the evaluation of
neural networks, the computational complexity of which depends on the problem being
solved. Ignoring the network evaluation, it can be concluded that the algorithm complexity
is O(3 + n1) and requires max(l(n + n1n2), Z) processors/cores.

4. Experiments

As already mentioned in the introduction, HCAE was tested on fourteen classification
problems and one control problem against eight rival methods. First, HCAE(AE) and
HCAE(AEEO) algorithms were tested on the two-spiral problem (TSP) and the inverted-
pendulum problems (IPP) against original AE and AEEO. HCAE(AE) and HCAE(AEEO)
are algorithms that evolve networks according to the HCAE algorithm depicted in
Algorithm 5; however, at the same time, they apply AE and AEEO operations, binary
encoding, variable-size chromosomes, and CCEGA mechanisms of adapting size of AEPs
to a problem—AEPs can change their size throughout the evolution. The goal of this phase
of the experiments was to examine the effectiveness of the new model of evolution applied
in HCAE.
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In the second stage of the experiments, HCAE(AE) and HCAE(AEEO) competed with
HCAE(Oper1) and HCAE(Oper2) with the goal of testing the new operations applied in
HCAE. Again, TSP and IPP constituted a testbed for the compared algorithms.

The third phase of the experiments was devoted to the comparison between HCAE,
NEAT (C++ implementation of NEAT was taken from [60]), and CoSyNE (C++ implemen-
tation of CoSyNE was taken from [61]). Only the most effective variant of HCAE took part
in the tests. As before, the task of the selected algorithms was to evolve neural solutions to
TSP and IPP problems.

Finally, HCAE was also compared with four PSO-based algorithms considered in [27]
and with backpropagation (BP). This time, the algorithms were put to the test on thirteen
classification problems defined in the UCI machine-learning repository. The objective of
both of the last phases of the experiments was to present HCAE against other algorithms in
the field of NE.

4.1. Two-Spiral Problem

TSP, which is a well-known benchmark for binary classification, was selected as a
starting problem for HCAE and its rivals. Even though it is not a new problem, its average
complexity corresponds to the complexity of problems that can be effectively solved with
small/medium-size neural networks and learning algorithms dedicated to such networks.

In TSP, the task is to split into (x, y) data points that form intertwined spirals which
cannot be linearly separated into two classes. The learning set consists of 194 points, 97
for each spiral. To generate the first spiral, the following formulas can be used: (x, y) =
(rcos(φ), rsin(φ)), r = 6.5(104−i)

104 , φ = i
16 π, i = 0.96. The second spiral can be obtained by

the negation of first spiral coordinates, that is, by: (−x,−y).
To solve the above-mentioned problem, feed-forward neural networks with two

inputs, two outputs, and maximally thirty-six hidden neurons were applied. The inputs
were fed with the (x, y) coordinates of data points, whereas outputs were responsible for
identification, one output for one class. If the output signal of the first output neuron
was greater than the output signal of the second output neuron, an input data point was
assigned to the first class, otherwise, to the second class. All neurons in the networks used
a hyperbolic tangent activation function.

When evolving the networks, the algorithms were allowed to make, maximally,
3,000,000 evaluations. In order to evaluate each evolved neural network, the following
fitness function was applied:

F(ANN) = S +
1

1 + E(i)
(3)

where S—is the number of correct classifications up to the first wrong decision; in the case
of a wrong decision, the evaluation process was immediately interrupted; E(i)—is an error
in i-th learning iteration in which the first wrong decision was made; in the learning process
two classes were presented alternately to the network, which means that points from the
first class even had indexes in the learning set (i mod 2 = 0), whereas points from the
second class had odd indexes (i mod 2 = 1), o1 and o2 are outputs of the neural network;
the formal definition of E(i) is given below:

E(i) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
100 if o1 = o2

abs(1 − o1) + abs(−1 − o2) if i mod 2 = 0
and o1 �= o2

abs(1 − o2) + abs(−1 − o1) otherwise

(4)

The fitness function (3) introduces additional difficulties compared with the original
problem defined in [31]. Originally, in order to evaluate the network, classification results
on all training points are used. This corresponds to the situation in which the learning
algorithm has complete knowledge of the effectiveness of the network in the whole range
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of the input space (considered in the learning set). Meanwhile, according to (3), the learning
algorithm is forced to rely on partial knowledge. If the network fails at some point, the
evaluation process is interrupted with the consequence that the algorithm has only insight
into fragmentary capabilities of the evaluated network and its evaluation can be misleading.
For example, a network successful in the first n points will be more fit than a network
successful in m points in total; m > n, however, in only k consecutive points from the top
of the learning point list, k < n.

Error (4) has three options. The first option E = 100 drastically reduces the network
fitness if o1 = o2. In the absence of this option, function (3) would have a deep local
maximum for o1 = o2, at which the algorithm would often get stuck. The other two options
are just the sum of the errors on each network output. For the first class, the ideal situation
is o1 = 1, o2 = −1, while for the second class, o1 = −1, and o2 = 1.

4.2. Inverted-Pendulum Problem

In order to assess how HCAE copes with evolving recurrent neural networks (RANN)
dedicated for control problems of average complexity, and to compare its performance
in this regard with the performance of other algorithms, experiments in the inverted-
pendulum problem (IPP) were carried out. Even though the original variant of IPP was
defined quite a long time ago [20], the modified version applied in the experiments is
enough to achieve the goal of the research mentioned above.

In this case, the networks deal with a wheeled cart moving on a finite length track and
with two poles installed on the cart; one pole is shorter and lighter, whereas the second one
is longer and heavier. The task of the networks is to indefinitely balance the poles and to
keep the cart within track boundaries. To accomplish the task, the cart has to be pushed left
or right with a fixed force. The decision about the direction and the strength of each move
is made based on the information about the state of the cart-and-pole system. The complete
state vector includes the following parameters: the position of the cart (x), the velocity of
the cart (ẋ), angles of both poles (θ1, θ2), and angular velocities of both poles (θ̇1, θ̇2). To
model behaviour of the cart-and-pole system, the following equations are used [20]:

ẍ =
F − μc(ẋ) + ∑2

i=1 F̃i

M + ∑2
i=1 m̃i

(5)

θ̈i = − 3
4li

(
ẍ cos θi + g sin θi +

μpi θ̇i

mili

)
(6)

where ẍ—acceleration of cart; θ̈i—acceleration of ith pole; F—force put to cart; M—mass of
cart; mi—mass of ith pole; li—half length of ith pole; μc—coefficient of friction of cart on
track; μpi—coefficient of friction of ith pole’s hinge; g—gravity.

F̃i = miliθ2
i sin θi +

3
4

mi cos θi

(
μpi θ̇i

mili
+ g sin θi

)
(7)

m̃i = mi

(
1 − 3

4
cos2 θi

)
(8)

The state of the cart-and-pole system in subsequent points in time of simulation, i.e.,
every t seconds, where t is a step size, is determined by means of Euler’s method:

x = x + tẋ (9)

ẋ = ẋ + tẍ (10)

θ = θ + tθ̇ (11)

θ̇ = θ̇ + tθ̈ (12)
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To control the cart-and-pole system, the networks were fed with the state parameters
scaled to the range < −1, 1 >. The force F used to control the system was calculated as
a product of network output (one output neuron) and value 10. To make the task of the
networks more difficult, they had access to only two parameters, i.e., x, and θ1 (two input
neurons). This means that they had no information about the shorter pole, and they did not
know the direction of movement and velocity of the cart and the longer pole. To effectively
control the cart-and-pole system, all missing information had to be reconstructed by the
networks in the subsequent steps of the simulation.

The above-mentioned setting was not the only impediment the networks had to face.
In contrast to the original problem, each network was evaluated four times, each time for
other starting conditions, and each single evaluation was interrupted once the cart went off
the path or any pole fell down, that is, exceeded a failure angle. In order for the task of the
networks to be even harder in relation to the original problem [20], the failure angels for
both poles were decreased to 8 degrees for the longer pole, and 20 degrees for the shorter
one. The other experiment settings remained unchanged in relation to [20] and are given in
Table 1.

The networks applied in the experiments had the following architecture: two inputs,
one output, and, maximally, forty hidden units. When evolving the networks, the algo-
rithms were allowed to make, maximally, 30,000 evaluations. In order to evaluate each
evolved neural network, the following fitness function was applied:

FIP(MANN) =
4

∑
i=1

Wi (13)

where Wi is the duration of ith simulation that was measured as the number of steps
the cart-and-pole system remained controlled. The maximum duration of each single
simulation was equal to 10,000 control steps, which means that the maximum fitness that
could be achieved was 40,000. The task of function (13) is simply to obtain a network
capable of holding the pendulum up for as long as possible in each of the four simulations.

Table 1. Parameter setting for inverted-pendulum problem.

Parameter Description Value

length of path 4.8 m
l length of pole l1 = 0.5 m l2 = 0.05 m
m mass of pole m1 = 0.1 kg m2 = 0.01 kg
θ angle of pole θ1 =< −8, 8 > deg, θ2 =< −20, 20 > deg

initial position of poles (θ1, θ2) =< (4, 0), (−4, 0), (0, 4), (0,−4) >deg
x position of cart <−2.4,2.4> m

initial position of cart 0 m
M mass of cart 1 kg

F force applied to cart < −10, 10 >N but no less than ±1/256 × 10
N

g gravity 9.8 m/s2

μc coefficient of friction of cart on track 0.0005
μp coefficient of friction of ith pole’s hinge 0.000002
t step size 0.02 s

4.3. Trajectory-Following Problem

In this case, the task of the neural networks was to guide the AUV along a desired
trajectory defined spatially and temporally. Given that the AUV trajectory is determined
by a set of way points in 2D space (it is assumed that the AUV moves on the horizontal
plane without depth control) and each straight segment between two way points has a
march velocity (VM) assigned, at each point in time, it is possible to determine a desirable
position of the AUV and two errors in the position, i.e., the position error calculated along
the trajectory—E1, and the position error perpendicular to the trajectory—E2. E1 indicates
the timing error, that is, whether the AUV is late or ahead of time, whereas E2 corresponds
to the distance to the right trajectory—see Figure 3a.
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The neural network controls the vehicle by determining its heading H and speed
V in such a way as to minimize the errors E1 and E2. The new parameters of the AUV
movement are defined every 0.1 s. The heading of the vehicle is determined from point
D (see Figure 3a), where the vehicle is currently located, to point C, which is the local
destination of the AUV. To find point C, the neural network determines the distance d from
point B towards the next way point.

(a) (b)

Figure 3. (a) A—desired position of the AUV, B—true position of the AUV projected on the trajectory,
C—local destination point of the AUV, D—true position of the AUV, H—heading to point C, d—
distance from point B to point C, E1, E2—errors, (b) trajectory of the vehicle.

Speed V is the sum of the marching speed VM associated with each straight section of
the vehicle route and speed V1 determined by the neural network.

Both FFANN and RANN networks were used during the research. In both cases, the
networks were supplied with E1 and E2 errors. The E1 error was positive if the vehicle was
late and negative—if it was in a hurry. The E2 error was always positive. FFANN networks
had four inputs, two inputs corresponding to errors from the current time moment and
two inputs corresponding to errors from the previous time moment. The RANN networks
had only two inputs corresponding to the errors that occurred at the current time.

Apart from two output neurons (d and V1) and two or four input neurons, both types
of networks had 10 hidden neurons. All the neurons had the same activation function—the
hyperbolic tangent function.

The tests were carried out in simulation conditions using a kinematic vehicle model
implemented in the MOOS-IvP application called uSimMarine [62]. This model has a
number of parameters determining the speed of the vehicle, its manoeuvrability or inertia.
The description of the parameters with their values used during the simulation can be
found at the end of the paper, in Appendix B.

During the simulation, the behaviour of the vehicle was also influenced by the low-
level control system, whose task was to convert high-level decisions made by the neural
network into low-level decisions for the propellers (engine) and rudder of the vehicle. The
low-level system consisted of four PID controllers, each with three parameters: P, I, and D,
the values of which are given in Appendix B.

The task of the AUV was to follow a lawn-mower trajectory consisting of eight way
points and seven straight segments, i.e., three 100-m long scanning-bottom segments and
four turning-back segments—see Figure 3b. The march speed VM along the scanning-
bottom segments amounted to 1 m/s, whereas, along the turning–back segments, it
amounted to 0.5 m/s.

For the conditions of the experiments to be maximally similar to the real ones, the
AUV was subject to a sea current which had random duration, direction and strength. It
appeared regularly every 6 s at most, and its maximum duration amounted to 2 s. The
direction of the current amounted to 45◦ ± 10◦, whereas its strength amounted, maximally,
to 0.8 m/s.

Each of the evolutionarily formed networks was evaluated k times, each time with a
different influence of the sea current; kmax = 40. The evaluation of the network was always
interrupted (k < kmax) if the error E1 or E2 exceeded the threshold value equal to 3 m and
2 m, respectively. The following fitness function was used to evaluate the networks:

FTFP(ANN) =
1

1 + Emax
1 + 5Emax

2
(14)
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where Emax
1 and Emax

2 are the maximum errors obtained during the entire network-evaluation
process, while the AUV was moving along the scanning-bottom segments of the trajectory.
Short turning-back segments were not included in the evaluation. In order to obtain the
precise trajectory of the vehicle along the entire scanning-bottom segments, function (14)
was oriented to minimize maximum errors. Error Emax

2 has a greater influence on func-
tion (14), which means that more emphasis is on minimizing the spatial deviation from the
trajectory than the temporal deviation.

4.4. Results in the First Phase of Experiments

As already mentioned, the objective of this phase was to evaluate the effectiveness of
the new model of evolution applied in HCAE. To this end, original AE and AEEO were
compared with HCAE(AE) and HCAE(AEEO) which are variants of AE/AEEO with the
HCAE model of evolution.

At the beginning, AE and AEEO were tuned to both testing problems (TSP and IPP),
mainly by adjusting the probability of mutation. Other parameters were either manually
tailored to the tasks, for example: size of NDM-operation = 10 × 11 − 10 neurons in total,
one extra column for biases, crossover probability Pc = 0.5, size of each population = 100,
size of tournament = 3, length of chromosome-data = 80, initial number of operations = 1,
length of chromosome-operations = 12 or 6, number of CCEGA iterations without progress
followed by a change of AEP size = 100,000 (TSP) or 2500 (IPP), or they were the same as
those applied in [15,16].

In order to compare the algorithms, each of them were run thirty times. Then, thirty of
the most effective networks from all the runs, one network per run, were applied to compare
the algorithms. Four criteria were used to measure the performance of each algorithm,
i.e., the average, maximum, and minimum fitness, and the total number of successes in
the learning process (TSP—all learning data points classified correctly, IPP—the poles
successfully balanced in all attempts). The final results of the tests are summarized in
Tables 2 and 3.

Table 2. Results of the first phase of experiments—TSP.

Method Mean Std Maximum Minimum Successes

AEEO 115.3 32.7 194 65.4 1
HCAE(AEEO) 124.4 28.5 194 62.1 1

AE 105.7 18.7 145.6 62.3 0
HCAE(AE) 155.3 32.2 194 66.5 5

Table 3. Results of the first phase of experiments—IPP.

Method Mean Std Maximum Minimum Successes

AEEO 10,289 1128 12,530 8445 0
HCAE(AEEO) 12,611 1851 13,481 9560 0

AE 9620 1292 10,571 7402 0
HCAE(AE) 36,522 7845 40,000 1202 24

Both tables clearly show the positive effect of HCAE model of evolution on the
performance of AE/AEEO. The greatest increase in efficiency is noticeable when com-
paring results of HCAE(AE) and AE. A smaller improvement is observed in the case of
HCAE(AEEO) and AEEO.

The result proves, at least with regard to evolutionary neural networks and the AE
family, that the model in which the evolution is conducted in many separate evolutionary
runs and each earlier run produces input data for its successors, when the solutions grow
gradually in many subsequent increments, and when the complexity of the genome is
replaced with a sequence of simple genomes, outperforms a traditional model in which the
complexity of the problem corresponds to the complexity of the genome and the whole
problem has to be solved within one evolutionary super run.
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Two main factors seem to decide the success of the HCAE model: firstly, the strategy
of gradual growth, and secondly, the simplicity of representation. However, as the above
results show, the success depends on the interference between subsequent evolutionary
runs and between operations inside AEP—the greater the interference, the smaller the
success. To put it simply, if operations within one AEP, or AEPs executed one after another,
strongly interfere with each other, it is difficult to achieve the effect of gradual growth.

One objective of the HCAE model is to simplify AEPs as much as possible with the
task to simplify cooperation between operations derived from different populations. It is
simply much easier to match two or three components of a solution together than to do it
with, say, five or ten components. In other words, the interference between two or three
operations is smaller than the interference between five or ten operations. To make matters
worse, the interference can also apply to operations from different evolutionary runs.

However, the interference between operations depends not only on the number of
operations in AEP but also on the range of operations, which is different in HCAE(AE)
and HCAE(AEEO). In the first case, the operations work locally in a selected region of
NDM, whereas in the second case, they are allowed to update each element of NDM. In
consequence, operations applied in HCAE(AE) rarely interfere with each other, whereas
those used in HCAE(AEEO) do it much more often. This, in turn, means that the strategy
“little by little” implemented in HCAE has a greater chance for success in combination with
AE than AEEO.

4.5. Results in the Second Phase of Experiments

In this phase, the objective was to evaluate the effectiveness of the remaining solutions
applied in HCAE compared with their originals from AE and AEEO. The results of this
phase are given in Tables 4 and 5.

Table 4. Results of the second phase of experiments—TSP.

Method Mean Std Maximum Minimum Successes

HCAE(AEEO) 124.4 28.5 194 62.1 1
HCAE(Oper1) 128.3 26.6 194 68.2 3

HCAE(AE) 155.3 32.2 194 66.5 5
HCAE(Oper2) 169.2 18.4 194 125.8 10

Table 5. Results of the second phase of experiments—IPP.

Method Mean Std Maximum Minimum Successes

HCAE(AEEO) 12,611 1851 13,481 9560 0
HCAE(Oper1) 12,023 6224 40,000 8966 1

HCAE(AE) 36,522 7845 40,000 1202 24
HCAE(Oper2) 40,000 0 40,000 40,000 30

As it turned out, new solutions implemented in HCAE(Oper2) appeared to have an
advantageous influence on the algorithm performance compared with HCAE(AE). In turn,
for those applied in HCAE(Oper1), if they brought any positive effect it is visible only in
TSP. In IPP, the results of HCAE(Oper1) and HCAE(AEEO) are roughly at the same level.

The new solutions implemented in HCAE can be divided into two categories, i.e., the
ones that are common for both HCAE variants and the ones that are variant-specific. Real
and integer encodings, instead of binary encoding, and fixed-length chromosomes belong
to the first category, whereas new operations belong to the second category. The difference
in results of HCAE(Oper1) against HCAE(AEEO) and HCAE(Oper2) against HCAE(AE)
indicates that solutions from the first category do not constitute a valuable replacement for
original solutions. The same applies to Oper1, the added value of this operation, if it exists,
seems to be rather symbolic. A different situation is with Oper2, in this case, an increase in
efficiency is clearly noticeable.
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There are only two differences between Oper2 and operations used in AE which, as it
turned out, had an influence on the results. Firstly, AEPs in AE can contain three different
types of operations: modification of a single row in NDM, modification of a single column
in NDM, and modification of a rectangular patch in NDM, whereas in HCAE(Oper2) there
is no choice; each AEP consists of operations of only one type. This way, evolution in
HCAE(AE) has a slightly harder task than in HCAE(Oper2). It has to match operations
to the task, and to adjust parameters to selected operations. In HCAE(Oper2), in turn,
operations do not differ in implementation, so the only difficulty is to appropriately set the
parameters.

However, it seems that, in this case, it is more significant how individual operations
modify NDM, and, consequently, the network. In HCAE(AE), all the three operations
have no possibility of deactivating connections by setting their weights to zero, with the
effect that all networks produced by HCAE(AE) are densely connected. They simply copy
connection weights from the data sequence to NDM; zero weight could only appear in the
network if it also appeared in the data sequence. To overcome this problem, each Oper2
periodically fills NDM with zeros; they appear in the matrix alternately with connection
weights from the data sequence.

To sum up, the experiments in this phase showed that two factors are crucial for
HCAE success: firstly, a local range of the operations, and secondly, their ability to establish
sparsely connected sub-networks.

4.6. Results in the Third Phase of Experiments

The objective of this phase was to compare HCAE with other algorithms from the field
of NE. Two algorithms were selected as a point of reference for the proposed algorithm, i.e.,
NEAT and CoSyNE. Both rivals represent the same class of algorithms as HCAE, that is,
the algorithms meant for constructing small/medium-size neural networks.

Before the tests, NEAT and CoSyNE, like all the previous algorithms, were also
tuned to testing problems. Again, TSP and IPP constituted a testbed for the compared
algorithms. A detailed parameter setting after the tuning process is given in the structures
mutation_rate_container and cosyneArgs in Appendices A and B.

In contrast to the AE family, the evolution in NEAT took place in a single population
with 300 individuals. In HCAE, AE and AEEO, the evolution is conducted in many
populations, at least in two, and each population has 100 individuals, which means 200
or 300 network evaluations in each evolutionary iteration. Meanwhile, NEAT works in
a single population, and the number of individuals in the population corresponds to the
number of evaluations and networks generated in a single evolutionary iteration. In order
to equalize the chances of NEAT, and HCAE, the number of individuals in a single NEAT
population was the same as the maximum number of individuals in all HCAE populations.
Moreover, in order for NEAT to evolve networks of the same maximum size as the networks
produced by HCAE (TSP: 2 input, 2 output, and a maximum of 36 hidden neurons, IPP:
2 input, 1 output, and a maximum of 40 hidden neurons), it was necessary to slightly
modify the C++ code of NEAT.

The conditions of the tests for CoSyNE were the same as for the remaining algorithms,
meaning the number of hidden units was set to 36 (TSP) or 40 (IPP), whereas the number
of network evaluations in one evolutionary generation was equal to 300.

The results of the experiments in this phase, after thirty runs of each algorithm,
are given in Table 6 (The implementation of CoSyNE provides only one type of feed-
forward network, namely, multilayered perceptron with one hidden layer; the table includes
results for this type of network) and Table 7 (The implementation of CoSyNE used in the
tests offers five different types of recurrent neural network: SimpleRecurrentNetwork,
SecondOrderRecurrentNetwork, LinearRecurrentNetwork, FullyRecurrentNetwork, and
FullyRecurrentNetwork2; the table includes results of SecondOrderRecurrentNetwork
which appeared to be the most effective).
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Table 6. Results of experiments on two-spiral problem: average, maximum, and minimum fitness,
and the number of runs ended with success.

Method Mean Std Maximum Minimum Successes

HCAE(Oper2) 169.2 18.4 194 125.8 10
NEAT 122.3 5.6 132.5 112.5 0

CoSyNE 106.5 6.7 112.1 96.2 0

Table 7. Results of experiments on inverted-pendulum problem: average, maximum, and minimum
fitness, and the number of runs ended with success, networks with 40 hidden units.

Method Mean Std Maximum Minimum Successes

HCAE(Oper2) 40,000 0 40,000 40,000 30
NEAT 9461 954 10,368 7511 0

CoSyNE 10,563 8.2 10,568 10,545 0

As Table 6 shows, the only algorithm that coped with the TSP is HCAE(Oper2) (ex-
ample spirals generated by HCAE(Oper2) networks are depicted in Figure 4). In this case,
ten runs ended with fully successful networks, and the average result amounts to 169.
NEAT and CoSyNE, like AE and AEEO, appeared to be insufficiently effective to evolve
even a single fully successful neural network. All NEAT and CoSyNE runs got stuck
in more or less the same region of fitness function, that is, for NEAT, between 112 and
132 (example spirals generated by NEAT networks are depicted in Figure 5), whereas for
CoSyNE, between 96 and 106.

Figure 4. Spirals generated by ten fully successful neural networks evolved by HCAE(Oper2).

Figure 5. Example spirals generated by NEAT networks.

In IPP, HCAE(Oper2) again outperformed other methods. Generally, it had no prob-
lems with evolving fully successful networks that were able to balance the cart-and-pole-
system for the maximal number of iterations in all four attempts. To evolve a fully successful
network, it needed only 1386 network evaluations on average and 310 minimum.

Meanwhile, the rivals of HCAE, like in the previous case, could not successfully cope
with the problem. The best result in both cases corresponds to the beginning of the second
out of four simulations, that is, to the area of fitness function equal to 10,000. There were
very few runs, in this case, that exceeded 11,000. As before, this result is very similar to
those obtained by AE and AEEO.

Generally, two factors can be responsible for the difference in performance between
HCAE and its rivals, i.e., the evolutionary algorithm and the encoding method. However,
the most likely “suspect”, in this case, seems to be the evolutionary algorithm. As already
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mentioned, regardless of the testing problem, the results of NEAT and CoSyNE are very
similar to those obtained by AE and AEEO. Meanwhile, the only thing that all the algo-
rithms have in common is the traditional evolutionary model. This suggests that, like in
the case of AE and AEEO, the decisive factor that prevented NEAT and CoSyNE from
obtaining better results is the model of the evolution applied in both algorithms.

In turn, the influence of the encoding method is visible in the networks’ architecture:
most networks evolved by NEAT and CoSyNE were densely connected with a maximum
number of neurons. In the early stages of the evolution, NEAT produces “light” networks
from “light” genetic representations. However, the representations and networks quickly
become more and more complex and their effective processing more and more difficult.
Exactly the same problem is observed in AE and AEEO, where the growth in genotypic
complexity decreases the effectiveness of the evolution. In turn, CoSyNE, from the very
beginning, evolves fully connected neurons of a fixed architecture and does not have any
effective mechanism for producing sparse networks.

Meanwhile, the networks produced by HCAE(Oper2) often included fewer neurons
than the assumed maximum size, and were very often sparse; NDMs of these networks
contained many spacious holes filled with zeros.

4.7. Tests on Datasets from UCI Machine Repository

The most effective variant of HCAE was also compared with LFPSO, PSOLF, LPSONS,
and BP on thirteen classification benchmarks from the UCI machine repository. To this end,
HCAE was put to the test in the same conditions as those used in the experiments reported
in [27]. For each classification benchmark, the following setting was applied: 30 runs of
the algorithm, neural networks with five hidden units, termination of the algorithm after
13,000 network evaluations, mean square error (MSE) as a minimized objective function,
training set—80% and testing set—20% of data instances (in [27]: 70%—testing set, 10%
validation set, and 20% testing set).

Since the above conditions of the experiments assume a quick effect (only 13,000 net-
work evaluations) with the use of small neural networks (only five hidden units), HCAE
had to be adjusted to these conditions through appropriate parameter setting. First, the size
of each NDM corresponded to networks with five hidden units. Second, it was assumed
that, in order to evolve effective networks with a small number of neurons, the networks
cannot be both small and sparse. In consequence, Oper2 was modified so as not to generate
holes between consecutive values in NDMs. Third, in order to quickly evolve effective
networks, the stagnation of the evolutionary process in CCEGA should be detected very
quickly; the first symptoms of the stagnation should interrupt one evolutionary run and
start a next run. To achieve such an effect, the interruption of each single CCEGA run took
place after five iterations without progress.

Tables 8 and 9 show the comparison of all the five methods in terms of the training
and testing accuracy that is defined in [27] as a rate of correctly identified data instances to
all instances derived either from the training or the testing set, respectively. In both tables,
the best results for each benchmark are in bold.

The tables show that, in spite of unfavorable conditions for HCAE which is rather
dedicated to problems which require greater networks and more effort to train them, it
outperforms all rival methods in terms of both the training and testing accuracy. The
number of wins (the best results in bold) for each algorithm and for each benchmark is as
follows: training phase (BP = 0, PSOLF = 2, LFPSO = 3, LPSONS = 11, HCAE = 12), testing
phase (BP = 6, PSOLF = 1, LFPSO = 2, LPSONS = 7, HCAE = 13), total (BP = 6, PSOLF = 3,
LFPSO = 5, LPSONS = 18, HCAE = 25).
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Table 8. Classification training accuracy (results of BP, PSOLF, LFPSO, and LPSONS taken from [27]).

Dataset Param. BP PSOLF LFPSO LPSONS HCAE

Breast Cancer Best 0.9760 0.9790 0.9806 0.9811 0.9821
Mean 0.9721 0.9721 0.9753 0.9759 0.9786

Std 0.0041 0.0043 0.0046 0.0041 0.0042

Liver Best 0.7837 0.7824 0.7740 0.7866 0.7898
Mean 0.7393 0.7297 0.7535 0.7652 0.7816

Std 0.0193 0.0248 0.0183 0.0177 0.0101

Wine Best 0.9908 1.0000 1.0000 1.0000 1.0000
Mean 0.9872 0.9832 0.9968 1.0000 0.9941

Std 0.0047 0.0096 0.0056 0.0000 0.0127

Australian Best 0.8929 0.8902 0.8944 0.9586 0.8804
Mean 0.8791 0.8712 0.8819 0.8818 0.8736

Std 0.0110 0.0090 0.0091 0.0279 0.0039

Hepatitis Best 0.9853 1.0000 1.0000 1.0000 0.9200
Mean 0.9721 0.9619 0.9768 0.9885 0.8888

Std 0.0162 0.0305 0.0147 0.0128 0.0222

Heart Best 0.9392 0.8956 0.9086 0.9183 0.9023
Mean 0.9116 0.8719 0.8764 0.8894 0.8824

Std 0.0175 0.0113 0.0170 0.0147 0.0135

Blood Best 0.7934 0.7881 0.7977 0.8015 0.8030
Mean 0.7512 0.7674 0.7807 0.7904 0.7949

Std 0.0182 0.0134 0.0145 0.0077 0.0059

Iris Best 0.9921 0.9809 0.9904 1.0000 0.9833
Mean 0.9635 0.9519 0.9647 0.9752 0.9691

Std 0.0323 0.0495 0.0175 0.0163 0.0209

Credit Best 0.9046 0.8905 0.8993 0.9059 0.9005
Mean 0.8825 0.8822 0.8840 0.8877 0.8921

Std 0.0178 0.0065 0.0084 0.0114 0.0060

Seeds Best 0.9775 0.9640 0.9640 0.9784 0.9761
Mean 0.9587 0.9489 0.9566 0.9647 0.9623

Std 0.0123 0.0115 0.0106 0.0110 0.0158

Haberman Best 0.7810 0.7803 0.7850 0.7803 0.7836
Mean 0.7635 0.7616 0.7612 0.7654 0.7752

Std 0.0215 0.0136 0.0186 0.0134 0.0061

Balance Best 0.8921 0.8949 0.9640 0.8995 0.9023
Mean 0.8705 0.8741 0.8849 0.8853 0.8909

Std 0.0189 0.0097 0.0104 0.0090 0.0111

Diabetes Best 0.7163 0.7099 0.7229 0.7345 0.7296
Mean 0.7082 0.7093 0.7191 0.7109 0.7079

Std 0.0147 0.0093 0.0084 0.0109 0.0233

However, if the best accuracy is considered separately from the mean accuracy, the re-
sults are slightly different: training phase—best (BP = 0, PSOLF = 1, LFPSO = 2, LPSONS = 7,
HCAE = 6), testing phase—best (BP = 4, PSOLF = 1, LFPSO = 2, LPSONS = 5, HCAE = 4),
total—best (BP = 4, PSOLF = 2, LFPSO = 4, LPSONS = 12, HCAE = 10), training phase—
mean (BP = 0, PSOLF = 0, LFPSO = 2, LPSONS = 4, HCAE = 6), testing phase—mean
(BP = 2, PSOLF = 0, LFPSO = 0, LPSONS = 2, HCAE = 9), total—mean (BP = 2, PSOLF =
0, LFPSO = 2, LPSONS = 6, HCAE = 15). They show the high stability of HCAE which,
regardless of the problem, the number of problem parameters, the number of data instances,
and the starting point of the evolution, is able to quickly produce effective neural networks
in almost every run. However, the above-mentioned result may also suggest some prob-
lems of HCAE with exploitation and finding globally optimal solutions. While the average
effectiveness of HCAE is very high compared with other algorithms, its best networks were
often inferior to the best networks of the rivals, especially to the networks of LPSONS.
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Table 9. Classification testing accuracy (results of BP, PSOLF, LFPSO, and LPSONS taken from [27],
*—a table in [27] includes a value 0.7315 instead of 0.6315, however, due to the fact that 0.7315 is
greater than 0.68 which is the best value for Diabetes dataset, the value 0.7315 was considered to be a
typo and it was replaced with 0.6315.

Dataset Param. BP PSOLF LFPSO LPSONS HCAE

Breast Cancer Best 0.9748 0.9756 0.9707 0.9756 0.9640
Mean 0.9529 0.9590 0.9590 0.9648 0.9630

Std 0.0920 0.0116 0.0076 0.0072 0.0083

Liver Best 0.8427 0.7323 0.7058 0.7353 0.7971
Mean 0.6558 0.6469 0.6539 0.6638 0.7893

Std 0.0495 0.0448 0.0647 0.0450 0.0182

Wine Best 0.9259 0.9811 0.9811 1.0000 0.9714
Mean 0.8667 0.9377 0.9413 0.9509 0.9714

Std 0.0531 0.0427 0.0346 0.0328 0.0101

Australian Best 0.8985 0.8985 0.8888 0.8985 0.9130
Mean 0.8629 0.8604 0.8623 0.8635 0.9045

Std 0.0325 0.0263 0.0184 0.0223 0.0081

Hepatitis Best 0.9655 0.9117 0.8529 0.9118 0.9000
Mean 0.9211 0.7913 0.7911 0.7941 0.8722

Std 0.0462 0.0801 0.0426 0.0399 0.0194

Heart Best 0.9870 0.8314 0.8764 0.8539 0.9502
Mean 0.8293 0.8024 0.8258 0.8112 0.8311

Std 0.0265 0.0183 0.0348 0.0264 0.0322

Blood Best 0.8154 0.7991 0.8214 0.8125 0.8053
Mean 0.7739 0.7713 0.7746 0.7799 0.7908

Std 0.0425 0.0248 0.0339 0.0244 0.0122

Iris Best 0.9565 0.9777 1.0000 1.0000 1.0000
Mean 0.9230 0.9155 0.9711 0.9755 0.9944

Std 0.0553 0.0701 0.0298 0.0286 0.0299

Credit Best 0.9529 0.8775 0.8775 0.8826 0.8905
Mean 0.9329 0.8418 0.8250 0.8290 0.8725

Std 0.220 0.0259 0.0587 0.0621 0.0079

Seeds Best 0.9808 1.0000 0.9833 1.0000 0.9761
Mean 0.9215 0.9416 0.9250 0.9250 0.9730

Std 0.0393 0.0345 0.0326 0.0479 0.0080

Haberman Best 0.7872 0.7826 0.7826 0.8043 0.7540
Mean 0.7416 0.7347 0.7360 0.7500 0.7453

Std 0.0361 0.0370 0.0455 0.0251 0.0081

Balance Best 0.8635 0.9090 0.9037 0.9144 0.9186
Mean 0.8239 0.8883 0.8716 0.8883 0.9086

Std 0.0424 0.0173 0.0232 0.0200 0.0111

Diabetes Best 0.6800 0.7043 0.6795 0.7092 0.7391
Mean 0.6315 * 0.6392 0.6078 0.6383 0.7159

Std 0.0369 0.0233 0.0402 0.0221 0.0213

4.8. Results of Experiments on the Trajectory-Following Problem

The aim of this phase of research was to verify the ability of HCAE to solve real prob-
lems requiring neural networks of small to medium size. Since one of the target applications
of HCAE are control problems, it was decided that the real problem in this phase of the
research would be to control a complex non-linear object, namely, an underwater vehicle.
The rivals of the proposed algorithm in this case were DE and PSO, whose parameter
setting is in Appendix A, at the end of the paper. The task of each of the algorithms was
the construction of the FFANN and RANN networks for the TFP problem described in
Section 4.3. Each of the algorithms was run 30 times and, during each run, it was possible
to evaluate a maximum of 3,000,000 neural networks. The test results in the form of Emax

1
and Emax

2 errors are presented in Table 10, and an example of the AUV trajectory is shown
in Figure 6.
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Table 10. Results of experiments on TFP.

HCAE(FF) HCAE(R) DE(FF) DE(R) PSO(FF) PSO(R)

Mean Emax
1 0.59 0.58 0.94 0.73 1.12 1.05

Max E1max 0.64 0.62 0.96 0.81 1.32 1.33
Std E1max 0.04 0.03 0.01 0.05 0.05 0.04

Mean Emax
2 0.44 0.45 0.59 0.72 0.82 0.79

Max Emax
2 0.52 0.5 0.65 0.75 0.95 0.99

Sts Emax
2 0.03 0.02 0.05 0.06 0.03 0.05

Figure 6. Example AUV trajectory.

As can be seen, also in this case, the HCAE outperforms its rivals. The average and
maximum errors Emax

1 and Emax
2 generated for all the 30 runs of the algorithm are definitely

smaller than the errors obtained for the other algorithms, which proves that HCAE is
able to very effectively solve not only artificial problems but also real ones. Moreover, the
obtained result confirms the high efficiency of the new model of the evolution of neural
networks proposed in the paper. The algorithms used in DE and PSO along with the direct
network coding method used in them turned out to be less effective.

5. Directions of Further Research

The current variant of HCAE is a classic hill climber which assumes that only better
NDMs are accepted in the following algorithm iterations. In a future variant, a solution
from simulated annealing can be borrowed which allows the acceptance of non-improving
steps. In HCAE, the acceptance of worse matrices would depend on the phase of the
algorithm. In early phases, they would be accepted with a greater probability, whereas in
later phases, they would be very unlikely.

Instead of developing a single leader network, the algorithm, at each evolutionary
step, can also work on a number of networks simultaneously. The increase in the number
of evolved networks should have a positive effect on the chance of finding the global
optimum. In the extreme case, a solution can also be imagined in which the number of
programs constructed in a single evolutionary iteration is equal to the number of leader
networks, and each program develops its own network.

6. Conclusions

The paper presented a novel neuro-evolutionary algorithm called Hill Climb Assem-
bler Encoding. The algorithm encodes a neural network in the form of a matrix which is
filled with an evolutionary formed program called assembler encoding program. Like every
assembler program, the AEP is composed of two parts, i.e., a part with implementation
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and a part with a data sequence. The implementation part includes operations whose code
is fixed—it does not evolve. Each operation is supplied with a vector of parameters and a
sequence of data. Both data and the parameters are shaped in the evolutionary way. Their
evolution is conducted according to the CCEGA algorithm, one population includes data
sequences, whereas vectors of parameters are processed in two other populations.

The HCAE has two variants which differ in applied operations. One variant uses
so-called ANN operations, which are small neural networks whose task is to form the
matrix representing a resultant neural network. The ANN operations are supplied with
sequences of data. Another variant of HCAE does not use ANN operations; instead, it
simply copies data directly to the matrix. Where data is copied and how much data is
copied is determined by the operation.

HCAE was tested on fourteen classification problems, including the two-spiral prob-
lem, which is a well-known benchmark for binary classification and is regarded as extremely
challenging, and on the inverted-pendulum problem which is a well-known control bench-
mark. In the tests, apart from HCAE, eight other algorithms were also used for comparison
purposes, i.e., two predecessors of HCAE: essembler encoding, and assembler encod-
ing with evolvable operations, and six other methods: Neuro-Evolution of Augmenting
Topologies which is a well-known state-of-the-art NE method, Cooperative Synapse Neuro-
Evolution, Levy Flight Particle Swarm Optimization (LFPSO), modified LFPSO, Mantegna
Levy Flight, Particle Swarm Optimization, and Neighbourhood Search, and the classic
Back-Propagation algorithm.

The experiments revealed that HCAE outperforms all rival methods. The main factor
that decided the high effectiveness of HCAE compared with other algorithms is the gradual
growth in the networks and neuro-evolution conducted in a reduced search space. HCAE
constructs the networks incrementally, little by little, by gradually adding new neurons
and connections to the best network found so far. Each increment is a product of other
evolutionary runs, each of which processes very simple HCAE programs.

In contrast, in the remaining algorithms, we deal with a one-to-one relation between
genotype and phenotype, resulting in each algorithm being responsible for finding a
complete network in the genotype space. If the space is large and the problem is abundant
with local minima, finding the optimum is not a trivial task. This applies particularly to
direct methods such as NEAT or CoSyNE, which do not scale well with larger networks.

The HCAE variant, which constructs neural networks by locally expanding them with
concentrations of neurons and connections, appeared to be the most effective. Another
characteristic of this variant is extreme simplicity compared with other HCAE variants and
other algorithms. To form a neural network, it simply copies data directly to the matrix
representation of the network.

The global nature of ANN operations seems to be the main reason for the problems of
the HCAE variant based on these type of operations with generating optimal networks.
HCAE assumes a slow incremental growth in the networks in many successive evolutionary
runs, whereas, ANN operations disprove this assumption with serious changes introduced
to the networks, which can be very destructive for the connection schemes found earlier.
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Abbreviations

The following abbreviations are used in this manuscript:

HCAE Hill climb assembler encoding
HCMAE Hill climb assembler encoding
ANN Artificial neural network
FFANN Feed-forward ANN
RANN Recurrent ANN
AE Assembler encoding
AEEO Assembler encoding with evolvable operations
NDM Network definition matrix
AEP Assembler encoding program
TSP Two-spiral problem
IPP Inverted-pendulum problem

Appendix A. Structures Including Parameters of NEAT

typedef struct {
double connection_mutate_chance = 0.6;
double perturb_chance = 0.90;
double crossover_chance = 0.7;
double link_mutation_chance = 2.0;
double node_mutation_chance = 0.50;
double bias_mutation_chance = 0.40;
double step_size = 0.1;
double disable_mutation_chance = 0.4;
double enable_mutation_chance = 0.2;
} mutation_rate_container;

typedef struct {
unsigned int population = 300;
double delta_disjoint = 2.0;
double delta_weights = 0.4;
double delta_threshold = 1.3;
unsigned int stale_species = 15;
} speciating_parameter_container;

Appendix B. Structures Including Parameters of CoSyNE

typedef struct {
int numpops = 36;
int popsize = 300;
int init_popsize = 0;
int numevals = 1;
int stagnation = 20;
int nettype = 0; - feed-forward ANN
bool netlevel = false;
int netlevelsize = 20;
bool grownets = true;
double mutation = 0.2;
bool perc = false;
int loci = 1;
double neutral = 0.1;
bool proportional = false;
double shift = 0.1;
double wtrange = 10.0;
int crossover_type = 1;

54



Electronics 2022, 11, 2104

} cosyneArgs;

DE:
size of population = 300,

differential weight: F = 0.01,

mutation probability: Cr = 0.3,

length of chromosomes in FFANNs = 120 genes,

length of chromosomes in RANNs = 196 genes

PSO:
PSO: size of population = 300,

inertia rate: θ = 0.1,

learning rates: α = 2, β = 2,

length of chromosomes in FFANNs = 120 genes,

length of chromosomes in RANNs = 196 genes
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Abstract: The rapid technological development of computing power and system operations today
allows for increasingly advanced algorithm implementation, as well as path planning in real time. The
objective of this article is to provide a structured review of simulations and practical implementations
of collision-avoidance and path-planning algorithms in autonomous underwater vehicles (AUVs).
The novelty of the review paper is to consider not only the results of numerical research but also the
newest results of verifying collision-avoidance and path-planning algorithms in real applications
together with a comparison of the difficulties encountered during simulations and their practical
implementation. Analysing the last 20 years of AUV development, it can be seen that experiments in
a real environment are dominated by classical methods. In the case of simulation studies, artificial
intelligence (AI) methods are used as often as classical methods. In simulation studies, the APF
approach is most often used among classical methods, whereas among AI algorithms reinforcement
learning and fuzzy logic methods are used. For real applications, the most used approach is re-
active behaviors, and AI algorithms are rarely used in real implementations. Finally, this article
provides a general summary, future works, and a discussion of the limitations that inhibit the further
development in this field.

Keywords: collision avoidance; path planning; obstacle detection; autonomous underwater vehicle;
artificial intelligence; autonomous navigation

1. Introduction

In recent years, a significant increase in the number of unmanned underwater, ground,
and air vehicles (UxVs) in various environments has been observed. Most often, these
vehicles are autonomous with different levels of autonomy. When speaking of autonomous
vehicles, most will refer to air or ground vehicles. Less widespread and commercialised,
but equally important are autonomous underwater vehicles (AUVs). This type of vehicle
can be used for ocean exploration, performance of various industrial operations, or military
missions. Due to the limited adaptability of humans, diving to very deep depths may
be impossible or require a lot of time and preparation. In some cases, like observing the
seafloor or looking for damage to pipes running along the bottom of a water reservoir,
using AUV can bring many benefits to humans. To perform underwater operations prop-
erly and safely, it is necessary to equip the AUVs with all the essential systems, such as
obstacle detection systems, motion- or path-planning systems, collision-avoidance systems,
trajectory-planning systems, mapping systems, mission planners, path-tracking systems,
etc. The underwater environment poses many difficulties for the vehicles’ movement,
i.e., high signal attenuation, limited possibilities of spatial orientation in relation to ref-
erence points, the presence of sea currents, limited access to light, and disturbing signal
reflections from the bottom and surface of the water. Therefore, some motion-planning
solutions implemented for robots or other groups of autonomous vehicles may not be
appropriate for AUVs. The rapid technological development of computing power and
system operations today allow for more and more advanced algorithm implementation as
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well as path planning in real time. As one study [1] indicated, increasing the computing
power through hardware can significantly increase the data-processing speed and system
efficiency compared to the implementation of more efficient software. Reliable performance
is considered a crucial condition for AUV design. Although simulation analysis of collision-
avoidance algorithms and path planning usually brings satisfactory results, real vehicle
implementation has caused many difficulties in past studies [2]. As scientific and technical
knowledge advance, researchers attempt to systematise current achievements in this field.
In [3], motion-planning approaches for robots from the years 1980–2010 were analysed, in-
dicating how the number of heuristic algorithms changed in individual decades compared
to conventional algorithms. The basics of classical and heuristics-based methods for robots
were discussed in [4]. The authors of [5] analysed 80 articles from 2011–2015 on motion
planning in a dynamic environment for robots and systematised individual solutions in
terms of parameters such as smooth path, safety, path length, run-time, accuracy, stability,
control, computation cost, and efficiency. The study [6] reviewed 3D path-planning algo-
rithms for robots, focusing on the universality of individual algorithms implementation in
aerial, ground, and underwater robots. Reference [7] elaborated on heuristic algorithms for
robots, showing examples of their efficient and inefficient operation. Reference [8] reviewed
sampling-based motion-planning algorithms for robots, and [9] focused on probabilistic
roadmap approaches in dealing with dynamic collision, narrow passages, multi-targets,
and manipulation planning for deformable linear objects. Other studies also summarized
the achievements in the field of quadrupedal robots [10], AGVs (usually road vehicles)
[11,12], coverage path planning for robots [13], and searching methods for environmen-
tal monitoring [14]. Together with single robots, multi-robot performance has also been
studied. Reference [15] discussed navigation techniques for the single and multi-robot
systems in both static and dynamic environments. In addition, reference [16] analysed
the techniques of movement of the robot group depending on the shape of the formation
(cluster/line flocking). The authors of [17] reviewed the available literature in terms of
the multi-robot movement in normal and faulty situations, and [18] focused on methods
determining desired trajectories for multi-robots. In the path-planning studies, some re-
searchers have been focusing on solutions designed for specific types of vehicles depending
on the environment in which the vehicle is moving. In [19,20], the algorithms designed for
unmanned aerial systems (UASs) were analysed, and in [21–23] algorithms for unmanned
aerial vehicles (UAVs) were discussed. Reference [24] discussed vision-based algorithms
for UAVs, and [25] for multiple UAVs. Many reviews in the field of underwater robotics
have also been published. In [26], the technological development and limitations that
are encountered in marine robotics are analysed. The authors of [27] define the trends in
construction, instrumentation, and systems for unmanned underwater vehicles (UUVs).
The UUVs can be remotely operated vehicles (ROVs) and AUVs. In [28], the main systems
for both a single AUV and multi-AUV are described, as well as the possible directions of
AUVs’ further development. In terms of motion control of a UUV, reference [29] reviews
the development of control methods and the problems encountered during the research.
In turn, reference [30] provides detailed literature that analyses path-planning-related
solutions for AUVs. The main surveys connected with motion planning for robots are
presented in Table 1.

The objective of this article is to provide a structured review of simulations and practi-
cal implementations of collision-avoidance and path-planning algorithms in AUVs together
with a comparison of the difficulties encountered during simulations and their practical
implementation. The paper is organised as follows. In Section 2, the most essential path-
planning and collision-avoidance algorithms for AUVs are explained. Section 3 includes
a summary of simulation and practical research in this area. In Section 4, the general
summary, future works, and limitations that inhabit the further development in this field
are discussed. Final conclusions are presented in Section 5.
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Table 1. Surveys connected with motion planning for robots.

Review Field of Analisys Year Main Focus

[7] Robots 2005 This review elaborated on heuristic algorithms for robots,
showing examples of their efficient and inefficient operation.

[9] Robots 2006
This review focused on probabilistic foadmap approaches in
dealing with dynamic collision, narrow passages, multi-targets,
and manipulation planning for deformable linear objects.

[8] Robots 2008 This study reviewed sampling-based motion planning algorithms
for robots.

[3] Robots 2012

This study reviewed motion planning approaches for robots from
the years 1980–2010 indicating how the number of heuristic
algorithms changed in individual decades compared to
conventional algorithms

[13] Robots 2013 This study reviewed coverage path planning issues for robots

[4] Robots 2015 This study presented the basics of classical and heuristics-based
methods for robots.

[5] Robots 2015

This review analysed 80 articles from 2011–2015 on motion
planning in a dynamic environment for robots and systematised
individual solutions in terms of parameters such as smooth path,
safety, path length, run-time, accuracy, stability, control,
computation cost, efficiency.

[6] Robots 2016
This study reviewed 3D path-planning algorithms for robots,
focusing on the universality of individual algorithms
implementation in aerial, ground, and underwater robots.

[14] Robots 2017 This study reviewed searching methods for environmental
monitoring

[15] Robots (Single and
multi-robot) 2019 This study discussed navigation techniques for the single and

multi-robot systems in both static and dynamic environments.

[17] Robots (Multi-robot) 2020 This study reviewed the available literature in terms of the
multi-robot movement in normal and faulty situations.

[18] Robots (Multi-robot) 2021 This study focused on methods of determining desired
trajectories for multi-robots.

[16] Robots (Multi-robot) 2021 This study analysed the techniques of movement of the robot
group depending on the shape of the formation.

[10] Robots 2021 This study summarized the achievements in the field of
quadrupedal robots

[11] Ground Robots (AV) 2015

This study presented relevant works in the overtaking and
obstacle avoidance maneuvers and also makes an overview of the
state-of-the-art implementation of motion planning techniques
for automated driving.

[12] Ground Robots (AV) 2021

This study reviewed existing approaches on motion and behavior
planning for AVs in terms of their feasibility, capability in
handling dynamic constraints and obstacles, and optimality of
motion for comfort.

[21] Aerial Robots (UAVs) 2010

This study presented existing motion-planning algorithms and
recent developments in the robotics and aerospace guidance and
control fields. The review also analysed perspectives and
practical examples from UAV guidance approaches.
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Table 1. Cont.

Review Field of Analisys Year Main Focus

[19] Aerial Robots (UAS) 2015
This study presented a comparison between different
motion-planning algorithms for a multi-rotor UAS with a
multi-joint robotic arm.

[24] Aerial Robots (UAVs) 2018 This study discussed vision-based algorithms for UAVs.

[25] Aerial Robots (multi-UAV) 2019 This study presented a state-of-the-art overview of various
approaches for multi-UAV collision avoidance.

[20] Aerial Robots (multi-UAV) 2019
This study presented the most relevant Deep Learning techniques
for autonomous collision avoidance as well as their application to
UAV systems.

[23] Aerial Robots (UAV) 2020

This study presented an extensive review of UAVs including
physical characteristics, classification, standardization, battery
charging, security challenges, and solutions. The research also
discussed the perspective of using UAVs in 5G networks, Internet
of Things Networks, and different applications.

[22] Aerial Robots (UAV) 2021 This study presented the methodology for spatial orientation
angle correction for UAV.

[29] Marine robots(UUV) 2009
This study reviewed the development of control methods and the
problems encountered during the research connected with
motion control of UUVs.

[26] Marine robots 2018 This study analysed the technological development and
limitations that are encountered in marine robotics.

[27] Marine robots (UUV) 2021 This study defined the trends in construction, instrumentation,
and systems for UUVs.

[28] Marine robots (single and
multi-AUV) 2021

This study described the main systems for both a single AUV and
multi-AUV as well as the possible directions of AUV’s further
development.

[30] Marine robots (AUV) 2021 This study provides detailed literature that analyses path
planning related solutions for AUVs.

This
review

Marine robots (AUV) 2022

This study provides a structured review of simulations and
practical implementations of collision avoidance and path
planning algorithm in AUV together with a comparison of the
difficulties encountered during simulations and their practical
implementation.

2. Fundamentals of Path-Planning Algorithms

This section presents the main path-planning algorithms for AUVs. The description of
each method includes an explanation of the fundamental principles. It also analyses the
advantages and disadvantages, environmental limitations, and potential difficulties in real
applications. Each approach contains several application examples from different fields
of robotics.

2.1. A* Algorithm

In 1986, the heuristic method [31] A* was proposed, which consists of dividing the
known area into individual cells and calculating the total cost of reaching the target for
each of them. Given the total distance from the starting point to the currently analysed cell
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and the distance from the analysed cell to the target, the total path cost is calculated with
the following formula:

F(n) = G(n) + H(n), (1)

where:
F(n) is the total path cost;
G(n) is the cost of reaching from the starting point to the analysed cell; and
H(n) is the cost of reaching from the analysed cell to the target.
The A* algorithm focuses on finding the shortest path to a destination in the presence

of static obstacles assuming that both the environment and the location of the obstacles
are known. In this method, however, an increased amount of computation is needed for
large areas analysis or areas with many obstacles. This significantly increases the path
planning time. For the marine vehicles, AUVs and autonomous surface vehicles (ASV),
the A* algorithm method is in most cases used in combination with the visibility graph
algorithm [32–34]. In [35], simulations of two grid-based methods in the 3D environment
were compared. Compared to the Dijkstra algorithm, the multi-directional A* proved to
be more efficient in terms of the number of nodes and the total length of the path. The
practical implementation of this method is associated with the problem of variability of
the underwater environment and the lack of precise knowledge about the location of
obstacles. Another challenge for practical implementation of this method in AUV may be
the unforeseen effect of sea currents.

2.2. Artificial Potential Field

The artificial potential field (APF) method has its origins in 1986 [36] and assumes the
presence of a repulsive field around the obstacle and an attractive area around the target
that affect a moving vehicle (e.g., AUV). As a result of the interaction of these virtual fields,
the resultant force is determined according to which way the vehicle is moving. In this
method, prior knowledge of the environment and the location of obstacles is not needed. It
can be used regardless of whether the obstacles in the environment in which the AUV is
moving are static or dynamic and whether they have regular or irregular shapes. The crucial
condition for this algorithm to be efficient is accurate obstacle detection. The advantage
of the APF method is the ease of implementation and low computational requirements,
which makes it possible to control AUVs and avoid collisions in close to real time. Despite
the many abovementioned advantages, the possibility of local minima or trap situations is
considered as a significant disadvantage [37]. Under certain conditions, e.g., a U-shaped
obstacle, when the resultant force acting on the AUV is balanced, the algorithm will control
the movement of the AUV in a closed infinite loop without reaching the goal. In addition,
the passage of the AUV between closely spaced obstacles may not be possible or cause
oscillation due to the alternating influence of force fields from opposing obstacles [37,38].
Also, the AUV tends to demonstrate unstable movements when passing around obstacles.
In order to solve the local minima problem, APF is combined with other methods, such
as [39,40]. In the simulation-based study [41] for AUVs a solution was proposed based
on the introduction of a virtual obstacle in the place where the local minimum occurs.
Another way to avoid a trap situation can be by using random movements to lead the
AUV out of the adverse area (randomised potential field) [42]. Despite the limitations
of this method, it is used to control a swarm of robots [43–46]. Simulation-based studies
also prove the possibility of controlling multi-AUV formations [47] and its application in
mission planners [48]. In [49], the potential field-based method was used in the practical
implementation in NPS ARIES AUV in a real-world environment. To avoid the negative
impact of APF method limitations in real implementations, it is necessary to use the global
path-planner module based on, e.g., heuristic methods.
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2.3. Rapidly Exploring Random Tree

Introduced in 1998 [50], the motion-planning algorithm named rapid-exploring ran-
dom tree (RRT) is a sampling-based method. Any node in the Xrand spatial is randomly
determined from the initial point Xinit (Figure 1). Then, depending on the given direction
of movement and the maximum length of the section from the analysed point, the interme-
diate Xnear node is determined. The longer the sections’ connecting nodes, the higher the
risk of moving in the wrong direction for a long time and encountering obstacles on the
designated path. If any obstacle is detected between waypoints, further route calculation
in that direction is ignored. If no obstacles are detected, a random point in the Xrand spatial
is determined, followed by a new intermediate point Xnew.

Figure 1. An illustration of the RRT mechanism.

As a result of subsequent iterations (time steps), new edges and path points are
determined. The method is easy to process and ensures the finding of a collision-free path
(if there is one) in an unknown environment, both 2D and 3D. RRT can be used in both
static and dynamic environments [51]. A modification of this method was used in the
SPARUS-II AUV and tested in a real-world environment [52]. The study [53] shows the
validity of the modified RRT* algorithm for mapping in a 3D environment for multiple
AUVs. In [54], an RRT-based approach was used to solve the problem of local minima in the
fast warm starting module in the Aqua2 AUV. It was noted that this method is not always
efficient in an environment where the path to the target leads through a narrow opening or
gap. Another limitation of this method is the need to provide information about large areas
of the environment, which is not always possible in practical implementations due to the
technical limitations of sensors [55–57]. Additionally, the calculated path is suboptimal [58]
which requires the use of additional optimisation algorithms.

2.4. Artificial Neural Network

An artificial neural network (ANN) is a machine learning method based on the math-
ematical mapping of information processing by the human brain. The general structure
consists of three layers: input layer, hidden layers, and output layers (Figure 2). The
neurons in each layer are connected to all the neurons in the neighboring layer and process
the inputs based on the weights in between. The data from each neuron in the input layer
multiplied by weights is sent as input to hidden layers where each neuron is assigned a
value (bias). Depending on the activation function and bias value, only neurons with a
value higher than the threshold value are activated. The output from each layer is also the
input for the next layer. The data transfer between the layers is performed only by active
neurons. The ANN method requires learning, i.e., indicating the accuracy of the output
data. Based on the determination of the expected results, the neural network adjusts the
weights between the individual neurons in each iteration in such a way that the output
data is as close to the expectations as possible.
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Figure 2. Neural network architecture.

The method has learning ability and is applicable in systems that implement complex
functions, supporting many outputs based on data from multiple sensors. The algorithm is
also efficient for the systems where the input data is incomplete or distorted, or in cases in
which there poorly modelled, nonlinear dynamical systems [59–61]. The main drawback
of this algorithm is the need for long-term training to achieve satisfactory results [62]. In
the case of practical implementation for AUV, online learning does not bring satisfactory
results due to slow learning speed and long training time [63]. Therefore, offline train-
ing for controllers is essential before the AUV can be used in a real-world environment.
Reference [64] presents a collision-avoidance controller for static and dynamic obstacles
based on neural networks that do not require training. The resulting behaviour of the AUV
was defined by neuron weights. It should be noted, however, that this type of controller is
suitable for simple AUV operational cases. In [65], the neural network method was used
in real implementation in AUV-UPCT. The vehicle required prior learning in ROV mode.
In [66], the neural network algorithm was used in a simulation study to control and avoid
collisions for multiple AUVs in a 3D environment. In [67], the neural network was used to
process real images of the underwater environment (simple, coloured monocular camera)
to determine the free space enabling the escape of the AUV from the cluttered environment.

2.5. Genetic Algorithm

Genetic algorithm (GA) refers to research and optimisation methods inspired by the
natural evolution process where only the fittest organisms have a chance for survival.
In general, the algorithm starts looking for a solution to a problem by generating a random
population of possible solutions. Depending on the applied function, a selection is made
during which the least suitable solutions are eliminated [68]. For path planning, the main
criterion is the energy cost required to run each path [69]. Then, through an operation called
crossover, further potential solutions to the problem (offspring) are created, combining the
best solutions from the previous generation (parents). Additionally, in the mutation process,
random modifications of the best solutions are created. Then, the GA runs the selection
again, adding to the population’s successive possible solutions that are closer and closer to
the correct result until a specific final condition is reached, e.g., the number of generations.
The main advantage of the GA method is the possibility of fast and global stochastic
searching for optimal solutions [70]. In addition, the algorithm is easy to implement and
can be used to solve complex problems, such as determining the optimal AUV path in
the presence of static and dynamic obstacles in the underwater environment. Due to the
random nature of searching for solutions, the algorithm reduces the risk of the local minima
problem [71]. In general, the method does not require large numbers of calculations to solve
the path-planning problem. However, the route may be suboptimal if too few generations
are executed. As the number of generations increases, the route becomes closer and closer
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to the optimal one due to the constant elimination of the least optimal solutions in the
population. It entails an increase in computational costs. Similarly, in a rapidly changing
environment or when the environment is very extensive, the amount of computation
needed to determine a solution increases significantly. In [69], a modification of the GA was
presented in order to determine the energy’s optimal path. The modification involved the
introduction of iterations consisting of additional runs of the algorithm with different initial
conditions and the operator based on the random immigrants’ mechanism, which sets the
level of randomness of the developing population. Reference [72] discussed the framework
of the collision-avoidance system based on the GA. The simulation test proved the proper
functioning of the method for static and dynamic obstacles. Improved GA was also used in
a simulation-based study [73] to optimise energetic routing in a complex 3D environment
in the presence of static and dynamic obstacles. The algorithm with improved crossover
and mutation probability and the modified fitness function was tested in simulation [70] in
comparison with the traditional GA method. The simulation confirmed that the improved
GA allows a shorter and smoother path with fewer generations. The method worked very
well in the energy optimisation of routing. It should be noted that the efficiency of this
method in real testing depends on the correct detection and determination of the obstacle
location as well as the target.

2.6. Fuzzy Logic

The fuzzy logic (FL) method [74,75] is based on the evaluation of the input data
depending on the fuzzy rules which can be determined by using the knowledge and expe-
rience of experts. In AUV obstacle avoidance systems, the fuzzy controller sensor processes
data containing information about the surrounding environment and makes decisions
based on it. Then, appropriate signals are transmitted to the actuators. The first stage of
the algorithm’s operation is fuzzification, i.e., assigning the input data to the appropri-
ate membership function. Each of the functions is based on a descriptive classification
of the input data, e.g., low, medium or high collision risk. Then, in the fuzzy inference
process, a data evaluation is performed based on “if prerequisite then result” statements
rule. Ultimately, the defuzzification process determines specific system output values
(e.g., actuator control signal values). The method can be used for both static and dynamic
obstacles. However, when an AUV operates in an unknown environment, the usability
of the algorithm directly depends on the implemented rules, and therefore also on the
knowledge and experience of experts. The main advantage of the algorithm is its usability
in the case of incomplete information about the environment, even containing noises or
errors [76]. The method is easy to implement and provides satisfactory results in real-time
processing but requires a precise definition of membership functions and fuzzy rules [77].
Additionally, as the number of inputs increases, the amount of input data necessary for the
system to process increases. An important issue affecting the effectiveness of the algorithm
is also the AUV speed and the complexity of the environment. A fuzzy system usually
has at least two inputs. In a very dynamic environment, the use of additional inputs can
increase the efficiency of the controller [78]. In some cases, the necessity of performing
complex maneuvers to avoid a collision may cause the AUV to be diverted far from the
optimal path. For this reason, it is necessary to use additional algorithms that control the
path in terms of energy. A simulation study [71] showed that the use of GA to optimise
fuzzy logic path planner allows one to achieve greater efficiency and reduce cross-track
errors and total traveled path. A modification of this method was also used in a practical
implementation in a study [79] where the Bandler and Kohout product of fuzzy relations
was used for preplanning in horizontal plane maneuvers. The fuzzy logic method was also
used in [80] to control a single unmanned surface vehicle (USV) and in the simulation [81]
to control virtual AUVs in the leader–follower formation of AUVs.

66



Electronics 2022, 11, 2301

2.7. Reinforcement Learning

The reinforcement learning (RL) method is based on research about the observation
of animal behaviour. As a result of strengthening the pattern of behavior by receiving a
stimulus by the animal, it increases the tendency to choose actions [82]. Machine learning
based on this idea was very intensively developed in the second half of the 19th century.
Depending on the requirements of the environment model, the simplicity of data processing,
and the iterative nature of calculations, several methods of solving RL problems have been
developed, e.g., dynamic programming, Monte Carlo methods, and temporal difference
learning. The most crucial method of solving RL problems is the temporal difference
method. Depending on the occurrence of the policy function, it is divided into several
algorithms, e.g., Actor-Critic, Q-learning or Sarsa method [82]. The actor-critic method
consists of autonomous learning of the correct problem solving depending on the received
reward or punishment. By performing action, the agent influences the environment by
observing the effects of the action. Depending on the implemented reward function,
different ways of influencing the environment are assessed. The objective of this method
is to learn how to perform such actions in order to get the greatest reward. In the case
of path planning, the agent will receive the greatest reward if moving toward the given
destination. In general, an agent includes a combination of neural network’s actor and
critic. The interaction between them is a closed-loop learning situation [83]. The actor
chooses the action for performing to improve the current policy. The critic observes the
effects of this action and tries to assess them. The assessment is then compared with
the reward function. Based on the error rate, the critic network is updated to predict
actor network behaviour in the future better. The abovementioned approach was used
in [84] to control four robots. Each of them was able to avoid collisions with other robots
and with obstacles. In the study [85], the RL approach was used in a two-dimensional
simulation of cooperative pursuit of unauthorized UAV by using a team of UAVs in an
urbanized environment. In [86], a simulation of smart ship control algorithm was presented.
Moreover, in simulation studies [87,88] the RL approach was used for path planning and
motion control of AUVs. The method can be used for both static and dynamic obstacles in
an unknown environment. It is characterised by a strong focus on problem solving and
shows high environmental adaptability. The RL algorithm can learn to solve very complex
problems as long as the correct reward function is used. The inability to manually change
the parameters of the learned network is considered as the main drawback of this method.
To change the operation of the algorithm, the network must be redesigned, and a long
learning process must be performed. Also, checking this method’s operation by simulation
does not guarantee its correct operation in a real-world environment.

2.8. Comments

Among the classical and heuristic methods discussed above, it is difficult to find one
that will work efficiently in various conditions and at the same time meet all the require-
ments for complete control and for a collision-avoidance system for the AUV. In an ideal
scenario, the implemented method should assure high efficiency, real-time response, safety,
path optimisation in terms of energy, low complexity, high accuracy, the shortest possible
path, and the ability to operate properly in an unknown environment in relation to both
static and dynamic obstacles. Each of the methods has its advantages and disadvantages
depending on the given conditions. A situation in which the algorithm works very well
and one in which the effectiveness of the algorithm will be very low can be found for
each of the discussed methods [7]. Researchers still work on improving the parameters
of individual methods by modifying them. In order to improve efficiency and eliminate
defects, combinations of various algorithms are also used.
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3. Chronological State of the-Art

After analysing the available literature in the field of path planning and collision
avoidance for AUVs, a detailed classification of the studies was carried out in terms of
chronology and in terms of the technique of testing the effectiveness of the presented
algorithms. In each of the 4 intervals (until 2010, 2011–2015, 2016–2020 and from 2021
onward), the studies were divided into 2 groups, as follows.

• The first group includes algorithms validated in numerical research containing new
methods, modified methods, or a combination of existing methods that have been
validated in a simulation environment. Some of the methods presented have been
developed to be applied to real AUVs. This group also includes algorithms whose
effectiveness has been verified in hardware-in-loop simulations.

• The second group includes algorithms in real applications where AUV control methods
are presented, the effectiveness of which has been tested in a real environment in the
presence of both real and virtual obstacles

In each of the abovementioned groups, the research was ordered from oldest to newest
in the analyzed period of time.

3.1. Until 2010

The need for a collision-avoidance system for AUVs has been recognised in the last
century. At that time, many researchers proved algorithms that could detect and avoid
collisions for static and moving obstacles [64,89]. Studies carried out in early 2000 showed
a very intensive development of AUV collision-avoidance and path-planning algorithms.
The capabilities of most of them, however, were tested only with simulation-based methods.
The list of algorithms validated in numerical research until 2010 is presented in Table 2.
At that time, intensive research on obstacle detection and classification were carried and
analysed for physical sensor use and in simulation-based methods. In some cases, the al-
gorithms were explicitly created for practical implementation. In [90] a virtual force field
(VFF)-based system for the RAIS AUV was introduced and tested by using numerical
simulations and hardware-in-loop simulation methods. In [91], researchers proposed a
collision-avoidance algorithm through the pitch angle change. This algorithm was intended
for physical implementation in the Taipan AUV. The authors of [92] proposed a collision
avoidance algorithm based on the prediction of gradient lines (static obstacle) and deformed
safety zone (for dynamic obstacles) intended foran AUV called DeepC. The approach was
based on determining the trajectory by using the graph method combined with the A*
method. The Redermor test platform equipped with forward-looking sonar (FLS), ten
echosounder, and side scan sonar in the [93] study was used to collect sonar data during
underwater tests. The authors have been able to classify the obstacles and prove that it is
possible to define the boundary level around the obstacle. The implementation of more
advanced hardware equipped with FPGAs allowed [1] to significantly increase the speed
of data processing and power efficiency. At that time, solutions were also designed to
control AUVs moving in formation. The accuracy of the proposed method was tested
only in simulation-based analysis. In the study [94], the method based on the potential
function and behaviour rules was proven in simulations for 3 AUVs moving in formation.
Also, the authors of [81] proposed a well-functioning algorithm based on FL to control
the velocity of the AUV formation. An algorithm based on the artificial potential field
method [95] was also developed, which has been proven, under simulation conditions,
to work efficiently for static obstacles.
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Table 2. List of algorithms validated in numerical research until 2010.

Research Algorithm Main Characteristics

[89] Modified Potential Field method
• Static and dynamic obstacles
• Local path planning
• Simulated clustering sonar returns

[64] Neural Network

• Static and dynamic obstacles
• Local path planning
• Not necessarily adaptive training, neuron weights defined

by the desired AUV response

[96] Increase or decrease velocity, heading control
• Dynamic obstacles
• Sonar data analyse in 2D (horizontal plane)

[97] Deformable Virtual Zone
• Static obstacles
• Local path planning
• 25 ultrasonic sensors to scan front space in 25 directions

[2] Reinforcement Learning based on the
stochastic real value function

• Local path planning
• For AUV named Twin Burger 2
• In the real application, only detection was achieved. Avoid-

ance behaviors were not obtained due to the complexity of
the implemented method.

[90] Virtual Force Field (VFF)
• For AUV named RAIS
• Numerical and Hardware in Loop simulation

[98] Nonlinear programming technique
• Local path planning
• 2D environment
• Tested on ROV

[91] Changing pitch angle
• Static obstacles (underwater cliffs)
• Local path planning
• For AUV named Taipan

[99] Fuzzy Logic
• 2D environment
• For AUV named REMUS

[32]
Two-layer control Path planning by Graph
method with A* method Reactive control

based on Deformable Safety Zone

• Static and dynamic obstacles
• For AUV named DeepC
• Simulations in 2D and 3D environment

[72] Genetic Algorithm

• Static and dynamic obstacles
• 2D simulation
• Smooth collision-free path
• Real-time algorithm

[100] Markov decision process
• Uncertain static obstacles and vortex
• 2D environment
• Real-time algorithm

[71] Genetic Algorithm tuned Fuzzy Logic
planner

• Static obstacles
• Global Path Planning
• Better results than conventional fuzzy logic planners

[101] Virtual Potential Method
• 2D environment
• Static obstacles

[102] Direct-method-based procedure
• Horizontal and vertical path planning
• Static and dynamic obstacles

[103] Graph algorithm based on time-varying
ocean flow

• Static and dynamic obstacles
• For AUV named SLOCUM

[104] Fuzzy Logic
• Static obstacles
• 5 possible behaviours for AUV
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An example of practical implementation of collision-avoidance algorithms can be
found in [49]. In this study, AUV avoided the sunken barge by changing the altitude by
using a method based on the artificial Pptential field. Another practical implementation [38]
was also performed with MEREDITH. 2D vector field histogram (VFH) based method
functionality was tested in a real-world environment. The vehicle was able to avoid a
large obstacle which was a breakwater. Also, in 2001–2009, a project code-named Autosub
was carried out. At that time, several vehicles from the Autosub brand were made and
practically tested during many under-ice missions. The collision-avoidance capability
has been proven practically in this mission. In [105], a collision-avoidance module was
triggered, and the vehicle correctly managed to avoid the obstacle. At that time, the algo-
rithm worked only in the vertical plane. Over the years, the project’s team gained a lot of
experience and gradually improved their AUVs capability. Reference [106] presented an im-
proved collision-avoidance system capable of turning in a horizontal plane. The upgraded
Autosub-I AUV, after detecting an obstacle, performs a maneuver to change the depth and
then turn and move in the horizontal plane. Then, the AUV retreats and tries to avoid
the obstacle. After the maneuver, it returns to the previously taken path. As the authors
claimed, the algorithm copes well with large obstacles. However, small-sized obstacles and
a complex environment pose a significant challenge to the vehicle. The same algorithm
was also implemented in another vehicle from the Autosub group—Autosub3. The vehicle
operated for four days under the ice and covered 510 km during the mission, proving
practical adaptation to even difficult operations [107]. In Table 3 the list of algorithms in
real applications until 2010 is presented.

Table 3. List of algorithms in real applications until 2010.

Research Algorithm Main Characteristics

[49] Artificial Potential Field

• Collision avoidance realised by chang-
ing depth

• Equipped with FLS and light under-
water camera

[38] Vector Field Histogram +
• Static and dynamic obstacles
• Only 2D heading

[106,107] Reactive behaviours

• Static and dynamic obstacles
• The simplified collision avoidance sys-

tem
• Efficient for large obstacles

3.2. 2011–2016

In the past decade, researchers focused more often on analysing the combinations
of algorithms. In Table 4 the list of algorithms validated in numerical research between
2011–2016 is presented. In the simulation study [77], the particle swarm optimization (PSO)
algorithm was used to regulate the membership function in the FL-based method in the
AUV motion controller system. In the study [108], the method based on the combination of
FL for pre-planning and reactive techniques is simulated. The authors consider collision
avoidance only in the horizontal plane. The study [109] analyses the combination of
potential field and edge detection to avoid collisions (only in the vertical plane). The method
is designed for applications in which the AUV is responsible for inspecting the area (by
using side scan sonar), where a straight course line should be kept. In [34], a combination
of graph methods with the A* algorithm was used to determine the path. However,
as concluded, that combination does not allow one to determine the optimal path in a
completely unknown environment. In [110], the APF-based algorithm was used for local
collision avoidance, and the velocity synthesis algorithm was used to optimise the AUV
path. Also, modifications of the already existing algorithms were developed. The multi-
point potential field method was analysed in [111]. The vehicle is steered in the direction
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of the field’s lowest resultant value, which is generated in many directions. Additionally,
in that time, more and more focus was given to path planning and global collision avoidance.
Several control systems and collision-avoidance and path-planning studies have also
been developed for multi-AUV formations. In a simulation study [47], a multi-layer
region control concept was used to control and avoid both static and dynamic obstacles,
and a PD-based regulator controlled the shape of the formation. The authors in [66]
used neural networks to simulate the multi-AUV control system in the presence of static
obstacles. Other issues closely related to collision avoidance and path planning by AUV
were investigated in studies at that time. The authors of [111] performed a simulation in
laboratory conditions of AUV with hardware-in-loop and software-in-loop methods with
real sensor data (ultrasonic sensor- for distance to the obstacle, pan and tilt angle inputs by
the user) and real implementation of actuators. This method is beneficial and effective for
verifying the operation of algorithms in real time.

Table 4. List of algorithms validated in numerical research between 2011–2016.

Research Algorithm Main Characteristics

[112] Fuzzy interface controller with A/B
(accelerate/break) module

• Static and dynamic obstacles
• More human-like module’s decision making confirmed

by simulation

[77] Fuzzy-PSO controller with A/B
(accelerate/break) module

• Static and dynamic obstacles
• Improved navigation performance with great real-time

[108] Potential Field and Edge Detection
methods

• Increased precision compared to other methods
• Horizontal plane only
• Intended for the AUV called Blue Fin 12

[109] Potential Field and Edge detection
methods

• Vertical plane only
• The algorithm strongly focuses on safety

[34] Graph method with A* path find
algorithm

• Not allowed to determine the optimal path in a com-
pletely unknown environment

• Simulation conducted for static obstacles

[111] Multi-Point Potential Field
• Static and dynamic obstacles
• HIL and SIL simulation

[113] Modified balance points of motion
• Static and dynamic obstacles
• Attempt to combine local and global planning

[114] Vector Polar Histogram (VPH)
• Uses real sonar data for the simulation
• Memory function for trap environment

[110] Velocity synthesis algorithm and
Artificial Potential Field method

• APF method used to avoid obstacles effectively
• Velocity synthesis algorithm to achieve the optimal path

In [65], researchers successfully tested a AUV-UPCT control system based on the neural
network method in Menor Lagoon. The vehicle has the ability to move in 3D, and obstacle
avoidance is implemented only in the horizontal plane. In the study [115], the successful
maneuver to avoid a group of four obstacles was accomplished by making a 90◦ turn and
bypassing the obstacle, which was the island and the points around it. However, one test
resulted in AUV looping due to the local planner not being fully integrated with mission
planner. The study [52] tested the possibilities of the SPARUS-II AUV in a real-world
environment. In the simulation conditions, a computation time equal to 1 s was assumed,
whereas in real-world conditions, it was necessary to change this to 1.5 s. This indicates that
the method works quickly but is not intended for a dynamically changing environment.
The study [116] proposed an algorithm based on reactive behaviours that allows it to
correctly navigate and avoid obstacles in both vertical and horizontal planes. Due to the
fact that the collision avoidance in both planes is not parallel, there may be cases of a

71



Electronics 2022, 11, 2301

non-optimal AUV trajectory. The study discusses the situation in which the AUV, to avoid
an obstacle, gradually ascends to the minimum depth and then avoids the obstacle by using
horizontal plane behaviours. the list of algorithms in real applications between 2011–2016
is presented in Table 5.

Table 5. List of algorithms in real applications between 2011–2016.

Research Algorithm Main Characteristics

[65] Neural Network

• Sonar and camera
• Requires learning in ROV mode
• Moving in 3D but avoiding obstacles

only in the horizontal plane
• Can track the seafloor

[115]
Combination of the vector

field, reactive algorithm and
object mapping algorithm

• Static and dynamic obstacles
• Data from 3 sonars
• 2D maneuvers

[52] Optimal Rapidly exploring
Random Tree (RRT*)

• 2D workspace
• Static obstacles

[116] Reactive behaviours

• Test performed only for static obsta-
cles

• Sonar
• Vertical and horizontal plane reactive

maneuvers

3.3. 2016–2020

In the next five years (2016–2020), there was an increased interest in collision avoidance
and control systems for single AUV and multi-AUV formations. Researchers focused
their simulation studies on modifying existing methods to improve efficiency. List of
algorithms validated in numerical research between 2016 and 2020 is presented in Table 6.
In the survey [117], an APF algorithm modification was introduced, consisting of the
disappearance of the repulsive force effect on AUV in the case of increasing the distance
from the obstacle. For this method, an obstacle is detected only when at less than 80 m
distance. In the study [118], the path optimisation determined by the neural network was
solved using the Radau pseudospectral method. The authors of [73] presented a solution
to modify the mutation operator through a grey wolf optimiser for energy optimisation in
path planning. In the modified APF-based method in [119], the amount of data necessary
for the correct operation of the algorithm was reduced to provide information only about
the distance between the vehicle and the obstacle. The study [78] introduced a three-input
FL controller that can provide greater efficiency for fast-moving obstacles than the generally
used two-input controllers. In the survey [70], a modified GA is presented by adaptively
adjusted crossover and mutation probability and by assessing the diversity of the new
population. The collision-avoidance and controls systems for AUV formations were also
points of focus at that time. In [120], authors used the fuzzy artificial potential function and
leader–follower algorithm for flocking control of group AUV. Another solution based on the
neural network method for controlling AUVs and APF for collision detection and avoidance
was simulated in the study [121]. Due to hardware and environmental limitations, real-time
in-system simulation was performed. The results proved to be similar to the simulation run
in the MATLAB environment without using AUVs. Researchers also modified well-known
routing optimisation algorithms for multiple AUVs and their energy consumption [122].
Also, many other studies have been focusing on the control and avoidance of collisions for
multiple AUV formations, e.g., [123–125], which shows that in the time period considered
in this paragraph, there was a significant increase in interest not only in collision avoidance
and path planning algorithms for individual AUVs but also a lot of focus has been given
to the research of AUV-formation control algorithms. In [126], the authors developed a
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practical implementation of the 2D control method based on the Dijkstra algorithm with its
testing on the ROV. The authors claimed that the method can also be easily implemented in
AUVs. In the study [127], a real-world test of the biomimetic AUV (BAUV) was carried
out. The study, however did not bring satisfactory results due to the insufficient accuracy
of the navigation system. Also, some false obstacles were detected due to reflections from
testing the BAUV in shallow water. The examples of BAUV and AUV are shown in Figure 3.
Another study [128] analysed the possibilities of determining the optimal and collision-free
path for the Inspection-AUV (I-AUV) with a manipulator in cluttered environments. The
authors of [129] confirmed that it is possible to build a collision-avoidance controller for
AUVs by using a hydroacoustic obstacle-detection system. Reference [130] analyses the
collision avoidance problem for various types of underwater objects (usually vehicles) and
various environmental conditions in cases of one-way communication.

Figure 3. BAUV examples made at the Polish Naval Academy [own source].

Table 6. List of algorithms validated in numerical research between 2016 and 2020.

Research Algorithm Main Characteristics

[41] Artificial Potential Field
• 2D static environment
• Local minima problem solved by introducing a virtual

obstacle in local minimum position

[131] Dynamic Window

• Horizontal plane collision avoidance
• Simulation conducted using nonlinear model of AUV

named HUGIN 1000
• The algorithm is prone to trapping in the local minima

[76] Fuzzy reactive architecture for
different forward speed

• Simulation specifically for Guanay II AUV
• Various obstacles changing location and shape

[67] Deep Learning
• Simulation-based on real camera images
• Finding a collision free space and determining the direction

of AUV escape

[132] Safety spheres
• Relates to I-AUV
• The obstacles are represented by Octrees obtained from the

Octomap implementation

[117] Improved APF

• Static obstacles
• APF modification consists in determining the distance of

80 m between the obstacle and the AUV beyond which the
repulsive force disappears

[118] Radial Basis Function (RBF) Neural
Networks

• Horizontal plane only
• Path planning simulation conducted with dynamic obstacle
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Table 6. Cont.

Research Algorithm Main Characteristics

[133] Fuzzy Logic
• Higher degree security and safety
• The Infrared Sensor module for obstacle distance informa-

tion

[134] Rapid random search tree algorithm • Static and dynamic obstacles Real-time path planning

[73]
Improved Interfered Fluid Dynamical
System, Improved Genetic Algorithm

for energy optimal path obtaining

• Static and dynamic obstacles
• 3D path planning with complex obstacles and the ocean

flow

[135] Machine Learning-based algorithm
• Static obstacles
• Real-time path planning

[87] Image segmentation and
Reinforcement Learning

• Static and dynamic obstacles
• Estimates path dynamically

[119] Modified Potential Field
• Static and dynamic obstacles
• No need to know the exact position of the AUV, only the

distance between the obstacle and the AUV

[78] Three inputs Fuzzy Logic
• Static and dynamic obstacles
• Increased efficiency compared to 2 inputs Fuzzy Logic Sys-

tem

[136]
Improved histogram-based EDA
(LFHH-Learning Fixed-Height

Histogram)

• Static and dynamic obstacles
• 2D and 3D environments

[70] Improved Genetic Algorithm
• Static obstacles
• Improved crossover and mutation probability
• Modified fitness function

[137] Reactive behaviours
• Vertical plane only
• The ability to maintain a constant or varying distance from

an obstacle above or below the vehicle

[88] Reinforcement learning
• Static obstacles
• 2D environment

[138] APF based method

• Improves the suboptimal solution of the traditional trajec-
tory planning algorithm

• Selection of cost function is optimised by potential field
intensity

[35] 3D Multi direction A*
• Static environment
• More satisfying results compared to Dijkstra Algorithm

[139] Evolutionary Neural Network
• Static obstacles (AUVs operate in mountainous and under-

water areas)
• An algorithm designed for BAUV

The list of algorithms in real applications between 2016–2020 is presented in Table 7.
In the study performed in [79], horizontal maneuvers are preferred over vertical ones. If it
is impossible to calculate the path by using horizontal maneuvers, the vertical approach
is activated. This approach allows one to avoid collisions in 3D, although in some cases
the path on which the AUV moves may not be optimal or is far from optimal. The au-
thors [140] tested AUV in a real-world environment with simulated obstacles in the form of
a labyrinth. Therefore, obstacle detection and sensor input processing have been simplified.
Nonetheless, the algorithm recalculated the path in around 5 s, which means the AUV
might not be able to react appropriately in an emergency. The study [141] discussed an
obstacle-avoidance algorithm, changing the AUV altitude when an obstacle appears in
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the scanning area. When performing evasive maneuvers, the AUV ascends vertically, and
a downward-looking camera and laser monitor the obstacle, memorising the position of
the obstacle’s peak of the obstacles. After executing the maneuver, the AUV returns to
the before-avoidance altitude. In the study [142], the reactive algorithm enforces turning
when an obstacle is detected. If not, the AUV is controlled parallel to a wall, keeping a
constant distance from it. In [143], the reactive algorithm uses a combination of behaviours
depending on the situation: gain altitude, reduce altitude, move forward, move back-
wards, and escape from hot water. The study includes photographing the bottom of the
test reservoir containing hydrothermal springs. When avoiding collisions with seafloor
elements, the AUV makes a vertical plane movements only. In [144], extensive simulation
and practical tests (under various conditions, including regular and irregularly shaped
obstacles) were conducted to confirm the correct operation of the collision-avoidance al-
gorithm implemented on the SPARUS-II AUV. The research proved the possibility of an
effective operation of the algorithm in the field of online planning with full 3D control.
The authors [54] tested the Aqua2 AUV in a pool with static obstacles. Although offline
path planning was successfully accomplished in 3D, and online planning was only realized
in the horizontal plane.

Table 7. List of algorithms in real applications between 2016–2020.

Research Algorithm Main Characteristics

[79]

Two-layer algorithm Fuzzy Logic
for preplanning, potential field
and edge detection to reactive

maneuvers

• Horizontal maneuvers, if no routing possible, then the verti-
cal approach activated

• Strongly focused on safety

[140] RRT based algorithm
• Experiment with artificially imposed obstacles
• Around 5 s to calculate the path

[141] Reactive behaviours
• Cameras, line lasers (image processing techniques)
• Change the altitude when obstacle detected

[142] Reactive behaviours
• Forward Looking Sonar
• AUV moving in 3D, collision avoidance only in 2D

[143] Reactive behaviours

• Forward Looking Sonar, Forward Looking Camera-Laser
• Vertical plane collision avoidance maneuvers
• Improved the existing system with Forward Looking Sonar,

backward movement and thermometer (high-temperature
water detection—hydrothermal vent fields.

[144] Optimal RRT* based algorithm
• Static and dynamic obstacles
• Online path planning in 3D unknown environment

[54] Sequential convex optimisation
• The experiment in the pool with static obstacles
• Offline path planning realised in 3D
• Online path planning—only horizontal plane maneuvers

3.4. 2021–Now

In the last two years, simulation methods for route planning and collision avoidance
are still being developed. Another aspect that is becoming more important is accurate
navigation, together with algorithms for reducing the navigation errors and also methods
of tracking the previously determined path [63,145–148]. There is still continuing interest in
control and collision avoidance systems for multi-AUV formations [149–151]. To improve
the efficiency of simulation algorithms, combinations or improvements to the existing
methods are implemented. The list of algorithms validated in numerical research from 2021
is presented in Table 8.
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Table 8. List of algorithms validated in numerical research from 2021.

Research Algorithm Main Characteristics

[152]
Improved Deep

Deterministic Policy
Gradient (DDPG)

• Static and dynamic obstacles
• APF method to set continuous rewards
• 2D environment

[153] HA* (Hybrid A*)
• Static and dynamic obstacles
• 3D path planning

[154] Deep Reinforcement
Learning

• Static and dynamic obstacles
• 2D environment

[155] Reinforcement
Learning—RRT*

• Static obstacles
• Validated in an unknown virtual maze

[156]

(SDEQPSO) algorithm
Selective Differential

Evolution
Quantum-behaved Particle

Swarm Optimisation

• Static and dynamic obstacles
• HIL test validated
• MOOS-IvP framework

[157]
Dynamic Virtual AUV
principle and Barrier
Lyapunov function

• Static and dynamic obstacles
• Vertical plane avoidance maneuvers

In [158], a real-world environment test was conducted in which the AUV, after detect-
ing a fishing net, was to make a turn and then return to the original path. In a result, 13
out of 16 attempts were successful. For the three unsuccessful attempts, the vehicle did
not react accurately due to the too high detection threshold to exclude false detections.
The MRF-net was used to detect obstacles in real time. The method is suitable for detection
of a single static obstacle. The study [159] examined the capabilities of the PI AUV, which
is intended for damage inspection of underwater pipes. It was tested whether the AUV
correctly detects a leak from the pipe. Also, the anti-collision system operation was tested
in which the avoidance expert system takes over the control if an obstacle is detected
at a distance of 80 m from the AUV. Depending on the obstacle in relation to the AUV,
the appropriate maneuver (turn left/right or bypass left/right) is selected in the horizontal
plane. The position of dynamic obstacles was predicted by using the Kalman filter. The au-
thors [160] introduced the path-planning and collision-avoidance systems for the spherical
underwater robot SUR IV. The combination of ant colony and PSO approaches allowed the
researchers to avoid collisions in 3D, which was confirmed by an experiment in a real water
environment. To detect obstacles in this study, a camera was used. It must be noted that
placing the SUR IV in a real water environment with low transparency could interfere with
the correct detection of the environment and obstacles and as a result, malfunction of the
entire system. The list of algorithms in real applications from 2021 is presented in Table 9.

Table 9. List of algorithms in real applications from 2021.

Research Algorithm Main Characteristics

[158] Reactive behaviours
• Static obstacles
• MRF-net to obstacle detection

[159] Reactive behaviours
(APF based)

• Static and dynamic obstacles
• Kalman filters for the motion predic-

tion of dynamic obstacles
• Multibeam echosounder and FLS

[160] Merged Ant Colony and PSO
algorithms

• Static and dynamic obstacles
• 3D path planning
• Spherical Underwater Robot
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4. Discussion

This section summarises the results of the literature analysis, containing statistics on
the use of path planning and collision-avoidance methods. Quantitative statistics include
a division into simulation-tested and real-environment validated methods from 2001 to
2020. It also contains classification according to classical and artificial intelligence methods.
The next part of this chapter discusses future works and limitations that inhabit the further
development in this field.

4.1. Summary

After analysing the literature on motion planning and collision avoidance for AUVs, it
is clear that a significant increase in publications in this area occurred only in the last decade
(Figure 4). The rise in simulation tests of new, improved, or combined algorithms for path
planning and collision avoidance is accompanied by an increase in the number of practical
implementations in AUV motion controllers and tests in a real environment. However,
the practical implementations of the control and collision-avoidance algorithms are not
developed as fast as the simulation methods. A practical approach to the study requires
dealing with design and technological problems, which are often time-consuming and
costly. Additionally, performing tests in a real environment requires thorough preparation
and logistical organisation. Analysing the last 20 years of AUV development, it can also be
noticed that experiments in the physical environment are dominated by classical methods
(Figure 5). In the case of simulation studies, artificial intelligence methods are used as
often as classical methods. Although artificial intelligence algorithms have origins in the
previous century and allow for solving very complex problems, their use by researchers has
not been dominated in further studies on the development of AUV. Figure 6 shows that in
simulation studies, the APF approach is most often used among classic methods, whereas
among artificial intelligence algorithms RL and FL methods predominate (Figure 7). For
real applications, the most used approach is reeactive behaviors (Figure 8), as can be seen
in Figure 9. Artificial intelligence algorithms are rarely used in real implementations. This
probably results from the fact that these methods need a lots of data to train the artificial
intelligence system. Summarizing the above analysis, it can be stated that in the field of
collision avoidance and path planning in underwater environment algorithms, researchers
still show great interest in classical methods. Thanks to the research to date, many dis-
advantages of classic methods have been eliminated, which, combined with the ease of
implementation, is still an alternative to the often complex methods of artificial intelligence.

The currently designed AUVs are diverse in terms of intended use. Local collision-
avoidance algorithms are usually connected to a global system that analyses and optimises
the path. This creates the need to develop many side areas of studies, such as the se-
lection of the path-planning method, preplanning, algorithms and drivers for tracking
the designated path, navigation and mapping related to determining the most accurate
position of obstacles and the AUV. Moreover, in recent years the development of I-AUVs
has also been noticeable. I-AUVs are usually equipped with an arm with several degrees of
freedom and are designed to perform inspections and repairs, for example of gas and oil
installations [161]. When carrying out specific underwater missions, I-AUVs must have
collision-avoidance algorithms for the correct task execution and safe movement. For the
I-AUV with several arms, it is also necessary to use collision-avoidance algorithms between
arms. Implementing that component to the control system, however, significantly increases
the complexity of the controller system. Another type of AUV is a spherical underwater
robot (SUR). All control elements, electronic devices, and power sources are within that
spherical shape [162–164]. Due to the shape and center of gravity, SURs are characterised
by high stability and maneuverability, allowing for a tiny turning radius (even 0 degrees).
The obstacle-avoidance and control systems for the multiple AUV formations are also
studied more often recently. In such formations, the control is, however, very complex
due to the need to simultaneously control multiple vehicles, their communication and
cooperation, as well as to perform specific maneuvers when avoiding obstacles and then
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returning all formations to the previous positions. Currently, AUV control systems mostly
use artificial intelligence methods to define the environment and the situation they are in,
as well as to find solutions in the event of encountering problems or obstacles. Due to the
limitations of individual methods in their basic versions, to increase the efficiency of the
AUV motion control system, modifications or combinations of methods are used. That
approach in some cases allows one to use the advantages to eliminate the disadvantages of
the chosen methods.

Figure 4. Number of publications in the field of simulation methods and practical implementations
of control and collision avoidance systems for AUV in the last 20 years.

Figure 5. Percentage of classical methods used in simulations studies and real applications in the last
20 years.
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Figure 6. Classical methods validated in numerical research.

Figure 7. Artificial intelligence methods validated in numerical research.
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Figure 8. Classical methods in real applications.

Figure 9. Artificial intelligence methods in real applications.

4.2. Future Works

Over the last few decades, multiple path-planning methods and collision-avoidance
methods have been proposed and simulated in the field of AUV technology. Nevertheless,
there are only a few practical AUV implementations with an effective and efficient system
of optimal path planning and collision avoidance. In the coming years, it will be necessary
to focus more on practical implementations by using the existing knowledge gained in sim-
ulation studies. Technological development provides better possibilities for more accurate
detection, and more precise navigation or increasing the computing speed. The appropriate
use of evolving technology is crucial in the further development of collision avoidance
and path-planning systems for AUVs. Many problems in this field have already been
resolved. However, there are still issues that require extensive research. AUVs are still not
able to achieve high speeds during collision-avoidance maneuvers. Additionally, despite
the developing technology, the navigational uncertainties still have to be compensated
with algorithms that approximate the exact location. Recently, research on the methods of
following a designated path and compensating for navigational error has been developing
very intensively. Another aspect that requires more analysis and further work is navigation
of the AUV in shallow water. This applies particularly to AUVs that use obstacle-detection
sonars, where ground and water surface reflections create fictional obstacles.
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4.3. Bottlenecks of Future Development

Artificial intelligence methods usually require a large amount of computation when
processing 3D data in a complex environment. The vehicle’s speed depends on how quickly
the system makes decisions when detecting an obstacle or a group of obstacles. Increasing
the computing power allows for more efficient operation of the control system and faster
data processing and consequently making faster decisions on how to avoid collisions.
Ensuring high computing power, however, requires increasing the vehicle’s size, which
limits the vehicle’s maneuvering parameters. Furthermore, highly efficient systems that
provide high computing power consume more energy and require more financial outlay.
The solution to this problem could be, for example, the creation of wireless charging stations
for underwater vehicles; however, there are still limitations related to the specificity of the
underwater environment, which inhibits the development of such infrastructure [23]. Thus,
the optimal selection of the computing power for path planning and collision-avoidance
drivers is crucial. Another aspect that limits the development of AUV in collision avoidance
and path planning is the rough conditions in the underwater environment. The greater the
operating depth, the higher the technical requirements for the AUV design. The lack of
reference points, poor visibility and high signal attenuation make it challenging to navigate
AUVs. Moreover, sea currents make it difficult to predict the environmental impact on
AUVs. Another issue is the nonlinear dynamics of AUVs. Methods based on machine
learning can achieve the ability to correctly control taking into account the dynamics of the
vehicle. However, this requires a very long training time and does not guarantee correct
vehicle control in situations that differ slightly from those covered by the training. For this
reason, vehicle dynamics plays a vital role in practical implementations.

5. Conclusions

This article presented quantitative and qualitative comparisons of path-planning and
collision-avoidance systems verified by using numerical tests and also real applications. We
performed a literature review and analysis, summarizing the achievements, future works,
and aspects limiting the further development of AUVs, especially in terms of path planning
and collision avoidance.

Although since the 1990’s many of the AUV’s collision avoidance-related issues, such
as the local minima problem, mapping the optimal path in an unknown environment,
3D path planning, re-planning and real-time decision-making, have been addressed and
resolved by using mainly numerical studies, there are still many issues, which have not been
entirely resolved, e.g., moving in a complex environment at high speed, nonlinear dynamics
of the AUV, detection disruptions related to shallow water and a limited environment,
or accurate navigation in the underwater environment. Moreover, it is difficult to indicate
the best method or group of methods for collision avoidance, based on the state-of-the-
art analysis. Depending on the circumstances, various methods were used with success
for different cases. Quite often, hybrid methods showed good efficiency. Each method
has disadvantages that reduce its effectiveness in a challenging underwater environment.
The presented results show that the most frequently used algorithms tested in the simulated
environment are APF, RL, and FL. These algorithms appear to be the most suitable for use
in a real environment. Currently, in real implementations, the most frequently used method
is the application of behavioural rules based on reacting to changes in the environment in
a specific way. Although artificial intelligence methods have long dominated the field of
collision avoidance for robots [3], in AUV, they are used in numerical research as often as
classical methods. However, in real applications, mainly classical methods are still used.
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Abbreviations

The following abbreviations are used in this manuscript:

AGVs Autonomous Ground Vehicles
AI Artificial Inteligence
ANN Artificial Neural Network
APF Artificial Potential Field
ASV Autonomous Surface Vehicle
AUVs Autonomous Underwater Vehicles
BAUV Biomimetic AUV
FL Fuzzy Logic
FLS Forward Looking Sonar
GA Genetic Algorithm
I-AUV Inspection AUV
PSO Particle Swarm Optimization
RL Reinfircement Learning
ROV Remotely Operated Vehicles
RRT Rapidly-exploring Random Tree
SUR Spherical Underwater Robot
UAS Unmanned Aerial Systems
UAV Unmanned Aerial Vehicle
USV Unmanned Surface Vehicle
UUV Unmanned Underwater Vehicle
UxVs Unmanned Underwater, Ground and Air Vehicles
VFF Virtual Force Field
VFH Vector Field Histogram
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časopis Za More I Pomor. 2020, 67, 192–198. [CrossRef]

61. Piskur, P.; Szymak, P.; Przybylski, M.; Naus, K.; Jaskólski, K.; Żokowski, M. Innovative energy-saving propulsion system for
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Abstract: The paper introduces a proposal of an Autonomous Navigation System for Unmanned
Surface Vessels. The system architecture is presented with a special emphasis on collision avoidance
and maneuver auto-negotiation. For the purpose of maneuver auto-negotiation, the concept of
multi-agent systems has been applied. The algorithm developed for the task of collision avoidance
is briefly described and the results of the simulation tests, confirming the effectiveness of applied
method, are also given. Presented outcomes include solutions of test scenarios from the perspectives
of different ships taking part in the considered situations, confirming the applicability of the collision
avoidance algorithm in the process of maneuver auto-negotiation.

Keywords: autonomous navigation system; collision avoidance; maneuver auto-negotiation; multi-agent
system; obstacle avoidance; real-time path planning; unmanned surface vehicle

1. Introduction

Navigation is a vital task in the operation of every autonomously moving object. This
relates to self-driving cars, autonomous mobile robots, drones and unmanned ships. Au-
tonomous navigation of a craft has to cover perception, obstacle detection and avoidance
and path planning and following. Marine units that move autonomously can be divided
into autonomous merchant vessels and smaller crafts—Unmanned Surface Vehicles (USVs).
The International Maritime Organization (IMO) introduced a term for autonomous mer-
chant vessels—the Maritime Autonomous Surface Ship (MASS), which is used to express a
ship which, to a varying degree, can operate independent of human interaction [1].

Over the last few years, many research and development projects dedicated to MASSs
have been carried out. Examples of such projects, listed in Table 1 and in Figure 1, in-
clude the Maritime Unmanned Navigation through Intelligence in Networks (MUNIN) [2],
ReVolt [3], Advanced Autonomous Waterborne Applications (AAWA) [4], Autosea [5],
Autoferry [6], Yara Birkeland [7], Safer Vessel with Autonomous Navigation (SVAN) [8]
and Mayflower Autonomous Ship (MAS) [9].
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Projects on autonomous ships development
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Figure 1. A timeline of recent projects on autonomous ships.
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Table 1. Research projects on autonomous ships.

Project Type of Vessel Years Aim Type of Experiments/Analysis

MUNIN [2] dry bulk carrier, 75.000 DWT,
speed: 16 kn 2012–2015 deep-sea voyage

autonomous navigation
feasibility study/theoretical

analysis
ReVolt [3] 60 m, 1300 DWT, battery powered 2013 short-sea voyage ship concept

AAWA [4] not specified 2015–2018 remotely-controlled ship theoretical analysis for a proof of
concept demonstrator

Autosea [5] autonomous passenger ferries 2015–2019 methods for guidance and
navigation full-scale experiments

Autoferry [6] 5 m, electric passenger ferry
milliAmpère 2016–2019 urban water transport full-scale prototype

Yara Birkeland [7] 79.5 m, fully electric container
feeder, 120 TEU 2017–2022 short-sea voyage model testing/vessel building and

operation planned

SVAN [8] 53.8 m, ferry Finferries Falco 2018 short-sea voyage fully autonomous ferry
demonstration

MAS [9] 5 m trimaran Mayflower 400 2016–2022 oceanographic surveys
and research Atlantic Crossing planned for 2022

The technology of USVs has also developed dynamically in recent years. Examples of
recently developed USVs are listed in Table 2. USVs application areas include defense area,
such as surveillance, search and rescue, reconnaissance and strike missions, but also ocean
surveying, such as collecting oceanographic data (bathymetry, pollution monitoring). A
review of USVs with a special emphasis on the design aspects of the GNC system for these
marine crafts can be found in [10].

Table 2. Examples of recently developed USVs.

USV Country Length [m] Max Speed Payload
Mission

Endurance
Application

Katana [11] Israel 11.9 60 kn 2200 kg 350 nm Defense/military
Protector [12] Israel 11 or 9 40 kn - >48 h Naval & security missions

C-Target 9 [13] USA 9.6 50 kn - - Defense/military
C-Target 6 [14] USA 6.5 35 kn - - Defense/military

Edredon [15,16] Poland 5.7 30 kn 1000 kg 8–130 h Defense/military
C-Worker 7 [17] USA 7.5 6 kn 500 kg 25 days @ 2 kn Ocean Surveying
C-Worker 6 [18] USA 5.8 6.5 kn - 30 days Ocean Surveying

Sounder [19] Norway 8 12 kn - 20 days @ 4 kn Hydroacoustic Applications

Recently, different classification societies, maritime organizations and companies have
been developing classifications of ships based on their degrees of autonomy [20]. The
Maritime Safety Committee (MSC) of the IMO defined 4 degrees of ship autonomy, as
shown in Table 3 [1].

Table 3. Degrees of ship autonomy according to IMO.

Degree of Autonomy Description

One Ship with automated processes and decision support
Two Remotely controlled ship with seafarers on board

Three Remotely controlled ship without seafarers on board
Four Fully autonomous ship

The aim of this paper is to present the developed concept of the Autonomous Naviga-
tion System for the USV. The main contributions of the research presented in this paper are:

• An analysis of recent projects on autonomous ships and USVs with a special emphasis
on ANSs and the collision avoidance feature;

• The definition of an USV Autonomous Navigation System structure based on the
analyzed projects;
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• The definition of the agent architecture and control flow in the autonomous multi-
agent navigation system for USVs, on the basis of a general structure of an agent
system;

• The development of an effective collision avoidance algorithm to be applied for the
maneuver auto-negotiation in the proposed multi-agent system;

• Evaluation of the deterministic collision avoidance method for the purpose of the
possibility to apply collaborative strategies to avoid collisions with other agents by
the calculation of multiple trajectories for all USVs taking part in the considered
navigational scenario.

Section 2 introduces the general structure of the Autonomous Navigation System for
USVs. Section 3 presents the concept of the Multi-agent system for USV maneuver auto-
negotiation. In Section 4, the collision avoidance algorithm developed for the application in
the ANS for USVs has been briefly described. In Section 5, simulation tests results obtained
with the use of the collision avoidance algorithm are shown, with a special emphasis of
solutions achieved from the perspectives of different USVs taking part in the considered
encounter situations. Discussion on the results is given in Section 6 and the paper is
summarized in Section 7.

2. Autonomous Navigation System Structure

The Autonomous Navigation System is responsible for the navigation of the USV. The
main tasks of the Autonomous Navigation System of every vehicle include: perception of
the environment, path planning and path following (vehicle control).

One of the main subsystems of the ANS is the Collision Avoidance (CA) module. The
CA module is responsible for the collision risk assessment on the basis of information
obtained from the system that fuses data from various navigational sensors. The second
task of the CA module is to ensure the safe navigation of the USV, both on the open sea
and in restricted waters. The main element of the CA module is the collision avoidance
algorithm, responsible for determining a safe maneuver or a safe trajectory for the vehicle,
when a risk of collision has been detected. Besides the CA module, the route planning
module is also applied. This subsystem is responsible for the calculation of a global path
between the initial and final position, e.g., two harbors, including the craft’s mission, but
also weather conditions (therefore known also as weather routing). Figure 2 presents a
general structure of the Autonomous Navigation System for USVs.

USV Autonomous Navigation System

Route 
Planning

Collision 
Avoidance

Sensor Fusion Vessel 
controllers

Control GuidanceNavigation

AIS, radar with ARPA
electronic nautical charts

GPS (DGPS)
log, gyrocompass

lidar, stereo vision system

Figure 2. Autonomous Navigation System for USVs.

The module responsible for navigational data reception and fusion is the Advanced
Sensor Module—ASM, also known as the Situation Awareness module or Sensor Fusion
module. Applied sensors include: nautical charts, long-range radars, the Automatic
Identification System (AIS), stereo vision systems, short-range radars, lidars and the Global
Positioning System (GPS). In relation to the ANS of USVs, the term Obstacle Detection and
Avoidance (ODA) system is also used, which reflects a combined version of the Situation
Awareness and Collision Avoidance modules. Motion Control system is responsible for the
calculation of appropriate control forces to steer the USV along the calculated trajectory
or to execute a maneuver determined by the CA module. Table 4 presents a comparative
analysis of ANSs proposed in different research projects on autonomous ships, listed in
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Figure 1 and Table 1. The ANS structure applied in the research presented in this paper
was developed based on the solutions proposed in the mentioned projects.

Table 4. ANSs in research projects on autonomous ships.

Project
Module for
Collision

Avoidance

Module for Data
Perception and

Data Fusion
Sensors

Autonomous
Navigation System

Algorithms Other Systems

MUNIN [2]
Collision

Avoidance (CA)
module

Advanced Sensor
Module (ASM)

marine radar, AIS
receiver, daylight

and infrared
cameras, nautical

data

Deep Sea
Navigation System,

track pilot and
rudder and engine

control: path
following, weather
routing, collision

avoidance

safe weather
routing: A-star

algorithm, collision
avoidance
algorithm:
formalized

description of
COLREGs

Autonomous
Engine and

Monitoring Control
system, Shore
Control Centre

AAWA [4]
Collision

Avoidance (CA)
module

Situation
Awareness (SA)
system (sensor

fusion)

visual and IR
cameras, short
range and long
range radars,

lidar, GPS, inertial
sensors, electronic

navigational
charts

Route planning
module, SA
module, CA

module, Ship state
definition module

Velocity Obstacles
(VO) method

Dynamic
positioning system,
Propulsion control

system, Remote
operator

Autosea [5]
Collision

Avoidance (CA)
module

Sensor Fusion
(SF) module

AIS, radar,
camera, charts

CA module
(collision detection,

avoidance,
guidance), SF

module (target
tracking)

Model Predictive
Control (MPC)

other systems not
considered

3. Multi-Agent System for USV Maneuver Auto-Negotiation

Multi-agent systems are regarded as a powerful concept for solving real-world prob-
lems, especially in complex, dynamic environments, enabling to achieve increased au-
tonomy within control systems [21]. Table 5 presents a summary of multi-agent systems
proposed in the recent literature in relation to ships and different types of unmanned
vehicles: USVs, UUVs (Unmanned Underwater Vehicles) and UAVs (Unmanned Aerial
Vehicles). The comparison lists the control objects, the purpose of proposed systems, the
type of tasks solved by the system, i.e., cooperation and/or competition, the type of applied
method and information about the optimization of the task. The last column contains
additional remarks, concerning advantages, limitations or other comments with regard
to the relation between the mentioned methods and the approach described in this paper.
Some of the proposed multi-agent systems are intended for solving a different task than
collision avoidance, considered in this paper, such as formation control [22,23], training
a team of USVs [24], searching water region by a team of UUV [25] and/or consider a
different type of vehicle, such as UAV [26], UUV or a car [27].

The concept of the maneuver auto-negotiation system in relation to autonomous cars
was proposed in [27], to UAV in [26] and to ships in [28–30]. In [28], collision avoidance and
maneuver auto-negotiation is based on geometrical relationships. Two ships encounters are
considered in this approach and the solutions might not be COLREGs compliant. In [29],
a concept stage of the task has been presented. The authors assumed the application
of evolutionary sets of safe trajectories, where the best set of reciprocal trajectories is
calculated, but results of the collision avoidance approach are not presented in the paper.
In [30], the author proposes a structure of the maneuver auto-negotiation system with the
concentration on the data acquisition aspect. Safe trajectories are assumed to be calculated
as evolutionary sets of safe trajectories. This approach has been presented in the author’s
previous works [x, y]. The author proposed a control flow, in which one of the vessels is a
leader ship. The leader is responsible for data gathering, determination and optimization
of maneuvers and distribution of the results among other participants of the encounter.
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The literature analysis shows that the development of a multi-agent system for collision
avoidance with maneuver auto-negotiation is an open research problem, as algorithms
for the calculation of multiple trajectories are rare in the recent literature. There exists a
demand in the industry for the development of an effective, robust and reliable multi-agent
system, which will enable for the calculation of a set of safe trajectories for all ships or USVs
taking part in an encounter. The development of such a solution is the aim of the research
presented in this paper.

Table 5. Multi-agent systems for ships and unmanned vehicles.

Authors Year
Control
Object

Purpose Type of Task Method Optimization Remarks

Huang et
al. [26] 2022 UAV

collision
avoidance in
UAV swarms

cooperation
multi-agent

reinforcement
learning

safety, energy
consumption,
response time

different control
object

Xue and
Wu [22] 2021 USVs + UAV formation control cooperation leader-following

consensus

APF path planning
+ sliding mode

control
different task

Han et al.
[24] 2019 USV training a team

of USVs

cooperation
within the

team,
competition
with other

teams

genetic-based
fuzzy rule training

algorithm

optimizing agents’
coordination

decisions
different task

Wang et al.
[23] 2019 USV formation control cooperation leader-following

consensus
sampled-data

consensus protocol different task

Żak [25] 2019 UUV
searching water
region by a team

of UUVs
cooperation UUV operation

algorithm
minimize the total

time different task

Visintainer
et al. [27] 2016 car maneuver

negotiation cooperation

algorithms for
automated lane
change, distance

keeping

no optimization concept stage

Szlapczynska
[30] 2015 ship

maneuver
auto-negotiation,

collision
avoidance

cooperation evolutionary sets
of safe trajectories

the best set of
reciprocal
trajectories

data acquisition

Hornauer
and Hahn

[29]
2013 ship

maneuver
auto-negotiation,

collision
avoidance

cooperation evolutionary sets
of safe trajectories

the best set of
reciprocal
trajectories

concept stage

Hu et al.
[28] 2008 ship

maneuver
auto-negotiation,

collision
avoidance

cooperation geometrical
relationships details not given

two ships
encounter, might
not be COLREGs

compliant

Extending the ANS architecture for the purpose of maneuver auto-negotiation was
based on multi-agent systems. Multi-agent systems are classified as an approach of Dis-
tributed Artificial Intelligence (DAI) [31]. A multi-agent system is composed of a number
of agents, which interact with each other and the environment in order to achieve their
goals. Such approach has been applied for modeling and solving problems by cooperation
between local solvers and the design of complex systems. An agent is an object, being in a
certain situation, that has the ability to perceive the environment and influence it through
an autonomous action to achieve a defined goal. In the approach presented in this paper an
agent is an USV, perceiving the environment through navigational equipment such as AIS,
radar with ARPA, GPS, log, gyrocompass, lidar and stereovision systems. The USV also
interacts with other USVs in the surroundings and acts on the environment by changing its
course and/or speed.

Assumed agent architecture and control flow is shown in Figure 3 [25,32]. The al-
gorithms related to detecting obstacles are included in the layer of reflex action. The
planning layer implements obstacle avoidance algorithms [33–35] and these responsible
for the control of the vehicle along a set trajectory. At the level of cooperation, the vehicle
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exchanges data with other vehicles and conducts negotiations about planned collision
avoidance actions.

ENVIRONMENT

Sensors Actuators

Communication interface

Input data from sensors Undertaken action

Reflex action layer Model of the world

Planning layer Database of plans

Cooperation layer Social knowledge

obstacle detection, 
course/speed stabilization

obstacle avoidance,
 path following

negotiations, 
exchange of data

Figure 3. Agent architecture and control flow.

The agent architecture applied in this research is the InteRRaP model [36], which means
Integration of Reactive behavior and Rational Planning. This architecture utilized the BDI
model of reasoning, which comes from Beliefs, Desires (Goals) and Intentions [37,38]. In
such an architecture, two types of interaction between different layers are possible. These
are: bottom-up activation and top-down execution. In the first type, when a lower layer is
not able to deal with the current situation, it passes control to a higher layer. In the second
type of interaction, a higher layer uses the functionality assured by a lower layer in order
to reach its goal. In the InteRRaP architecture, when new data from sensors arrive at the
lowest reflex action layer, it evaluates whether it can deal with the situation. When the
layer is not able to perform the task, the control will be passed in the bottom-up activation
manner to the planning layer. This layer will also asses the task and when it will be able
to deal with the it, after which it will apply a top-down execution. Otherwise, it will pass
control to the highest cooperation layer. Such an architecture, in comparison with other
layered architectures of multi-agent systems, has as an advantage that only the lowest layer
has direct access to actuators. This excludes the occurrence of conflicting decisions between
different layers. A different layered approach was proposed in [39], where appropriate
filtering and suppression mechanisms have to be applied in order to prevent the system
from conflicts among the actions of different layers.

Agents communicate with each other, while maintaining their autonomy of action and
decision-making, which translates into actions taken by individual agents. Such interaction
between agents leads to the modification of knowledge and actions of individual agents
based on the behavior of other agents. A single agent is equipped with a strategy, leading it
to achieve the assumed goal, which in this case is to reach a specific geographical position—
the end point of the trajectory. However, as part of a multi-agent system, it must implement
collaborative strategies to avoid collisions with other agents. The key feature of agents in
a multi-agent system is their collaboration and competition. Therefore, agents exchange
information on individual actions taken in order to avoid a collision.

The collision avoidance process with the use of the proposed autonomous multi-agent
navigation system for USVs can be performed in one of the two following ways, both of
which are possible with the use of the applied collision avoidance algorithm:
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(a) A decentralized system, where collision avoidance calculations are performed by individ-
ual agents (USVs), these partial solutions are then used in the auto-negotiation process;

(b) One USV calculates the complete solution of the current navigational situation and
then distributes the partial solutions to other agents.

4. USV Collision Avoidance Algorithm

Collision avoidance and safe path planning algorithm applied in the introduced
concept of Autonomous Multi-agent Navigation System is a deterministic approach. The
algorithm’s operation is based on the search through a database with stored candidate
trajectories in order to find the best safe path solving the currently considered situation;
therefore, the approach has been called the Trajectory Base Algorithm (TBA). This algorithm
has been chosen for further development due to its competitive results in relation to other
deterministic and non-deterministic methods. A comparative analysis of different methods,
along with the TBA, can be found in [40].

The main advantages of this approach are: the solution repeatability for every run
of calculations with the same input data, achievement of COLREGs compliant solutions
with minimal path length and run time of the algorithm enabling the application of this
approach for real-time path planning.

The input variables, shown in Figure 4, are:

• Ψ—the course of an own ship (USV no. 0, for which the safe trajectory is currently
calculated by the algorithm);

• V—the speed of an own ship;
• Ψj—the course of the j-th USV (also called target ship);
• Vj—the speed of the j-th USV;
• Nj—the bearing of the j-th USV;
• Dj—the distance of the j-th USV from an own ship (USV no.0);
• t—the number of a currently evaluated candidate trajectory retrieved from the database;
• tmax—the maximum number of candidate trajectories in the database.

The inputs from the database of trajectories are: candidate trajectories composed of
a number of waypoints (x and y coordinates of the USV position). The output variables
are: safe trajectories composed of a number of waypoints (x and y coordinates of the USV
position) and the values of the USVs course at the consecutive parts of the trajectories.

Y

X

y0 yj

x0

xj

USV0

Dj
Nj

DS

Vj
Ψj

N

USVj

Ψ

V

Figure 4. Parameters defining a navigational situation at sea.
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Figure 5 presents a flowchart of the TBA. As mentioned above, input data are the
courses, speeds, bearings and distances of all vessels taking part in an encounter. After the
reception of input data describing the current navigational situation, the first candidate
trajectory is retrieved from the database for the evaluation procedure. The evaluated
candidate trajectory is divided into a number of steps. Afterwards, in every step, an own
ship is moved into a new instantaneous position along the evaluated trajectory. Target
ships are also moved into their next instantaneous positions, resulting from their motion
parameters and a trajectory selected for the implementation. Then, the procedure of
checking, whether the vessels positions do not lead to a collision, is carried out. When the
whole trajectory is verified as a safe path, which means that it does not cause a collision
with any of encountered ships during the vessel’s movement along it, it becomes the final
best solution. The optimization criterion applied in the collision avoidance algorithm,
defined by Equation (1), is the minimal path length. It is calculated as a sum of the lengths
of line segments composing the safe path, where i = 1, . . . , e are the waypoints composing
the path:

f (t) = dist(t) =
e−1

∑
i=1

√
(xi+1 − xi)2 + (yi+1 − yi)2 → min (1)

The information about the selected trajectory, as a part of cooperation activities be-
tween agents, is transferred to other agents in a multi-agent system to be used in their
decision-making. Further calculations are terminated. A more detailed description of the
TBA can be found in [41].

Evaluate candidate_path

YES

YES

NO

NO

Input: 
Ψ, V, Ψj Vj, Nj, Dj

t = 1

START

STOP

t <= tmax?

candidate_path = path(t) Database of 
trajectories

Collision == 
FALSE?

 Solution found  
Output:safe_path

t = t + 1

Output: 
Lack of solution  

Figure 5. A flowchart of the Trajectory Base Algorithm.
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5. Results of Collision Avoidance Algorithm

The TBA proposed in this paper for USVs collision avoidance has been tested compre-
hensively in order to validate its reliability and robustness. Various tests of this algorithm
have been carried out, including:

• Simple encounter situations with one target ship considered in The International Regu-
lations for Preventing Collisions at Sea (COLREGs) (head-on, crossing and overtaking);

• Encounter situations with static obstacle (lands, shallows);
• Complex encounter situations with real navigational data.

The results of these test can be found in [42].
One of the methods to assure a proper distance between the USVs or other marine

crafts in a collision avoidance algorithm is to model other USVs (target ships) with the use
of a ship domain. A ship domain is defined as an area around a ship, which a navigator
wants to keep free from static and dynamic obstacles. In the presented approach, a ship
domain with a hexagon shape, as proposed in [43], has been applied. The dimensions of
the target ship domain used in the tests were: distance towards the bow: 1.3 nm, distance
of amidships: 0.6 nm, distance towards the stern: 0.5 nm, distance towards the starboard
side: 0.6 nm and distance towards the port side: 0.5 nm.

For the purpose of the algorithm’s application in the USV Autonomous Multi-Agent
Navigation System, the evaluation of solutions consistency from different ships’ perspectives
has been carried out. The results of these experiments are presented here. The algorithm
was implemented in the MATLAB programming language and tested on a PC with Intel
Core i7-10750H CPU, 32 GB RAM, 64-bit Windows 10 operating system. Out of many test
cases, four scenarios have been chosen for the presentation in this paper. These test cases
have been chosen as standard scenarios, which present the solutions compliance with the
COLREGs. Similar test scenarios were presented in the cooperative path planning approach
proposed in [44]. Input data of USVs, including courses in degrees, speeds in knots, bearings
in degrees and distances between the marine crafts in nautical miles, are given in Tables 6–9.
Tables 10–13 present output data, such as USV courses in degrees at consecutive parts of the
calculated safe path, path lengths in nautical miles and run time of the algorithm in seconds.
Figures 6–9 show graphical solutions of test cases 1–4. Initial positions of USVs are marked
by digits representing the number of an USV (USV No. in tables). The numbers given along
the consecutive positions of the USVs show the time of the USV arrival at a given point in
minutes. Presented results have been discussed in the following section.

Table 6. Input data of test case 1—head-on.

USV Course Speed Bearing Distance
No. [◦] [kn] [◦] [nm]

0 0 10 - -
1 180 14 0 4

Table 7. Input data of test case 2.

USV Course Speed Bearing Distance
No. [◦] [kn] [◦] [nm]

0 0 10 - -
1 270 16 45 3
2 180 9 0 4

Table 8. Input data of test case 3.

USV Course Speed Bearing Distance
No. [◦] [kn] [◦] [nm]

0 0 14 - -
1 270 10 45 4
2 90 10 315 4
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Table 9. Input data of test case 4.

USV Course Speed Bearing Distance
No. [◦] [kn] [◦] [nm]

0 0 14 - -
1 270 8 45 6
2 180 12 0 8
3 90 8 315 6

Figure 6. Solution of test case 1.

Table 10. Output data of test case 1.

USV Course Path Length Run Time
No. [◦] [nm] [s]

0 27, 352 9.31 0.21
1 198, 171 9.25 0.12

Table 11. Output data of test case 2.

USV Course Path Length Run Time
No. [◦] [nm] [s]

0 18, 351 9.25 0.16
1 315, 270, 262 9.49 0.39
2 198, 171 9.25 0.14
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Figure 7. Solution of test case 2.

Figure 8. Solution of test case 3.
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Figure 9. Solution of test case 4.

Table 12. Output data of test case 3.

USV Course Path Length Run Time
No. [◦] [nm] [s]

0 45, 0, 351 9.5 0.47
1 281, 256 9.22 0.12
2 104, 79 9.22 0.11

Table 13. Output data of test case 4.

USV Course Path Length Run Time
No. [◦] [nm] [s]

0 27, 0, 333 9.94 0.7
1 284, 259 9.22 0.09
2 214, 180, 158 9.99 0.8
3 104, 79 9.22 0.09

6. Discussion

6.1. Analysis of Results

Results of TBA applied in the presented concept for USV collision avoidance allow to
state the following remarks:

• Safe paths calculated by the algorithm are compliant with COLREGs (especially rules
8b, 14 and 15);

• Paths calculated by the algorithm from the perspectives of different USVs taking part
in the considered test case are consistent (do not lead to a collision between the crafts);

• The run time of the algorithms (less than a second) is acceptable for real-time path
planning purposes.
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It should be underlined here that results of collision avoidance algorithms, regarding
calculation of multiple trajectories, are very rare in the literature on that topic. Examples of
approaches other that the one presented in this paper can be found in [44,45].

Test case 1 presents a head-on situation. In this encounter situation, according to rule
14 of COLREGs, both vessels should alter her course to starboard side in order to pass on
the port side of the other vessel. Figure 1 presents paths calculated by the algorithm for
both vessels. As can be observed there, both USVs execute maneuvers to their starboard
sides. Maneuvers are also compliant with rule 8b of COLREGs—they are large enough to
be easily noticed and interpreted by the other vessel.

Test case 2 presents an encounter of three USVs and is composed of head-on (between
vessels 0–2) and crossing situations (between vessels 0–1 and 1–2) between the different
pairs of vessels. The behavior of vessels in a crossing situation is defined by rule 15 of
COLREGs. According to this rule, the vessel that has the other vessel on her starboard
side should keep out of the way and avoid crossing ahead of the other vessel. As can be
observed in Figure 2, the USV no. 0 keeps out of the way of the USV no. 1 and does not
cross ahead on the other vessel. In the same manner, the USV no. 1 keeps out of the way
of the USV no. 2. The solution is also compliant with rule 14 of COLREGs—both USVs
no. 0 and no. 2 alter their course to starboard, passing on the port side of the other vessel.
Similarly, as in test case 1, maneuvers of all USVs also fulfill rule 8b.

In test case 3, a crossing situation occurs between vessels 0–1 and 0–2, whereas a
head-on encounter takes place between vessels 1–2. Likewise, in test case 2, solutions are
calculated by the TBA for all of the USVs fulfill rules 8b, 14 and 15.

Test case 4 is an encounter between four USVs, where crossing situations occur between
the vessels 0–1, 1–2, 2–3 and 3–0, and head-on situations take place between vessels 0–2
and 1–3. Analyses of safe paths returned by the TBA enable to state that the solutions are
compliant with COLREGs rules 8b, 14 and 15.

The obtained results confirm the prospect to apply the proposed collision avoidance
algorithm in the Autonomous Multi-Agent Navigation System for Unmanned Surface
Vessels, as it has been proven that the solutions calculated for different vessels in the same
encounter situation constitute safe paths (do not lead to a collision between the marine
crafts). Therefore, they can constitute a solution of maneuver auto-negotiation procedure.

6.2. Comparison with Other Collision Avoidance Algorithms

The collision avoidance algorithm has been compared with other approaches pro-
posed for the application in maneuver auto-negotiation systems or presenting results from
different ships’ perspectives. The results of this analysis are shown in Tables 14 and 15.
The comparison includes: applied method, type of the method, i.e., deterministic or
non-deterministic, consideration of static navigational restrictions, dynamic obstacles and
COLREGs, applied optimization criterion. The run time of the algorithm and repeatability
of a solution for every run of calculations with the same input data are also specified in
the tables. The adopted calculation approach has also been defined for every algorithm,
whether the trajectories are calculated by only one vessel: the leader ship or by all of marine
crafts taking part in the encounter. The main advantages of the approach proposed in this
paper, in relation to other existing methods, are as follows:

• Deterministic nature of the algorithm, which guarantees repeatable solutions, similarly
to [28,44];

• Near-real run time: up to a second, making it applicable for USVs;
• COLREGs compliant solution (rules 8b, 13–15);
• Consideration of static constraints (lands, shallows, buoys), as in [45];
• Possibility to calculate the solution from the leader USV perspective as well as all

ships’ perspectives.
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Table 14. Comparison of collision avoidance algorithms applicable in maneuver auto-negotiation
systems—part 1.

Authors Year Method Type Static Dynamic COLREGs
Obstacles Obstacles

Tam and
Bucknall [44] 2013 Cooperative Path

Planning (CPP) deterministic
static point-based

obstructions
(buoys)

simple and complex
encounters

determined priority
based on COLREGs

Szapczynski and
Szlapczynska [45] 2012

Evolutionary Sets of
Safe Ship

Trajectories
(ESoSST)

non-deterministic shorelines, shallows simple and complex
encounters

COLREGs-
violation
penalties

Tam and
Bucknall [46] 2010 evolutionary

algorithm non-deterministic ship with 0 speed simple and complex
encounters

COLREGs-
influenced area

(CA)

Hu et al. [28] 2008

Collision-
Avoidance

Negotiation
FramewOrk
(CANFO)

deterministic not considered two ship encounters
might not be

COLREGs
compliant

This approach 2022 Trajectory Base
Algorithm (TBA) deterministic

shorelines,
shallows,

point-based

simple and complex
encounters

COLREGs enforced
by ship domain
shape and size

Table 15. Comparison of collision avoidance algorithms applicable in maneuver auto-negotiation
systems—part 2.

Authors Year Optimization Criteria Run Time Repeatability Perspective

Tam and
Bucknall [44] 2013 course change of 30 degrees) 7 s for complex test cases yes consistency from all

ships’ perspectives
Szapczynski and
Szlapczynska [45] 2012 min. way losses of trajectories

in a set; maximum 1 min no—small differences
possible leader ship perspective

Tam and
Bucknall [46] 2010

path length, avg. speed,
travelling time, engine

adjustment;
200–800 s no consistency from all

ships’ perspectives

Hu et al. [28] 2008 details not given not given yes both ships’
perspectives

This approach 2022 minimal path length less than 1 s yes leader ship/all ships
perspectives

7. Conclusions

The main contributions of the research presented in this paper in relation to the
previous works of the authors are the application of the developed deterministic collision
avoidance algorithm within the framework of a multi-agent system for the purpose of USV
maneuver auto-negotiation and also the carried out tests of the algorithm in order to assess
the possibility to apply collaborative strategies to avoid collisions with other agents in the
proposed multi-agent system by the calculation of multiple trajectories for all USVs taking
part in the considered navigational scenario.

A concept of the Autonomous Navigation System for Unmanned Surface Vessels,
with a special emphasis on the task of collision avoidance, was presented first. A general
structure of the ANS system was developed, based on the idea of multi-agent systems.
An agent is an autonomous entity that perceives the environment using sensors and acts
on the environment through effectors (actuators). The agent’s interaction can be based
on cooperation or competition. The goal of the USV, modeled as an agent, is to reach the
end point of the trajectory. However, in order to achieve this objective, it has to apply
collaborative strategies to avoid collisions with other agents. For this purpose, agents
exchange information on planned actions. Proposed collision avoidance algorithm was
validated by simulation experiments with a special emphasis on the verification of its
applicability for the purpose of maneuver auto-negotiation. The achieved results prove
that the trajectories obtained for different agents do not lead to a collision; therefore, the
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algorithm is suitable for the application in the Autonomous Multi-Agent Navigation System
for the USV.

Further research include the development of the communication protocol between
agents, allowing them to exchange the information efficiently. After that, experiments in
real operating conditions are planned to be carried out.
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Abbreviations

The following abbreviations are used in this manuscript:

AIS Automatic Identification System
ANS Autonomous Navigation System
ARPA Automatic Radar Plotting Aid
ASM Advanced Sensor Module
CA Collision Avoidance module
COLREGs The International Regulations for Preventing Collisions at Sea
DAI Distributed Artificial Intelligence
GPS Global Positioning System
IMO The International Maritime Organization
MASS Maritime Autonomous Surface Ship
MPC Model Predictive Control
SA Situation Awareness module
SF Sensor Fusion module
TBA Trajectory Base Algorithm
UAV Unmanned Aerial Vehicle
USV Unmanned Surface Vessel (Vehicle)
UUV Unmanned Underwater Vehicle
VO Velocity Obstacles method
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Abstract: Monitoring the operating parameters of power grids is extremely important for their
proper functioning as well as for ensuring the security of the entire infrastructure. As the idea
of the Internet of Things becomes more ubiquitous, there are tools for monitoring the state of the
complex electrical grid and means to control it. There are also developed new measuring devices and
transmission technologies allowing for the transfer of performed measurements from many places to
the network management center. However, there are still no devices that act as data concentrators,
which would integrate many transmission technologies and protocols in one device, supporting the
communication between those different transmission technologies and which would realize edge
computing to assist the management center by prioritizing and combining transmitted data. In
this article, the authors present a device that meets the above-mentioned requirements. There are
presented research results leading to the development of a decision algorithm, called Multilink—ML,
dedicated to the presented device. This algorithm enables the selection between LTE and NB-IoT
interfaces for packet transmission without the need to burden the communication system with
additional transmissions.

Keywords: LTE; NB-IoT; reception quality indicators; data concentrator

1. Introduction

In recent years, many products have been developed for AMI (Advanced Metering
Infrastructure) [1], SCADA (Supervisory Control And Data Acquisition) [2], HAN (Home
Area Network) [3] and IoT (Internet of Things) systems. However, there is a lack of
devices working at the edge of those networks that concentrate data and create datasets for
managing and monitoring electrical grids. At the Department of Radio Communication
Systems and Networks, at the faculty of Electronics, Telecommunications and Informatics
of the Gdańsk University of Technology is being realized the project entitled “Power data
concentrator with innovative decision functionality and gate functionality in AMI, SCADA,
HAN, IoT environments” with the acronym KODEŚ [4]. This project is realized with strong
cooperation with DGT company which is a Polish producer and integrator of modern
ICT systems. The aim of the project is the development of the data concentrator that
enables the work of AMI systems at the interface of SCADA, HAN and IoT for energy
networks. The KODEŚ concentrator will be equipped with elements capable of making
independent decisions at the networks interface (edge computing), gateway functions in
terms of DNP3/DLMS (Distributed Network Protocol version 3/Device Language Message
Specification) and the innovative multilink algorithm enabling automatic choice of the radio
communication link based on the transmission quality and the purpose of the interfaces.
The device presented in this paper is prepared to work in electric networks; however, such
a device can merge different technologies and data from other fields, e.g., in harbors or sea
vessels where many different communication devices and technologies are used.

KODEŚ device is equipped with two commercially available radio modules. The
first one is the NeoWay N27 module to cover NB-IoT (Narrow Band Internet of Things)
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technology. The second one is Quectel RM500Q-GL which enables, among others, radio
communication in LTE (Long Term Evolution) cellular network. The data concentrator
will decide which communication interface should be used for particular data, based on
the importance and the amount of this data. To make such a decision there must be also
knowledge about the present quality of a particular communication link. Obviously, a
communication link is strongly connected with available communication interfaces in the
KODEŚ device. In this paper, the authors are interested in ways of forecasting if a packet of
data can be sent via radio interfaces working in NB-IoT and LTE technologies. As KODEŚ
is planned to be a commercial product, it was decided to integrate with KODEŚ available
commercial radio modules, to make it less expensive. Hence, there is a lack of possibility
to perform signal processing. Nevertheless, utilized radio modules measure standardized
quality parameters of received signal called also Key Performance Indicators (KPI), such as
RSRP (Reference Signal Received Power), RSRQ (Reference Signal Received Quality), SINR
(Signal to Interference plus Noise Ratio), RSSI (Received Signal Strength Indicator), MCS
(Modulation and Coding Scheme) and CQI (Channel Quality Indicator) [5,6].

In this paper, the authors proposed a decision algorithm (called Multilink—ML) for
link quality monitoring which allows forecasting if a particular connection is working
(packet sent through this connection will be successfully received). The ML algorithm is
based on quasi-real-time measurements in a real cellular network (LTE and LTE NB-IoT).

The possibility of the transmission quality estimation is important for adjusting trans-
mission parameters to maximize the effectiveness of resource utilization. KPI parameters
are mainly utilized by a network to realize the handover procedure [7–10]. A different
utilization of signal quality parameters is presented in [11] where authors compare a couple
of machine learning algorithms to estimate throughput in the LTE system. Worth mention-
ing is that the resulting probability of correct estimation in [11] is similar to that one we
achieve for the LTE system, while our algorithm needs less computational power. Another
difference in approach in [11] presented in this article, emerges from the measurement
stand. We use a commercial radio module, without specialized measurement applications
and devices, which makes our solution more suitable for developed data concentrator
KODEŚ. KPIs may also be used to estimate network load [12,13]. In [12], measurements
were done by RF scanners. In [13], presented results gathered by a commercial smartphone
and Nemo device. In the paper [14], authors cover the issue of cell reselection based on
RSRP and RSRQ values measured by an RF scanner; however, compared to bars shown
by iPhone 5. In [15], the authors present RSRP, RSRQ and SNR measurements for LTE for
different cellular operators. Those measurements were done with the utilization of the
G-NetTrack Pro app. Unfortunately, these measurements are not compared with real trans-
mission quality. In [16], the authors used the build-in cellular modem signal parameters
measurement mechanisms to research the correlation between achieved download speed,
upload speed, latency, jitter and KPIs available in LTE. Despite interesting analysis, those
results are insufficient to build our multilink algorithm.

NB-IoT is an emerging technology well suited for wireless IoT end devices [17,18].
There is a wide range of possible applications. Most common are those connected with
the smart cities field [19], especially with energy grids [20] also for monitoring marine
energy generation [21]. However, NB-IoT may be utilized in other areas of the economy
for example in agriculture [22]. In literature are analyses of NB-IoT coverage [23,24] and
performance in selected environments. Those research suggest that NB-IoT is very robust
even in deep indoor, so the choice of NB-IoT for our data concentrator became obvious.
Nevertheless, there was a need to conduct own measurements to implement mentioned
before multilink algorithm.

This paper is organized as follows: in part 2 there is a description of the developed
data concentrator KODEŚ. Part 3 covers the measurement stand. Consecutive parts present
results accordingly for NB-IoT and LTE.
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2. Realized Data Concentrator Device—KODEŚ

KODEŚ is an intelligent device, supposed to work as a sophisticated, specialized
NB-IoT router and data concentrator realizing edge computing within the boundaries of
the network. It is going to enable connection, scheduling, selection and optimization of
the quality of data transmission between wireless and wired interfaces for AMI systems,
SCADA, HAN and IoT. The proposed concentrator will be equipped with specialized func-
tions. First of all, there will be a decisive function (DF) as part of edge computing whose
aim would be the detection of malfunction and undesirable states of the energetic network,
to improve the response time of service. This is especially important in a situation when
there is no connection with the management center due to e.g., terrorist act. DF will make
a decision based on information gathered from energy meters, controllers, disconnectors,
sensors, predictions and known profiles of work of energetic network elements. Another
important functionality would be a gateway function (GF) which would allow to convert
data streams between different protocols according to the specification of a given network,
act as a data concentrator, control the network and work as a specialized router for WWAN
(Wireless Wide Area Network) interfaces. To support the last functionality, in KODEŚ must
be implemented a multilink functionality (MF), a decisive algorithm to choose the most
appropriate radio network for transmission based on the state of the network, the priority
of transmission and required quality.

Figure 1 presents the block diagram of the KODEŚ device which was described in
detail in article [4]. As was mentioned before, realized data concentrator needs to support
interfaces that can work in different networks.

Figure 1. Block diagram of KODEŚ device [4].

For this reason, in the KODEŚ device, many interfaces are provided. Some of them
can support a connection in different technologies e.g., ISM, Serial and WWAN. The data
concentrator has to periodically analyze the state of all provided interfaces to decide which
of them is the most suitable to send user data. The authors of this paper are mostly
interested in WWAN interfaces, that support all fully functional cellular networks. As for
purpose of machine-to-machine communication in a deep indoor environment, NB-IoT
technology was developed therefore, the WWAN1 interface is intended to work in this
technology. Whereas the WWAN2 may switch utilized technology between GSM, UMTS or
LTE, depending on which one can realize transmission with the best quality for a specific
application. Figure 2 shows the device in cover (b) and without cover (a). In Figure 2a can
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be seen two antenna ports, four Ethernet ports, digital input IO, two SIM card slots and a
power supply connection.

Figure 2. KODEŚ device: (a) without cover; (b) with cover.

3. Measurements

To implement the Multilink (ML) algorithm a knowledge of the correlation between
values available in particular cellular technology quality parameters and the quality of
realized transmission is needed. To gain this knowledge a set of measurements was
conducted. In the article [5], the authors presented results and analysis of measurements
performed with the utilization of radiocommunication tester Rohde & Schwarz CMW500.
As the propagation conditions were controlled during measurements, there could be
analyzed the correlation between different quality parameters with BLER (BLock Error
Rate). While in the present article authors would like to present results for measurements
performed in a real cellular network. For this purpose, a laboratory stand was prepared,
and which block diagram is presented in Figure 3. Presented KODEŚ device is a prototype
and needs a PC where a TFTP server is set with data necessary to start the operating
system on KODEŚ. It is realized by Ethernet connection. To get access to KODEŚ an
RS232 connection is used. The data concentrator is connected via LAN with a Server.
This Server has a public IP address and an Internet connection. To change the quality of
the received signal for measurement purposes adjustable attenuators were put between
WWAN antennas and WWAN interfaces in KODEŚ. Measurements are initialized by the
Server in the following steps:

1. The server prepares UDP (User Datagram Protocol) packet and sends it via LAN
to KODEŚ;

2. KODEŚ redirect this packet to WWAN1 and WWAN2;
3. KODEŚ reads and saves quality parameters from both radio interfaces;
4. The packet is sent through both WWAN interfaces to Server on different ports;
5. Server register time of packets reception;
6. Steps 1–5 are repeated until the required quantity of packets is sent.

User Datagram Protocol was used instead of Transmission Control Protocol (TCP) as it
has not built-in mechanisms to guarantee data reception. Nevertheless, the block error rate
could not be measured in described research as there was no access to the physical layer.
Moreover, because of the upper layers of the ISO-OSI model, during all measurements,
none of the corrupted packets was received. For this reason, the quality parameters’ results
of each cellular radio access technology were compared to information if a UDP packet
was received in Server. To collect measurements for different environment conditions i.e.,
quality of the received signal, at the beginning of each measurement adjustable attenuators
were set to 0 dB and then the attenuation was gradually slowly increased until a particular
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radio module lost connection. Then for this module attenuation was turned off (0 dB) and
all procedure was repeated. For each measurement, a 3-second timeout was set.

Figure 3. Laboratory stand.

4. Results for NB-IoT

NB-IoT connection in KODEŚ is realized with the utilization of the Neoway N27
radio module. It reports the following signal parameters: RSRP, RSRQ, RSSI and SINR.
For NB-IoT technology, 4500 measurements were done—UDP packets were sent from
Server. Each packet had 100 bits in length. Simultaneously to each transmission attempt, all
reported parameters by the radio module were saved. In Figure 4 are presented all realized
measurements. A delay lower than 0 means that a particular packet was not received. It
can be seen that delay values strongly fluctuated; however, the mean value was evidently
increasing while the transmission quality deteriorates (adjustable attenuation increased).
Due to the high values of the delay, Figure 4 is difficult to analyze. The scale on ordinate
axes was changed and presented in Figure 5.

In Figure 5 it can be noticed that due to increased attenuation the RSRP and RSSI
parameters decreased, while from the RSRQ and SINR parameters the radio link availability
could not be predicted.
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Figure 4. Measurements results of RSRP, RSRQ, RSSI, SINR and transmission delay for NB-
IoT technology.

Figure 5. Enlarged plots from Figure 4.

The conducted research aimed to develop a multilink algorithm. Multilink must
decide, based on the knowledge of RSRP, RSRQ, RSSI and SINR values, if the NB-IoT is
suitable for transmission. From Figure 5 it can be concluded that if values of particular
parameters will be lower than some threshold, multilink must decide that the link is not
available. To find those thresholds for each possible configuration of quality parameters the
probability of correct decision and a probability of false positive decision were calculated
for different values of thresholds. The correct decision is calculated as:

PCD =
LCD

L
, (1)

where LCD is the number of correct decisions and L is the number of all made decisions. The
false positive decision means that the multilink algorithm considered the link as reliable
when the packet could not be received—LFP is the number of such situations:

PFP =
LFP

L
. (2)

Threshold values for each quality parameter should maximize the probability of a
correct decision. However, as constructed data concentrator has two WWAN interfaces, the
worst case is when the multilink algorithm will decide to send a packet via an inefficient
link. Therefore, thresholds must be chosen such that the probability of a false positive
will be the lowest. As this probability does not cover the mistake when the algorithm
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decides that the link is inefficient while transmission could be realized with success, both
probabilities (PCD and PFP) must be analyzed simultaneously and compromised values
must be chosen. Moreover, as KODEŚ has implemented more interfaces than one, the
authors decided that particular link quality must be evaluated with a probability not less
than 70% and the probability of a false decision should not be greater than 30%. Therefore,
we looked for the highest value of PCD and the lowest value of PFP. It was found that
the multilink algorithm should decide that the NB-IoT connection has enough quality for
transmission when:

• RSRP ≥ −125 dBm and
• RSRQ ≥ −20 dB and
• RSSI ≥ −114 dB and
• SINR ≥ 0 dB.

Then the probability of a correct decision is 77.7% and the probability of a false decision
does not exceed 18.4%. A probability of correct decision for different threshold values for
RSRP and SINR when the threshold for RSRQ was set to −20 dB and the threshold for
RSSI was set to −114 dB is presented in Figure 6 whereas the probability for false positive
decision is in Figure 7. In Figure 8 the probability of correct decision for different threshold
values for RSSI and RSRQ when the threshold for RSRP was set −125 dBm and threshold
for SINR was set to 0 dB is presented, while a false positive probability is shown in Figure 9.
The chosen values for those plots are the selected best threshold values for ML algorithm.

Figure 6. The probability of correct decision for different threshold values for RSRP and SINR, while
the threshold for RSRQ was set to −20 dB and the threshold for RSSI, was set to −114 dB.

Figure 7. The probability of false positive decision for different threshold values for RSRP and SINR
while the threshold for RSRQ was set to −20 dB and the threshold for RSSI was set to −114 dB.
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Figure 8. The probability of correct decision for different threshold values for RSSI and RSRQ while
the threshold for RSRP was set to −125 dBm and the threshold for SINR was set to 0 dB.

Figure 9. The probability of false positive decision for different threshold values for RSSI and RSRQ
while the threshold for RSRP was set to −125 dBm and the threshold for SINR was set to 0 dB.

5. Results for LTE

In KODEŚ the LTE technology is utilized in the WWAN2 interface where the Quectel
RM500Q-GL radio module is used. This module reports the following values of quality
parameters: RSRP, RSRQ, SINR, RSSI, CQI and MCS. Each of those parameters was saved
at the time of each realized transmission. During measurements, 5000 UDP packets of
length 100 bits were sent. The measurement procedure was the same as with NB-IoT
technology. In Figure 10 are presented all realized measurements. On the plot are presented
values of measured delay [ms], RSRP [dBm], RSRQ [dB], RSSI [dBm], MCS, CQI and SINR
[dB] for each transmitted packet. A delay lower than 0 means that a particular packet
was not received. It is clearly seen that the delay increases as the signal deteriorate—the
attenuation increases. Large values of delays at the end of some breaks of transmissions
result from the measurements procedures where packets were sent in a predetermined
period even when they could not reach the receiver. Due to the high values of the delay
in Figure 10, it is difficult to analyze the relations of values of other parameters. To
improve the clarity of plots, the scale on ordinate axes was changed and modified plots
are presented in Figure 11. The other parameters, except for MCS, decreased with the
increasing attenuation. It leads to a conclusion similar to the one in the previous section.
The multilink algorithm must decide that the LTE interface is not available when values
of quality parameters get lower than some thresholds. The MCS values do not follow
any pattern; however, from previous research [5], we know that modulation and coding
scheme has a great impact on transmission robustness. However, during measurements
with the utilization of a commercial cellular network, it was impossible to influence on MCS
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parameter. Therefore, the search for the most suitable thresholds was conducted without
and with the consideration of MCS. In Table 1 are given the number of transmission and
number of lost packets for each possible MCS during measurement. It can be seen that
the ratio of realized transmission to lost packets is very good for MCS 0–3 and 8–30 while
the ratio is very poor for MCS 4, 5 and 6 when over 50% of packets were not received
within the settled timeout. The reasons for such results should be seen in the algorithm
of changes in transmission parameters adopted by the cellular operator. Unfortunately,
we have no way of viewing this algorithm. Based on data in Table 1 the MCSs values for
which a sufficient number of transmissions for further analysis can be selected. These are 0,
1, 3, 4, 5, 6. For transmissions realized with given modulation and coding schemes and for
all realized transmissions (without differentiation on MCS), a similar search for threshold
values for each quality parameter was realized as for NB-IoT in the previous section.

Figure 10. Measurements results of RSRP, RSRQ, RSSI, SINR, MCS, CQI and transmission delay for
LTE technology.

Figure 11. The enlarged plot from Figure 10.

It was found that for all realized transmissions the best threshold values for each
quality parameter are:

• RSRPthr = −133 dBm and
• RSRQthr = −17 dB and
• RSSIthr = −100 dB and
• SINRthr = 0 dB.
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Table 1. The number of realized transmissions and lost packets for each MCS.

MCS
Number of

Transmissions
Number of

Lost Packets
MCS

Number of
Transmissions

Number of
Lost Packets

0 2772 13 16 8 0
1 944 5 17 1 0
2 20 7 18 9 0
3 368 4 19 7 0
4 192 138 20 12 0
5 213 107 21 6 0
6 255 212 22 0 0
7 30 2 23 6 0
8 32 0 24 3 0
9 20 0 25 3 0
10 0 0 26 5 1
11 29 0 27 0 0
12 28 0 28 2 0
13 16 0 29 2 0
14 10 0 30 0 0
15 7 0

Then the probability of a correct decision is 96% and the probability of a false positive
decision is 3%. The CQI was omitted in the multilink algorithm as it is strongly connected
with the modulation scheme and MCS parameter. For each individual of selected MCS
transmissions, both probabilities were calculated for selected threshold values. Results are
presented in rows with white background in Table 2. For MCS 4 and 6 achieved probability
values for such thresholds are very poor. Almost reach assumed limits. As the worst
case appears to be for MCS = 4, so for this modulation and coding scheme has performed
another search for the best threshold values. These are:

• RSRPthr = −133 dBm and
• RSRQthr = −17 dB and
• RSSIthr = −95 dB and
• SINRthr = 0 dB.

Table 2. Probability of correct decision and positive false decision for selected threshold parameters
and different MCS.

MCS
RSRPthr

[dBm]
RSRQthr

[dB]
RSSIthr

[dBm]
SINRthr

[dB]
Pcd [%] PFP [%]

0–30
−133 −17 −100 0 96 3
−133 −17 −95 0 95.7 0.4

0
−133 −17 −100 0 92.5 6.1
−133 −17 −95 0 95.7 0.1

1
−133 −17 −100 0 98.8 0.5
−133 −17 −95 0 96.5 0.4

3
−133 −17 −100 0 98.6 1.1
−133 −17 −95 0 96.5 0.3

4
−133 −17 −100 0 71.4 22.9
−133 −17 −95 0 91.1 0

5
−133 −17 −100 0 92.5 6.1
−133 −17 −95 0 94.8 0.5

6
−133 −17 −100 0 76.5 21.6
−133 −17 −95 0 96.9 1.2

For this new threshold values were calculated probabilities PCD and PFP for each MCS
and all transmissions. Results are also given in Table 2; however, in rows with a grey
background. For new threshold values PCD is always greater than 94% and PFP lower than
1.3%. Therefore, these thresholds should be implemented in ML for LTE technology.
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A probability of correct decision for different threshold values for RSRP and RSRQ
when the threshold for SINR was set to 0 dB and the threshold for RSSI was set to −100 dB
is presented in Figure 12 whereas the probability for false positive decision is in Figure 13.
In Figure 14, a probability of correct decision for different threshold values for SINR and
RSSI when the threshold for RSRP was set −133 dBm and threshold for RSRQ was set to
−17 dB is presented, while a false positive probability is shown in Figure 15. The chosen
values for those plots are the selected best threshold values for ML algorithm.

Figure 12. The probability of correct decision for different threshold values for RSRP and RSRQ while
the threshold for RSSI was set to −100 dBm and the threshold for SINR was set to 0 dB.

Figure 13. The probability of false positive decision for different threshold values for RSSI and RSRQ
while the threshold for RSSI was set to −100 dBm and the threshold for SINR was set to 0 dB.

117



Electronics 2022, 11, 2892

Figure 14. The probability of correct decision for different threshold values for RSSI and SINR while
the threshold for RSRP was set to −133 dBm and the threshold for RSRQ was set to −17 dB.

Figure 15. The probability of false positive decision for different threshold values for RSSI and SINR
while the threshold for RSRP was set to −133 dBm and the threshold for RSRQ was set to −17 dB.

6. Conclusions

In the article, the authors presented a data concentrator device dedicated to an energy
grid that integrates many different communication technologies. Especially, it enables the
work of AMI systems at the interfaces of SCADA, HAN and IoT. As this device ought
to realize edge computing and has gateway functions it must be equipped with decision
algorithms. Among others, those algorithms must decide which of all radio communication
interfaces is best for transmission at a particular time and for particular data. To elaborate
such an algorithm a measurement campaign was performed with the utilization of a real
cellular network. The novelty of these measurements results, among others, from the use
of commercial radio modules instead of specialized measuring equipment. This approach
enables the assessment of the credibility of the signal quality parameters reported by a given
radio module. From the presented research it can be noticed that for NB-IoT technology the
connection was broken very often while the module utilizing LTE technology worked very
steadily. Despite this inconvenience, for both technologies, it was possible to determine the
method of implementation of the ML algorithm. As all of the values of reported quality
parameters were decreasing as the quality of signal deteriorated, ML must decide that
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a particular link is unavailable when all quality parameters get below some thresholds.
Thresholds that maximize the probability of a correct decision and minimize the probability
of a false positive decision are given in Table 3. It is worth seeing that, unexpectedly, the
SINR parameter has the least impact on the decision making as its found threshold is equal
0 dB.

Table 3. Found thresholds for the ML algorithm.

Quality Parameter LTE NB-IoT

RSRP [dBm] −133 −125
RSRQ [dB] −17 −20
RSSI [dBm] −95 −114
SINR [dB] 0 0

The presented results show that it is possible to assess the link state for LTE and NB-IoT
technologies. Therefore, the current work aims to implement the ML algorithm in the target
device and perform field measurements to make final ML validation. It was decided to
use this link which enables greater throughput. Therefore, if both LTE and NB-IoT will be
available the ML will choose LTE to send packet. Future extensions of the data concentrator
will be related to improving its hardware implementation and to expanding the possibilities
of its applications not only in electrical grid but also i.e., in harbors.
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Abstract: The subject matter of the above paper presents part of the research carried out as part of
the robotization of the manufacturing processes of aircraft engine components. The paper concerns
robotic deburring of the V2500 diffuser’s sharp edges. The diffuser is a precision casting characterized
by a slight variation in the geometry of the workpiece depending on the accuracy of the casting molds
and the phenomenon of shrinkage during solidification. Due to the small degree of deburring and
thus low cutting forces, robotic machining with the FDB150 tool was used. This tool is characterized
by compliance with adjustable force, which enables machining of workpieces with a randomly
changing shape. The authors of the paper propose a procedure for carrying out work allowing for
the selection of suboptimal process parameters. In the analyzed case, these parameters are the speed
of movement of the characteristic point of the tool (TCP) and the tool/workpiece contact force. The
proposed procedure for determining the parameters of the force and speed of movement allowed
for indicating a set of parameters ensuring the performance of the product in accordance with the
requirements defined in the documentation. The proposed solution is of an engineering nature and
is not a classic search for the extreme of a function from the point of view of the adopted criteria
(quality indicators). Its advantage is simplicity, which is very important from the point of view of an
industrial application.

Keywords: robotic deburring; machining; machining parameters; pneumatic tools

1. Introduction

For a long time, deburring was understood as the removal of burrs occurring on
the edges of workpieces. Nowadays, the term has been extended to include the process
of making chamfers or rounds on the edges of workpieces and the process of melting
sharp edges. Today, there are about 20 methods of deburring edges and making chamfers.
These methods include hand deburring with countersinks and scrapers, magneto-abrasive
machining, abrasive blasting, abrasive grinding, electrochemical treatment, chemical treat-
ment, thermal deburring, container smoothing, belt grinding, turbo abrasive machining,
machining using bevelers with elastic blades, and machining with multi-purpose tools [1–3].
In terms of the degree of automation, graining methods can be divided into three categories:
manual, manual-machine, and machine. The choice of the best machining method is related
to the size of the burrs, the properties of the material, the size of the workpiece, the number
of pieces to be made, and the degree of automation of the enterprise.

Manual deburring is used primarily in small-batch production. Burrs are removed
using deburring tools and scrapers of various geometries and files. It is a process character-
ized by low repeatability and high time consumption.

Hand-machine deburring is often used because of the versatility and convenience
of using air- or electric-powered tools. Machining tools such as abrasive belts, grinding
wheels, and wire brushes are usually used.
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The fastest growing group of deburring methods is machining. The popularity of
these methods is associated with high productivity, automation of production, and imple-
mentation of the idea of Industry 4.0 [4–6]. In this group of methods using CNC machine
tools, the most common tools used are chamfers, milling tools, ceramic, or wire brushes. In
the case of machining, many of the methods used use an abrasive medium. It is used in
magneto-abrasive and embossing-abrasive machining. In the case of vibratory-abrasive
machining, various types of abrasive shapes are used, with the hardness depending on
the type of workpiece material. In addition to the aforementioned methods, chemical,
electrochemical, and thermal deburring are well suited for automation [7–11].

Robotic deburring can be classified as a machine-to-machine method and is associated
with high repeatability and efficiency. One of the advantages of using robots is the versatility
of the method. In addition, it is characterized by the possibility of using various types
of electrically or pneumatically driven tools and machining tools usually used in manual
machining. In the case of robots, their use in deburring [12–14] is usually possible when
ensuring the susceptibility of the tool. Vulnerability can be understood as the ability to
adapt the tool to the workpiece. Adaptation can be realized by achieving pressure on the
entire tool, for example through force control systems or systems with springs. Pressure
during deburring is important because the position of the surfaces or edges being machined
can be variable, for example, in the case of castings. Adequate contact pressure may also
be necessary due to tool wear during the process, as is the case with abrasive tools. The
susceptibility solutions of whole tools were analyzed in papers [15–17]. In the paper [17],
the authors devoted an entire chapter of the monograph to the analysis of methods for
adapting the trajectories of industrial robots.

Grinding, polishing, or deburring are the stages of surface finishing that constitute
a significant part of the production process of elements in the aviation industry, such as:
elements of gears, housings, guide vanes, or blades. Often, these operations are carried
out manually by skilled workers using traditional techniques. The high level of skill and
dexterity required makes this process difficult to automate. Many of these difficulties result
from the lack of data on the influence of the process parameters on the obtained surface
roughness, although some experimental studies have been published in this respect in
Refs. [18–20]. This subject is a series of papers related to automatic machines, robots, and
machining centers [21,22].

In robotic systems solutions, there are several ways to adapt the robot’s trajectory in
real time or based on previous measurements. The adaptation of the path to changing
external conditions is determined by the conditions of the process. For quick-changing
processes with low tool/workpiece contact forces, pneumatic tools with variable contact
forces are used [23–26]. In the processes where the contact force exceeds 10 N, robotic
systems with force control are used [26–29]. An alternative solution is to generate the
tool path based on the shape measurement performed with the use of laser or vision
measuring systems. Learning systems are also worth paying attention to. It is a software
combination of the force control system, with the software recording consecutive discrete
trajectory points. The process is then divided into the learning stage and the process of
proper robot movement. Such a solution, although accurate, requires much more time to
be implemented.

Pneumatic polishing and deburring tools are usually classified as active or passive.
Active tools use a closed-loop control system to correct the force exerted on the workpiece,
regardless of the tool’s trajectory [21]. Passive tools rely on the compliance of the tool itself
to maintain the nominal contact force [30]. In some implementations, process parameters,
such as forces and the amount of allowance removed, are measured, and the process
parameters are then adjusted to obtain decent machining quality. This approach is known
as a hybrid [31].

In machining applications using flexible pneumatic tools, there are two kinds of
problems due to air compressibility and long system delays. The first is to determine
the dependence of the amount of air pressure, and thus the feed force, on the quality of
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processing, e.g., surface quality or the amount of material removed. The second problem is
to program the start of the process, i.e., the phase of entering the tool into the material, so
that, despite the high compressibility of the air, the assumed surface quality is achieved.
While the first problem is widely described in the literature, the second, although very
important, has not received as much attention.

The authors of [32] present experimental studies on the operation of robotic grinding
of steel dies, which allowed for the determination of the process parameters in relation
to the surface quality. The angle of inclination of the grinding wheel in relation to the
workpiece, feed speed, and contact force as a function of surface roughness were analyzed.
The same was done in Ref. [33], which also applies to the polishing of dies, where the
complex shape of the surface was additionally corrected with the use of a PC.

Integrated with the six-axis robot, the pneumatic flexure spindle is used for deburring
and grinding a wide range of freeform topographies. The treatment results depending on
the parameters are presented in Ref. [34]. The authors of [35] describe concerns about the
generation of collision-free trajectories of the motion of a six-axis robot with a pneumatic
flexible tool in the polishing process. The paper solves the problem of taking into account
the dimensions of the tool in precision machining. The trajectory was corrected on the
basis of the solid model of the workpiece, by taking into account the sizes of the tools used.
A very unusual application is described in Ref. [36], which concerns robotization in the
seafood processing industry. A robotic station was proposed to replace the hitherto difficult
manual work of removing long, sharp crab spines (porcupine crab). Data from a 3D point
cloud was used as input to generate the trajectory of a robot with a pneumatic tool. The
digital model of the crab is obtained by scanning.

To sum up, the subject of determining the parameters of robotic machining with a
rotary pneumatic tool with compliance is topical, and there are several areas that require
supplementation, such as the selection of process initiation parameters.

2. Materials and Methods

The subject matter of the article presents part of the research carried out as part of
the robotization of the manufacturing processes of aircraft engine components. The paper
concerns the diffuser of the V2500 engine (Figure 1a). It is a two-shaft high-bypass turbofan
engine. It is produced by the International Aero Engines consortium (East Hartford,
CT, USA), which was established in 1983. The V2500 unit powers the Airbus A320 and
McDonnell Douglas MD-90 aircraft. The engine was certified by the FAA in 1988. As part
of its activities, Prat & Wittney, Rzeszów S.A., which is part of UTC, performs technological
operations consisting of processing diffuser castings of the V2500 engine (Figure 1b). One
of the many technological operations is edge deburring.

 
 

(a) (b) 

Figure 1. (a) V2500 engine model; (b) turbofan engine diffuser model.
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In the process of making the diffuser, there are a number of edges that require debur-
ring, which is done manually. Manual processing is due to the fact that there are elements
with a shape that varies randomly to a limited extent. It is caused by the applied precision
casting technology, characterized by the variable geometry of the workpiece depending on
the accuracy of the casting molds and the phenomenon of shrinkage during solidification.
This generates difficulties with precisely defining the shape, which in turn results in the
need to use manual finishing. This fact introduces a high risk of defective elements related
to the presence of human factors (error, fatigue, and stress).

There are nine types of shapes that can be deburred in the diffuser of the V2500 engine.
The triangular boss shown in Figure 2 has been selected as an example.

  
(a) (b) 

Figure 2. Workpiece sections intended for deburring: (a) raw casting; (b) preprocessed casting with
edges to be deburred.

Control of deburring at several selected points is carried out using optical methods.
The vast majority of the quality of the operations performed is carried out visually by a
quality control employee. The purpose of quality control is to eliminate workpieces with
sharp edges, notches, or cuts. It is obvious that the presence of surface notches reduces the
fatigue life of the workpiece. As part of the work, a robotic station for deburring edges
(Figure 3a), using a pneumatic tool (Figure 3b), was proposed. The use of a pneumatic tool
with progression of the feed force was dictated by the necessity to make chamfers with a
small dimension of 0.1–0.5 mm.

 
(a) (b) 

Figure 3. Deburring edges with a pneumatic tool with compliance: (a) view of the station; (b) the
concept of a rotary file with pneumatic progression of the feed force.
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The process is performed by the ABB IRB140 robot. The robot controller communicates
digitally with the pressure setting system, cooperating with the FDB150 tool. The most
important parameters of the FDB150 tool are the maximum speed of 65,000 rpm and the
adjustment of forces in the range from 3.1 to 6.7 N depending on the pressure. The possible
range of control pressures is programmed from 1.4 to 4.1 bar.

For the deburring process carried out, the FDB150 tool acts as a pneumatic spring
to dampen the vibrations that occur during the deburring process. The spindle stiffness
is pneumatically regulated by means of compressed air. The dependence of the force
generated on the tool on the set pressure has been included by the manufacturer in the
form of a chart in the documentation. These values were checked with a force gauge and a
digital pressure regulator during the static test. A PNEUMAX 171E2N.T.D.0009 pressure
regulator, with a range of 9 bar and a sensitivity of 0.01 bar, was used to apply pressure
during the tests. The accuracy of the applied force obtained during static tests was 0.1 N.
Tests of the accuracy of the applied force during the deburring process were not conducted.
Testing during the process would require a multi-axis force and moment sensor mounted
on the robot or workpiece.

Initial research work carried out with the use of a pneumatic tool allowed for the draw-
ing of conclusions that effective control of the pressure change, and thus the tool/workpiece
contact force, is impossible. This is because the machining is performed on parts of a work-
piece of a complex shape. Since the amount of material removed is small, the tool moves
at a high speed with low contact forces. The speed of movement of the TCP is so high
that the response time of the system is greater than the necessity to change the inputs due
to its complex shape. The compressibility of the air causes a delayed reaction of the tool,
which in turn results in the suppression of rapid changes in the value of the force set by the
robot controller. This fact generates the necessity to select the parameters of the machining
process, i.e., to define the strategy of the movements, air pressure values, and thus the
tool/workpiece contact force, and to determine the speed of the TCP.

3. Results and Discussion

The insensitivity of the machining system to shifts of the boss due to inaccuracies in
the form and the phenomenon of solidification of the casting is ensured by the tool with
pneumatic progression of the feed force, which is presented in Figure 3b. The possibility of
deviation of the spindle axis from the neutral position is within the range of ±5 mm, which
completely ensures insensitivity to the limited inaccuracies of the machined surfaces and
allows for the offset trajectory to be programmed. Assuming the maximum dispersion of
the shape of the boss is at the level of ±2 mm, it is possible to design an offset trajectory.
The offset trajectory was determined in relation to the nominal model and its value was
adopted at the level of doff = 1.7 mm. The view of the nominal trajectory is shown in
Figure 4a, while the offset trajectory is shown in Figure 4b.

  
(a) (b) 

Figure 4. Model of the machining process in RobotStudio: (a) nominal trajectory; (b) offset trajectory.
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In the classic approach to programming the robot’s movement, a fixed workpiece
with its trajectory is used. In this case, it is necessary to change the angles of the joints of
the robot in order to carry out the movement along complex shapes. The more complex
the shape, the greater the velocity and acceleration values in the joints. This causes large
inaccuracies in the implementation of the set TCP speed. In machining processes, this
results in a change, for example, in the width of the obturation performed. In order to
ensure the smoothness of the surface and the absence of places with a significant fluctuation
in the value of the material removed, the work was carried out using dependent MultiMove
movements. They consist of the simultaneous movement of the workpiece and the tool.
This allows the speed of movements in the robot joints to be reduced and the TCP speed to
be implemented better, since the positioner movements help to implement the trajectory.
Figure 5a shows the modeling of triangular machining using the MultiMove function, while
Figure 5b shows the implementation of the modeled process.

(a) (b) 

Figure 5. Model of edge deburring in dependent movements: (a) Robot Studio software; (b) real object.

In the initial period of research, two tool shapes were analyzed: end mill (HFC
0313.03.Z5 Lukas) and conical milling cutter (HFM 0307.03.Z7). In further parts of the work,
the conical cutter was abandoned because there were problems with stabilizing the cutting
process, and in particular with stabilizing the width of the chamfer.

3.1. Selection of Process Parameters Influencing the Width of Deburring

The development for a robotic technology of edge deburring with the use of a pneu-
matic rotary cutter should begin with the determination of two important parameters: the
tool feed rate and the tool/workpiece contact force. The rotational speed of the tool is con-
stant and results from the type of pneumatic tool used. After selecting the above-mentioned
parameters or several of their values, the repeatability of the process should be checked
and the parameters for its initiation selected.

The selection of process parameters is related to the necessity to perform a very
large number of measurements. Therefore a robotic automatic measuring system was
used, consisting of the IRB1600 robot, a 3D scanner, and the ATOS Professional software
(Figure 6b). Control measurement points were proposed in places where the greatest
inaccuracy of the embedding was expected.

The diagram in Figure 7b summarizes the values of the chamfer width spread for
different robot TCP speeds: 50, 100, 250, 500, 750, and 1000 mm/s. The diagram was
prepared for the forces 3.1, 4, 5, 6, and 6.7 N. Values of parameters meeting the imposed
limitations resulting from the width of the chamfer being implemented are marked in green.
An example of the result of the deburring process is shown in Figure 6a.
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(a) (b) 

Figure 6. (a) View of deburring process; (b) measurement with a 3D scanner.

 
(a) 

(b) 

Figure 7. (a) Exemplary measurement report; (b) research results.
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A total of 360 measurement points were used to prepare the graph presented in
Figure 7b. An exemplary measurement report for one tool/workpiece contact force value
and one set TCP movement speed is shown in Figure 7a.

The analysis of Figure 7b allows for the conclusion that there is a wide range of process
parameters, i.e., contact forces and TCP movement speeds, which, at a given nominal
tool speed, ensure edge deburring in accordance with the requirements defined in the
documentation. In order to select from the set of parameters those that will ensure the best
possible implementation of the process, the following optimization procedure described
in [26] was proposed.

3.2. Selection of Process Parameters at the Time of Its Initiation

During the machining process of steel samples by the manipulator at a constant speed
of movement of the tool and constant pressure of the spindle in the area of starting the
machining, the process is disturbed. Air compressibility, proportional to the set force,
requires time to stabilize the process. This results in excessive or insufficient material
removal. It takes until the spindle operating parameters are established. The research work
aims to register changes and to experimentally select the spindle pressure force or change
the tool feed rate during milling, so that the machining is uniform along the entire length
of the sample edge. An example of a disturbed chamfer width is presented in Figure 8.

  
(a) (b) 

Figure 8. An example of a disturbed chamfer width: (a) scan; (b) view of the sample.

A number of Inconel 718 steel samples were prepared for the research. The experiment
was carried out in such a way that the robot performs a chamfer at an angle of 45◦, for
which a path consisting of five points was programmed. Point P10 is the start of movement.
Point P20 defines the chamfer depth. Point P30 is approximately 12 mm from point P20
and defines the chamfer depth. It is at the point where the disturbance ends. Although the
distance between the points P20 and P30 is not exactly 12 mm in every case, this average
value was adopted based on experience. Point P40 defines the end of the milling process,
and P50 is the end point outside the workpiece. The shape of the adopted path is shown in
Figure 9.

Figure 9. Characteristic points of the robot’s path.
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Additionally, the dimensions K and D, marked in Figure 9, were introduced, which
are, respectively, the depth of machining when starting the cutting process (K), and the
nominal assumed depth of material removal (D). As part of the research, parameters such
as the spindle feed force between the points P20 and P30 or the change in the speed of the
robot’s movement are looked for so that the depth of machining along the entire length is
D. In the first step, based on the diagram in Figure 7b, the values of the robot’s TCP force
and speed were selected, for which the suboptimal parameters for the beginning of the
cutting process were selected. The selected values are summarized in Table 1.

Table 1. Selected values of process parameters.

Measurement No Force [N] Velocity [mm/s]

1 6.7 250
2 6.7 500
3 6.7 750
4 6.7 1000
5 6 500
6 6 750
7 6 1000
8 5 50
9 5 100
10 5 250
11 5 500
12 4 50
13 4 100
14 4 250
15 4 500
16 4 750
17 4 1000

The next step was to determine the D–K difference (Figure 9), assuming a constant
speed and changing the contact forces within the range 3.1–6.7 N. The test results for the
velocity values of 250, 500, 750, and 1000 mm/s are presented in Figure 10. The value of the
force at a given speed for the correct implementation of the machining process initiation
is obtained in the case of a zero value of the difference D–K. At the speed of 1000 mm/s,
this situation does not occur. The other tests show that it would be reasonable to use force
changes at the entrance at TCP speeds of 250 and 500 mm/s. In these cases, the zero value
of D–K is in the half of the available force adjustment range, while at the speed of 750 mm/s,
the value of D–K is equal to zero when the force is close to the maximum value. It is not
possible to increase it.

Figure 10. Graph of correctness of machining as a function of force for different values of the speed
of the TCP.
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For the three correct values resulting from the zero D–K difference (Figure 10), a sensi-
tivity test of the process parameters was carried out, shown in Figure 11. The sensitivity
of the process was tested for the parameter D. The tests were carried out for the entry
parameters V = 250 mm/s, F = 4.5 N and V = 500 mm/s, F = 5 N.

Figure 11. Examination of the stability process for two speed values.

As can be seen at low feed rates due to the longer time of pressure stabilization, and
therefore also the force, the best repeatability of the process is obtained. This conclusion
prompted the performance of the analysis, the results of which are presented in Figure 12.
It concerned the study of the impact of changes in the speed of starting the process at a
constant tool/workpiece contact force.

Figure 12. Graph of correctness of machining as a function of speed for different values of con-
tact forces.

Figure 12 shows the values of the starting speed of the machining process with the
assumed constant value of the contact force, and the value of the TCP movement speed
was converted. That is, unlike in Figure 10, where the movement speed was constant, and
the variable force was the parameter influencing the chamfer size. As can be seen, a zero
value of the difference D–K for four sets of force and velocity parameters is obtained. For
the value of the force of 5 N and 6 N, it can be changed as it is not the limit value for the
FDB150 tool used, which, in the event of the need for correction in production conditions,
gives such an opportunity. Therefore, as parameters for the correct start of the deburring
process when changing the tool feed rate parameter, the values V = 750 mm/s, F = 6 N
and V = 500 mm/s, F = 5 N were selected. Similarly, as above, for the obtained process
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parameters with the zero value of the difference D–K, the stability of the obtained solution
was tested in 10 trials, the results of which are presented in Figure 13. The tests were carried
out for the entry parameters V = 750 mm/s, F = 6 N and V = 500 mm/s, F = 5 N.

Figure 13. Examination of the stability process for different force values.

Figure 13 shows that better repeatability of cutting with a pneumatic tool is obtained
for a force value of 5 N. The results of the repeatability of the process were summarized on
the basis of 10 tests. The obtained results of research on the impact of changes in force and
tool feed rate on the width of the deburred chamfer allow for the following conclusions to
be drawn: better results of stabilization of the chamfer width at the start of the process are
obtained with changes in the value of the process start speed, and there is a force value for
which the chamfer accuracy spread is at the level of 10% of the nominal value.

The problem presented in the paper concerns the optimization of two parameters,
force and velocity, and the objective function contains one parameter that must be satisfied,
and that is the difference of geometric parameters D–K must be 0. When the relation
D–K = 0 is satisfied, the second parameter considered for optimization is the stability of
the process. The stability of the process is shown in Figures 11 and 13.

The tool with pneumatic force application works without an external feedback loop.
The process is very fast. The forces of 4–6.7 N are very small. The value of the force was
measured for given pressures in a static way. In the experiment, the set force has a large
inaccuracy due to the compressibility of the air and the speed of the pressure regulator.
Therefore, only four levels of force values (4, 5, 6, and 6.7 N) were digitized in the study.
With such small forces, the amount of material removed is small, therefore the speed of
movement of the TCP was assumed to be 50, 100, 250, 500, 750, and 1000 mm/s. Due to
the failure to meet the criterion D–K = 0 for large forces of 6.7 N, the values of velocity 50
and 100 were rejected. For a force of 6 N, the values of 50, 100, and 250 were rejected. For a
force of 5 N, the value of velocity was 1000. In addition, under these operating conditions,
high tool wear was noted.

All possible parameters are summarized in Table 1. This is a set of data including
17 items for which the combination of parameters for which the D–K relation is equal to
0 is to be indicated. Since the amount of input data is small, it is possible to analyze all
possible combinations. Therefore, the optimization methods known from the literature
were not applied. Thus, seven combinations of contact force and velocity parameters for
which D–K = 0 were obtained. The D–K = 0 relationship satisfies the imposed technological
parameters. In the following part, for the seven pairs of parameters, one was selected for
which in 10 consecutive attempts to start machining, the maximum error resulting from the
difference D–K had the smallest relative value.

In summary, the dimensionality of the task is so small that the process of selecting a
suboptimal solution does not require the use of complex optimization methods. At the same
time, it is transparent and simple in perception, by which it has high application value.
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4. Conclusions

The research results presented in the paper provided information on the accuracy
with which edge deburring with the use of flexible pneumatic tools can be performed.
Therefore, as the most difficult element of deburring is its initiation, a procedure was
proposed that allowed for the indication of a set of process parameters that ensured
the implementation of the process in accordance with the requirements defined in the
documentation. The proposed solution is of an engineering nature and is not a classic
search for an optimal solution. The advantage of the proposed solution is simplicity, which
ensures correct implementation of deburring, which is very important from the point of
view of an industrial application.

The obtained results of the research work allow for the conclusion that the best results
of stabilization of the chamfer width at the start of the process are obtained with changes
in the value of the process start velocity parameter. It is not advisable to look for the
possibility of influencing the machining volume during the start by changing the value of
the tool/workpiece contact force. This conclusion is universal.

It should be noted that the obtained results relate to Inconel 718 and the HFC 0313.03.25
tool and they are not universal. The authors propose a procedure for carrying out work
allowing for the selection of suboptimal process parameters. In the analyzed case, these
parameters are the speed of movement of the characteristic point and the tool/workpiece
contact force.

The obtained results were used during the construction of a robotic station at Prat &
Wittney S.A. in Rzeszow.
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Abstract: The aviation industry is associated with high precision and accuracy standards of the
manufactured components, and thus the need to ensure precise quality control. Measurement
processes, depending on the manufactured components, take place before, during and after the
processing stage. Optical scanners can be used for these measurements, the measurement results of
which can be displayed on the operator panel or used to prepare a report. The innovative approach
is to measure, compare the results with a pattern, send the deviations to a neural decision-making
system, select the forces and send the results to a robot controller for adaptive machining. The
presented proprietary solution includes a data acquisition system, a neural decision-making system
and a robot that carries out the machining process via force control. The proposed solution was
verified on aviation components. During the process parameter optimization stage for the diffuser
and ADT gearbox, the points describing the change in width of the chamfer being performed and the
blade thickness in the control sections were approximated.

Keywords: industrial robots; optical scanner; programming; neural decision-making system; com-
munication

1. Introduction

The production of components for the aviation industry is associated with high preci-
sion and accuracy standards in the manufacture of components, and thus the need to ensure
quality control at various stages of production. Measurement processes, depending on the
manufactured semi-finished products, take place before, during and after the processing
stages. For control and final measurements, various measurement techniques can be used,
from taking a shape imprint and displaying the deviation value on a measuring projector,
non-contact, e.g., with a laser profilometer or optical scanner, and by contact with the use
of a probe and Coordinate Measuring Machine (CMM).

Taking the imprint and then cutting it and displaying it on the measurement projector
is very accurate, but time-consuming, and the accuracy of the measurement depends on the
correctness of manual cutting operations. The manual method with the laser profilometer
requires the correct positioning of the measuring head in relation to the measured detail.
Conducting measurements with coordinate machines requires additional time to mount
the workpiece in the measuring area of the CMM. The advantages of this solution are
high versatility and accuracy, while the disadvantages are the high cost of purchasing and
maintaining the CMM and the long measurement time [1,2]. The aforementioned methods
require a large amount of work time, while the detail must be inspected sometimes and in
several hundred places, some of them are susceptible to the so-called human factor and do
not allow automatic generation of a measurement report.

For the above reasons, it was decided to design and build a stand for conducting
robotic measurements using a 3D optical scanner. Communication between devices and
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data exchange represents a very important stage in the design and construction of robotic
stations, and details the integration of machine systems and the introduction of changes in
production processes aimed at increasing efficiency and introducing adaptation possibilities.
Machining, e.g., grinding, are examples of processes that require common communication
between many station components in a fast and continuous manner. While browsing the
literature, one can find examples of studies on machining by robots [3,4]. Force control
algorithms and their applications during processes have been presented in [5,6]. Com-
munication between many robots, and surface shaping using an industrial robot and tool
condition monitoring are described in works [7,8]. The authors of works [9–11] use the
Profibus protocol for communication. The TCP/IP protocol is employed by the authors
of [12–16]. Various programming languages can be used to create a dedicated network,
with one increasingly popular example being Python [17,18], used by the authors in the
application [19]. The authors of the article [20] describe the improvement in the grinding
process of, for example, metal molds with pressure control using CAD/CAM data, and the
improvement of the process by scanning is presented in articles [21–23]. Laser displacement
sensor in the application of aero-engine blade measurement is presented by authors of
the work [24]. The authors of the work [25] presented an innovative 3D measurement
system for the material removed from the engine blades. The use of the GOM 3D scanner
to measure the geometry of the blades in the process of inspection, servicing and repairs is
presented in the works [26].

2. Measuring System and Robotic Station

The applied three-dimensional optical scanner obtains geometric data from an existing
physical object. These data are used to reflect a virtual 3D model of the scanned object that
can be used for a variety of applications such as reverse engineering, rapid prototyping,
quality control, and cultural heritage documentation. Robotized geometry measurements
are performed using the Atos Core 3D scanner (GOM: Oberkochen, Germany) and the Atos
Professional software (GOM 7.04: Oberkochen, Germany). The 3D scanner is mounted on
the ABB IRB 1600 manipulator, which allows for any positioning of the scanner head in
front of the measuring element.

The Atos Professional software allows for recording the position and measurement
orientation of the 3D scanner in space in order to automate and repeat the measurements of
subsequent components. After completing part of the scan, the scanner moves and rotates
to areas not recorded in the previous scan. The individual measurements are automatically
processed using reference points relative to one common coordinate system, resulting in a
complete 3D point cloud.

The Atos Core 3D scanner contains a fringe projector and two stereoscopic cameras,
working on the triangulation principle (calculating the intersection of a plane and a ray
in space). These fringes are recorded by two cameras shown in Figure 1, which creates a
chamfer shift based on the sinusoidal distribution of the intensity on the camera matrices.
Atos Core uses multiple chamfer shifts based on the heterodyne principle to achieve the
highest sub-pixel accuracy. Based on the optical transformation equations, independent 3D
coordinates are automatically calculated for each camera pixel.

The computed polygon mesh describes free-form surfaces and geometric elements. Its
verification is possible by comparing the surface with the technical drawing or directly with
the CAD data set. The software also enables the implementation of 3D surface analysis and
2D analysis of sections or points.

The Atos system measures the deviation between CAD data and actual 3D coordinates,
providing full-field measurement data. These data, in addition to the representation of
surface deviations in relation to CAD data, contain complete information about the object
from which the software automatically determines other details. After the scanning stage
and obtaining a 3D point cloud, it is possible to generate a report of the properties of a given
scan as in Figure 2. The accuracy of the scanner depends on many factors, e.g., whether
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one scan is sufficient for the measurement or several scans are needed, and if so, whether
or not reference points were used to connect (stick) them.

Figure 1. Atos Core—the idea of measurement.

 

Figure 2. 3D-scanning properties.

Optical measurement systems owe their accuracy to the use of the latest solutions in the
field of optoelectronics, precise image-processing technologies and mathematical algorithms,
combined with unchanging precision standards and automatically performed calibration.

A novelty in the discussed issue is the robotic acquisition of a scan of the aerial part
before processing, in comparison with the pattern, selection of the grinding pressure force
using a neural decision-making system and sending the processed information in automatic
mode to the robot controller in order to adapt the processing parameters.

The designed robotic station shown in Figure 3 for grinding aviation elements displays:
the IRB 140 robot holding the detail, the electrospindle and the IRB 1600 robot with a
3D scanner. The Atos Professional software works with the Atos Core 3D scanner and
communicates with the IRC5 robot controller via the TCP/IP protocol.
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Figure 3. Schematic diagram of communication between robotic cell devices.

The RobotWare robot controller software (ABB 6.08: Zurych, Szwajcaria) has a force
control option and provides control of two robots. The value of the force with which the
detail is pressed against the electro-spindle tool determines the precise neural network
based on information from the 3D scanner.

Atos Professional performs the tasks of the measuring system and, together with the
Matlab software (2021B: Natick, MA, USA), communicates with the IRC5 robot controller by
sending data via the TCP/IP protocol. The grinding tool speed is regulated by a frequency
converter connected to the robot controller using DeviceNet.

The initial scenario for a robotic process is:

• Start;
• Measurement with a scanner;
• Comparison of the point cloud with the pattern;
• Data recording with deviations;
• Sending deviations to Matlab;
• Selection of the pressure force with a neural decision system;
• Sending received values to the controller;
• Automatic correction of the contact pressure for the programmed path;
• Machining;
• Control measurement by comparing with the reference (Yes/No);
• Stop and detail change.

3. Comparison of the Point Cloud with the Pattern

One of the components selected for testing is an aircraft blade. The blades are elements
of gas turbine engines. Their shape makes it possible to convert the energy of the flowing
medium into mechanical energy. The production of blades is carried out mainly for
the aviation and energy industries. They are produced by the monocrystalline casting
process, made on CNC machines, up to electrochemical drilling. Shaping the blades by
electrochemical drilling is cost-effective, but the technology is sensitive to a number of
factors, such as temperature, the intensity of the current flowing, the width of the gap, etc.
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The uniqueness of the blade shape requires an individual approach for each piece during
the grinding process.

For geometric measurement of the blades, contact and non-contact methods are used.
The use of the contact method consists in the use of measuring probes to determine the
geometric dimensions at selected points. The authors of [27,28] present this type of probe
in various applications. There are also solutions with measuring systems placed on a
robot [29]. The authors of the work [30] use coordinate measuring machines (CMM) to
measure the grinding process. In non-contact measurements, laser heads [24] or optical
scanners [15] are used. Optical scanners are mounted on stands [4,25] or on robot arms [31].
Contact devices are not sensitive to: dust, glare and lighting, but are slow compared to the
number of measurements collected using non-contact methods.

Figure 4 shows a view of the blade after electrochemical drilling before grinding.
Measurement with a 3D scanner as in Figure 5 allows one to measure the blade at each
point of interest.

 

Figure 4. A blade before the griding operation.

 

Figure 5. Measurement of blade geometry with the use of a 3D scanner.

The scanning program in the Atos Professional application (example shown in Figure 6)
is an extensive hierarchical structure of dependencies between the nominal element (CAD
pattern) and the current element (scan).
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Figure 6. Virtual environment scanning program in the Atos Professional application.

In the Atos Professional software, after comparing the scan with the CAD model,
allowances in 80 programmed points are determined shown in Figure 7.

 

Figure 7. Determined allowances at 80 points on the blade.

Then the obtained dimensions are automatically saved in the variables defined in
Python. In the process of determining the allowances, the Atos Professional Blade software
add-on is used, dedicated to the measurement inspection of all types of blades.

4. Recording Data with Deviations and Sending It to Matlab

With the Atos Professional software, it is possible to save sequentially executed com-
mands thus creating a macro. Recorded macros can be called automatically and they can
contain advanced program functions shown in Figure 8. This allows a recorded sequence
of operations to be performed repeatedly. By editing a recorded script, it can be adapted
to other tasks or generalized. Script programming is based on modifying or combining
recordings. The software in the Atos Professional environment allows users to record
a script.
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Figure 8. Creating scripts in Atos Professional.

In the top bar (Figure 8, reference 1) the editor contains buttons for recording scripts:
record, start and stop. On the left side (Figure 8, reference 2) there is a catalog of preinstalled
and user-defined scripts. There you can find items for creating new scripts, for renaming
and removing items, just as you would with regular documents. It is also possible to
export and import scripts and script archives. The scripts directory consists of three parts.
The first contains preinstalled system scripts, the second is a public folder for multi-user
access, and the third contains the user’s private scripts. The editor is used to modify the
currently selected script, in this section the block structure of the script is also displayed. In
addition to the common operations (copy, paste, find and replace), the context menu of the
editor also contains analog recorder buttons. The third part of the script editor (Figure 8,
reference 3) is the exit area. The results obtained during the script execution are displayed
there, see Figure 9.

 
Figure 9. One of the recording results.

Initially, the function is selected from the gom library, which is divided into several lay-
ers. Therefore, a few additional parameters are needed to achieve the create_multisection_
by_parallel_planes function. An open parenthesis at the end of a line indicates the start of
a function call. The following lines are the parameters one per line. The closing brace indi-
cates the end of the function call. Everything is assigned to the MCAD_ELEMENT variable.

The following data types are used as parameter values:

• Strings (direction_mode, name);
• Whole numbers (num_sections);
• Floating point numbers (position and section_distance);
• Boolean values (separated_elements).

For research purposes, a script was developed that implements the process of measur-
ing, determining deviations and sending the obtained values. It is possible to change the
script and the developer can adapt it to their needs.

For the correct implementation of grinding, the amount of allowance to be removed
in the given areas must be defined. The 3D scan (point cloud) obtained as a result of the
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measurement was compared with the reference CAD model and the surpluses at 80 points
were determined using geometric operations in the places shown in Figure 10.

Figure 10. The back of the shoulder blade with a grid of points.

In this way, the procedures performed for 80 points D1, D2, . . . D80, which were
registered in the script, were prepared shown in Figure 11.

 

Figure 11. Script with recorded allowances.

The recorded script starts with the lines: gom, os, socket, which are responsible for
including the Python libraries. The gom library is responsible for cooperation with Atos
Professional software and the user does not have access to it, but can be used in the
recording option. The os library refers to the options of the currently used operating system.
Next, the script is the results of activities on the point cloud obtained from measurements
with a 3D scanner. After saving the allowances, the data are sent from the Atos Professional
client to the Matlab server in order to select the pressure forces with a neural decision-
making system [32].
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5. The Selection of the Pressure Force with a Neural Decision-Making System

The purpose of the developed system is to select the force in contact of the blade with
the electro-spindle tool during grinding. The pressure is carried out by an industrial robot
using the Force Control add-on. The grinding pressure force is generally presented as:

Fn = f
(
Q, xC, yC, zC

)
(1)

In order to avoid the problem of modeling the relationship between the force and the
allowance Q at the points xC, yC, zC on the blade, an artificial neural network was used,
which was taught the relationship (1) with the following assumptions:

• constant rotational speed of the electro-spindle tool nt = 4500 rpm;
• constant feed speed (blade speed relative to the tool) vr = 0.02 m/s;
• variable pressure force of the blade against the tool in the range of 2–10 N.

After the assumptions, two variables were obtained which determine the pressure
force of the blade against the tool:

Fn = f(Q, n) (2)

where Q—allowance, n—number of a point on the D1, D2, . . . D80 blade instead of the xC,
yC, zC coordinates.

Using Matlab software and “Neural Network Toolbox” libraries, a neural controller
of the blade grinding process was realized. In order to approximate the tool pressure
force from the material allowance, a feed-forward neural network was used, learned in
accordance with the error back propagation algorithm [33]. The research was conducted
and based on them, a network with two hidden layers with nine neurons in each of these
layers was selected. In the hidden layers, sigmoid unipolar neuron activation functions
were used, and in the output layer, linear activation functions were used. The weights of the
neural network were learned according to an algorithm based on the Levenberg–Marquardt
optimization method.

The data for training the artificial neural network were obtained during measurement
experiments. In 80 points located on the surface of the ridge of the blade, geometrical
measurements were made in order to determine the size of the material allowance shown
in Figure 7. On this basis, the dependence of the thickness of the collected material layer on
the tool pressure force was determined. During the tests, the applied values of the pressure
forces were: 2, 3, 4, 5, 6, 7, 8, 10 N. The discussed tests were carried out randomly on 30
blades in the manner presented in Table 1.

Table 1. The structure of learning neural networks.

Pressure [N]

P
o

in
t

n
o

.

2 3 . . . 10

1

Thickness of collected
allowances

Thickness of collected
allowances

. . . Thickness of collected
allowances

2

. . .

80

Bl
ad

e
1

Bl
ad

e
2

..
.

Bl
ad

e
30

Bl
ad

e
1

Bl
ad

e
2

..
.

Bl
ad

e
30

..
.

Bl
ad

e
1

Bl
ad

e
2

..
.

Bl
ad

e
30

The task of the neural process controller is to generate at the selected D1, D2, . . . D80
measuring points on the blade (Figure 10) the values of the pressure forces against the tool,
if the value of the allowance at these points is known. The structure of the input and output
layers of the neural network results from the structure of the measurement data. The neural
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network structure has 80 inputs and 80 outputs as in Figure 12, which is as many as there
are measurement points and a visible threshold value—b.

 

Figure 12. The structure of a neural network.

The system is built on the basis of an artificial neural network, which trains the
relationship between the pressure force and the material allowance to be removed at
individual points of the blade D1, D2, . . . D80. After the neural decision-making system
determines 80 values of the forces for individual points, they are sent to the robot’s IRC5
controller in accordance with the communication parameters as in Figure 13.

Figure 13. Definition of communication parameters.

Communication parameters must be defined: server address, port and buffer needed
to receive data. Then, the determined force values are taken and saved to a variable. It
has to be converted to byte format because it is sent over the TCP/IP protocol. After
establishing communication with the robot controller, the data determined by the neural
network are sent. After the data have been transferred, the connection is closed. The
transferred data are processed and the automatic change in pressure force of the workpiece
to the grinding wheel is achieved.

6. Automatic Correction of the Pressure Force for the Programmed Path

The robotic process of grinding or polishing is performed with the use of belt
grinders [4,15,34,35] or rotary tools [36,37]. A novelty is the development of a robotic
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grinding process that will take into account the individual geometrical parameters of the
detail (e.g., blades) on the basis of automated measurements obtained with a 3D optical
scanner and determination of processing parameters with a neural decision system. A
solution was chosen in which the robot with the force control option holds the blade and
presses it against the tool. A rotary grinding tool was used as the machining tool. The
non-contact measurement of the blade geometry is performed with the use of a 3D scanner.
To control the process, a superior system generating the set pressure force of the blade
against the tool was used.

Figure 14 shows graphically the values of the pressure forces generated by the neural
process controller at individual measuring points, which in the next process become points
belonging to the programmed robot path.

Figure 14. Graphical presentation of the pressure forces at individual points on the blade.

Depending on the allowance at the measuring points on the blade, a pressure force
was generated. In the case of blade processing, adaptation of the robot’s trajectory to the
changing shape is required. This can be ensured by one of ABB’s additions, namely the
Force Control package and the FC Pressure option used by the authors. After the tests, a
solution was proposed in which a stationary tool was used (electrospindle with a grinding
wheel), and the object reference system (WorkObject) associated with the robot arm (blade
in the gripper) was movable. The advantage of this solution is the reduction in disturbance
level, because when the electrospindle is located on the robot’s arm, the force value is
recorded with disturbances resulting from dynamic phenomena.

A view of the robot application with a blade, set motion trajectory and directions of
forces in RobotStudio are presented in Figure 15. The use of the approach with force control
allows for the adaptation of the trajectory (change of the pressure force at selected points)
to the shape of the part, which varies to a certain extent.

 

Figure 15. Application view in RobotStudio.
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7. Machining

Tests were conducted on the designed robotic station with a 3D measuring system, a
neural process controller and a robot with force control. The developed algorithm of the
robotic machining process is shown in Figure 16.

 

Figure 16. Information flow algorithm in robotic processing in correlation with a 3D scanner and a
neural decision-making system.

The process begins by measuring the blade geometry and comparing it with a standard
in Atos Professional to determine the deviation grid at 80 points. The saved deviations are
sent to the Matlab software for the selection of the pressure forces by the neural decision
system for each point. The obtained pressure force values are sent to the robot controller
and automatically adapted to the programmed path at selected points. In the next stage,
the machining process begins (robot grinding with the option of force control) along the
programmed path. After the grinding process, the geometry is measured again and the
allowances are determined. When the measured allowances are within the tolerated limits,
the grinding is completed and the blade is deposited and the next one is taken. When the
measured allowances are outside the tolerated limits, the blade grinding process is repeated
until the assumed dimensions are achieved. The entire process of processing the blades
was tested on the designed station and the visual results were obtained as in Figure 17, and
the measurement of the allowance as in Figure 18.

When comparing the CAD model of the blade with the measurements obtained with a
3D scanner, the tolerance at the measurement points should not exceed ± 0.05 mm. The
conducted verification tests confirm the correctness of the adopted objectives regarding
measurements, determining the value of pressure forces from the measured allowances
and machining in a robotic process.
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Figure 17. View of the blade after grinding.

 

Figure 18. The measured allowances after grinding.

Figure 19 shows the results of the measurement after machining for the blade, namely
its thickness in cross-sections (tolerance ± 0.2 mm) for the control allowing the blade to be
installed in the engine.

 

Figure 19. Results of the measurement of the blade in control sections.
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Other aviation components subjected to the developed process include deburring the
edges of the ADT housing with measurement of the radius repeatability shown in Figure 20,
and deburring on the bosses with the measurement of the obtained chamfer shown in
Figure 21.

  
(a) (b) 

Figure 20. Deburred ADT gearbox housing: (a) block section; (b) measuring the repeatability of
the radius.

 
 

(a) (b) 

 
(c) 

Figure 21. Deburred boss: (a) before the process; (b) after the process; (c) measurement of the
obtained chamfer.

The presented approach allows for adaptive machining by determining the pressure
force of the blade against the tool (grinding wheel) depending on the measured allowance.
This avoids a situation in which the pressure force is constant over the entire surface of the
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blade, which can cause a large allowance in some areas of the blade or damage it in the
case of large losses.

8. Conclusions

The paper presents the proprietary application of a 3D scanner and a method of
communication containing a script sent via TCP/IP protocol in robotic processes of aviation
components. The innovative approach is based on conducting a measurement, saving the
results, sending their size (allowances), comparing them with the pattern to the decision
system and then to a robot controller for adaptive processing by a robot with force control.
The proposed solution was verified on three objects: in the selection of parameters during
blade grinding, in the process of deburring bosses and the edges in the ADT housing. A set
of experimental data was employed in the research, by means of which the relationship
between the location of a point on the trajectory of the blade, the pressure force and the
thickness of the collected material layer was determined. An artificial neural network was
used to determine the variable pressure force of the blade by the robot against the tool
(grinding wheel) on the basis of the measured allowances. The presented solution was
implemented for the needs of and in cooperation with Pratt & Whitney Rzeszów S.A.
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a 3D scanner. Mech. Mech. Eng. 2020, 24, 36–41. [CrossRef]

33. Hagan, M.T.; Demuth, H.B.; Beale, M.H. Neural Network Design; PWS Publishing: Boston, MA, USA, 1996.
34. Yixu, S.; Hongbo, L.; Zehong, Y. An adaptive modeling method for a robot belt grinding process. IEEE/ASME Trans. Mechatron.

2011, 17, 309–317. [CrossRef]
35. Zhsao, P.; Shi, Y. Composite adaptive control of belt polishing force for aero-engine blade. Chin. J. Mech. Eng. 2013, 26, 988–996.

[CrossRef]
36. Xiao, G.; Huang, Y.; Yin, J. An integrated polishing method for compressor blade surfaces. Int. J. Adv. Manuf. Technol. 2017, 88,

1723–1733. [CrossRef]
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Abstract: The paper presents the concept of operation and methods of using laser trackers in robotics.
So far, a small amount of research on software for sharing and exchanging data with trackers has been
done. As a result of the identified demand, a proprietary application for communication between the
laser tracker and robots, as well as other software, was developed. The developed solution is based
on the software development kit (SDK) provided by Leica and the Python language. The structure
and functioning of the developed software were described in detail. The software meets the goals set
at the beginning of the design process regarding online communication with the tracker and using
the universal, popular TCP/IP standard. The functioning of the developed software was shown in
the paper in a few examples related to manipulating robots and mobile robots. The capabilities of the
developed software were described, as well as the planned work on its development.

Keywords: robot; laser tracker; design of robotic system; mobile robot; measurement in robotics

1. Introduction

According to the 2022 IRF (International Federation of Robotics) report, based on 2021
numbers, the still dominant industries in terms of robot applications are electrotechni-
cal/electronics (137,000 robots were installed in production), automotive (119,000 units)
and engineering ones (64,000 units). Based on the 2020 IRF report about the use of industrial
robots [1], the use of robots in machining, deburring, and grinding is growing significantly.
Due to the aforementioned facts, one of the challenges of robotics is to increase the accuracy
and repeatability of industrial robots. This will make it possible to perform advanced
machining or assembly tasks. In certain areas, it will be possible to replace costly CNC
machines. Methods to improve the accuracy and repeatability parameters of robots are
numerous. Improving stiffness, modifying control systems, or using external systems for
measuring and path correction. Using laser trackers is one way to accurately measure
TCP orientation position and online correction for industrial robots. A laser tracker is a
tool that enables various types of geometric measurements in three-dimensional space. It
can be used for automated position control as well as, e.g., for 3D scanning of objects. Its
most important elements are the laser interferometer and the absolute rangefinder. Due
to their accuracy, robotics trackers are used in testing the accuracy and repeatability of
manipulating robots and for their calibration [2–4]. Laser trackers in robotic measurements
are used for a variety of applications. In the paper [5], the authors present an innovative
methodology for measuring the susceptibility of articulated serial robots, and the laser
tracker is used to measure the system’s response.

In paper [6], the laser tracker was used to measure the deflection of the robot end
effector during comparative tests and optimization of the robot position using static and
dynamic stiffness models for various milling scenarios.

The authors of the papers [7,8] ponder how to increase the accuracy of industrial
robots with the help of the Leica Absolute Tracker AT960 (Hexagon, Stockholm, Sweden).
They propose new methods of calibrating robots with tools in their workplace. These
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methods improve positioning accuracy by compensating for the identified parameters. The
accuracy of the robots, along with the reduction in calibration time, are key factors in the
success of robotic production systems.

In paper [9], the authors discuss assembly operations in the aviation industry, which
are time-consuming and require high accuracy. They emphasize that robotic assembly is
a good solution that increases productivity, but they point out that the poor accuracy of
industrial robots limits their use. They propose to improve it by adding an accurate online
3D positioning system, which consists of the KEYENCE LJ-V7200 vision system (Keyence,
Osaka, Japan) and the Leica AT-960 + T-Mac TMC-30B (Hexagon, Stockholm, Sweden)
tracking system.

Paper [10] investigated the ability of a laser tracker to measure the relative position
and orientation between two mobile Stewart platforms simulating the movement of ships
at sea. These ships are exposed to disturbance from waves and have cranes equipped with
active compensation systems on board, which keep the cargo at a certain height from the
seabed.

In paper [11], a laser tracker was used to improve the accuracy of cable-driven par-
allel robots. Inaccuracies are caused by deviations in cable lengths caused by elongation,
elasticity, or creep.

In paper [12], the authors focus on modeling, measuring, and identifying the change
in the kinematic chain of serial articulated industrial robots based on thermomechanical
deformations caused by self-heating caused by drives. The assessment of the change in
the positioning accuracy of the ABB IRB 1600 (ABB Ltd., Zürich, Switzerland) robot was
carried out using a Leica AT960 laser tracker and a FLIR SC640 (FLIR, Wilsonville, OR,
USA) thermal imaging camera.

The authors of the work [13] used a laser tracker to improve the absolute accuracy
of the ABB IRB 1600 industrial robot. They developed an advanced calibration model
that significantly reduced position errors. Similar work was carried out by the authors
of [14], who focused on building calibration systems easily adaptable to each robot type. A
computer system was built to develop and implement a calibration system. Subsequently,
experimental trials were carried out using the IRB2000 robot, which resulted in a large
accuracy improvement. Similar works on calibration and improvement of accuracy were
carried out by researchers [15–18]. The use of trackers in robotics, however, often goes
beyond accuracy testing and calibration. The subject of real-time tracker compensation is
discussed in [19,20].

In paper [19], the authors described the idea of compensation for production systems
by using external metrological systems to compensate machine tools and robots in real-time.
On the other hand, in the article [20], they used direct feedback from the position and
orientation of the end effector with the Leica laser tracker to develop an algorithm that
allowed for moving along paths at a speed of 100 mm/s with an RMS of only 0.11 mm.

The compensation for errors in production processes in the aviation industry is the
subject of article [21]. The authors of that paper show a method of maintaining high
accuracy of robot manipulation by continuously tracking the position and orientation of
the mounted tool while minimizing errors. The study of parameters of industrial robots
with the use of trackers during contact operations is the subject of [22,23]. In paper [22],
researchers evaluate the performance of robots during deburring, grinding, and cutting
operations in terms of quasi-static path accuracy and repeatability. In article [23], the
authors investigate the modal properties of industrial robots during the milling process
using a tracker. The applications of laser trackers in robotics mentioned so far concern
manipulating industrial robots. In the segment of mobile robots, laser trackers are most
often used for calibration or as a position verification tool. Paper [24] presents a method
of autonomous loading, transporting, and unloading large objects using a non-holonomic
mobile manipulator. The Faro Vantage S6 laser tracker was used to calibrate and verify the
operation of the target vision system.
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A tracker for calibrating a six-legged walking robot with an integrated parallel ma-
nipulator was used in [25]. The authors of this work, after applying the proposed tracker
method for validation, identified the kinematic parameters of the entire robot, and the ac-
curacy of the movement of each leg and manipulator was significantly improved. In [26], a
laser tracker was used to track the trajectory of a mobile robot based on linkage suspension.
Using a tracker allowed for the trajectory of the physical prototype of a mobile robot to be
registered and analyzed.

The subject of applications related to recording and sharing data from trackers is
discussed by the authors less often than using them to measure accuracy and repeatability.
Applications are most often created by manufacturers of individual trackers and are used
for metrology. Proprietary software for data sharing and communication with laser trackers
is often created. An example of such a solution was shown by the authors of [27]. They
developed a real-time control system for the position and orientation of industrial robots
using a laser tracker. Via the developed real-time interface, position data is acquired in
millisecond cycles and is used to calculate the current errors of the robot path. The EtherCAT
bus and a dedicated software solution were used for data transmission between the Leica
tracker and the robot controller. Similar research work was presented in articles [28,29]. In
these works, the authors show the software they developed for communication with a laser
tracker, along with examples of applications. The paper [29] shows the most advanced
example of the functioning of an application working behind a PC and communicating
with a robot via KUKA RSI (robot sensor interface). The software runs on a Windows PC
and supports communication with the laser tracker via Ethernet using the FARO SDK for
the laser tracker.

As for other applications of laser trackers, in the paper [30], a laser scanner, alongside a
manipulator and a 3D scanner, was used as part of a system for determining the position of
small assembly points on large-scale components. The authors indicate that the developed
method of a large-scale 3D measurement reduces the maximum and average calibration
error of the measurement system by about 55% at a measurement radius of 7 m. An
analogous use of trackers is presented in the paper [31]. The paper describes the use of
trackers for particle accelerators. Due to their mobility and accuracy, they are used to
determine the position of magnets, which is a critical part of its construction and requires
tolerances of millimeters at distances of tens of meters. The paper [32] describes the use of
multiple trackers forming a trilateration network to improve the accuracy of measuring the
flatness of the surface of a 5 m diameter ring. The effect of the positioning of the trackers,
their number in the network, and differences in the height of the measurement head on the
accuracy of po-measurement were presented. In the case of measuring flatness with two
trackers placed in the center of the ring, whose height difference is 1 m, the measurement
accuracy is ±6 μm.

Laser trackers are used in the construction of devices that require very high-precision
manufacturing. Papers [33] discuss the use of a tracker for the precise positioning of particle
accelerator systems. To increase precision, several trackers can be combined into a single
system, as shown in the example of positioning a high-energy photon source High Energy
Photon Source (HEPS) system [34].

Laser trackers can be used not only to validate the accuracy of the manipulators
themselves. They are also used to determine the accuracy of various calibration instruments
interfacing with industrial robots, such as the case described in the paper [35], where the
authors checked the accuracy of a robot’s TCP automatic self-calibration instrument.

Another interesting use of a laser tracker is the work [36] where the authors proposed
using the tracker to measure the position of the drill stem of a drilling rig. By measuring
the ground part, the authors could estimate the shape of the hole drilled by the rig.

The authors of article [37] developed a method of using a laser tracker to program
paths of industrial robots. While working on this method, it turned out that it would be
useful to develop a universal application that makes tracker data available to various types
of robots. In the solution presented there, the data with the positions measured by the
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tracker was saved on a PC and then loaded from this computer by the robot controller.
The presented solution was not universal and was cumbersome to use. In connection
with the problem described, work was started on the development of an own application
that provides data from the tracker. Software for manipulating robots, mobile robots,
and data transferring to popular software used, among others, in robotics, namely the
Matlab-Simulink package, was designed and developed. The idea behind the tracker and
the developed software will be discussed later. Examples of its applications will also be
presented.

2. Characteristics of the Tracker and the Method of Recording and Sharing the
Measured Parameters

Measuring with a laser tracker is often considered a coordinate measurement method.
It allows for precise measurements of the position of a selected point in three directions
simultaneously. These devices are used in geodesy, scanning large-size objects in 3D, and
automated control in industry. When using a laser tracker (Figure 1), it is necessary to
install a mirror reflecting the laser beam, the so-called sphere-mounted retroreflector (SMR).

 
Figure 1. Measuring with a laser tracker.

Research work on the own software was carried out with the use of the Leica AT960
absolute laser tracker. It is a very accurate device that specifies its accuracy as a maximum
permissible error (MPE). The maximum permissible error (MPE) is defined in the ISO
10360-10: 2016 standard as the highest value of the measurement error allowed in the
specification for a given measurement. Table 1 shows the tracker specification according to
ISO 10360-10: 2016, Annex E.

Table 1. The maximum permissible error of the tracker.

Laser Tracker Subsystem Symbol Maximum Permissible Error (MPE)

Interferometer (IFM) eIFM ±0.4 μm + 0.3 μm/m
Absolute laser measurement (ADM) eADM ±10 μm

Parameter R0 (R0) eR0 ±3 μm
Transverse eT ±15 μm + 6 μm/m
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The described tracker and its equipment are part of the industrial robotics laboratory
of the Department of Applied Mechanics, Rzeszow University of Technology. The tracker
and robots located in the laboratory are used to design and program stations dedicated to
aviation industry needs. The tracker was used in the station’s design to control the outlet
guide vanes (OGV) described in [38]. Tracker measurements were useful when designing a
module for geometrical measurements of jet engine blades described in [39]. Geometric
measurements taken with a tracker turned out to be useful during the development of
digital twins for the purposes of training with the use of virtual reality; this subject was
described in [40]. In the mentioned works, the tracker served only as a metrological tool
for measuring the geometry of a robotic station or workpieces. The aforementioned work
related to programming robots using a tracker caused the need to expand the tracker’s
capabilities and develop its software.

The tracker was delivered with two types of software offered by the manufacturer.
The basic tool for operating the Leica tracker is the Leica Tracker Pilot program (Figure 2a).
The program is a graphical interface between the user and the tracker controller. It allows
the user to enter all settings into the tracker, save measurements as text files, and perform
maintenance and calibration. After establishing a connection with the tracker, the pro-
gram displays status information, sensor states, and measurement values of the currently
tracked object.

 

 
(a) (b) 

Figure 2. Available tracker software: (a) Tracker Pilot software window; (b) Inspire software window.

The triggering of measurements depends on the selection of one of the 7 measurement
profiles:

• single quick measurement;
• single standard measurement;
• single precise measurement;
• continuous measurement triggered at a constant distance;
• continuous measurement triggered at a specified time;
• measurement triggered by a touch probe;
• measurement triggered by an external signal.

The software allows the user to save the collected measurement data to a CSV file.
In addition, it also has several tools for checking the measuring accuracy of the tracker
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head, reflectors, and measuring probes. Sudden temperature changes, as well as various
mechanical influences, may adversely affect the accuracy of the device. Therefore, in addi-
tion to checking the accuracy of the Tracker Pilot, it is possible to perform a compensation
procedure, which allows for maintaining high accuracy of measurements. The software
does not have any tools for the visualization and processing of collected data.

The second program provided by the tracker manufacturer, called Inspire (Figure 2b),
a metrology program, is used for this purpose. The software allows the user to create
measurement procedures, automating the process of not only data acquisition but also the
processing and generation of measurement reports on their basis. The software automati-
cally connects to the measurement devices and supports all 7 measurement trigger profiles
for the tracker. The great advantage of this software is the ability to define the dimensions of
the shape of the stands for measuring reflectors. Then the software automatically converts
the position of the measured point to the point of contact of the stand with the measured
surface. The bases can come in various shapes depending on their purpose. The simplest
ones are used to measure flat surfaces. More complex shapes make it easier to measure
edges or characteristic points of curved shapes. The software can independently recognize
the measured shape based on the arrangement of measurement points and adjust the
settings for the detected shape. It also allows the user to import CAD files and has tools
to define the relationship between the measurements and the shape pattern. In general,
the software is very user-friendly, with a large set of advanced features that are intuitive to
use. However, it has its limitations. For T-Mac probe measurements, only positions. For
robot-related measurements, recording both position and orientation is very important.

Tracker Pilot software records positions and orientations but does not have any tools
to process this data. A tool designed for measurements used in robotics is the RoboDyn
software, which allows the user to determine the base frame of reference, the tool center
point (TCP), based on measurements from the tracker. The software can also measure the
accuracy of an industrial robot and perform calibration and compensation of its parameters.
In addition, the tracker can work with many other types of software, such as PolyWorks®,
Metrolog X4, DM Works, Silma/X4-iRobot, or RoboDK.

All of the software types mentioned above have their advantages and disadvantages.
Unfortunately, none of them offers convenient and fast online communication with various
types of robots and with the Matlab-Simulink package.

Thus, several possibilities for downloading measurement data from the tracker were
considered:

• reading data from a CSV file;
• using the RTFP-EC accessory to communicate with the tracker via the EtherCat protocol;
• using the tools available in the SDK to communicate with the tracker via TCP/IP

protocol.

Taking measurements and saving the data to a CSV file is possible in both programs
supplied with the tracker, which were described earlier. This approach is convenient for
a small number of individual measurements. Exporting a large series of measurements,
especially continuously triggered measurements, is cumbersome because both programs
we tested do not have formatting capabilities for data export. In addition, such an approach
precludes the use of data for real device control. A solution designed for such applications
is a tracker add-on called RTFP-EC that allows data to be sent over EtherCat protocol at
a frequency of 1 kHz. This is an Ethernet-based communication standard. This protocol
allows for achieving high speeds of information exchange and can be used for communica-
tion in real-time systems [41]. According to studies reported in papers [42–45], EtherCat is
one of the most efficient industrial communication standards available on the market. But
its implementation costs are lower than Profinet or Powerlink [41]. Many platforms used
in robotics, such as the RaspberryPi, support EtherCat, particularly for controlling drives.
The Matlab/Simulink environment also has a set of tools for communication over EtherCat.
Unfortunately, ABB’s robots do not support this communication standard. Therefore, the
authors finally decided to use a simple TCP/IP connection, which will allow ABB’s robot
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controller and other devices and applications that support an Ethernet connection to receive
measurement data. Such a connection transfers data at 50 packets per second [46]. This
means that for serial measurements with a high trigger frequency, data is buffered and
sent every 20 ms, but without maintaining the timing regime. Thus, it is not suitable for
real-time applications. On the other hand, it can be used for robotic metrology processes,
registration of robot trajectories, and correction of low-dynamic motion trajectories.

The requirements that were set for the development of the new software included:

• online communication with the laser tracker;
• use of a popular, universal communication standard;
• possibility to choose the type of tracker measurement;
• possibility of triggering the measurement with a tracker at a defined time or distance;
• the possibility of triggering the measurement by a touch probe or an external signal;
• use of a popular object-oriented programming language that provides access to many

libraries in the form of packages.

Analyzing the available possibilities, it turned out that two leading manufacturers of
laser trackers, namely Leica and Faro, offer their own software development kits (SDK).
Having a Leica tracker, it was decided to use the SDK offered by the manufacturer based on
the NET programming platform. Still, it is also available in other programming languages
(e.g., Python). The API, i.e., the application programming interface provided by the
SDK, has the structure of an object tree. This approach means that the Tracker object is
represented by subobjects containing properties, events, and methods. Their feature is the
availability of events informing about changes in the tracker’s status. The further part of
the paper describes the developed application based on the available SDK and using the
Python language.

3. The Application of the Developed Software in Robotics

The developed application was named LeicaConnector.py. It is a TCP server running
on a PC under Windows. Devices implementing the TCP/IP interface can connect to it.
The server processes the defined TCP frames and performs functions on the tracker based
on the API (Figure 3).

 

Figure 3. The concept of an intermediary program between the tracker and the end device.

The implementation of such an intermediary in communication with a Leica device
allows for:
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• Leica device support by microcontrollers with TCP support, industrial robot con-
trollers, mobile robots, or engineering packages, e.g., Matlab-Simulink;

• easy program development by defining subsequent commands available to the client;
• the ability to send the position and orientation (in the case of T-MAC) read by the

Leica device to multiple devices;
• easy integration of measurements from the laser tracker with data from other devices.

The choice of the Python language, in the context of the design requirements set, is
determined by its versatility and universality of use, especially in applications related to
the Internet of Things and data engineering [47]. Due to the available SDK, there was an
opportunity to use, for example, the C# language. However, given that the software runs
on commands, an intuitive direction for its expansion is to integrate further measurement
devices, i.e., a 2D scanner or another Motion Capture type position determination system.
This approach is another point justifying the use of Python, as due to its popularity,
many manufacturers are developing their APIs in it. The described approach of software
development ultimately leads to the creation of a universal tool for the acquisition and
integration of measurement data. Its processing is the domain of data engineering. In
this field, Python is the language of first choice due to the multitude of libraries for data
processing and visualization. This is another argument for choosing Python.

The LeicaConnector.py program is based on a configuration file in which, among
others, the settings of the graphic interface are saved, the client command codes are
assigned to the functions they perform, and the network settings are defined, i.e.,

[TCP]
Ip = 192.168.123.11
Port = 50007
[TRACKER]
Ip = 192.168.123.31

The [TCP] section defines the IP number and port of the server being created, to which
the clients connect. The [TRACKER] section defines the default Leica device IP or the
simulator name, as shown in the section of the configuration file (the line marked in green
is a comment). The LeicaConnector.py interface comprises six sections, identified as A–F in
Figure 4.

 

Figure 4. Program interface.

In section A, there is a tracker checkbox. The list of available devices can be updated
by selecting the Discover Tracker button. Connection with the selected device takes place
by selecting the Connect button, and the correctness of the connection is indicated in the
Status field. Section B contains basic information about the configuration of the Tracker,
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related to the selected target and its configuration (ProbeFace and Tips), the measurement
status, and the selected measurement profile. This can be selected by the client by sending
the appropriate command in the form of a data frame with the appropriate code. The
program allows the user to select several profiles:

• Stationary Profile–default profile;
• Continuous Time Profile;
• Continuous Distance Profile;
• Touch Trigger Profile.

In the case of the continuous time and constant distance profile, the configuration
frame has a parameter that defines, respectively, the time interval between measurements
or the change of the distance for which the measurement will be triggered. Although
the default, triggering or ending the measurement is triggered by the client by sending a
frame with a defined code. In section C, buttons allow the user to perform these actions
from the GUI level. The Clear Text button clears the window in section F, where program
logs are placed. Section D contains information about the configuration of the TCP server
being created and the list of clients that are connected to it. The client who connected first
has the right to issue commands. Subsequent customers only receive the measurement
data. Section E is used to select a target and configure it if more than one tip is defined
in the tracker controller. In this section, the user can select a measurement profile. This is
equivalent to executing the appropriate command by the client. In the case of a continuous
time profile and a constant distance, the set interval or distance value results from the value
entered in the Const Profile field. Section F is a window where the logs of the program are
displayed. LeicaConnector.py requires the following:

• Python version 3.8.10;
• Tkinter library;
• Python.NET package.

In the case of communication with a client in the local network, the IP number of the
host should be specified in the IP parameter. Two types of frames are exchanged between
the LeicaConnector.py proxy and the client using a TCP/IP connection.

The first type of frame consists of four fields (Figure 5):

• Command—a field in the signed int (4B) format; the field specifies the frame type
through the code it contains: command frame, confirmation/error frame, or measure-
ment frame;

• param 1—a field with data in the signed int (4B) format, the interpretation of this
parameter depends on the code contained in the command field;

• param 2—a field with data in the signed int (4B) format, the interpretation of this
parameter depends on the code contained in the command field;

• param 3—a field with data in the signed int (4B) format, the interpretation of this
parameter depends on the code contained in the command field.

 
Figure 5. Basic LeicaConector proxy frame.

A special frame of the first type is the frame with code 210 (Figure 6), the parameters
of which param1-param3 correspond to the coordinates of the measuring point (target).
Their values (returned by the tracker), due to conversions to integers, are scaled by the
constant value of k.

 
Figure 6. Measurement data frame.
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When the Laser tracker works with T-MAC probes, the orientation of the T-MAC
probe is returned in the form of a quaternion in addition to the position of the point in the
tracker’s coordinate system. In this case, the measuring frame (Figure 7) has code 211, and
its fields are not only positions (x, y, z fields) but also values of the quaternion coefficients
(a, b, c, d) scaled by the constant m.

 

Figure 7. Extended measurement data frame.

The assumed values of the constants are, respectively, k = 1000 and m = 10,000.
Changing them requires modifying the GainPoz and GainRot constants in the configuration
file. The frame codes are three-digit numbers, where:

• 1xy—command codes;
• 2xy—confirmation codes corresponding to the command code. The exception is the

frame with the code 211 (position and orientation data) for the command 210;
• 30y, 3xy—general error codes and command error codes, where x = 1, 2..9, y = 0, 1..9.

The following command codes and the associated confirmation or error codes were
adopted in the developed application:

• 110—measurement start command, runs the startMeasurement function;
• 112—measurement end command, triggers the stopMeasurement function;
• 115—command sets the stationary measurement mode;
• 116—the command sets the measurement profile of the continuous time type;
• 117—the command sets the measurement profile of the fixed distance type;
• 118—the command sets the contact type measurement profile.

The example shows how LeicaConnector.py communicates with the client when using
a stationary measurement profile. It is assumed that the used retroreflector is visible to
the tracker.

1. Client: Connecting to the LeicaConnector.py server
2. Client: Send the frame: [0,0,0,110]
3. LeicaConnector.py: Frame sending: [210,1,000,000,1,523,234,5,432,984] //other customer

activities
4. Client: Send the frame: [110,0,0,0]
5. LeicaConnector.py: Send the frame: [210,1,000,000,1,523,234,5,432,984]

In the example shown, the client sends a frame with code 110, which corresponds to
triggering the measurement in the stationary mode (the default). In response, LeicaCon-
nector.py sends a frame with the code 210, the next fields of which are the coordinates of
the measuring point on the x, y, and z axes. Their values are multiplied by 1000. Hence:
x = 1000, y = 1523.234, z = 5432.984. Then (step 4), the client sends another frame with the
code 110, requesting another measurement in stationary mode. This one is passed in step 5.

The developed application allows for handling possible communication errors, han-
dling various methods of triggering measurements, and measuring in stationary mode
with the T-MAC touch probe. The following part shows the application of the developed
software in robotics.

4. Examples of Applications of the Developed Software

The software presented in this paper was originally developed to communicate with
ABB’s industrial robots. While working on the aforementioned paper [37], an idea emerged
to provide data transmission from a laser tracker. That article concerned using a laser
tracker to program the paths of industrial robots, and there is no need to quote the results
here. It is important that after developing the software, the communication diagram of the
industrial robot laser tracker was modified (Figure 8).
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Figure 8. Communication diagram between Laser Tracker and Robot ABB.

The introduced modification allows the user to avoid the need to read text files with
data. In addition, data transmission is faster, and the algorithms introduced in the future
to the application will allow for the automatic determination and translation of robot
coordinate systems.

In the further part of the paper, an example of the use of a laser tracker to determine
the position of mobile robots is presented in the example of two constructions: a 4-wheel
mobile robot with mecanum wheels and a 4-leg mobile GO1 robot.

The Department of Applied Mechanics and Robotics has a 4-wheeled mobile Panther
robot manufactured by Husarion, equipped with mecanum wheels. The Raspberry Pi 4
microcomputer with the ROS system, connected via the CAN bus with the STM microcon-
troller implementing the lower control layer, is responsible for high-level control. Moreover,
the robot allows hardware access to motors and encoders and implements the lower control
layer using the rapid design environment based on the dSpace signal processor. This
approach allows for the implementation of research work on traffic control algorithms or
identification of the mathematical model.

In the described example, the Leica laser tracker was used to determine the position
of the mobile robot in relation to the tracker coordinate system during the movement
(Figure 9), which was carried out in the so-called joystick control mode. This feature is ROS-
enabled. Successive positions of the mobile robot, understood as positions related to its
design of the retroreflector, were saved in the Matlab software using the LeicaConector.py
program (Figure 10a). In this case, the laser tracker determined the retroreflector positions
in a time-related trigger mode with an interval of 0.1 s.

In mobile robotics, it is important to measure the position on the XY plane. During
the drive of a 4-wheel mobile robot with mecanum wheels, measurement samples of the
reflector’s position were recorded. For the assumed time interval, the first 130 samples
correspond to 13 s of the motion of the mobile robot. On this basis, the path of the robot’s
characteristic point was determined (Figure 11), related to the retroreflector in the tracker
system.

The experiment in which the laser tracker determined the position of the robot while
moving was carried out in a rectangular corridor. There is a tracker at one of its ends. The
second one was the initial position of the mobile robot, as shown in Figure 11. The length
of the radius vector ∣∣∣→r ∣∣∣ = √

x2 + y2 (1)

of the robot’s characteristic point for its initial position in the tracker coordinate system
is approx. 11 m and for the end position its value is approx. 3.3 m. Moreover, it can be
seen from Figures 10b and 11 that the robot’s movement was towards the tracker. The path

161



Electronics 2022, 11, 3405

determined by the tracker indicates that the angle between the corridor axis and the OX
axis of the tracker system is determined by the relationship

θ = arccos

⎛⎝ x0∣∣∣→r ∣∣∣
⎞⎠ (2)

where x0 is the coordinate of the robot’s initial position determined in the first measurement;
it is approx. −46.5◦, which is marked in the diagram in Figure 10b.

 

Figure 9. Positioning a 4-wheel mobile robot with mecanum wheels using a Leica laser tracker.

 
(a) 

 
(b) 

Figure 10. Test stand diagrams: (a) cooperation of a laser tracker and Matlab software in determin-
ing the position of a 4-wheel mobile robot with mecanum wheels; (b) scheme of a measurement
experiment.
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Figure 11. The path of the robot characteristic point related to the retroreflector.

Applying a homogeneous transform describing a rotation on a plane having the form⎡⎣xT
yT
1

⎤⎦ =

⎡⎣ cos θ sin θ 0
−sin θ cos θ 0

0 0 1

⎤⎦⎡⎣x
y
1

⎤⎦ (3)

it is possible to determine the path of motion of MRK in the xTyT coordinate system related
to the tracker, whose axis OX is parallel to the corridor axis (Figure 10b). The resulting
trajectory is shown in Figure 12.

Figure 12. The path of the robot characteristic point related to the retroreflector in the transformed
coordinate system.

Figure 12 shows that the 4-wheeled mobile robot with mecanum wheels changed its
position in relation to xT during the movement. Changes in the position along the yT axis
result from imprecise control and skidding of the mecanum wheels.

The example discussed here shows the possibility of using a laser tracker to determine
the position of a mobile robot in relation to the adopted coordinate system. Moreover, the
known time interval between measurement triggers allows for the determination of the
remaining kinematic parameters of the robot. Using the finite difference method, the value
of the velocity vector of the characteristic point of the robot with which the retroreflector
was associated in the xTyT system was determined. Its course is shown in Figure 13. The
waveform shows that the robot movement started before the 2nd second. Velocity values
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remain negative because its projection on the axis is opposite to the axis direction. The
observed changes in the velocity value during the movement are caused by the use of the
joystick control mode.

Figure 13. Robot characteristic point speed related to the retroreflector in the transformed coordi-
nate system.

The UNITREE 4-legged GO1 robot, shown in Figure 14, is the second structure, the
path of which was determined using a laser tracker.

 

Figure 14. UNITREE 4-legged GO1 robot.

The robot weighs 12 kg, and its maximum speed is 4.7 m/s. The design is supported
by the Rasberry pi 4 microcomputer and NVIDIA Nano chips, which are associated with
five cameras. The construction includes a joystick that allows the user to control the robot
and perform predefined movements or select modes, e.g., climbing/descending stairs.
From a programming point of view, it is important that Unitree provides a ROS-based API.
Like the 4-wheeled mobile robot, the GO1 robot moved along the corridor during the tests
(Figure 15). However, in this case, an obstacle with a height of about 77 mm was added. Its
presence is to test the ascending/descending stairs mode.

164



Electronics 2022, 11, 3405

Figure 15. Scheme of a measurement experiment for the GO1 robot.

Proceeding analogously to the previous example, the path of the GO1 robot controlled
by a joystick on the xy plane was determined, as shown in Figure 16a. Figure 16b shows
the path in the transformed coordinate system. In this case, the angle θ ≈ 41.5◦.

 
(a) (b) 

Figure 16. The path of the characteristic point of the GO1 robot related to the retroreflector in (a) the
original coordinate system; (b) transformed coordinate system.

The fact that the GO1 robot overcame an obstacle placed in the test environment
can be seen in the z-coordinate (in the system related to the tracker) of the GO1 robot
characteristic point. Its course is shown in Figure 17a. Figure 17b shows the velocity of the
characteristic point of the GO1 robot. The presented example shows the legitimacy of using
the developed application and the laser tracker to record the trajectory of a walking robot.

 
(a) (b) 

Figure 17. Graphs of (a) the course of the coordinate value on the OZ axis; (b) the velocity of the
characteristic point of the GO1 robot with which the retroreflector is associated.
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5. Discussion

The presented article is primarily of an engineering nature. The solution review
performed was based on our own need for some software to share laser tracker data for
robots. Different methods of performing a literature and solution review can be adopted.
Here, the process was based on searching for applications useful in industrial and mobile
robot research. According to the authors, the available commercial solutions and those
described in the articles proved unsatisfactory and lacked versatility.

The adopted criteria the developed software was to comply with were based on
the preference for using the Matlab package, ABB industrial robots, and Raspberry pi
microcontroller-based mobile solutions. It can be assumed that, for example, in Scilab
software, Kuka robots, and STM family microcontrollers, the criteria could be slightly
different. Due to the need to develop a totally new application, the Python language
and TCP/IP protocol were chosen. The choice made was based on the advantages of the
solutions presented and experience in programming in Python and implementing projects
using the TCP/IP protocol. Competing solutions based on, for example, the C# language
and the EtherCAT standard are possible, but the advantages of the selected solutions
proved decisive for the authors.

The developed and characterized software is in the development stage. It meets the
adopted criteria and performs the main functions. However, it requires adding functions
to expand its capabilities. There is a lack of visualization of measured positions, the
ability to import CAD files, and the recalculation of positions with respect to a coordinate
system other than the tracker has not yet been implemented. A particularly useful feature
will be to recalculate the coordinates of measured points relative to the base system of
an industrial robot. This function will appear in version 2.0 of the software and allow
for the measurement and direct recording of points useful for programming robot paths
or correcting workpiece positions. One of the novelties presented in the article is the
selection and identification of tracker applications in robotics. Among the many possible
applications of trackers, the authors have limited the examples to this field. In addition, for
applications in robotics, the authors formulated specific criteria that the software that shares
data from the tracker should comply with. Performance review, along with the advantages
of programming languages and communication standards possible to use in such a project,
can also be considered a novelty. The software itself is also new, with the characteristics of
its construction and operation. After adding the above-mentioned necessary functions, it
will be made available to Leica and all interested parties, along with the source code for
its use and development. The authors hope that the developed software will be used in
solutions where online robot-tracker laser communication from Leica is necessary.

6. Conclusions

The paper presents the concept of operation and methods of using laser trackers in
robotics. The analysis shows that trackers can be successfully used to track the movement
of mobile robots. They allow for precise measurements of traffic parameters. An interesting
and intensively developed topic is the real-time correction of paths of manipulation robots.
The conducted analysis indicates that the applications of trackers are described very widely;
however, there is no characteristic of work on the development of software for sharing
and exchanging data with trackers. A real-time data exchange tracker is a device that
supports TCP/IP communication allowing for building advanced, very precise solutions
in various fields. The shortcomings in the tools available on the market and our own
demand resulted in developing our own software. The developed solution is based on the
SDK provided by Leica and the Python language. The structure and functioning of the
developed application have been described in detail. The software meets the goals set at
the beginning of the design process regarding online communication with the tracker and
the use of the universal popular TCP/IP standard, thanks to which it enables data transfer
to most devices available on the market; especially industrial PLCs and robot controllers
from various manufacturers. Python, a general-purpose, high-level programming language
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with an extensive library package, allows for adding new functionalities to the application.
As part of further work, it is planned to expand the program with the automatic creation
of coordinate systems and positions measured in relation to them. For applications in
manipulative robotics, adding options related to determining the TCP of the robot with
the use of a tracker, base system, and calibration of selected robots are planned. In the
discussed application, it is planned to add functions related to the correction of TCP online
position based on data from the tracker. The real-time correction will be performed based
on the position of the robot controller and the position of the tracker. For the correction,
it is also planned to use other data sent from the robot in the TCP/IP standard, namely
parameters related to the contact force or the process being carried out.
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Abstract: The impulse for writing the paper is the observation of the works related to the implemen-
tation of robotization of processes such as machining, glue application, welding and painting. The
abovementioned processes, in addition to the correct implementation of the trajectory, require the
definition of various parameters (e.g., speed) in the robot’s software. In the trajectories where the
reconfiguration of the robot arms is observed, there are significant errors in the implementation of the
defined speed. Robotic technology suppliers, in the event of speed disturbances, manually increase
the defined speed value or experimentally select other parameters. It is a cumbersome process, and
the lack of information about the process parameters makes it time-consuming and inaccurate. In this
paper, one representative process is selected, namely machining performed with various tools by ABB
robots. In order for the robotic process to be controlled, it is necessary to compare the defined path
with the speed profile. Then, the speed parameters can be controlled and corrected. The approach
proposed in the paper allows for improving the quality of implemented robotic processes. It presents
the available IT tools for station monitoring and how to use them. The advantages of the proposed
solutions and their limitations are shown in the examples of implementation of robotic stations in the
industry.

Keywords: signal analyzer; tune master; test signal viewer; robot monitoring

1. Introduction

The motivation of the article is related to previous experiences in the robotization of
processes such as machining, gluing, welding, and painting, where it is very important
to ensure a defined speed. The currently encountered robots are characterized by the
implementation of a path with a very high repeatability in the absence of ensuring a
defined speed of movement. This also results from the provisions of the PN-ISO 9283
standard. The occurrence of significant reconfiguration of the robot arm causes large errors
in the implementation of the defined speed. Robotic station integrators in the event of
speed disturbances increase the defined speed value based on experience. The process of
selecting these parameters is time-consuming and requires experience and dedicated tools.

In order to improve the control of a defined robotic process, it is necessary to control
the defined path and observe the given speed profile. Then, we can control and correct the
speed parameters. All parameters for evaluating the robot path for ABB robots are available
in RobotStudio. Other parameters, such as speed, acceleration, contact forces, energy
consumption, etc., can be recorded using additional software. The Signal Analyzer option
embedded in RobotStudio enables the registration of the robot’s kinematic parameters,
displacements, velocities and accelerations, both joint parameters and parameters of the
TCP (in accordance with the ISO 10218-1: 2011 tool center point—a point defined for a
given application, taking into account the coordinate system of the mechanical interface),
point motion in various reference systems, and recording of energy consumption, while all
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the abovementioned data can be saved over a wide time horizon at the station and with a
remote method using network communication.

Other external programs for monitoring the operation of robotic stations are Test
Signal Viewer, which is designed to measure mainly signals related to the operation of the
force control add-on; it gives the option of measuring the force vector in different directions
of a defined reference system.

The latest of these is the external Tune Master program, which, in addition to a
friendly interface, allows for recording the parameters listed in the previous programs, and
additionally allows for recording the parameters of regulators and damping, both for the
robot’s drive units and for added external systems.

The tools listed above are implemented depending on the problem. The study consid-
ered the use of the Tune Master add-on for the selection of the process of robotic machining
of the ADT gear body, and the Test Signal Viewer program for monitoring the forces in the
process of machining the V2500 engine diffuser.

The Signal Analyzer software was used to control the accelerations affecting the
Keyence laser scanner in the processes of controlling the execution of rays and deburring
the sharp edges of the aircraft gearbox housing, and in measuring the path correction points
during robotic processing of cast iron castings.

The approach proposed in the article enables improving the quality of the robotic
processes carried out. It presents the available IT tools for monitoring the parameters
of robotic stations and how to use them. On the examples of the implementation of
robotic stations in the industry, it shows the advantages of the proposed solutions and their
limitation.

2. State of Knowledge

Almost every leading manufacturer of robots on the market offers tools that allow for
recording the working parameters of robots. For example, Kuka offers the KUKA.ProcessScreen
software for the visualization, monitoring, and continuous documentation of various types of
robotic production processes in real time. It enables data management and documentation, and
includes simple tools for analysis. Another tool offered by KUKA AG is the KUKA Connect
analytical platform. It allows access to data using a web browser (Google Chrome, Safari,
Microsoft Edge) or a mobile application. In this way, databases on the operation of robotic
systems can be built and accessed in real time. KUKA iiQoT is the software based on the cloud,
in which, thanks to the use of IIoT (Industrial Internet of Things), it is possible to view all
interesting information in real time, for both one and many robots.

Another robot manufacturer, Fanuc, offers universal MT-LINK software for monitor-
ing the parameters of not only industrial robots, but also CNC machine tools and other
mechanical units.

There are a number of programs that enable the collection and analysis of data from
machines and devices in the industry, including robots. These are, for example, SCADA
Asix, DASYLab, or the aforementioned MT-LINKs. It is worth paying attention to solutions
dedicated only to robots, such as the IXON application, supporting such robot brands as
ABB, Aubo, Automata (Eva robot), Comau, Doosan, Epson, FANUC, Hanwha, Kawasaki,
KUKA, Mitsubishi, Nachi, Omron, OTC Daihen, Panasonic, Sawyer, Stäubli, Universal
Robots (UR+), Yaskawa, and KEBA.

This paper describes the possibilities and the way of using the ABB software for
recording parameters of robotic processes.

The most readily available and frequently used data acquisition software is an add-on
that is an integral part of RobotStudio called Signal Analyzer.

Its use is very wide, e.g., in article [1] a method of optimizing the energy consumption
of robotic stations is presented. The problem is formulated as reducing energy consumption
by finding the optimal execution time and sequence of the robot’s movements. The result
shows a 12% reduction in energy consumption without increasing the cycle time of the
stations. A similar problem was discussed in [2], where the change of the acceleration
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ramp values and the speed of movement of the TCP point were used while maintaining a
constant time. An alternative method of minimizing energy consumption can be found
in [3], which proposes an algorithm that creates a smooth, collision-free path, taking into
account energy consumption. The method of planning the probabilistic road map (PRM)
path and the optimization algorithm based on the Dijkstra algorithm were used for this.

Another example is the planning of paths and modeling of robots used in foundries [4]
or the optimization of their movement in industrial processes [5]. Other industrial applica-
tions include monitoring of laser cutting stations [6].

New information technologies such as virtual reality are used for training [7]; the
possibility of virtual generation of complex traffic paths [8] requires knowledge of minimal
digital recording of the movement of robotic stations. Obtaining such data is possible
thanks to the aforementioned Signal Analyzer program, and this type of application is
included in [9].

Together with the development of the addition of force control in ABB robots, the Test
Signal Viewer software was launched on the market, dedicated as a solution for monitoring,
controlling, and recording the signals of controllers with the IRC5 system [10,11]. The
software was mainly designed to record the force values from sensors manufactured by
ATI Industrial Automation. Therefore, the main applications of this software are related
to processes where forces must be controlled. The main applications are force monitoring
in the processes of machining [12] or polishing [13–15]. Robotic joining technologies in
which forces play an important role also make extensive use of the capabilities of the Test
Signal Viewer software. This applies, for example, to resistance welding (RSW) [16], or the
recently very popular friction welding (FSW) [17,18]. It is also worth mentioning that the
speed of data recorded by the software allows for vibration and noise analysis [19].

Other examples include assembly operations [20] or manufacturing technologies using
robotic plastic processing, i.e., roboforming [21]. The use of additional force control enables
the robot to be programmed by guiding the effector by hand [12].

A very original solution for the implementation of a device for energy recovery and
storage on a working robot can be found in [22], in which the discussed software was used
for analyses.

A newer tool for signal analysis is the Tune Master software consisting of four modules.
The first one, called Robot, is designed for the analysis and selection of the dynamic
coefficient responsible for damping the oscillations, which significantly improves the
implementation of the planned path. The second one, called Additional Axis, has the
functionality to display and modify configuration parameters for each mechanical unit in
the system. For external mechanical units, it is possible to estimate the friction coefficient
to identify parameters in the statistical model using the least squares method. We have the
possibility to analyze quantities such as the total moment of inertia, total Coulomb friction,
total viscous stick for the motor, gear and arm, and the angle between the center of rotation
and the center of gravity. In addition, we have the ability to define the parameters of the
PID controller, and define the values of deceleration and acceleration ramps.

The last two modules are Servo Gun and Log Signals, which are used to work with
signals generated by mechanical units. Thanks to their application, it is possible to analyze
and control the condition of a given machine. They allow for creating reports on the process
and showing the influence of external factors on the process.

In the following subsections, the paper presents solutions using Log Signals to mon-
itor and record quantities such as velocity and linear and angular acceleration of robot
elements, values of forces, and moments, both driving and resulting from contact, e.g., a
tool workpiece. Unfortunately, only one article [23] concerning the accuracy and noise
immunity of the IMU sensor installed on a robot was found in the literature on the Tune
Master Log Signals software application available to the authors.

Summing up, each of the robot manufacturers offers tools for analyzing and recording
signals related to the robot’s operation. In the case of their insufficient functionality,
universal commercial tools can be used. In our work so far, during the implementation of
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robotic stations equipped with ABB robots, three dedicated tools have been used, and they
are presented in the following subsections.

3. Application of Diagnostic Software in Industrial Examples

During many years of work with applications implemented with the use of ABB
robots with the IRC5 controller, in practice many tasks would be very time-consuming
or impossible to implement. Processes related to force control, minimization of energy
consumption, and machining require at a certain stage of implementation information
about the process parameters and the possibility of their monitoring and registration. This
allows for understanding the phenomena, drawing conclusions and correctly implementing
the defined task. Below are presented examples of using RobotStudio Signal Analyzer, Test
Signal Viewer, and Tune Masters for the implementation of robotic industrial solutions.

3.1. RobotStudio Signal Analyzer

The production of parts or components of aircraft engines from the point of view of
the plant’s order portfolio is characterized by stability over a wide time horizon. Long-
term orders for a strictly defined number of parts, on the one hand, allow for long-term
production planning and provide a certain financial stability; on the other hand, they do
not allow for product development or increasing the number of manufactured components
in order to increase profits. The only possibility of increasing the profits from production is
to carry out the production process with the least amount of human work and the lowest
energy consumption. It is an impulse for optimization efforts that directly translates into the
economic result of the enterprise. One of the elements of cost reduction is the optimization
of electricity consumption, which we implement for robotic stations using the RobotStudio
software add-on called Signal Analyzer.

The process of minimizing energy consumption is presented with the example of a
real robotic station used to control the quality of outlet guide vane (OGV) castings. As part
of the work to minimize energy consumption, the process parameters were recorded and
the changes in the speed of the TCP point and acceleration changes were searched for, so as
to minimize energy consumption while maintaining a constant process time. The robotic
station this paper concerns is the equipment of the Research and Development Laboratory
for Aerospace Materials (Figure 1).

The selection of process parameters allowing for the reduction of total energy con-
sumption by the robotic system was based on the dependence on electricity. The value of
the torque produced by the robot’s drives is related to the description of the dynamics of
the object and depends on acceleration and speed as well as resistance to motion. Summing
up, changes in speed and acceleration of movement of the robot’s TCP point affect the
drive torque in the robot’s joints and thus the drive currents, which translates into energy
demand [2].

Because the entire program for controlling the thickness of the OGV airfoils of the
robotic station includes over 3000 movement instructions, and the execution time is approx.
15 min, the method of selecting accelerations and speeds is illustrated by a simplified real
example. Let us assume that the robot’s TCP is moved from P1 to P2 (these are the TCP
robot trajectory points). Figure 2a shows the point motion parameters such as speed and
acceleration, power consumed by the system, and total energy. By changing the motion
parameters of the point, namely increasing the speed and decreasing the acceleration value,
we can reduce the energy consumption of the system (Figure 2b).

It should be noted that the time needed to travel from P1 to P2 is constant because we
assume that the working cycle time of the robotic station is not extended, which is very
important in our considerations.

The change of the robot’s TCP point motion parameters, its monitoring and registration
were carried out using RobotStudio software and the Signal Analyzer add-on. It is a tool
that allows for recording a series of defined values at a speed of 40 times per second. The
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values of recorded parameters can be observed online in the scaled graphs or saved as text
files or *.xls files. An example of the application window is presented in Figure 3.

 

Figure 1. Robotic station for controlling the thickness of OGV airfoils.

  

Figure 2. Cont.
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(a) (b) 

Figure 2. Parameters of the movement of the TCP point and work parameters of the robotic station:
(a) speed, acceleration, power consumed by the system, and total energy; (b) changing the motion
parameters of the point, increasing the speed, and decreasing the acceleration value reduce the energy.

Figure 3. An example of RobotStudio Signal Analyzer application window.
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Defining accelerations and decelerations in the RAPID language is possible by defining
the percentage value of acceleration and the percentage value of the increase of acceleration.
The method of changing the accelerations set by the AccSet function is presented in Figure 4.
Figure 4a shows nominal acceleration values, at a maximum for a given station structure.
Percentage change of their values is possible, e.g., by using the AccSet function with
parameters. The first parameter corresponds to the limitation of the nominal acceleration
value as a percentage. In Figure 4b, for example, the acceleration value is reduced to 30%
of the maximum acceleration value. The second parameter corresponds to the value of the
speed of acceleration increase. In the example in Figure 4c, the acceleration gain is limited
to 30% of the standard value.

 
(a) (b) 

 
(c) 

Figure 4. Methods of defining accelerations: (a) nominal acceleration values; (b) the acceleration
value is reduced to 30% of the maximum acceleration value; (c) the acceleration gain is limited to 30%
of the standard value.

In the work on reducing energy consumption in programmed movement paths, the
speed was increased by software, and the acceleration was limited to a constant time.

In the solution proposed in article [2], the choice of parameters was made empirically.
The invariable limitation adopted was the path execution time. Acceleration was minimized,
and speed was increased until the process was no longer feasible. The most common
limitation here was the minimum acceleration value of the robot.

Figure 2 shows a simple example of how it influenced the energy consumption. The
same was done for all traffic stages in the real station. The conducted work allowed for
reducing the value of consumed energy by 15% while maintaining the process time below
15 min. The proposed method of signal analysis and parameter changes allowed for a
15% reduction in energy consumption by a real robotic station while maintaining the same
process execution time. It is worth paying attention to the economic aspect of the cited
work, which over a wide time horizon brings significant financial benefits.

3.2. Test Signal Viewer

The Test Signal Viewer tool allows for selecting the parameters of force control systems.
The use of the Force Control (FC) package allows controlling the force exerted by the tool on
the workpiece. The use of such a solution enables the robot to interact with the environment
by controlling the process using the strategy of FC Pressure or FC SpeedChange. The
FC Pressure option enables polishing or grinding of elements with variable geometry
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(e.g., castings) while maintaining a constant pressure of the tool on the surface of the
workpiece at a constant defined process speed. The idea of this solution is presented in
Figure 5a. The use of this function allows the material to be processed at a constant speed
and control of the force perpendicular to the processed surface. The tool travel path follows
the curvature of the surface.

The FC SpeedChange function (Figure 5b) allows the casting to be machined or the
machining allowances to be removed at a speed depending on the existing drag forces. The
speed of movement of the robot’s TCP point is reduced by the control system when the
forces occurring during machining exceed the assumed values. This avoids damage to the
workpiece or tool from excessive stress and heat.

  
(a) (b) 

Figure 5. (a) Principle of operation of the FC Pressure function; (b) principle of operation of the FC
SpeedChange function.

The use of the FCPressure add-on requires the determination of a number of parame-
ters, such as Threshold %, Force Change Rate N/s, Damping-D %, the maximum waiting
time for contact (Timeout s), the percentage of the set force with which the robot starts the
process (Zero Contact Force %), and the level of filtration for the low-pass filter (Noise level
Hz). Regarding parameters, the rate of speed change and the percentage of the set force
with which the robot starts the process are correlated with the shape of the trajectory and
are selected on the basis of research practice to date. The parameters of the coefficient of
force growth and the damping were selected on the basis of the experiment, so that the be-
ginning of the process was characterized by the lack of a cavity in the performed deburring
and the resulting treated surface was smooth. The selection of these parameters is related
to the type of material being processed as well as the type of tool used and the cutting
parameters. Adopting the parameters of the force control system allows for starting testing
work aimed at determining the process parameters such as the speed of the TCP point and
the value of the contact force between the tool (cutter) and the workpiece. The software tool
that allows for monitoring and analyzing the values of sensor forces in different reference
systems at different speeds is the Test Signal Viewer software. This software was tested
on the machining of parts having a randomly changing shape (the solidification process
of the detail introduces a random change of geometry to some extent). This treatment is
related to the processing and determination of suboptimal values of the damping factor
and the force increase factor. In the research work, the forces and speed of movement of the
TCP point were searched for, ensuring the execution of edge deburring within the limits
defined by the technological requirements imposed by the PWA 360 standard by Pratt
and Whitney. For the tests, a V2500 engine compressor casting made of Inconell 718 was
used as a demonstrator. One of the casting elements was selected, namely the so-called
triangle-shaped nabe with rounded tips, and the tool used was a multi-flute conical cutter.
Photos of the research work are presented in Figure 6.
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(a) (b) 

Figure 6. Photos from the research work: (a) diffuser view; (b) debured naba.

Figure 7a shows the path followed by the robot’s TCP point and the system of the
adopted reference system in the force control process (Figure 7b).

(a) (b) 

Figure 7. (a) View of a trajectory built using RobotStudio; (b) a trajectory built using a centered touch
panel.

The problem of loss of force control was encountered during the research work
(Figure 8a). The manufacturer states that the tool works from the value of the controlled
force at the level of 1 N in the Z axis.

For the workpiece, when executing the trajectory along the path (force control in
the Z axis of the tool) at the last third turn (Figure 8a), the force control stops working
properly. The disturbance of the force control package occurred at the set force of 2 N, and
the gradual increase of the feed force minimizes this effect [24]. Figure 8a shows the effect
of the decrease in the value of the forces between the tool and the workpiece while moving
along a triangular path and Figure 8b shows what the correct trajectory should look like.

It was noticed that the correctness of the performed machining depends on the shape of
the surface, and above all, the speed of the TCP point and the contact force. For the defined
motion path and the set speed, it was necessary to define the minimum parameters of using
the FC Pressure software feature. As a result of the research work, internal documentation
was created, specifying for which tools and materials what minimum debris values can be
obtained with the use of a robot with the force control software. The entire document was
developed as a result of testing and monitoring parameters using the Test Signal Viewer
software.

The paper [14] includes optimization of parameters in terms of the width of the
deburring performed and the quality of the surface. As an indicator of quality, the sum of
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squares of lapses relative to the nominal value was proposed, which informs how much
error was made in the execution of the deburring. To assess the rate of the shape change
(surface quality), an indicator was introduced in the form of the maximum value of the
derivative of the function describing the shape change.

 
(a) 

 
(b) 

Figure 8. (a) Force registration in case of loss of contact; (b) force registration without losing contact.

For this purpose, the deviation from the nominal value was discretized with a set
of points. The obtained points were approximated by a third-degree spline function
using Matlab/Simulink software. The generated function was then used to determine the
proposed quality indicators. The sum of squares of the lapses and the maximum absolute
value of the derivative of the error function were used as quality indicators. Juxtaposition
of the obtained indicator values allowed for the selection of suboptimal parameters. The
resulting parameters in the form of the value of the tool–workpiece contact force and the
speed of the TCP at a given nominal value of tool rotation were adopted as the best solution
from the available set of solutions. A detailed description of the conducted research is
included in [14].

The second problem defined above concerns the selection of the damping and the
speed of the force increase. It is related to the quality of the machined surface. As a result
of the research work, the indicated parameters were determined for the analyzed diffuser
machining process. The experiment consisted in driving along one of the rectangular
edges of the sample with a given contact force and recording the force value with variable
parameters of the force control system. The course of the experiment is shown in the
diagram in Figure 9.

In the first step, the influence of the damping coefficient D on the stabilization of the
set force for different values of forces was investigated [25]. In the ABB documentation, the
damping coefficient D is a definition of how large a contact force is required for the robot
to move at a certain speed. The signals from the force sensor were recorded using the ABB
Signal Test Viewer software, additionally exporting the recorded measurements to Matlab
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software in order to determine RMS errors. An example of a measurement chart is shown
in Figure 10.

 

Figure 9. Course of the experiment.

 
(a) (b) 

 
(c) (d) 

Figure 10. Signals corresponding to the values of forces in various reference systems recorded with
the use of Signal Test Viewer software, at the set force 12 N and the damping coefficient D = 100%:
(a) the signals in the force sensor reference system xS, yS, zS; (b) signals in the tool coordinate system
xT, yT, zT; (c) force error; (d) set and actual force.

181



Electronics 2022, 11, 3415

Figure 10 shows that the signal 209 (related to the direction of the Z axis) along the
entire trajectory oscillated around a force command value of 12 N. This value is close to the
reference value in this example test. It should be noted that in the initial phase of the robot’s
contact with the environment, there was a noticeable overshoot of signal 209 to a value
close to 17.5 N. The force error diagram shows that throughout the entire measurement,
when the manipulator tool was in contact with the workpiece, the force error diagram had
quite large oscillations (error values of 2 N and the RMSE value of 1.873567). The second
part of the experiment consisted in making and analyzing the measurements with regard
to the value of the speed of force changes. A number of tests were performed. An example
of a test is presented in Figure 11.

 
(a) (b) 

 
(c) (d) 

Figure 11. Signals corresponding to the values of forces in various reference systems recorded with
the use of Signal Test Viewer software, at the set force 12 N and the rate of force increase FC = 75 N/s:
(a) the signals in the force sensor reference system xS, yS, zS; (b) signals in the tool coordinate system
xT, yT, zT; (c) force error; (d) set and actual force.

Figure 11 shows the lack of overshoot in the course of the real force (signal 209). How-
ever, this comes at the cost of a higher RMSE mean square error and standard fluctuation.
The authors conducted research for selected values of the D coefficient of 150%, 100%, 75%,
and 50%. Research was conducted for these coefficients. The results for the coefficient
D = 100% are shown in Figures 10 and 11. The selected value of D = 100% was selected
experimentally, taking into account the force stabilization and the speed of force change.
The appropriate selection of the parameter is an important element in programming, if the
manipulator is to perform cutting operations with high accuracy and in a stable manner
(this corresponds to the quality of the machined surface) [25–27]. To sum up, the use of the
Test Signal Viewer software allows for better use of the Force Control software feature and
extends the possibilities of its implementation.
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The method of determining the best parameters of damping and rate of force buildup
was carried out on the basis of an experimental study, which consisted of making a pass
along one edge of a rectangular sample. The value of the tool–sample contact force was
assumed, and at different values of damping and rate of force buildup, the correctness of
realization of the assumed force was measured.

Thus, the effect of the damping factor D and the force increase factor FC on stabi-
lizing the set clamping force of F = 12 N was tested. Signals from the force sensor were
recorded using the ABB Signal Test Viewer application, dedicated to retrieving signal values
from ABB’s robot controller. Figures 10 and 11 show selected results of the experiment
implementation. Figures 10c and 11c show the course of the force value deviation.

Two indicators of the quality of force control implementation were used for the
analysis: the root-mean-square error (RMSE) and the standard deviation according to the
relationships:

ελ =
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2
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λk −

=
λ

)2
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where: ελ—root-mean-square error; σ—standard deviation; n—number of samples; k—sample

no.;
=
λk—contact force error in the k-th measurement; λ—arithmetic mean of force value.
In the first part of the experiment, seven tests were performed by varying the damping

parameter in the range of 25 ÷ 175%, with a constant force increase factor FC = 50 N/s.
The results of the analysis are presented in the form of a plot in Figures 12 and 13.

  
(a) (b) 

Figure 12. (a) Plot of the root-mean-square error as a function of the value of the damping parameter;
(b) plot of the standard deviation as a function of the value of the damping parameter.

Figure 12a presents a plot of the root-mean-square error as a function of the value
of the damping parameter, while Figure 12b shows a plot of the standard deviation as a
function of the value of the damping parameter.

In the second part of the experiment, tests were carried out for eight values of the
force increase factor FC in the range of 10 ÷ 150 N/s, with a constant damping factor of
D = 100%.

Figure 13a shows a plot of the root-mean-square error as a function of the value of
the force increase parameter, and Figure 13b shows a plot of the standard deviation as a
function of the value of the force increase parameter.

The smallest values of the root-mean-square error and standard deviation ratios were
observed for a damping ratio of D = 75% and a force increase ratio of FC = 30 N/s.
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(a) (b) 

Figure 13. (a) A plot of the root-mean-square error as a function of the value of the force increase
parameter; (b) a plot of the effect of changes in the force increase parameter on the standard deviation.

3.3. Tune Master

Robotization of technological processes related to machining has been carried out in the
industry for many years. Robots are used primarily for the operation of CNC machines and
the processing of so-called soft materials such as plastics, wood, and aluminum alloys. With
the increase in the repeatability and accuracy of robots, the spectrum of their applications
is growing. Robots can find application in the automation of manual processes such as
deburring, and removal of mold lines on cast elements [28–32]. Due to the low rigidity
compared to your CNC, robots will not replace them in the so-called heavy and highly
accurate machining. Robots are more and more commonly used where high accuracy is
not so important, e.g., in deburring cast iron castings.

As part of the work carried out, a robotic station was developed to machine castings
of gearbox housings made as gray cast iron castings made in disposable sand molds. A
view of the station model is shown in Figure 14. The station components are described
in Figure 15. The idea of the station’s operation is based on the use of the IRB1600 robot
with a 2D laser scanner, which allows the measurement of fluctuations from the reference
model. Then, the position offset of the cutting tool is calculated. The measured workpiece
is transported with a five-axis IRBP B250 positioner to the machining zone, the so-called
dirty zone. There, the IRB 4600 robot equipped with an electrospindle and tool storage
performs the machining of workpieces.

 

Figure 14. Station model.
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Figure 15. Station diagram: (1) IRB 1600 robot with Keyence measuring head; (2) IRBP B250 five-axis
positioner; (3) IRB 4600 robot with electrospindle and force sensor; (4) tool storage; (5) IRB 1600 robot
controller; (6) IRB 4600 robot controller; (7) electrical cabinet.

The machined workpiece is a part from the automotive industry in which the time of
execution of machining processes is crucial. Therefore, it is important to perform machining
as efficiently as possible. In the presented station, the FC SpeedChange software feature
was used, which allows, by measuring the force in the cutting direction, for increasing or
decreasing the speed of the tool movement. In order to monitor the forces in test work, so as
to determine the tool speed change thresholds, parameters such as tool movement speeds
and forces in the process must be known. Tune Master software was used to monitor these
parameters. An exemplary view of working with the software during tests is presented in
Figure 16.

p g

 
(a) 

Figure 16. Cont.
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(b) 

Figure 16. Tune Master Log Signal window view: (a) registered forces; (b) speed ration.

The tuned parameter for this solution was the value of the force at which the robot’s
TCP feed rate is reduced (Figure 16a, signal 401, red color). This is a very important limiting
parameter. With cutting forces (Figure 16a, signal 402, blue color) below the accepted value,
the TCP moved with the feed rate specified by the programmer, e.g., 100 mm/s. When the
limit value was exceeded, the feed rate was reduced (value 1 corresponds to the speed set by
the programmer, picture 16b, signal 403, green color). The limiting force parameter was tuned
using Tune Master software. The selection of this parameter was carried out experimentally.
The authors set the maximum feed rate specified by the cutting tool manufacturer. Contact
forces were then recorded. If the contact force that occurred was safe for the tool then it was
taken as a limit and set as a parameter in the software. If this parameter was selected, the
cycle time was optimized. Efforts were made to achieve the highest possible TCP feed rate,
i.e., the shortest possible machining time for the part. The most important criterion was not to
allow damage to the tool. It was checked that the forces during cutting did not exceed the
maximum forces allowed by the tool manufacturer. The software and optimization resulted
in a machining cycle time of 750 s. On the basis of references from similar projects, it can be
assumed that the cycle time without optimization would be 30% longer.

The use of the Tune Master software enabled the optimization and correct program-
ming of the casting machining station, which was implemented in a Kutno foundry pow-
ered by Luma Automation. Photos of the work in the laboratory and the implementation
in the production plant are presented in Figures 17 and 18.

 

Figure 17. Robotic station during tests in the laboratory.
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(a) (b) 

Figure 18. Robotic station in the production plant: (a) view of the measuring part; (b) view of the
machining part.

4. Conclusions

The paper presented examples of the use of three programs to monitor the operation
of ABB robotic stations with the IRC5 controller. Their possibilities, functionalities and
industrial examples of use were shown. The presented programs, thanks to the possibility
of monitoring, recording, and data processing, can extend the possibilities of implementing
robotic stations to more demanding technological processes. The use of the aforementioned
IT tools in many cases allows for a significant reduction in the programming time of robots,
and in some cases for the optimization of energy consumption, which brings financial gains
over a wide time horizon.

In our practice, we have so far used the abovementioned software to carry out such
tasks as the development of a robotic process of deburring the edges of parts with variable
shape used in aircraft engines with the use of the automatic tool trajectory adaptation
system. The work was carried out for the diffuser of the V2500 engine used in Airbus A320
and McDonnell Douglas MD-90 airplanes. Another example is the already mentioned
station for measuring the thickness of the segments of the OGVs of the GP7000 engine
produced by a wide consortium, including by Pratt and Whitney, used in the Airbus A380
aircraft. In addition, monitoring software was widely used in work on the automation
of machining thin-walled aircraft gearbox housings made of light alloys. The research
work carried out concerned the deburring of the machined sections of the aluminum ADT
housing of the PW1500G engine used in the Airbus A220 aircraft. The aforementioned
software was widely used in the selection of parameters for the robotic blade grinding
process of the PT6 motor manufactured by Pratt and Whitney. The company also benefited
from the work related to polishing the teeth of the FDGS gear wheels. The monitoring of
brush wear in the process of deburring the blade locks of the CFM International LEAP
engine used in the Airbus A320 and Boeing 737 aircrafts commissioned by Safran Aircraft
Engines is another example of the use of monitoring programs. An example of imple-
mentation in the automotive industry is the already mentioned work on the development
and commissioning of a technology for the production of highly accurate iron castings for
the automotive sector, consisting of the machining of cast housings. Research work was
commissioned by Luma Automation S.A.

In conclusion, the described possibilities of programs for monitoring robotic processes
by ABB can become very valuable information, giving rise to new ideas and solutions, and
showing new possibilities of implementing complex processes.
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11. Szybicki, D.; Burghardt, A.; Kurc, K.; Pietruś, P. Calibration and verification of an original module measuring turbojet engine
blades geometric parameters. Arch. Mech. Eng. 2019, 66, 97–109. [CrossRef]

12. Krantz, M.; Andersson, R. Robotized Polishing and Deburring with Force Feedback Control. 2010. Available online: https:
//www.diva-portal.org/smash/get/diva2:331100/FULLTEXT01.pdf (accessed on 2 May 2010).

13. Padmanabhan, S.N.; Halil, Z.; Sun, Y.; Vu, T.T.; Yeo, S.H.; Wee, A. Experimental investigation of Robotic Surface Finishing Using
Abrasive Disc. Int. J. Mater. Mech. Manuf. 2016, 6, 127–130. [CrossRef]
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Abstract: In the era of rapid advancements in manned and unmanned aviation and robotics, there is
a need for high-performance, robust attitude control of highly maneuverable fixed-wing aircraft, both
manned and unmanned (UAVs). This paper presents an extension to research on spacecraft attitude
control. The article extends existing concepts and applies them to the control problem of aircraft
operating in Earth’s atmosphere. First, a general concept of quaternions is presented. Next, the
attitude controller’s architecture is discussed. The controller synthesis is described using quaternion
algebra. The quaternion-based attitude controller is then compared with a classical Euler-based
attitude controller. The methodology for comparison and performance evaluation of both controllers
is described. Lastly, the results of the simulations and a comparison of the two controllers are
presented and discussed. The presented control scheme outperforms classical methods based on
Euler angles, particularly at the aircraft’s high pitch and roll angles.

Keywords: attitude; control; aircraft; UAV; fixed-wing; quaternions; Euler angles; avionics

1. Introduction

The objective of this paper is to present an attitude controller for fixed-wing aircraft
operating over large ranges of pitch and roll angles. The presented controller provides
desired control qualities over a wide range of flight conditions in terms of speed of response
and performance robustness. The aircraft considered in this paper is the Extra 330SC, which
is a single-seat aerobatic airplane, manufactured by Extra Flugzeugbau. The long-term
goal justifying the need for such a controller is to design a complete autopilot system
for unmanned, highly maneuverable fixed-wing strike and fighter aircraft. The attitude
controller in this context can be thought of as one of the internal control loops of the
autopilot. It means that input to the attitude controller comes from an external controller,
such as a guidance system.

Often when speaking about an aircraft’s attitude, Euler angles appear in mathematical
description. The Euler angles approach is frequently chosen because of its intuitiveness.
Although intuitive, Euler angles suffer from non-linearities and singularities, resulting in
undesired effects such as gimbal lock. Moreover, an aircraft’s control based on Euler angles
results in unwanted effects of control coupling between a rudder and an elevator for high
roll and pitch angles. This paper presents an effective way of dealing with shortcomings
associated with Euler angles by replacing them with quaternions in attitude description
and control.

A quaternion number system extends the complex number system and is applied to
describe rotations in three-dimensional space. A more stable and often simpler attitude
representation can be achieved with quaternions than with Euler angles. Quaternions’
computational stability comes from the fact that only unit quaternions are required to
describe rotations, reducing numeric errors when they are normalized. They lack the
gimbal-lock effect inherent to Euler angles because of their relationship to the axis–angle
representation. Their mathematical simpleness comes from the fact that no trigonometric
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functions are required, only arithmetic functions such as quaternion products (which are
computationally efficient). Mathematical tools associated with quaternions also prove the
advantage of quaternions over Euler angles. Linear interpolation between two rotations is
straightforward in quaternion notation, while impossible in Euler angles notation. More-
over, integrating angular rates to quaternions is much easier than integrating angular rates
to Euler angles. This article will present an efficient use of quaternions in an airplane
attitude control problem.

Research in quaternion attitude control has been conducted in the area of spacecraft
control, and its results can be found in [1–3]. This article aims to extend this control concept
and apply it to the aircraft operating in Earth’s atmosphere.

The quaternion number system extends the complex number system. A quaternion
is a four-dimensional hyper-complex number that can describe transformations in three-
dimensional space. Unit quaternions, being quaternions with a norm equal to one, are
often used to describe rotations in three-dimensional space. Publications [4–6] explain the
quaternion construct and associated quaternion algebra in more detail.

A quaternion consists of one real part and three imaginary parts. qw is called the real
part and qx, qy, qz are called imaginary parts. Equations (1) and (2) present the two most
popular quaternion notations.

q = qw + qxi + qyj + qzk (1)

q =
[
qw qx qy qz

]T (2)

The complex conjugate of a quaternion is defined as:

q =
[
qw − qx − qy − qz

]T (3)

The norm of a quaternion q is defined as:

|q| =
√

q2
w + q2

x + q2
y + q2

z (4)

The unit quaternion is a quaternion of the norm equal to one.

|qunit| = 1 (5)

The quaternion inverse is defined as:

q−1 =
q

‖q‖2 (6)

For unit quaternion, its inverse is equal to its conjugate:

qunit
−1 = qunit (7)

The quaternion product of quaternions p and q, also called the Hamilton product and
denoted by ⊗, is defined as:

p ⊗ q =

⎡⎢⎢⎣
pwqw − pxqx − pyqy − pzqz
pwqx + pxqw + pyqz − pzqy
pwqy − pxqz + pyqw + pzqx
pwqz + pxqy − pyqx + pzqw

⎤⎥⎥⎦ (8)

Quaternion multiplication is non-commutative in the same way as real-life rotations are
non-commutative:

p ⊗ q �= q ⊗ p (9)
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All quaternions used in this paper to represent rotation or attitude are unit quaternions.
Please note that this does not apply to quaternion derivatives. Care must be taken when
calculating a product of a quaternion and a quaternion derivative since this product will
also not be unitary.

2. Materials and Methods

The entire attitude control process is performed in the quaternion form. Yaw, pitch
and roll angles are not used to control the aircraft’s attitude. The classical three controllers
(each for a separate: yaw, pitch and roll angle) have been replaced with one controller
operating on a single quaternion representing the aircraft’s attitude. The proposed con-
troller is comprised of two major parts working in a cascade. The first (external) part
consists of a single quaternion “Q_P Attitude Controller” working similarly to a classical
“P” (proportional) controller but being evaluated in quaternion space (Q_P stands for
quaternion proportional). The second (internal) part consists of three PID controllers [7]
responsible for angular rate control of the aircraft in its three axes. The inputs to the Q_P
Attitude Controller are: a desired (setpoint) attitude in the form of a quaternion, denoted
as qsp, and a measured attitude in the form of a quaternion, denoted as qmeas. Internally,
the controller calculates the attitude error, denoted as qerr, according to Equation (11). The
output of the Q_P Attitude Controller are three angular rate setpoints of the aircraft around
its three axes: x, y, z, denoted as: ωxsp , ωysp , ωzsp . The output of the Q_P Attitude Controller
(after saturation) constitutes an input to the three angular rate controllers, which are PID
controllers [7]. The PID controllers take two inputs. The first input is the setpoint angular
rate, and the second is the measured angular rate from the feedback path. The PI part of
the controller works on the angular rate error (setpoint minus measured value), and the D
part works on the measured value from the feedback path. The outputs from the angular
rate controllers are the desired angles of deflection of the aircraft’s control surfaces denoted
as: δAsp , δHsp , δVsp , which correspond to the deflection angles of the ailerons, elevator and
rudder, respectively. Feedback signals in the system consist of three measured angular
rates around the x, y and z axes denoted as: ωxmeas , ωymeas , ωzmeas , and a quaternion repre-
senting an aircraft’s measured attitude qmeas. All signals in the feedback path come from
the aircraft’s Attitude and Heading Reference System (AHRS) (Figure 1).

Figure 1. The schematic of the quaternion-based controller architecture.

It has to be noted that the presented quaternion attitude control system is not a
complete autopilot system. The presented attitude controller constitutes an inner part of
the autopilot. An outer part in a form of a guidance system (GS) is required for a complete
autopilot. The guidance system is responsible for calculating the setpoint attitude of the
aircraft based on assumed flight plan, in particular the assumed flight trajectory and flight
parameters. The attitude control system then executes the setpoint attitude calculated by
the GS. In this paper, the GS was replaced by man-generated attitude setpoints contained
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in test scenarios. In the future, we plan to make GS work fully automatically, which can be
achieved, for example, by implementing the inverse dynamics methods described in [8,9].

The assumed coordinate system of the airplane is the standard aeronautical reference
system [10], where the x-axis points to the nose of the aircraft, the y-axis points to the
right wingtip of the aircraft and the z-axis points to the bottom of the airplane’s fuselage
(Figure 2).

Figure 2. The assumed aircraft coordinate system [10].

This section describes the process of the Q_P Attitude Controller synthesis. We begin
with a definition of the aircraft’s attitude error. The attitude error is a difference between a
setpoint attitude and a measured attitude. Typically, in a regular PID controller operating
on real numbers, an error value is defined as a difference between the desired setpoint
(SP) and the measured process variable (PV), i.e., e(t) = SP(t) − PV(t) [7]. In the proposed
quaternion attitude controller, the attitude error quaternion qerr is calculated based on the
following relationship (10) between the setpoint attitude quaternion qsp and the measured
attitude quaternion qmeas, assuming intrinsic rotations:

qsp = qmeas ⊗ qerr (10)

Thus, after left-multiplication by qmeas we obtain:

qerr = qmeas ⊗ qsp (11)

Since two rotations can describe every attitude, we have to ensure that the attitude
error qerr is represented by the shorter of the two possible rotations. To do this, we convert
a quaternion qerr to axis–angle representation (12). In this representation, we check the
angle of rotation θerr around the axis u. If the angle is greater than 180 degrees (13), we
invert the axis of rotation and calculate a new angle of the shorter rotation θerrshort (14).

θerr = 2·acos(qwerr )

ux = qx√
1−q2

werr

uy =
qy√

1−q2
werr

uz =
qz√

1−q2
werr

(12)

If:
θerr > π (13)

then:
θerrshort = |θerr − 2π|

uxshort = −ux

uyshort = −uy

uzshort = −uz

(14)
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else:
θerrshort = θerr
uxshort = ux

uyshort = uy

uzshort = uz

(15)

Next, we need to convert the new attitude error from the axis–angle representation
back to the quaternion form (16).

qwerrshort
= cos

(
θerrshort

2

)
qxerrshort

= uxshort · sin
(

θerrshort
2

)
qyerrshort

= uyshort · sin
(

θerrshort
2

)
qzerrshort

= uzshort · sin
(

θerrshort
2

)
(16)

A faster check for the shorter rotation can be performed according to [2].
If:

qwerr < 0 (17)

then:
qwerrshort

= −qwerr

qxerrshort
= −qxerr

qyerrshort
= −qyerr

qzerrshort
= −qzerr

(18)

else:
qwerrshort

= qwerr

qxerrshort
= qxerr

qyerrshort
= qyerr

qzerrshort
= qzerr

(19)

Next, we assume that a quaternion derivative
.
qsp representing a desired (setpoint) rate

of rotation required to achieve a desired (setpoint) attitude is proportional to the attitude
error, i.e.,

.
qsp ∝ qerr. After the introduction of proportional gain Kp the setpoint rate of

rotation becomes (20):
.
qsp = Kp· qerrshort (20)

Next, we need to express the obtained setpoint rate of rotation as an angular rate
vector ωsp. The relationship between the quaternion derivative and angular rate vector in
the body reference frame is given by [6] (21):

ω = 2q ⊗ .
q (21)

Thus:
ωsp = 2qu ⊗

.
qsp (22)

where qu is an unrotated unit quaternion (23):

qu = [1 0 0 0]T (23)

and its conjugate qu (24):
qu = qu (24)
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In extended form, the setpoint angular rate vector becomes (25):

⎡⎣ωxsp

ωysp

ωzsp

⎤⎦ =2·

⎡⎢⎣qwu
· .
qxsp

+ qxu
· .
qwsp

+ qyu
· .
qzsp

− qzu
· .
qysp

qwu
· .
qysp

− qxu
· .
qzsp

+ qyu
· .
qwsp

+ qzu
· .
qxsp

qwu
· .
qzsp

+ qxu
· .
qysp

− qyu
· .
qxsp

+ qzu
· .
qwsp

⎤⎥⎦ (25)

Thus, after simplification (26):

⎡⎣ωxsp

ωysp

ωzsp

⎤⎦ = 2·

⎡⎢⎣
.
qxsp.
qysp.
qzsp

⎤⎥⎦ (26)

and finally (27): ⎡⎣ωxsp

ωysp

ωzsp

⎤⎦ = 2·Kp·

⎡⎢⎣qxerrshort
qyerrshort
qzerrshort

⎤⎥⎦ (27)

The ωsp vector is an output from the Q_P Attitude Controller and input to the three
PID controllers responsible for the aircraft’s angular rate control, as shown in Figure 1.
The simplicity of the result makes the control computationally efficient and makes a direct
physical interpretation of the result possible. A fact worth noting is that, unlike Euler-
based attitude controllers, the quaternion-based controller will tend to generate a rotation
resulting in the shortest path, provided that the aircraft under consideration can achieve
the same angular rates in all three (body) axes.

The controller was fully implemented in the “C” language. An extensive quaternion
math library was created to support the required quaternion algebra. Preliminary tests
were conducted on a simple dynamic model and ran on a simulation in the “C” language.
Further tests were conducted using Simulink R2020b combined with Laminar Research
X-Plane 11 simulation environment, using a much more complex dynamic model. The
controller’s compiled “C” files were used as Simulink blocks during simulations. X-Plane
flight dynamics and dynamic airplane models were used during the simulations.

To evaluate the performance of the attitude control, the quaternion-based controller
(Figure 1) was compared to the conventional Euler-based controller (Figure 3). The Euler-
based controller operates on three Euler angles to represent the aircraft’s attitude. Therefore,
the attitude control is performed on these three angles instead of the one quaternion as it is
accomplished in the quaternion-based controller.

Figure 3. The schematic of the Euler-based controller architecture.

The described Euler-based controller is designed in the same cascaded architecture as
the proposed quaternion-based controller. The outer control loop is the airplane’s attitude
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control loop, and the inner control loop is the airplane’s angular rate control loop. The
outer loop consists of three proportional (“P”) controllers. The inner loop consists of three
PID controllers, a variation of a classical PID controller, as described in [7]. The outer
control loop output (after saturation) constitutes an input to the inner control loop. ϕsp,
θsp, ψsp denote setpoint roll, pitch and yaw angles, respectively. ωxsp , ωysp , ωzsp denote
setpoint angular rates in the airplane’s x, y and z axes, respectively. δAsp , δHsp , δVsp denote
commanded deflections of ailerons, elevator and rudder, respectively. ωxmeas , ωymeas , ωzmeas

on the feedback path denote measured angular rates in the airplane’s x, y and z axes,
respectively. ϕmeas, θmeas, ψmeas on the feedback path denote the airplane’s measured roll,
pitch and yaw angles, respectively. Details of the classical, Euler-based, cascaded controller
can be found in [11]. Computations required to convert from quaternion to Euler angles
are described in [5].

Both controllers were implemented in Simulink and coupled with X-Plane 11 simula-
tion environment and then tested against each other during several test scenarios. The test
scenarios were designed in such a way as to reflect real-life turn maneuvers of an airplane
performed at various roll angles. For example, the turns were simulated at the following
roll angles: 30, 60 (Figure 4), 80 and 90 degrees (knife-edge turn).

 
Figure 4. Example of a simulated maneuver—a turn at a 60-degree roll angle.

The test scenarios were designed in the following way: each aircraft’s distinct (key)
setpoint attitude during the maneuver was given a setpoint “pose” number. The Euler
angles (psi, theta, phi) were determined for each distinct pose. Between the following
poses, time differences (delta T) were determined. Test scenarios created this way (Figure 5)
were inputs to the Simulink/X-Plane simulation.

 
Figure 5. Example of the test scenario—a turn at a 60-degree roll angle.

Each test scenario was processed in Simulink in the following fashion. First, each
setpoint pose attitude was converted from Euler angles representation to quaternion repre-
sentation. Then, intermediate poses were calculated using Spherical Linear Interpolation
(SLERP) between all distinct key poses from the scenarios. In this way, a smooth transi-
tion between key setpoint poses was obtained. A smooth attitude setpoint was therefore
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achieved. This smooth, interpolated attitude setpoint was finally fed to the inputs of the
attitude controllers (quaternion-based and Euler-based).

An Extra 330 SC airplane (Figure 6) was chosen to be simulated. A dynamic model
of the airplane for the X-Plane 11 was purchased from the official X-Plane Store. Part
number of the product: Vertigo-330SC. The fact of its use by one of the Red Bull Air Race
professional pilots, during his virtual trainings, validates the accuracy of the purchased
dynamic model.

 
Figure 6. Extra 330 SC during the simulated turn.

Both attitude controllers utilized equal proportional gains. In addition, both controllers
used the same internal loop responsible for angular rate control, so the same PID gains
were automatically assured between the two controllers. Therefore, it is important when
comparing the performance of the two controllers.

To improve the robustness of the control, the outputs of the angular rate controllers
were correlated with the square of the aircraft airspeed, which comes directly from the lift
force equation [10].

3. Results

This section presents the results of the performed simulations. The simulations con-
sisted of turns performed at 30-, 60-, 80- and 90-degree roll angles by the quaternion-based
and the Euler-based controllers. For each simulated turn, two types of plots are presented—
the setpoint tracking performance plot and the tracking error plot. The setpoint tracking
performance plots illustrate the setpoint attitude and the measured attitude achieved by
the two controllers, presented in the form of Euler angles (ψ, θ, ϕ). The tracking error plots
illustrate tracking errors in yaw, pitch and roll for both controllers.

First, the turns at a 30-degree roll angle were simulated, with the results as shown in
(Figures 7 and 8).

Figure 7. Cont.
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Figure 7. Setpoint tracking performance—turn at a 30-degree roll angle.

Figure 8. Tracking error—turn at a 30-degree roll angle.

At the 30-degree roll angle, both controllers perform the turn very well. The quaternion-
based controller has a slight edge in tracking yaw and pitch angles, though.

Next, the turns at a 60-degree roll angle were simulated, with the results as shown in
(Figures 9 and 10).

Figure 9. Cont.
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Figure 9. Setpoint tracking performance—turn at a 60-degree roll angle.

Figure 10. Tracking error—turn at a 60-degree roll angle.

At the 60-degree roll angle, both controllers also perform well. Once again, the
quaternion-based controller has a slight edge in tracking yaw and pitch angles.

Next, the turns at an 80-degree roll angle were simulated, with the results as shown in
(Figures 11 and 12).

At the 80-degree roll angle, the difference in the performance of the two controllers
becomes apparent. The quaternion-based controller performs significantly better with
a much tighter tracking of yaw and pitch angles. The Euler-based controller performs
worse than the quaternion one due to the couplings: rudder–pitch, and elevator–yaw in the
aircraft’s control. The Euler-based controller does not “understand” that at high roll angles,
the rudder controls the pitch angle, and the elevator controls the yaw angle. Due to its
architecture and mathematical properties of quaternions, the quaternion-based controller
“understands” this phenomenon and is able to perform proper and efficient control of
the aircraft.
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Figure 11. Setpoint tracking performance—turn at an 80-degree roll angle.

Figure 12. Tracking error—turn at an 80-degree roll angle.

Lastly, the turns at a 90-degree roll angle were simulated, with the results as shown in
(Figures 13 and 14).

At the 90-degree roll angle, the difference in the performance of the two controllers
becomes even more significant. The quaternion-based controller continues to perform
better and better as the roll angle increases, compared to the Euler-based controller. It is
due to stronger rudder–pitch and elevator–yaw couplings as the roll angle increases.

Because the dynamic model was purchased and there was no insight into it, the
experimental stability analysis of the controller was performed. The quaternion-based
controller response was evaluated at various attitudes and various setpoints resulting in
attitude errors spanning from 0 to 180 degrees in all three Euler angles. The experimental
stability analysis did not show any unstable areas in the system.

201



Electronics 2022, 11, 3775

Figure 13. Setpoint tracking performance—turn at a 90-degree roll angle.

Figure 14. Tracking error—turn at a 90-degree roll angle.

The proposed controller outperforms the Euler angle-based controller. The difference
in performance between the two controllers becomes larger as the pitch and roll angles of
the aircraft’s maneuver increase. Where Euler-based attitude control is sufficient at low
pitch and roll angles, it becomes lacking at high angles, mostly due to the elevator and
rudder couplings. The major advantage of the quaternion approach reveals itself at high
roll and pitch angles. The major difference in the setpoint tracking is observed in the yaw
and pitch channels. There is no relevant difference in the setpoint tracking for the roll
channel between the two controllers. This is because the roll is the last rotation in Euler
angles and is equivalent to the aircraft’s rotation around its x-axis.
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4. Conclusions

The controller can be successfully employed to control manned and unmanned aerial
vehicles operating at high pitch and roll angles. In addition, a slightly modified version of
the controller can be used to control cruising missiles and space rockets. Some preliminary
tests were conducted in this direction, employing a Matlab simulation of an ILR-33 Amber
sounding rocket, with great results.

Quaternion attitude control, counterintuitively, can be less complex than Euler angle
control since a single quaternion represents a single rotation. In contrast, a single set of
Euler angles represent three consecutive rotations, adding to the complexity of the control.
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Abstract: The growing interest in developing autonomous underwater vehicles (AUVs) and creat-
ing underwater sensor networks (USNs) has led to a need for communication tools in underwater
environments. For obvious reasons, wireless means of communication are the most desirable. How-
ever, conducting research in real conditions is troublesome and costly. Moreover, as hydroacoustic
propagation conditions change very significantly, even during the day, the assessment of proposed
underwater wireless communication methods is very difficult. Therefore, in the literature, there are
considered simulators based on real measurements of underwater acoustic (UWA) channels. How-
ever, these simulators make an assumption that, during the transmission of elementary signals, the
impulse response does not change. In this article, the authors present the results of the measurements
realized in a towing tank where the transmitter could move with a precisely set velocity and show
that the analyzed channel was non-stationary, even during the time of the transmission of a single
chirp signal. The article presents an evaluation method of channel stationarity at the time of the chirp
transmission, which should be treated as novelty. There is also an analysis of the impulse responses
measured in motion in a towing tank.

Keywords: UWA channel; impulse response; underwater communication; signal propagation;
channel stationarity; chirp signal

1. Introduction

The enormous progress in the field of wireless telecommunications has created ex-
pectations regarding the provision of high-quality wireless data transmission in the water
environment. This comes from a growing interest in the utilization of autonomous under-
water vehicles (AUVs) and underwater sensor networks (USNs) for science, military, and
industrial applications [1,2]. The underwater acoustic (UWA) channel is a transmission
medium and has a number of limitations in comparison to the radio or optical channel in
the air. The main limitations are the relatively small range due to the strong attenuation
of the signals, especially for higher frequencies, and the instability of the propagation
conditions. These conditions are particularly important in the case of ensuring the trans-
mission, e.g., in shallow waters, in wrecks, etc., where there are numerous reflections of the
signal from the surface, bottom, and underwater obstacles [3,4]. In many cases, wireless
supervision of working robots, e.g., in wrecks, requires high data throughput with the
robot in motion. Movement in conditions of a strong multipath causes rapid changes in
propagation conditions, i.e., a short time of channel stationarity. Obtaining high bit rates
requires transmission in a wide band. Narrowing the bandwidth may be favored by the
use of multivalent modulation, but then the requirements of stability of the propagation
conditions increase.
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Conducting research in real conditions is particularly troublesome and costly for
logistical reasons [4]. Additionally, due to the large variability of hydrometeorological
conditions, the results of the tests carried out at different times of the day and year may
differ significantly [5]. Conducting research on various underwater wireless communication
systems makes it much easier to have sets of sequences of recorded impulse responses of
the UWA channel [6]. However, it should be noted that the most common assumption
in underwater transmission simulation studies is that the channel is invariable for the
duration of the elementary signal. However, in the case of the mutual movement of the
transmitter and the receiver, this approach is an oversimplification.

The primary method of estimating a communication channel is to determine the
channel impulse response parameters. Hence, the main aim of the study was to evaluate
the parameters of the impulse response of the UWA channel measured in motion in the
towing tank.

In the literature on the subject, there are publications concentrated on the measure-
ment of impulse responses in UWA channels. Most frequently, the simulation results are
presented, such as in [7], where the results of simulation studies on the pilot-based channel
estimation with a minimal mean square error (MMSE) for the SM OFDM communication
system are presented, and [8] where simulation studies for low frequencies (25 Hz) are
presented. In [9], it was shown that the fact of reducing the depth of the water with the
wave propagation direction has an impact on the form of the received signal. In [9], there
was discussed the influence of the transducer movement in underwater acoustic communi-
cation on the basis of simulation analysis. In this article, it is noted that, due to the relative
speed of the transmitter and receiver, there is a Doppler frequency shift, resulting in a
change in the amplitude of the impulse response of the channels. The simulations indicate
that the Doppler effect resulting from the relative velocity contributes to a large variation in
the amplitude of the UWA channel impulse response. As the relative velocities or Doppler
spread increases, the amplitude variation and phase variation of the arrival structure also
increase. There are articles in which, in addition to simulation tests, experiments under
real conditions are also presented, such as in [10], where various channel estimators are
presented based on simulation tests, as well as experiments carried out in shallow water at
various distances from several dozen to several hundred meters but under statics condi-
tions. Channel modeling is important for the estimation of transmission quality. In [11]
and [12], the authors present methods of underwater channel modeling. The channel
impulse response can also be utilized for the estimation of underwater platform motion
parameters [13].

In [14,15], the results of the measurements of the UWA channel impulse responses
in real conditions, with the use of correlation methods using chirp and BPSK signals, are
presented. Several articles have pointed out that the shape of the impulse response is also
greatly influenced by the mutual motion of the transmitter and receiver, as well as by the
motion of the water. For example, in [16], there is a discussion of the difficult propagation
conditions in the multipath UWA channel due to changes caused by sea currents, as well as
slow changes in temperature and/or salinity. It was noted that, even at the speed of 0.5 m/s
between the receiver and transmitter, the changes in the propagation conditions would be
particularly dynamic. Nevertheless, the article presents examples of impulse responses
from measurements in static conditions, encouraging, at the same time, to conduct the
research in motion. The article [17] shows the impact of daily changes on the quality of
transmission. Given the disruptive nature of the acoustic channel, where an acoustic link
between two nodes may present only a small packet loss for several hours, later, for a few
hours, the link presents a high packet loss and then returns to stability again. In such a
situation, it is not trivial to understand that when a drop in the performance of an acoustic
network, it is caused by a DoS attack or by bad channel conditions. The increase in packet
loss can be caused by several factors; for example, the increase in noise can be caused by a
ship traveling close to the network deployment, by the presence of strong rain and wind, or
by the presence of shadow zones caused by a temperature drop and the consequent change
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of the sound speed profile. The article [18] presents the results of the research on the UWA
channel impulse response carried out in shallow waters in the area of Tanjung Balau, Johor,
Malaysia. The transmitter and receiver were submerged at different depths and separated
by different distances. Chirp pulses with a linear frequency modulation were used in the
research. The cross-correlation between the transmitted and received signals represents the
estimation of the impulse response of the channel (the multipath profile). The results show
that the amplitude of the successive paths will not decrease sharply, and vice versa, as the
distance between the sender and receiver increases. Moreover, the time difference between
the different paths will be small as the distance increases. In other words, the successive
paths will coincide in time. It should be noted that, although it has been pointed out that the
mutual movement of the transmitter and the receiver will have a large impact on the form
of the impulse response, the tests in real conditions are still carried out statically, and such
results are presented. It is also emphasized in the literature that having an impulse response
form allows the creation of channel simulation models. For example, in [19], the parameters
of the UWA channel in shallow water were determined, and with their help, a channel
model variable in time and frequency was developed. However, the measurements were
also carried out in static conditions; therefore, the channel model does not take into account
the changes in the impulse responses caused by the movement of the receiver in relation
to the transmitter. In [20], an attempt to create a model of the swimming pool response
suitable for simulation experiments, with the detection and localization of the emergency
signal, was presented. Here, the analysis was carried out for stationary conditions, as
well. It should also be emphasized that having information about the current form of the
channel impulse response is essential for the creation of modern communication systems.
In [21], it was indicated that the coherence bandwidth is one of the key transmission
parameters used for designing the physical layer of a data transmission system to minimize
the influence of time dispersion on the received signal. It can be calculated on the basis
of the channel impulse response measured with the use of the correlation method and
frequency-modulated signals or pseudorandom binary sequences.

According to the above, the authors state that they have not encountered any scien-
tific reports presenting the results of research on impulse responses in a UWA channel
obtained in motion and even more in difficult propagation conditions characterized by a
strong multipath.

Underwater channels are characterized by a long memory time, often greater than the
coherence time. Therefore, on the basis of successively emitted signals at intervals greater
than the memory time, the coherence time cannot be determined. It is expected that this
time will decrease with increasing the mutual speed between the transmitter and receiver.

The main contribution of this paper is to make measurements and analyses and to
share the estimates of the impulse responses obtained in difficult propagation conditions
in motion. It is based on the logarithmic chirp signals transmitted into the water from a
transducer and received by four hydrophones. The measuring stand allows measurements
in the frequency range from 5 kHz to 170 kHz. The towing tank in which the measurements
were carried out provided difficult propagation conditions due to the strong multipath and
the possibility of moving the transmitter in relation to the receivers at a precisely set speed.
For the purposes of analyzing the obtained data, a method was developed to assess the
non-stationarity of the propagation channel for the duration of the measurement signal. To
the best of the authors’ knowledge, no research group has published any measurements
of this type. This paper will facilitate the work of those researchers who are interested
in wireless underwater communication in harsh environments. In conclusion, the main
distinctive contributions of our research, which make it innovative, are:

1. Research in a wide range of center frequencies and wide bands;
2. The development of a method for evaluating the stationarity of the UWA channel for

a time duration of the measurement signal;
3. Provide complex impulse responses measured in motion in difficult propagation

conditions.
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The article is organized as follows: In Section Two, the measurement conditions
have been described, especially the dimensions of the towing tank, the deployment of
the transducers, and the configuration of the measuring stand. Section Three includes a
proposition of a method for evaluating the stationarity of the UWA channel, as well as
simulation results confirming the correctness of the adopted solution and an analysis of
the signals measured in the towing tank. Section 4 presents the results of research focused
on impulse responses measured in movement in the towing tank. The mathematical
dependencies are given, and an analysis of the influence of the parameters of the generated
signal on the number of replicas and root mean square delay spread was carried out.
The final section contains a summary of the carried out research, as well as the general
conclusions resulting from the measurements.

2. Description of Measurement Conditions

The research was conducted in the towing tank of the Faculty of Mechanical Engineer-
ing and Ship Technology of the Gdańsk University of Technology, presented in Figure 1.
The height of the water column was 3 m, the width of the towing tank was 4 m, and its
length was 40 m. In the central part of the towing tank, in the line of the transmitter’s
movement, four hydrophones were placed 1.5 m from the right wall (looking in the direc-
tion of the movement), at a depth of 1 m, in pairs, at a distance of 0.35 m between each
other and 1.98 m between the pairs. The transmitting hydrophone was attached to the
moving platform and immersed 1 m deep at a distance of 1.60 m from the right wall. The
prepared structure allowed the transmitter to move at a speed of 1.5 m/s, with an accuracy
of 0.01 m/s.

 

Figure 1. Deployment of the measuring devices.

In the transmitting part of the measurement stand, the signal was digitally formed
in a Matlab environment and sent via an NI USB-6366 DAC to an ETEC PA1001 amplifier
and further to a Reson TC4013 hydrophone. The receiving part consisted of four indepen-
dent lines with a Reson TC4013 hydrophones-1 piece, a Reson TC4034-1 piece, and Reson
TC4014-2 pieces. The lines with the Reson TC4013 and Reson TC4034 hydrophones were ad-
ditionally equipped with a Reson VP1000 amplifier. The NI USB-6366 card connected to the
computer on which the signals were recorded was used as an analog-to-digital converter.

For the purposes of analyzing the recorded signals, the speed of the sound propaga-
tion in the water was measured using an STD/CTD SAIV AS SD204 probe. During the
measurements, this speed was constant and equal to 1477 m/s.
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In the hydroacoustic channel, the transmitted signal propagates along L deterministic
paths. The impulse response, h(τ), characterizes the multipath propagation, which means
that it describes the l-th path into which the generated signal splits in response to random
inhomogeneities of the medium, i.e., the presence of obstacles. Every replica, because of the
specific distance from the transmitter to the receiver, will cause a delay of the signal in the
reception point by time τl . Additionally, during the relative movement of the transmitter
and receiver, we have to take into account the Doppler effect. Let parameter ηl describe the
Doppler shift in the l-th path.

The equation describing the channel model can be written as follows [22,23]:

y(t) = ∑L
l=1 x(ηl t − τl)h(τl) + n(t), (1)

where x(t) is the transmitted signal, y(t) is the received signal, and n(t) is the additive noise.
The Doppler scattering of the signal is accounted for in (1) by summing the terms with

various values of the Doppler parameter, ηl . Parameters τl and ηl and the impulse h(τ)
vary within a measurement session. In ideal stationary conditions, this parameter should
not change in time. In static real conditions, they are assumed to be fixed within the time
interval Ts, corresponding to the processing of each separate signal.

In our experiments, we used logarithmic chirp signals, where the frequency of the
signal varies exponentially as a function of time [24]:

fi(t) = f0kt, (2)

where

k =

(
f1

f0

) 1
T

, (3)

where f0 is the starting frequency, f1 is the ending frequency, and T is the sweep time.
It must be noted that | f0 − f1| = B is a band occupied by the chirp, and fC = f0 +

f1− f0
2

is the central frequency of the chirp.
The corresponding time-domain function for the phase of a logarithmic chirp is the

integral of the frequency, so we can finally write:

φ(t) = φ0 + 2π f0

(
kt − 1
ln(k)

)
, (4)

where φ0 is the initial phase (at t = 0).
The corresponding time-domain function for a logarithmic chirp is the sign of the phase:

x(t) = sin(φ(t)), (5)

We assume that if f0 < f1, i.e., the frequencies will change from low to high, we will
talk about a chirp-up; otherwise, if f0 > f1, i.e., the frequencies will change from high to
low, we will talk about a chirp-down.

To estimate the impulse response of a UWA channel, we can use a matched filter. A
matched filter is obtained by correlating a known delayed transmitted signal (template)
with a received signal. This is equivalent to convolving the received signal with a conjugated
time-reversed version of the template x∗(−t). It allows us to detect the presence of the
template in the received signal. According to the above estimate of an impulse response of
a UWA channel, h(τ) can be expressed as follows [25]:

h(τ) =
∫ +∞

−∞
x∗(−t + τ)y(t)dt, (6)

The matched filter is a linear filter that maximizes the output signal-to-noise ratio.
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3. Evaluation of the Stationarity of the UWA Channel

Logarithmic chirp signals, which were emitted at the same time and on the same
central frequency, were used to assess the stationarity of the channel. The measure of
stationarity is the value of the cross-correlation of the impulse response determined for the
chirp-up and chirp-down signals normalized to the root of the product of the maximum
auto-correlation values of the impulse responses obtained from the chirps up and down.
This coefficient can be described by the equation:

R̂UD,coe f f =
max

(
R̂UD(m)

)√
R̂UU(0) R̂DD(0)

, (7)

where RUU(0) is the maximum of the autocorrelation for the estimation of the impulse
response determined by a chirp-up; RDD(0) is the maximum of the autocorrelation for
the estimation of the impulse response determined by a chirp-down; RUD(m) is the cross-
correlation for the estimation of the impulse response determined by a chirp-up and a
chirp-down.

A channel is considered stationary when the similarity coefficient, R̂UD,coe f f , is greater
than 0.5.

3.1. Simulation Research

The validation of the proposed solution of evaluating the stationarity of the hydroa-
coustic channel was carried out with the use of a UWA channel available in the Matlab
computing environment library. The documentation of the UWA channel simulator shows
that for the duration of the transmitted signal, the channel is a stationary one, i.e., the
parameters determined for the individual paths do not change over time. Using this model,
we can confirm that the proposed method allows for the determination of stationarity.
The simulations were performed for the case of the transmitter moving in relation to the
receiver. The simulation main parameters were as follows:

• The distance between the receiver and transmitter was 900 m;
• The channel depth was 6 m;
• The underwater sound propagation speed was 1470 m/s;
• The receiver immersion depth was 1 m;
• The transmitter immersion depth was 2 m;
• The source velocity was 15 m/s.

The estimates of the impulse responses obtained with the utilization of the chirp-up
signal with different carrier frequencies tend to be radically different, as can be clearly seen
in Figure 2.

Figure 2. An example of the module of the estimate of impulse responses calculated in a simulation
for two different central frequencies in shallow water for a transmitter moving at a speed of 15 m/s.
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In this case (shown in Figure 2), the determined value of the similarity coefficient is
0.952. Under the same conditions, chirp-up and chirp-down signals were sent at the same
time on the same center frequency (see Figure 3). In this case, the similarity coefficient
is 0.993.

Figure 3. An example of the module of the estimate of impulse responses calculated in a simulation
for chirp-up and chirp-down signals sent at the same time on the same center frequency in shallow
water for a transmitter moving at a speed of 15 m/s.

It should be noted that although the channel did not change, a lower similarity
coefficient was obtained in the case where two different center frequencies were used. On
this basis, it was assumed that, in further research, we will use chirp-up and -down signals
transmitted at the same time and on the same central frequency.

3.2. Evaluation of the Stationarity of the Measurement Channel

The stationarity of the measurement channel was evaluated in motion for the following
transmitter speeds: 0.25 m/s, 0.5 m/s, 1 m/s, and 1.5 m/s. The measurement signal was
generated at three different center frequencies: the FC i.e., 50 kHz, 95 kHz and 140 kHz in
band B equals 2 kHz, 10 kHz, 20 kHz, and 40 kHz, and the duration time, T, equals 30 ms
or 60 ms.

Figure 4 shows the average (from four receivers) values of the measured similarity
coefficients as a function of the distance from the receiver for the transmitter speed of
V = 1 m/s and band B = 20 kHz and the duration of the measurement signal T = 60 ms.

 

Figure 4. Measured similarity coefficients as a function of the distance between transmitter and
receiver for the band B = 20 kHz and chirp duration of T = 60 ms at the transmitter velocity of
V = 1 m/s.
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The obtained results indicate that at the velocity V = 1 m/s for the chirp band
B = 20 kHz and the duration T = 60 ms at a distance from 1 m to 12 m from the receiver, the
channel was non-stationary, both for the center frequency FC = 50 kHz and FC = 95 kHz.

Figure 5 shows the average, from the four receivers, values of the measured similarity
coefficients as a function of the distance from the receiver for the transmitter speed as
before, i.e., V = 1 m/s, but the band was smaller and equals B = 10 kHz, and the duration
of the chirp signal, T, was 30 ms.

 
Figure 5. Measured similarity coefficients as a function of the distance from the receiver for the band
B = 10 kHz and chirp duration T = 30 ms at the transmitter velocity V = 1 m/s.

The measurement results presented in Figure 5 show that despite the narrower band
B = 10 kHz and a shorter chirp duration for two times, the channel was also non-stationary;
however, the achieved similarity coefficients in Figure 5 are greater compared to those in
Figure 4.

Figure 6 shows the average (from four receivers) values of the measured similarity
coefficients as a function of the distance from the receiver for the transmitter velocity of
V = 0.5 m/s in the band of B = 20 kHz and the duration of the chirp of T = 30 ms.

 

Figure 6. Measured similarity coefficients as a function of the distance from the receiver for the band
B = 20 kHz and chirp duration T = 30 ms at the transmitter velocity V = 0.5 m/s.

From the obtained results, it can be concluded that by reducing the velocity of a
moving transmitter, the values of the similarity coefficient are greater than those measured
at higher velocities. From the above, it should be considered that the stationarity of the
channel cannot be unambiguously associated with the distance between the transmitter
and the receiver. Therefore, for each velocity, the similarity coefficients from all distances
from the transmitter were averaged (Figure 7).
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Figure 7. Similarity coefficients as a function of the transmitter velocity for the band B = 20 kHz and
chirp duration T = 30 ms for the various central frequencies, FC.

When comparing the values of the similarity coefficient for different velocities of the
transmitter, it can be seen that for B = 20 kHz, only at the speed of V = 0.25 m/s and in
static conditions (the transmitter did not move) for all of the analyzed center frequencies,
the stationarity of the UWA channel was found.

Figure 8 shows the assessment of the influence of the measurement signal bandwidth
on the value of the similarity coefficient.

 

Figure 8. Effect of bandwidth B for different center frequencies, FC, and chirp duration, T, on the
value of the similarity factor for the transmitter speed, V = 0.5 m/s.

Based on the research results presented in Figure 8, it can be seen that the narrower
the bandwidth occupied by the signal and the shorter its duration, the easier it is to ensure
channel stationarity. Also, as the center frequency of the signal increases, the channel
becomes non-stationary.

The analysis of the results presented in Figures 4–8 shows, as should be expected, that
the higher the speed of the transmitter’s movement in relation to the receiver, the longer
the signal duration, and the greater the bandwidth, the more difficult it is to ensure the
channel stationarity.

4. Research Results

The analysis of the impulse response parameters measured in motion was performed
using the measurement stand and under the conditions described in Section 2. Single
logarithmic chirp signals were transmitted to obtain complex impulse responses. It should
be noted that two signals were not sent simultaneously, i.e., up and down, at the same time
and at the same center frequency, as it was conducted in the evaluation of the stationarity
of the UWA channel (Section 3). Thus, the impulse response was not overloaded. That
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is, on a given center frequency, the sequence of up/down/up-chirps were successively
transmitted with an interval of 100 ms between them. Then, such a set of measuring signals
was repeated with a time interval of 500 ms. Figure 9 shows an example of the registered
impulse responses in the first measurement channel during the transmitter’s approach to
the receiver.

 
Figure 9. An example of changes in the modules of the impulse response estimates depending on the
distance from the signal source for: Fc = 60 kHz, v = 0.5 m/s, T = 60 ms, and B = 20 kHz.

The obtained result clearly shows that as the transmitter gets closer to the receiver, the
strength of the received signal increases, and the delay between the signal arriving directly
from the direct route and the replicas increases. This is because the direct path of signal
propagation from the transmitter to the receiver is shortened, e.g., when the transmitter
passes the receiving hydrophone, then, in the adopted measurement configuration, the first
replica, reflected from the water surface, must cover a distance of 2 m.

By analyzing the impulse responses measured in motion, the mean square delay
spread, τrms, and the number of replicas were determined.

The root mean square delay spread, τrms, was determined according to the equa-
tion [26]:

τrms =

√
∑N

i=1 τ2
i p(τi)

Pm
− τ2, (8)

where p(τi) is the power of the i-th replica, N is the number of replicas, and τ is the
average delay of the received replicas, which can be calculated according to the following
equation [26]:

τ =
∑N

i=1 τi p(τi)

Pm
, (9)

where Pm is the total power of all signal replicas in a single impulse response, described by
equation [26]:

Pm = ∑N
i=1 p(τi). (10)

Only those replicas whose level was not lower than −15 dB in relation to the signal
with the highest power for the impulse response were taken for analysis, which is in line
with the recommendation of ITU-R P.1407-7 [26]. All recorded signals were subjected to
resampling before determining the impulse response. The resampling was performed on
the basis of the measured speed of the sound in the water and the current speed of the
transmitter. The aim of this procedure was to minimize the influence of the Doppler effect
on the form of the final impulse response estimates.
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4.1. Analisis of Number of Replicas

The assessment of the number of replicas meeting the conditions in accordance with
Recommendation ITU-R P.1407-7 was carried out as a function of the transmitter velocity, V,
the bandwidth occupied by the chirp signal, B, the center frequency, FC, the chirp duration,
T, and the distance between the transmitter and receiver.

Figure 10 shows the relation between the number of replicas and the distance for
different bandwidths, B, and the duration of the chirp, T, at the transmitter’s speed of
V = 1.5 m/s.

 

Figure 10. Comparison of the number of replicas as a function of the transmitter–receiver distance
for different chirp bandwidths, B, and the duration, T.

The obtained result shows that the number of replicas does not depend on the chirp
duration but depends on the bandwidth of the measurement signal. This relationship
results from the fact that the wider the bandwidth, B, the greater the resolution of the
obtained impulse response estimate, and as a result, the greater the number of distinguished
replicas. Therefore, the results for different chirp durations can be averaged. Another
example of this relationship, this time for a speed of V = 1 m/s, is shown in Figure 11.

 

Figure 11. Comparison of the number of replicas as a function of the distance between the transmitter
and the receiver for different chirp bandwidths, B.

An analysis of the influence of the movement speed of the transmitter relative to the
receiver on the number of replicas was also carried out. The result is shown in Figure 12.
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Figure 12. Number of replicas for different transmitter velocities as a function of its distance from the
receiver for B = 20 kHz.

The obtained result shows that, in practice, the number of essential replicas in the
channel does not depend on the speed.

4.2. Analisis of Root Mean Square Delay Spread

In the next stage of the analysis, the values of the root mean square delay spread,
τrms, were compared for different transmission speeds of the transmitter and different
bandwidths of the measurement signal, center frequency, and duration of the measurement
signal as a function of the distance between the transmitter and the receiver. The results are
shown in Figures 13–15.

 

Figure 13. Influence of the distance from the receiver on the delay spread for chirps with a center
frequency of FC = 60 kHz, a duration of T = 30 ms, and different bandwidths, B, for transmitter
velocities of V = 1 m/s and V = 0.25 m/s.

The results shown in Figure 13 show that despite the increase in the number of replicas
with the bandwidth, the value of this parameter depends only on the distance.

The presented results show that, regardless of the movement speed of the transmitter
relative to the receiver, the delay spread, τrms, does not depend on the bandwidth of the
measurement signal, B, the center frequency, FC, and the duration of the measurement
signal, T. It should also be noted that the delay spread, τrms, depends only on the distance
between the transmitter and the receiver.
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Figure 14. Influence of the distance from the receiver on the delay spread for chirps with a center
frequency of FC = 60 kHz, a bandwidth of B = 10 kHz, and different durations, T, for the transmitter
velocities of V = 1 m/s and V = 0.25 m/s.

 

Figure 15. Influence of the distance from the receiver on the delay spread for chirps with a bandwidth
of B = 10 kHz, a duration of T = 60 ms, and different center frequencies, FC, for the transmitter
velocities of V = 1 m/s and V = 0.25 m/s.

5. Conclusions

The knowledge of the impulse response of the UWA channel is important due to
the influence of propagation phenomena on the form of the received signal. With this
information, simulation tests can be carried out. This will allow for, among other things,
quick and low-cost validation of the operation of underwater systems, which utilize elastic
wave propagation. Most of the simulators of acoustic wave propagation in water avail-
able today provide data for static scenarios. In the opinion of the authors, this does not
correspond to scenarios in motion. Therefore, one of the objectives of the research was to
find out about the propagation conditions when the transmitter is moved relative to the
receiver. For the authors, this research is an introduction to work on wireless underwater
communication systems operating in difficult propagation conditions, e.g., in wrecks or
between moving objects.

The aim of the presented research was to determine and analyze the estimates of
impulse responses in a towing tank characterized by a strong multipath. In addition, the au-
thors had the possibility to carry out measurements between objects during the movement
of the transmitter with a precisely set velocity. As a result of the mutual movement of the
receiver and the transmitter, the impulse response changed with the distance between the
devices. As a result, a non-stationary channel was obtained, which was confirmed by the
proposed method of channel stationarity evaluation. The measurements were conducted
for selected speeds of the transmitter {0.0, 0.25, 0.5, 1.0, and 1.5} [m/s], selected central
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frequencies {50, 60, 85, 90, and 140} [kHz], selected bandwidths {2, 10, 20, 40} [kHz], and
chirp duration times {0.03 and 0.06} [s].

Based on the tests carried out in the towing tank, it was found that, despite the fact that
they were carried out in a non-stationary channel, one of the most important parameters
describing the channel was that the root mean square delay spread did not change as a
function of the transmitter movement velocity and the parameters of the generated chirp
signal, but only depended on the distance between the transmitter and the receiver.

The complex estimates of the impulse responses obtained as a result of the measure-
ments have been made available as Supplementary Materials to this article.

Supplementary Materials: The impulse responses measured in motion in a towing tank used in this
study are openly available in FigShare at https://doi.org/10.6084/m9.figshare.21586596.v1.
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Abstract: The aim of this paper is to select a depth controller for innovative biomimetic underwater
vehicle drives. In the process of optimizing depth controller settings, two classical controllers were
used, i.e., the proportional–integral–derivative (PID) and the sliding mode controllers (SM). The
parameters of the regulators’ settings were obtained as a result of optimization by three methods
of the selected quality indicators in terms of the properties of the control signal. The starting point
for the analysis was simulations conducted in the MATLAB environment for the three optimization
methods on three types of indicators for three different desired depth values. The article describes
the methods and quality indicators in detail. The paper presents the results of the fitness function
obtained during the optimization. Moreover, the time courses of the vehicle position relative to the
desired depth, the side fin deflection angles, the calculated parameters of the control signals, and the
observations and conclusions formulated in the research were presented.

Keywords: biomimetic underwater vehicle; depth controller; genetic algorithms; particle swarm
optimization; Pareto optimization

1. Introduction

In the 21st century, there has been dynamic development of mobile robots. One of the
fields is underwater robots, where we can distinguish between ROV (Remote Operated
Vehicle) and AUV (Autonomous Underwater Vehicle). Vehicles based on ROV technology,
which dates back to the 1960s, have been ideally developed and are successfully used
in all kinds of underwater operations [1–3]. A significant limitation of the mobility of
these vehicles is the use of cable tether, which leads scientists and engineers to develop
AUVs [4]. Autonomy, advanced control and positioning systems allow the realization of
many civilian and military tasks. The development of bionics resulted in a new trend in
the construction of underwater mobile robots, whose main idea is to imitate underwater
animals. These vehicles are called biomimetic underwater vehicles (BUVs) [5,6], which
mimic construction and motion kinematics. Most often, the prototype vehicle is inspired by
the shape and movement of aquatic creatures, although there are designed based on manta
rays, penguins and many others. Nevertheless, it is essential to carefully analyze the animal
movement and to develop an appropriate simplified mathematical model, which will be
used as close as possible to the BUV [7]. Artificial fins, similar in shape and appearance to
the real ones, propel the BUV. Such propulsion is called wave or undulating propulsion,
and it can be placed in different parts of the BUV’s hull, depending on the type of design,
its maneuverability and the speeds it can achieve. An electric motor usually drives it
to generate sufficient vehicle thrust through oscillating motion. A sinusoidal function
usually describes oscillatory motion, but different parts can be used depending on the
type and purpose of the undulating propulsion. To describe oscillatory motion, usually
use parameters such as the neutral position, which is the zero position for oscillation,
the amplitude of oscillation, which defines the maximum deformation of the fins, and the
frequency of oscillation [8].
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Control of underwater vehicles has been investigated quite thoroughly. However, still
many difficulties occur, among other things, due to environmental disturbance, highly
nonlinear behavior of vehicles, the complexity of the vehicle hydrodynamics or the appli-
cation of new innovative propulsion systems. The articles [9–12] present various systems
for controlling the depth of underwater vehicles. They concern both controllers tuned
classically and using artificial intelligence algorithms. However, the works presented above
concern, to a large extent, ROV or AUV vehicles using a classic screw drive propeller.
Biomimetic underwater vehicles can be equipped with an artificial swim bladder [13]
similar to a fish bladder, which controls buoyancy and depth. Another solution used to
control the depth of biomimetic underwater vehicles [14,15] is changing the locomotion
primitives of the fins, usually by changing frequency, amplitude or side fins’ phase shift. In
more advanced applications, changing the depth can be done by adjusting the angles of
attack of the vehicle’s control surfaces, their stiffness [16], or surface area of side fins [17]
while the vehicle is moving at a certain speed through its wave propulsion.

The main contribution of this paper is to present depth controllers’ different tuning
methods for innovative BUV wave propulsion drives. The proposed methods use artifi-
cial neural networks in the tuning process and the experimental verification system of
controller gains to evaluate its performance. In the presented literature, one can notice
the lack of use of neural network-based methods for tuning depth controllers based on
bioinspired wave propulsion drive. This research could have significant implications for
the development of biomimetic autonomous underwater vehicles for various applications
such as exploration of the ocean ecosystems, environmental monitoring, or even search
and rescue missions. The rest of the paper is organized as follows. The mathematical model
of the vehicle is based on the Fossen model [18] with modifications to include the new
wave drive used. Commonly used underwater vehicles are driven mainly by a set of screw
propellers, whereby the thrust generated by the propellers can be calculated using specific
mathematical formulas [19]. In the case of a new wave propulsion system that mimics the
action of fish fins, the forces and moments of force acting on the vehicle were calculated us-
ing the author’s method presented in the literature [20]. Then the applied depth controllers
and their control methods are presented. The following section offers the research problem
and the results obtained in the simulation process. The final section formulates conclusions
and plans for future research.

2. Materials and Methods

This chapter presents the simulation model and methods used in the tuning process of
the depth controller settings. It contains two main subsections. The first concern describes
biomimetic underwater vehicles with an innovative propulsion system. A mathemati-
cal model based on the above-mentioned vehicle is described in the further part of this
subsection. While the second main subsection deal with the description of controllers,
optimization methods and fitness functions used in the simulation process.

2.1. Control Object

This subsection describes the construction of a biomimetic underwater vehicle (mini-
Cyber Seal) with particular emphasis on the new propulsion system. In the next part,
the mathematical model of the vehicle is presented, where special attention is paid to the
proposed solutions for modelling the vector of vehicle forces and moments.

2.1.1. Mini CyberSeal

The study used a physical model of the BUV mini CyberSeal vehicle shown in Figure 1,
is a smaller prototype of the larger vehicle. The purpose of the downsized BUV was to test
the performance of the larger vehicle’s counterpart’s propulsion system and to test a new
type of control. Unlike its predecessors, the mini CyberSeal’s propulsion system had two
tail fins instead of one. They generate the major thrust and are additionally responsible for
changing course. In addition, a side propulsion system is mounted in front of the fuselage,
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which generates additional thrust and changes the depth. The rear and side fins are made
of polycarbonate and rubber.

Figure 1. Model of the BUV mini CyberSel [own source].

The rear fins can move at a frequency of up to 3 Hz within a range of about 80 degs
outward, and up to 12 degs to the vehicle’s inside axis of symmetry. The side fins can
also move at up to 3 Hz over a range of ±45 degress. All electronic components, sensors,
servos and a 7.2 V 10 Ah li-ion battery were enclosed in a sealed tube made of POM-C
material. The servos with a 1:1 gearbox, responsible for the movement of the fins, are
controlled via POLOLU-1353 miniMaestro servo controllers via RS232. The base station
communicates via a WiFi network supported by a TP-Link TL-WR702N access point and a
WIZNET Wiz-145SR server port providing four serial ports. The vehicle has an internal
artificial buoyancy bladder, which is responsible for the vehicle’s static depth adjustment or
buoyancy control. The mini CyberSeal vehicle has been equipped with an OS-5000 digital
compass from Ocean Server and an A-10 depth sensor from Wika with a measurement
range of 0–1 bar. The sensors mentioned above make it possible to read current depth
values and vehicle motion parameters, i.e., angle of an inclination concerning individual
axes of the coordinate systems.

2.1.2. Mathematical Model

The model captures the underwater vehicle’s rigid body dynamics, hydrostatics and
hydrodynamic effects. Critical issues for the modelling and simulation of BUVs are model
complexity, ease of implementation and accuracy of prediction. Therefore, for the mathe-
matical description, some simplifications are adopted for the vehicle: it has three planes of
symmetry, moves at low speed in a viscous fluid, and has six degrees of freedom. When
analyzing the motion of an underwater vehicle, two reference systems are defined:

(1) a stationary xyz coordinate system associated with the Earth,
(2) a moving xoyozo coordinate system associated with the underwater vehicle.
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The moving coordinate system is commonly called the “vehicle reference system”,
and its origin corresponds to the geometric center of the vehicle. The different axes of this
coordinate system correspond to the following:

(1) xo—the longitudinal axis directed from the stern to the bow,
(2) yo—transverse axis directed to the starboard side,
(3) zo—vertical axis directed towards the bottom.

Changes in the position of the moving xoyozo coordinate system are described relative
to the adopted xyz coordinate system associated with the Earth. Due to the low velocity
of the vehicle, the acceleration of points on the Earth’s surface due to its spin is neglected,
and the xyz system is considered stationary. It is suggested that angular and linear veloc-
ities be described in the reference system associated with the vehicle while the vehicle’s
orientation is described in a stationary coordinate system. The quantities describing the
vehicle’s movement are defined according to the SNAME notation in Table 1 .

Mν̇ + D(ν)ν + g(η) = τ (1)

where:

ν—vector of linear and angular velocities, i.e., ν = [u, v, w, p, q, r];

η—vector of vehicle position and Euler angle coordinates in the stationary system;

M—inertia matrix (equal to the sum of the rigid body mass matrix MRB and the
associated masses matrix MA);

D(ν)—hydrodynamic damping matrix;

g(η)—matrix of restoring forces (gravity forces P and buoyancy forces B);

τ—vector of forces and moments acting on the vehicle.

Table 1. Notation used in describing the movement of underwater vehicles.

Degrees of Freedom Name of Movement Forces and Moments Angular and Linear Velocities Position and Euler Angles

1 Movement in the direction of the xo axis X u x
2 Movement in the direction of the yo axis Y v y
3 Movement toward the zo axis Z w z
4 Rotation about the xo axis K p φ
5 Rotation about the yo axis M q θ
6 Rotation about the zo axis N r ψ

Given the assumptions mentioned above, a nonlinear model of motion in six degrees
of freedom is adopted for simulating the movement of the mini CyberSeal. The action of
the vehicle is described by six differential equations, which, presented in matrix form, have
the following format: The right side of Equation (1) represents the vector of forces and
moments of force acting on the vehicle generated by the vehicle’s propulsion system (2).

τ = [X, Y, Z, K, M, N] (2)

where:

X, Y, Z —forces acting on the vehicle in the longitudinal, transverse and vertical
symmetry axis, respectively;

K, M, N—moments of forces acting in relation to the longitudinal, transverse,
and vertical symmetry axis, respectively.

The vector of forces and moments of forces generated by the wave propulsion can
be calculated by considering the propulsion system set-up in each design. Figure 2 shows
the mini CyberSeal propulsion model consisting of two counter-phased tail fins and two
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independently controlled side fins. The thrust produced by each fin should be conveyed to
the center of gravity O (Figure 2) using simple vector transformation formulas:

X = Xtl + Xtp + Xl + Xp (3)

Y = Ytl + Ttp (4)

Z = Zl + Zp (5)

K = 0 (6)

M = Ml + Mp (7)

N = Ntl − Ntp + Nl − Np (8)

where:
tl, tp, l and p—subscripts referring to the action of the left rear fin, right rear fin,

left-side fin and right-side fin, respectively.

Figure 2. Mini CyberSeal propulsion model [own source].

The individual components of the vector, e.g., Xtl , Ytl , Ntl can be calculated using the
position of these fins with respect to the centre of gravity according to the equations:

Xtl = cos(βl) ∗ Ttl (9)

Xtp = cos(βp) ∗ Ttp (10)

Ytl = sin(βl) ∗ Ttl (11)

Ytp = sin(βp) ∗ Ttp (12)

Ntl = r2 ∗ Xtl + r1 ∗ Ytl (13)

Ntp = r2 ∗ Xt p + r1 ∗ Yt p (14)

Xl = cos(αl) ∗ Tl (15)

Zl = sin(αl) ∗ Tl (16)
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Ml = r3 ∗ Zl (17)

Nl = r4 ∗ Xl (18)

More information on the mathematical dependencies of the novel drive used is con-
tained in the [21]. As shown in Figure 1 or Figure 3, the Mini CyberSeal has two side fins
and two tail fins, which generate time-varying thrust.

Figure 3. Mini CyberSeal thrust measurement stand [own source].

The value of the thrust Ttl , Ttp, Tl , Tl depends on the control parameters, including
the frequency and amplitude of the deflection of each fin. The thrust values generated by
each fin for different frequencies and amplitudes were determined experimentally. Finally,
the vehicle’s speed is variable and dependent on the frequency of fin oscillations. The
method of measuring the thrusts generated by the mini CyberSeal used in the mathematical
equations is presented in the literature [20]. The thrust T generated by the fin is the sum of
two components:

T = Tav + Tosc (19)

where:

Tav—constant thrust component at a specific fin oscillation frequency;
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Tosc—variable component modelled by a sinusoidal wave with a specific ampli-
tude (at a specific fin oscillation frequency).

At the same time, the test stand is shown in Figure 3. In addition, the right side of
Equation (1) considers the effect of environmental disturbances such as wind, waves and
sea currents, which significantly impact the BUV. The left side of Equation (1) describes the
forces and moments of force caused by physical phenomena, such as rigid body inertia and
the inertia of masses accompanying viscous fluid, the hydrodynamic drag exerted by water,
and the balance of gravity and buoyancy forces. Using the mathematical relationships
included in the literature [18], the matrix parameters describing the left side of Equation (1)
can be calculated.

2.2. Methods

This subsection deals with the main part of the work concerning the selection of depth
controllers’ settings. The first subsection describes the controllers used, i.e., PID and SM. The
following subsections describe the optimization methods and the fitness functions based
on which the aforementioned methods realized optimization of used controllers settings.

2.2.1. Depth Controllers

Two classic controllers were used as depth controllers for the mini CyberSeal vehicle.
The first one is about a PID controller that calculates the error value e(k) as the difference
between the set depth value and the value received from the depth sensor and applies
a correction based on proportional, integral and derivative terms (denoted P, I, and D,
respectively). Hence the name [22,23]. The action of the PID controller is described by the
following formula presented in the discrete form:

u(k) = kpe(k) + ki

kmax

∑
k=1

e(k) + kdΔe(k) (20)

where:

u(k) is a control signal in k step of simulation;

e(k) is an error signal in k step of simulation;

Δe(k) is a change of error signals in k step of simulation, i.e., e(k)− e(k − 1);

kp, ki and kd are constant quantities called gain factors.

The second controller used is the sliding mode controller (SM) [24,25], where sliding
mode control is achieved by controlling nonlinear systems, which changes the dynamics of
a nonlinear system by applying a discontinuous control signal, which forces the system to
“slide” along upstream of the expected behavior of the system. It is calculated using the
following formulas, also presented in the discrete form:

s(k) =
λe(k) + Δe(k)

ϕ
(21)

if |s(k)| > 1, then s(k) = sign(s(k)) (22)

u(k) = kss(k) (23)

where:

u(k) is a control signal in k step of simulation;

s(k) is a normalized control signal in k step of simulation;

e(k) is an error signal in k step of simulation;

Δe(k) is a change of error signal in k step of simulation, i.e., e(k)− e(k − 1);

λ, ϕ, ks is a constant settings of SM controller.
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2.2.2. Optimization Methods

To tune controller settings, used the Global Optimization toolbox of the MATLAB envi-
ronment [26,27]. The following three optimization methods were used: Genetic Algorithm
(GA), Particle Swarm Optimization (PSO) and Pareto Simulation (PSA).

The genetic algorithm, first formalized as an optimization method by Holland, is a
global optimization technique for multi-dimensional, nonlinear, and noisy problems and
a stochastic search technique based on the mechanism of natural selection and natural
genetics [28,29]. A genetic algorithm (GA) solves both constrained and unconstrained
optimisation problems based on a natural selection process that mimics biological evolu-
tion. The algorithm repeatedly modifies a population of individual solutions. At each step,
the genetic algorithm randomly selects individuals from the current population and uses
them as parents to produce the children for the next generation. Changes are introduced
into the offspring through mutation, crossover and other genetic operators. The procedure
ends when satisfactory genotypes (a set of traits of an individual) are obtained, which
are matched by phenotypes with a high fitness function (an individual from the popula-
tion). Over successive generations, the population “evolves” toward an optimal solution.
An initial population of 40 individuals was generated using a MATLAB random generator
during optimization. Individuals in the current generation are estimated using one of the
three fitness functions described in the following subsection. After calculating the fitness
function, the reproduction algorithm creates children for the next generation. The following
operators are used in reproduction: fitness rank scaling, Stochastic uniform selection func-
tion, Crossover fraction equal to 0.8, and Gaussian mutation function. The GA optimization
was stopped when the maximum number of 100 generations was reached and/or when no
change in the best fitness function value for new generations was detected during the next
50 steps [30].

The PSO algorithm is based on a simplified social model closely tied to swarming
theory. It solves a problem by having a population of candidate solutions, here dubbed
particles, and moving them around the search space according to simple mathematical
formula over the particle’s position and velocity. Each particle’s movement is influenced by
its local best-known position. Still, it is also guided toward the most notable positions in the
search space, updated as better places are found by other particles [31]. A physical analogy
might be a swarm of bees searching for food sources. In this analogy, each bee (referred to
as a particle here) uses its memory and knowledge gained by the swarm to find the best
available food sources. This is expected to move the swarm toward the best solutions. Based
on the literature [32,33], the following PSO parameters were assumed: (1) MaxStallIterations
(relative change in the value of the best objective function): 20, (2) MinNeighborsFraction
(setting both the initial neighborhood size for each particle and the minimum neighborhood
size): 1, (3) SwarmSize: 200. As in the case of GA, one of the critical problems is to properly
define the fitness function to get the correct optimization rates. The fitness functions used
were analogous to GA and are presented in the following subsection.

Pareto optimization (PSA) is a field of multi-objective decision-making that deals
with mathematical optimization problems involving more than one objective function for
simultaneous optimization. Multi-objective optimization has found application in many
scientific areas, including engineering, economics and logistics, where optimal decisions
must be made during trade-offs between two or more conflicting objectives. When we have
several objective functions that we want to optimize simultaneously, these solvers find
optimal trade-offs between competing objective functions. This method can also be applied
to a single-objective problem. PSA uses pattern search on a set of points to iteratively search
for non-dominated points. It should fulfil all constraints and linear constraints in each
iteration. Theoretically, the algorithm converges to points near the true Pareto front [34].
In the algorithm used, in the beginning, the PSA creates an initial set of 200 randomly
selected points and then checks whether these points are feasible concerning the bounds
and linear constraints. If impossible, the algorithm projects the initial points into a linear
subspace of linearly feasible points by solving a linear programming problem and removing
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duplicate points. The PSA then divides the points into two sets named “archive” and
“iterative”. The archive set contains non-dominated points associated with a mesh size less
than 10−6 and satisfying all constraints within 10−6. PSA checks the location of each point
in the ‘iterative’ set. Success is achieved if the polled points yield at least one dominated
point. PSA then extends the probing in successful directions multiple times, doubling the
6e grid to find a dominant point. If any non-dominated point is obtained, the grid size is
halved. The algorithm stops when: (1) the mesh size exceeds the value (+Unity), (2) the
fitness function decreases to the value (-Unity), (3) it reaches the maximum number of
iterations equal to 400.

2.2.3. Fitness Function

It is necessary to determine proper fitness functions to obtain appropriate optimiza-
tion results for the depth controller. For this paper, three functions commonly used in
mathematics were formulated [35,36]. The first is Integral Absolute Error (ISA), the sum
of the absolute values of the error signals e(k) in all simulation steps. Its task is to select
the controller parameters so that the error rate between the desired depth and the present
depth value is as low as possible throughout the simulation period. The ISA in discrete
form is shown in Equation (24).

f f it1 =
kmax

∑
k=1

|e(k)| (24)

The second fitness function is an Integral of Squared Error (ISE) in the discrete form
Equation (25). The ISE integrates the square of the error over time. ISE will penalize for
significant errors more than smaller ones (since the square of a large error will be much
bigger). Control systems specified to minimize ISE will tend to eliminate significant errors
quickly but will tolerate minor errors persisting for an extended period. Often this leads to
fast responses but with considerable, low amplitude oscillation.

f f it2 =
kmax

∑
k=1

e(k)2 (25)

The third proposed fitness function is based on combining two direct control quality
indexes and is presented in the following Equation (26).

f f it3 =
imax

∑
i=1

tr(i) + kM

imax

∑
i=1

Mp(i) (26)

It takes into consideration rising times tr in [s] and first overshoots Mp in [rad] for all
imax changes of the desired course. Because of the small value of Mp in [rad] compared to
tr in [s] additional gain factor of the sum of first overshoots was introduced kM = 25.

3. Research Problem and Results

The research problem of this work is to find a solution for the most effective depth
control of the mini CyberSeal vehicle. With a mathematical model of the vehicle, two types
of controllers (PID, SM), three different methods for optimizing controller settings, and three
fitness functions, an attempt was made to select a suitable controller and its parameters. All
regulators, methods and functions should be examined in the tuning process and verified
for each combination (Figure 4). The tuning process was carried out for three different
immersion changes: (1) 0.2 [m]—shallow immersion, (2) 0.5 [m]—deep immersion, (3) and
then two immersion changes—first 0.5 [m] then second 0.2 [m] depth change after 20 s
of simulation. In contrast, the verification process was based on the tuning process for
each combination of 25 randomly selected depths from 0 to 0.7 [m] (in 0.1 [m] increments).
The average value of the fitness function was conducted from 25 verification tests.
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. 

Figure 4. Flowchart optimization process to receive the best controllers settings.

Results and Discussion

The test results are shown in Tables 2–4 for the corresponding fitness functions 1–3.
The table includes three different combinations of depth change for both the testing (T)
and verification (V) processes. Also included in the table are combinations of controller
type and its optimization method, e.g., SM-GA means SM controller was optimized by GA
method, PID-PSA means PID controller was optimized by PSA method, etc. The initial
study’s objective was to find the optimal barriers for the controllers to avoid going into local
minima. The research was carried out by an expert using a designed model of the CyberSeal,
designed depth controllers and various tuning methods. As a result of the preliminary
study, the upper and bottom barriers assume the following values: (a) for PID controller
[kp, kd, ki]—bottom barrier equals [200, 10,000, −1] and upper barrier equals [600, 40,000, 1],
(b) for SM controller [λ, ks, ϕ]—bottom barrier equals [−5, −100, −2] and upper barrier
equals [5, 100, 2]. The main objective of the primary research was to compare two classic
controllers, three methods optimized by fitness functions in response to changing the
desired immersion value. The only quality control criterion optimized during tuning depth
controllers was the minimized value of three different fitness functions. It means that all
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phrases describing the “best results”, “most effective”, etc., which are used later in the
article, refer to the smallest fitness function values.

Analyzing the results contained in Table 2 obtained for fitness function no. 1, the fol-
lowing conclusions can be drawn: (1) in the verification process, the best results for both
controllers and all methods were obtained for a large change in immersion value, (2) in
the tuning process, the best results for both controllers for all methods were received for a
slight change in the immersion value, (3) PID-GA obtained the best result in the verification
process. In contrast, SM-PSO and SM-PSA got the best result in the tuning process consid-
ering all of the depth changes, (4) optimization methods present similar efficiency for all of
the desired depth changes, (5) the smallest values of the f f it1 were obtained during tuning
and verification for the SM controller than for the PID controller.

Table 2. Values of fitness function no. 1 for tuning (T) and verifying (V) BUV’s depth controllers for
three changes of desired immersion: shallow, deep and two following depth changes.

Controller Shallow Immersion Deep Immersion For Two Changes
Type (T) (V) (T) (V) (T) (V)

PID-GA 30.5 48.6 73.3 55.5 128.6 54.2
SM-GA 29.2 88 71.3 54.3 126.2 96.2

PID-PSO 29.8 67.4 75.4 57.2 124.6 94.2
SM-PSO 30.1 92.1 65.6 55.2 116.5 95.1
PID-PSA 33.7 77,2 72.8 58.5 126.8 108.2
SM-PSA 32.1 116.1 67.6 96.8 120.1 99.7

Considering the results shown in Table 3 for fitness function no. 2, the following
conclusions can be formulated: (1) in the verification process, the best results for both
controllers and all methods were obtained for two changes in immersion value, (2) similar
to earlier, the best results for both controllers for all methods in the tuning process were
obtained for a slight change in the immersion value, (3) PID-GA obtained the best result in
the verification process, while SM-PSO and SM-PSA obtained the best result in the tuning
process taking into account all of the depth changes, (4) optimization methods present
similar efficiency in the tuning process for all of the desired depth change.

Table 3. Values of fitness function no. 2 for tuning (T) and verifying (V) BUV’s depth controllers for
three changes of desired immersion: shallow, deep and two depths changes.

Controller Shallow Immersion Deep Immersion For Two Changes
Type (T) (V) (T) (V) (T) (V)

PID-GA 11 36.4 84.2 53.2 141.8 30.8
SM-GA 11.2 75.1 85.6 81.2 167.8 80.1

PID-PSO 10.8 70.5 78.9 88.8 138.9 241.2
SM-PSO 11.4 165 72.2 78.2 129.8 77.2
PID-PSA 11.21 140.3 83.8 242 139.2 65.2
SM-PSA 11.2 199.8 76.8 358 134.4 92.6

Table 4 shows the results for fitness function no. 3. Analyzing its results, one can
deduce: (1) as earlier, the best tuning process of both controllers was obtained for shallow
immersion, while the best results for the verification process were received for two depth
changes, (2) the smaller f f it3 was obtained during tuning and verification process by PID
controller than SM, (3) PID-PSO received the smallest value of f f it3 in tuning for shallow
immersion and verifying process for two depth changes, (4) optimization methods present
similar efficiency for all of the desired depth change.
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Table 4. Values of fitness function no. 3 for tuning (T) and verifying (V) BUV’s depth controllers for
three changes of desired immersion: shallow, deep and two following depths changes.

Controller Shallow Immersion Deep Immersion For Two Changes
Type (T) (V) (T) (V) (T) (V)

PID-GA 8.21 14.1 9.26 15.9 20.1 9.11
SM-GA 8.9 22.41 14.76 24.2 26.2 15.6

PID-PSO 8.08 23.2 9.34 14.5 18.9 9.74
SM-PSO 9.01 24.6 11.45 24.31 27.6 30.41
PID-PSA 8.41 28.3 9.98 14.8 19 9.41
SM-PSA 9.5 25.5 12.32 15.81 31.2 15.81

Analyzing the above results in Tables 2–4, it can be concluded that the best results were
obtained by PID-GA using objective function no. 3 for two depth changes. The result of f f it3
indicates that the selected controller settings in the optimization process performed best in
the verification process for random desired depth (for 25 random changes in depth from 0
to 0.7 m). From Figures 5–7 show the simulation results for the controller settings obtained
for the PID-GA method, using the f f it3 function and two depth changes. Figures 5–7 show,
respectively, the results for each desired depth, i.e., 0.2 m, 0.5 m and two depth changes,
first of 0.5 and then of 0.2. The simulation was carried out for 35 s. Considering the third
case, the second desired depth signal occurred in 20 s of simulation. The timing was chosen
so that the following depth changes occurred when there were no fluctuations in depth
after the first change. The depth change was realized by the parallel swing of the side fins
by the angle set by the control signal. In all the simulations, the oscillation frequency of the
vehicle’s side fins was constant and equal to 2 [Hz]. In the simulation, the side fin deflection
angles were limited to 60 [deg] to avoid too excessive a vehicle trim angle. Each figure
shows plots of the various parameters as a function of time: (1) graph of the dependence of
the current vehicle depth on the desired, (2) values of the angular deflections of the side
fins responsible for changing the depth of the vehicle based on the control signal along
with the value of the vehicle trim (pitch), (3) error of depth over time. Analyzing the graphs
presented, it can be noticed that selected controller gains are appropriate, and their selection
is important for achieving good performance and stability of the system. The above graphs
show that the object obtains satisfactory stability not only for the depths for which it was
optimized (Figure 7) but also for other desired depths (Figures 5 and 6). The controller,
in each case, reaches the required immersion quickly, and there is minimal overshoot.
The controller’s gains are not too large, so the system avoids exhibiting chattering, which
is rapid switching between different control modes, which can lead to wear and tear on
the actuators. The vehicle achieves stability within 12 s for all desired depths. To confirm
the correctness of the adopted solution, i.e., tuning the controller for a specific value and
then checking its settings for 25 random values, the simulation results for other controller
settings are presented in Figure 8. For this figure, the controller settings were obtained
for the PID-GA method, using the f f it3 function and small depth changes. Comparing the
simulation results for the same depth change (in Figures 5 and 8), but obtained for two
different controller settings, it can be observed that the controller tuned for the specific
depth reached the desired depth faster, i.e., 8 s (Figure 8). This is confirmed by the results
in Table 4, wherein the tuning process for a small change in depth, the PID-GA obtained
the value of the fit function 8.21, while for two changes in depth is 20.1. However, better
results were obtained in the verification process for two depth changes for the entire depth
spectrum (from 0 to 0.7 m). The value of f f it3 for two depth changes was better by 50 per
cent than for a small depth.
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Figure 5. Changes of immersion and side fins deflection in time in response to desired depth: 0.2 [m]
obtained for PID controller settings using GA method and fitness function no. 3 for two depth changes.

Figure 6. Changes of immersion and side fins deflection in time in response to desired depth: 0.5 [m]
obtained for PID controller settings using GA method and fitness function no. 3 for two depth changes.
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Figure 7. Changes of immersion and side fins deflection in time in response to subsequent desired
depths: 0.5, 0.2 [m] obtained for PID controller settings using GA method and fitness function no. 3
for two depth changes.

Figure 8. Changes of immersion and side fins deflection in time in response to desired depth: 0.2 [m]
obtained for PID controller settings using GA method and fitness function no. 3 for small immersion.
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4. Conclusions

This paper presents the tuning process of two classical depth controllers (PID, SM)
of the biomimetic underwater vehicle with undulating propulsion. The tuning of the
parameters of the controllers was carried out by applying three optimization methods and
three fitness functions (GA, PSO, PSA), which provided a quality criterion. The optimization
process was conducted for three different desired depth values, as shown in Figure 4.

Summarizing the research results obtained, several conclusions can be reached. The best
results were not received with a slight change in immersion value. The results shown in
Tables 2–4 confirm that despite the best values of the fitness function in the tuning process,
the values for the verification process are several times higher. It can be recognized that
the values of controller setting gains work efficiently only for small values. At the same
time, they are not necessarily optimal for larger values used in the verification process.
Also, the values of the fit function for different controller and optimization methods for
the tuning and verification process are similar. Therefore, it is expected that the tuning of
the controllers should be carried out for a larger desired depth or two or more changes
of depth.

Furthermore, it can be deduced that, in most cases, better control quality was obtained
for the PID controller than for the sliding controller. The differences can be seen in Table 4,
where in all cases, both in the simulation and verification process, the fitness function
obtained better values for the PID controller. The three optimization methods used to adjust
the controller settings achieve comparable efficiency. Although the PSO and PSA methods
achieved better tuning, the GA method achieved the best results in the verification process
for each of the three different fitness functions.

Comparing the quality indicators, we can see that the ISE ( f f it2), which strongly
penalizes any large deviation, obtained the worst results for a large change or two depth
changes. In contrast, the best results were obtained for fitness function no. 3 ( f f it3) where
used direct quality indicators, i.e., the rise time and the value of the first overshoots. It
is because the fitness function obtained the most repetitive results for the tuning and
verification process, and the values of fitness function no. 3 were the best compared to the
other functions ( f f it1) and ( f f it2) using the classic indicators.

The presented results could be more comprehensive. An interesting issue would be
further systematic testing of new multi-criteria indicators. In this way, it would be possible
to use, for example, an LMS indicator or the like to limit sudden changes in the control
signal and a more aggressive indicator such as ISE or ISE to increase the speed and accuracy
of the process control. As part of future research, it is also planned to implement the applied
regulators on a real object (mini CyberSeal) and verify them in natural conditions.
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Abbreviations

The following abbreviations are used in this manuscript:

AUV Autonomous Underwater Vehicle
BUV Biomimetic underwater vehicles
GA Genetic algorithm
ISA Integral Absolute Error
ISE Integral of Squared Error
LMS Least Median of Squares

235



Electronics 2023, 12, 1469

PID Proportional–integral–derivative controller
POM-C Polyacetal (copolymer)
PSO Particle Swarm Optimization
PSA Pareto Simulation
ROV Remote Operated Vehicle
SM Sliding Mode controller
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Abstract: Most aircraft launchers exhibit a rapid acceleration of the launching aircraft, often exceeding
ten times the acceleration due to gravity. However, only magnetic launchers offer flexible control
over the propulsion force of the launcher cart, enabling precise control over the aircraft’s acceleration
and speed during its movement on the launcher. Consequently, extensive research is being conducted
on magnetic launchers to ensure the repeatability of launch parameters, protect against aircraft
overloads, and ensure operator safety. This article describes the process of modeling and analyzing
the dynamical properties of a launch cart of an innovative prototype launcher, which employs a
passive magnetic suspension with high-temperature superconductors, developed under the GABRIEL
project. The developed mathematical model of the magnetic catapult cart was employed to conduct
numerical studies of the longitudinal and lateral movement of the cart, as well as the configuration
of the UAV–cart system during UAV takeoff under variable atmospheric conditions. An essential
aspect of the research involved experimentally determining the magnetic levitation force generated
by the superconductors as a function of the gap. The results obtained demonstrate that the analyzed
catapult design enables safe UAV takeoff. External factors and potential vibrations resulting from
uneven mass distribution in the UAV–cart system are effectively balanced by the magnetic forces
arising from the Meissner effect and the flux pinning phenomenon. The primary advantage of the
magnetic levitation catapult, in comparison to commercial catapults, lies in its ability to provide a
reduced and consistent acceleration throughout the entire takeoff process.

Keywords: magnetic launcher; levitation force; UAV; dynamics modeling; numerical simulation

1. Introduction

The designers of modern unmanned aerial vehicles (UAVs) must solve a series of
technical problems related to the critical aspects of their operation in order to meet the needs
of the rapidly developing market. One of the key aspects is the UAV takeoff procedure. The
takeoff of a large portion of fixed-wing UAVs requires separate devices called launchers or
aircraft catapults. Currently, rocket systems, rubber, pneumatic, and hydraulic launchers
are most commonly used for this purpose. They are powered by various means, including
steam, compressed air, energy stored in elastic elements (such as rubber bands), or even
rocket boosters. The operation of these devices involves high acceleration for the launching
UAV, often exceeding 10 times the Earth’s gravitational acceleration, and a lack of control
over the aircraft’s trajectory during the launch. Magnetic launchers, which allow for
significantly higher speeds compared to traditional catapult solutions while also enabling
contactless operation, are an attractive alternative to the currently used launchers.

The first interest in electromagnetic catapults came from the navy, and during World
War II, Westinghouse constructed the initial aircraft catapult system utilizing electromag-
netic interactions [1]. However, due to the high costs of production and maintenance, as

Electronics 2023, 12, 2883. https://doi.org/10.3390/electronics12132883 https://www.mdpi.com/journal/electronics
239



Electronics 2023, 12, 2883

well as their large size and weight, these systems were not commercially viable. Electromag-
netic technology was displaced by steam launchers in the past, and it was only at the turn
of the century that the concept was revisited. Scientists were prompted by the miniaturiza-
tion of electrical devices, which allowed for the construction of increasingly cheaper and
smaller equipment, thus reducing the size and operating costs of electromagnetic launchers.
There are several types of magnetic launchers, classified based on their design and motion
generation methods. Rail launchers and coil launchers are particularly noteworthy. Among
coil launchers, synchronous and asynchronous (inductive) launchers can be distinguished
based on the method of generating magnetic force. Such launchers have been employed
in recently commissioned US Navy aircraft carriers and in high-speed MAGLEV trains
like the Inductrack. Rail launchers can utilize linear induction motors as the propulsion
for the launch cart. Rail launchers are typically composed of two conductive rails made
of electrically conductive material. A movable connector, also made of a conductor, is
placed between the rails. The contact between the two rails and the connecting element
must ensure good current flow. As a result of electric charge flow, following Ampere’s and
Biot–Savart’s laws, a magnetic field is generated around the rails, which interacts with the
charges moving in the connector. The movable element experiences a magnetic force that
pushes it along the rails. The method described above is used in the high-speed MAGLEV
trains of the Inductrack type. However, the Inductrack technique has a drawback as levita-
tion forces occur after reaching a certain minimum speed. Additionally, due to their cost,
they are difficult to accept in unmanned aircraft launch solutions. The solution presented
in this article is significantly simpler and more cost-effective than the Inductrack approach.

The subject of the presented research is an innovative prototype of a catapult utilizing
passive magnetic suspension with high-temperature superconductors [2,3]. The catapult
prototype was constructed as part of the GABRIEL project (Integrated Ground and On-
board system for Support of the Aircraft Safe Take-off and Landing) [4,5]. The design of
the prototype catapult features magnetic tracks attached to a stationary base, a levitating
takeoff platform, and a linear drive (Figure 1a). During the UAV takeoff, it is mounted on
the takeoff platform, which is an integral part of the cart made of a duralumin frame and
supported on four supports (Figure 1b), in which high-temperature YBCO superconductors
are placed (Figure 1c). After cooling the YBCO with liquid nitrogen, the takeoff cart lifts off
and levitates above the source of the magnetic field.

   
(a) (b) (c) 

Figure 1. Elements of a magnetic catapult utilizing the Meissner effect: (a) magnetic tracks with
a launch platform installed on them; (b) a levitating support for the launch cart; and (c) high-
temperature superconductors placed in the support.

One undeniable advantage of this solution is its simple design, which facilitates the
transportation and installation with just two personnel required for operation. Moreover,
this solution incorporates all the advantages of electromagnetic launchers, allowing for
the adjustment of the launch cart speed and acceleration to minimize the applied overload
on the aircraft during takeoff. An additional benefit of this solution is the ability to
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utilize the system for the landing of the UAV, a feature that conventional or coil launchers
cannot guarantee.

At the end of the GABRIEL project, tests were carried out on the designed unmanned
aerial vehicle in Aachen for takeoff and landing. The tests were successful [6], but technical
issues were encountered, such as the slowly damped vibrations of the cart and the loss of
its stable position after disconnecting the linear drive. These issues served as inspiration
for further research on the innovative magnetic catapult project.

This article presents numerical studies of the motion of the cart and the catapult system
during the UAV launch under varying atmospheric conditions based on a developed
model of the dynamics of the launch cart. An important aspect of the research was
the experimental determination of the magnetic levitation force as a function of the gap
generated by the superconductors.

2. The Model of the Launch Cart for a Magnetic Launcher

In this study, a mathematical model of the launch cart for the magnetic launcher was
developed. This model takes into account key factors, such as the characteristics of the
environment and the individual components of the launcher, which include the magnetic
tracks and the cart that launches the UAV. To further describe and understand the system,
various coordinate systems were introduced, which are shown in Figure 2.

Figure 2. Model of the magnetic launcher system along with the adopted reference systems.

An inertial system (Ofxfyfzf) was firmly tied to the surface of the Earth, providing a
fixed reference point. The magnetic system (Omxmymzm) is used to describe the distribution
of the magnetic field and the levitation force. This system is aligned with the symmetry
axis of the launcher tracks. The cart system (Osxsyszs) is aligned with the longitudinal
symmetry axis of the cart and illustrates the direction of the cart’s movement. More detailed
descriptions of these reference systems, along with a thorough analysis of the physical
model and external influences, can be found in the referenced paper [7].

The dynamics of the launch cart for a magnetic launcher, which moves in
three-dimensional space, is described by a system of mutually coupled nonlinear ordinary
differential equations. These equations were derived for the launch cart modeled as a
rigid body with six degrees of freedom, using the principle of momentum and angular
momentum conservation. The mathematical model of the launch cart’s motion dynamics
was thoroughly developed in [8], and its main stages were discussed in the article [9]. The
formalism for writing the equations of motion is based on a precisely defined method of
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indexing vector quantities and the properties of rotation matrices, particularly the repre-
sentation of the derivative of the rotation matrix using a skew-symmetric matrix. The final
form of the equations of motion is written in a local, moving reference frame associated with
the launch cart Osxsyszs. The matrix form of the equations of motion is given by Formula
(1). The first equation describes the relationship between the three-dimensional vector of
forces acting on the system and the vector of change in the body’s momentum. The second
equation maps the vector of force moments to the vector of change in angular momentum.⎡⎣ m(s)I3×3 −m(s)s
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The mathematical model of the cart should be supplemented with kinematic relation-
ships describing its angular velocity ωs
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where Rs
f is the rotation matrix describing the orientation of the inertial frame relative to

the local frame of the cart.
The described mathematical model of the launch cart provides a basis for further

research on its dynamic properties, including the numerical analysis of its motion. These
studies were preceded by an analysis of the acting forces. The process of the theoretical
modeling of forces and moments acting on the launcher system was discussed in detail
in [7]. The analyses presented there indicated interactions between the loads and their
influence on the UAV launch process. The key role is played by the magnetic levitation
force. Its experimental identification process is included in Section 3.

3. Experimental Identification of Magnetic Levitation Force

The levitation force, which lifts the launcher cart above the magnetic tracks, is caused
by the Meissner effect [10]. The Meissner effect is a phenomenon in which a superconductor
expels magnetic field lines from its interior. It has been studied in various applications,
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including Maglev trains and energy storage systems [11,12], as well as in the context of
superconducting materials used in aerospace engineering, such as in the development of
high-performance motors and generators [13].

In the analyzed magnetic launcher, the levitation force is a result of the Meissner effect
occurring between the tracks of the magnetic rails and the superconductors enclosed in
containers—supports of the launch cart. After filling the supports with liquid nitrogen, the
superconductors transition into the superconducting state, and as a result of the Meissner
effect, they begin to levitate above the tracks.

To identify the value of magnetic levitation force, a measurement experiment was
carried out using the MTS Bionics testing machine. A section of the magnetic track rail
was attached to the lower, stationary jaws of the machine, and a support with four YBCO
superconductors was mounted on the upper jaws (Figure 3).

 

Figure 3. Experimental setup for measuring magnetic levitation force.

Figure 4 presents the results of measurements aiming to determine the effect of the
levitation gap height on the value of the magnetic levitation force. In the first series of
measurements (red line), the superconductors were cooled with liquid nitrogen at a height
of 20 mm above the magnets, where the magnetic field has zero value (ZFC—zero field
cooling). Such a superconductor is only affected by the magnetic force resulting from the
Meissner effect. In the second series of measurements, the superconductors were cooled
with liquid nitrogen in a non-zero magnetic field at a height of 3 mm above the magnets
(dFC = 3 mm). The measurements were repeated twice (blue and green lines), which showed
the convergence of the obtained results. The upper graph shows the levitation force value
registered by the force sensor of the strength machine, while the lower graph shows the size
of the levitation gap, i.e., the distance between the levitating support and the launcher rails.

The conducted observations of the superconductor’s behavior in a magnetic field
showed that the levitation force value is a function of the levitation gap (distance of the
superconductor from the magnetic field). Additionally, in the case of filling the supercon-
ductor with liquid nitrogen in a non-zero magnetic field, the maximum recorded value
of the levitation force is almost half the value obtained when filling the superconductor
in the zero magnetic field. This confirms the fact that there are two forces acting on the
superconductor: a force repelling the superconductor from the source of the magnetic field,
resulting from the Meissner effect FLM, and a force attracting the superconductor to the
source of the magnetic field, resulting from the flux pinning effect FLP.

FLs = FLM + FLP (7)
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Figure 4. Results of the measurements illustrating the effect of the levitation gap (lower graph) on
the value of the magnetic levitation force (upper graph) for different liquid nitrogen flooding heights
(dFC = 3 mm; ZFC—zero field cooling).

As a result of the flux pinning phenomenon, the superconductors placed inside the
supports of the cart become magnetized [14]. The widely used advanced mirror-reflection
method [15] for modeling magnet–superconductor interactions suggests that the levitation
force can be expressed by the following equation [16].

FLP = m·∇B (8)

where B is the external magnetic field and m is the vector of the magnetic moment frozen
within the superconductor at the moment of the phase transition.

The approximating functions for the levitation forces used in the numerical model
are presented in Figure 5a. The green and red lines indicate the experimentally measured
levitation force. The green line corresponds to the superconductor being cooled with liquid
nitrogen in a zero magnetic field (FLP = 0), while the red line represents the case where
the superconductor is cooled with liquid nitrogen at a height of 3 mm. Thus, the red line
represents the sum of the force resulting from the Meissner effect (green line) and the force
arising from the flux pinning phenomenon.

  
(a) (b) 

Figure 5. (a) Forces acting on the support of the cart with superconductors; and (b) spatial distribution
of the vertical component of the magnetic field gradient above the launcher tracks.

At a height of 5.2 mm, the force resulting from the Meissner effect (with a value of
5.4 N) and the force resulting from flux pinning balance each other. By determining the
value of the magnetic field gradient along the vertical axis at a height of 5.2 mm (with an
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absolute value of ∇B = 20.6 N/T) (Figure 5b) based on finite element analysis [12], the
induced magnetic moment in the superconductor was calculated to be m = 0.26 T using
Equation (8). Thus, knowing the value of m, the force resulting from flux pinning was
approximated when the superconductors were immersed in liquid nitrogen at a height of
3 mm (purple line).

The light blue line was obtained by summing the measurements of the levitation
force when the superconductor was immersed in liquid nitrogen under zero magnetic field
conditions (green line) and the approximated force resulting from flux pinning (purple
line). Similarly, the force acting on the superconductor immersed in liquid nitrogen at any
height can be approximated using a similar approach.

The identification of the magnetic levitation force provided a basis for further numeri-
cal studies of the magnetic launcher system. The results of the numerical simulations of
the longitudinal and lateral motion of the cart as well as the configuration of the UAV–cart
system during UAV launch under variable atmospheric conditions are presented below.

4. Numerical Studies of the Dynamics of the Launch Cart in a Launcher

The computer program designed for the analysis of dynamics and the visualization
of the trajectory of the launch cart was implemented in MATLAB. The simulation model
was formulated as an initial value problem of ordinary differential equations based on the
mathematical model discussed above.

Two simulation scenarios were demonstrated, encompassing:

1. Longitudinal motion of the launch cart, where the center of mass of the cart only
moves in the vertical plane.

2. Transverse motion, considering both longitudinal and the lateral displacement of the
cart from the center of the tracks in the transverse direction.

The longitudinal motion of the launch cart is generated by the linear motor. In the
GABRIEL technology demonstrator, which was designed as part of the project, the motor
stator is mounted in the middle of the magnetic tracks, and its structure restricts the lateral
movements of the cart [17]. Therefore, in the simulation analyses of the investigated
launcher system, the omission of the lateral movements of the launch cart is fully justified.
In the second simulation, the behavior of the cart was additionally analyzed when it is
detached from the motor stator, taking into account the effects on its motion in space caused
by the trapping of magnetic flux inside the superconductors.

The authors’ intention was to conduct numerical analyses based on a nonlinear model
of the launch cart’s dynamics, described by Equations (1)–(6). Therefore, the analysis of
these simulation scenarios is a result of applying initial conditions and physical relation-
ships derived from modeling the forces acting on the system.

In both presented simulation scenarios, it was assumed that the launcher tracks are in
a horizontal position. The simulation time was 2 s. During the first second, the launch cart
is driven by a constant force of 20 N, while during the second s, the cart is braked and the
propulsion force changes direction.

4.1. Longitudinal Motion of the Cart

In the presented simulation scenario, the behavior of the cart was investigated, where
its center of mass is consistently located on the axis of symmetry of the tracks, but it does
not coincide with the geometric center. It was assumed that the center of mass of the cart
was displaced along the xs longitudinal axis by

{
rgs/s}xs = 0.1 m. At the initial time, the

cart is located at a height of {rs/m}zm = 6.6 mm. Due to the displacement of the center of
mass, the cart is subjected to the gravitational moment of force. The unbalanced moment of
force causes the cart to tilt around the ys lateral axis. The difference in height between the
front and rear supports of the cart results in a different value of levitation forces exerted on
individual supports. As a result, a moment of force is created that balances the gravitational
moment of forces and stabilizes the orientation of the cart. Figure 6 shows the trajectory of
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the cart. The blue line represents the motion of the center of the cart, the purple line marks
the position of the launch rails, while the green and red lines visible on the left and right
reflect the position of the cart supports. It can be seen that the cart has tilted forward and
the front supports are lower than the rear supports.

 
Figure 6. The trajectory of the longitudinal motion of the launch cart.

After 2 s, the cart traveled a distance of 14.2 m (Figure 7a) and reached a maximum
speed of 14 m/s, and then came to a stop (Figure 7b). The simulation showed small
vibrations of the cart (Figure 8a) around the equilibrium position. The vertical velocity of
the cart oscillates within ±0.0035 m/s (Figure 8b). The tilt angle of the cart stabilizes at
−0.005 rad (Figure 9a), and then its angular velocity decreases to zero (Figure 9b).

  
(a) (b) 

Figure 7. The longitudinal component of position (a) and velocity (b) of the launch cart.

  
(a) (b) 

Figure 8. The vertical component of position (a) and velocity (b) of the launch cart.
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(a) (b) 

Figure 9. Pitch angle (a) and angular velocity of pitch (b) of the launcher cart.

Powered by a linear motor, the cart moves with a constant horizontal acceleration of
14.2 m/s2 during the first second, and then decelerates with the same magnitude of acceler-
ation (Figure 10a). The vertical acceleration component oscillates around zero (Figure 10b).
The vibrations are related to the cart’s stabilization around the equilibrium position.

 
(a) (b) 

Figure 10. Acceleration of the cart with respect to (a) the horizontal axis xf and (b) the vertical axis zf.

The launch cart tends towards the equilibrium position (Figure 11). The gravity and
levitation forces components along the longitudinal axis having opposite values. The
oscillations are slowly damped, which is a characteristic feature of the magnetic suspension
of the launcher.

 
(a) (b) 

Figure 11. The components acting on the launch cart: forces relative to the vertical axis of the cart
(a) and pitching moments (b).

The results of the conducted simulations indicate that the equilibrium point at which
the weight of the cart is balanced by the levitation force is 6.6 mm; the maximum height to
which the cart rises due to the action of the levitation force is 7.16 mm; shifting the center
of mass of the cart in the x axis direction results in a non-zero tilting moment, balanced
by the moment of forces resulting from the difference in the value of the levitation force
acting on the front and rear supports of the cart. The simulation studies confirmed that a
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characteristic feature of the launcher suspension is the low damping of vibrations, which
was demonstrated in experimental studies [7].

An important attribute that distinguishes the levitation launcher from other unmanned
aircraft launchers is the maintenance of a constant acceleration value for the launch cart
during takeoff (Figure 10), ensuring a consistent acceleration throughout the entire runway.
It is worth emphasizing that the value of this acceleration can be easily controlled by
increasing or decreasing the thrust force of the linear motor.

4.2. Lateral Motion of the Cart

In the next simulation, the motion of the cart detached from the linear motor was
considered, with its center of mass shifted by 2 mm along the lateral axis of the magnetic
tracks. The simulation took into account the forces resulting from the phenomenon of flux
trapping inside the superconductor.

It was assumed that the superconductor was immersed in liquid nitrogen at a height
of dFC = 3 mm, similarly to the experiments described in Chapter 3. The superconductor is
then subject to the resultant force FLs described by Equation (7), as well as a torque aiming
to align the magnetic moment vector of the superconductor with the external magnetic
field induction vector.

The trajectory of the cart’s motion is shown in Figure 12. When detached from the
motor stator, the cart moves along the rails of the launcher in a weakly damped periodic
motion. The oscillations of the left and right supports are synchronized in antiphase, aiming
to maintain the center of mass of the cart aligned with the center of the magnetic rails.

Figure 12. The 3D trajectory of the cart’s movement after destabilization with respect to the lateral axis.

Figure 13 shows the course of the position and orientation components of the cart.
It can be seen that the cart was set in an undamped vibrational motion relative to the
center of the launcher tracks (Figure 13a). In the simulations, the oscillations of the cart
deflection angle (around the xf axis) were observed (Figure 13b), which explains the spatial
trajectory behavior (Figure 12)—at the moment when the right supports of the cart are the
highest, the left supports reach the lowest position, and then the situation is reversed. The
cart oscillations along the longitudinal xf and lateral yf axes are synchronized and are in
antiphase. The oscillation period is 0.45 s, and the amplitude of lateral motion is 2 mm. The
maximum tilt of the cart in periodic motion is 0.033 rad. As the cart moves away from the
center of the rails, its height increases (Figure 13c). At zero displacement of the cart along
the yf axis, its height is 5 mm, which is smaller than the equilibrium point determined for a
cart solely subjected to the Meissner levitation effect.
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(a) (b) 

 
(c) (d) 

Figure 13. Position and orientation components of the cart with respect to the lateral yf and vertical zf

axes associated with the magnetic tracks: (a) position of the cart relative to the yf axis, (b) roll angle,
(c) cart height, (d) cart height as a function of displacement along the lateral axis yf. The green line
marks the trajectory during the first 0.18 s, when the motion of the cart is aperiodic.

Figure 13d shows the height of the cart as a function of the displacement of the cart
along the lateral axis yf. The green line marks the trajectory during the first 0.18 s, when the
motion of the cart is aperiodic. After that, the cart is set in periodic vibrations marked on
the graph in red. The graphs show clear nonlinearity and hysteresis of the cart motion.

Based on simulation studies, it was found that the unpowered launch cart, when
its center of mass is slightly shifted, does not return to its equilibrium position. The cart
vibrations are not damped. This shows that the lateral motion of the cart is very unstable
and requires additional position stabilization, e.g., using a linear motor.

5. Numerical Investigations of the UAV Launch Process from a Launcher

The complement to the analyzed dynamics of the magnetic launcher cart is the analysis
of the process of the UAV uncontrolled takeoff, which was conducted taking into account
the influence of disturbances resulting from air movements in the form of constant wind
and gusts. The test UAV considered was a Bullit airplane (Figure 14). The aerodynamic
model of the UAV [18] was examined. The main data of the analyzed UAV are gathered in
Table 1.

Figure 14. The Micro UAV Bullit by Topmodel [19].
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Table 1. Parameters of the Micro UAV Bullit [18,19].

Parameter Nominal Value Parameter Nominal Value

Profile BELL540 Engine XPower XC3520/10 (4S)

Total mass 1.27 [kg] Length 0.68 [m]

MAC 0.3738 [m] Wing span 0.84 [m]

Inertia moments
Ixx/Iyy/Izz/Izx/Ixy/Iyz 0.0184/0.0367/0.0550/−0.00021/0/0 [kg m2] Area of the wing 29.5 [dm2]

According to the takeoff procedure developed within the GABRIEL project, the aircraft
is mounted on the launch cart prior to takeoff. A linear motor is used to accelerate the cart.
When the system reaches the separation speed, the aircraft is detached from the cart and
continues its independent flight.

The numerical simulations were conducted assuming that, at the initial moment, the
UAV is located on the launcher cart above the tracks, and the aircraft’s propulsion is turned
off. The motion of the system is initiated by the launcher cart, which is accelerated by
a force of 50 N. The takeoff is performed with the UAV’s propulsion turned off. In the
developed numerical model, the couplings between the cart and the UAV starting from it
were analyzed, taking into account the influence of constant headwind and tailwind, as
well as gusts on the process of the UAV takeoff from the magnetic launcher.

5.1. Takeoff of UAV in Calm Atmosphere and with Headwind or Tailwind

In the conducted numerical simulation analyses, the results of modeling the UAV
takeoff process were compared under calm atmospheric conditions, and then with the
consideration of a constant headwind or tailwind blowing at a speed of 5 m/s.

The motion parameters of the launcher cart and the UAV taking off from it in calm air
are presented in Figure 15 by a solid line. In this case, the UAV separation occurs at t = 2.2 s
with a speed of 24 m/s after covering a distance of 28 m from the cart. The headwind
shortens the UAV takeoff distance, while the tailwind lengthens it, as shown in Figure 15a.
This is caused by a faster increase in the lift force in the case of headwind (Figure 15d). The
separation velocity measured in the inertial system will then be lower (Figure 15c). During
the climbing phase, the UAV without propulsion loses its speed.

The mutual interaction between the motions of the starting cart and UAV is shown
in Figure 16. After the UAV leaves the launcher, the oscillations of the velocities of both
elements of the system are visible, with the high-frequency oscillations of the velocity
vector of the starting cart being damped much more slowly. This is a characteristic feature
of magnetic suspension, which has been confirmed in experimental studies [6].

5.2. Gust Impact on UAV Takeoff

In the analyzed cases of uncontrolled UAV takeoff in a gust, it was assumed that the
gust of wind occurs along the horizontal axis and is described by the function

Vw =

{
0 if t < ts or t > ts + d
Asin

(
π
d (t − ts)

)
i f ts ≤ t ≤ ts + d

(9)

where it was assumed that the wind gust occurs along the horizontal axis and is described
by the function, where the gust amplitude A = 5 m/s, duration d = 1 s, and the gust onset
time ts = 2.3 s coincides with the moment of UAV detachment from the launcher.

On Figure 17, the results of the analysis of the start without wind are compared with
the results of the start with variable head and tailwinds. The simulations conducted show
the effect of the gust on the change in UAV trajectory and speed. The headwind causes the
UAV speed relative to the ground to decrease. Conversely, in the case of tailwind, its speed
relative to the ground increases (and at the same time, the aerodynamic speed decreases),
which in special cases can lead to exceeding the critical angle of attack.
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(a) (b) 

 
(c) (d) 

Figure 15. Influence of constant wind on (a) UAV trajectory;(b) launch cart trajectory; (c) UAV
velocity; and (d) its lift force.

 
(a) (b) 

Figure 16. (a) Climb rate and (b) pitch angle of the cart and UAV during takeoff in calm atmosphere.

During the analyzed gust, the kinematic parameters of the launching cart do not
change because the gust starts at the moment when the UAV departs from the launcher.
However, it does affect the dynamics of the cart, as shown by the levitation force graphs
(Figure 17b). During the gust, the levitation force increases or decreases its value in a
manner analogous to the function of the wind speed change.

In the conducted numerical analyses, the relationship between the wind and the
motion parameters of the UAV launch system was shown. The impact of wind on the
parameters of the launch system, such as the trajectory, speed, tilt angle, and angular
velocity, as well as the lift force of the launch cart, was examined. Compared to the trajectory
without wind, headwind shortens the takeoff distance while the tailwind lengthens it.
The results of the conducted numerical studies confirm the correctness of the developed
mathematical model, demonstrating that the design of the analyzed launcher enables a
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safe takeoff. Based on these results, the optimal parameters for the magnetic launcher
system can be selected. Primarily, the dimensions of the magnetic rails must correspond
to the size of the launching UAV, ensuring that the generated levitation force is capable
of lifting it. Therefore, in the analyzed simulation cases, the Micro UAV Bullit was taken
into consideration.

(a) (b) 

 
(c) (d) 

Figure 17. The influence of the gust on (a) UAV trajectory; (b) the levitation force of the launching
cart; (c) the longitudinal velocity of the UAV; and (d) its vertical velocity.

6. Conclusions

The article describes the process of modeling and analyzing the dynamic properties
of the launch cart of an innovative prototype of an unmanned aircraft launcher utilizing
passive magnetic suspension with high-temperature superconductors. The aim of modeling
the dynamics of the launch cart of the analyzed launcher, constructed as part of the
GABRIEL project, was to specify the operating conditions of the system. Two types
of cart motion were analyzed. In the first case, the motion of a cart driven by a linear
motor, which constrains lateral movements, was considered. Then, the behavior of the
driven cart detached from the motor stator was analyzed, allowing for the examination
of the spatial behavior of the cart on the launcher rails, taking into account its lateral
movements and the influence of forces resulting from magnetic flux trapping inside the
superconductors. Complementing the dynamics analysis of the magnetic launcher’s launch
cart were numerical simulations, in which variable atmospheric parameters and couplings
resulting from the mutual interaction of individual elements of the launch system were
considered. The analysis included the study of the process of uncontrolled UAV launch,
taking into account the influence of constant headwind, tailwind, and gusts.

On the basis of the results presented in the paper, the following conclusions can be drawn:

• The developed simulation model enables the specification of the operating conditions of
the modeled catapult system and analysis of the possibilities of counteracting disturbances.

• During the launch, a constant acceleration of the launch cart is maintained, resulting
in the UAV’s takeoff process occurring with constant acceleration.
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• The acceleration value can be easily controlled by adjusting the thrust force of the
linear motor, thereby minimizing the applied overload on the UAV.

• The suspension system of the launcher exhibits the low damping of vibrations, as
reflected in the simulated motion of the launch cart and confirmed by the vibrations
of the cart support recorded during the field tests of the launcher [6,7].

• The simulations indicate that, for the analyzed system parameters, the equilibrium
point where the cart mass is balanced by the levitation force is located at 6.6 mm, and
the maximum height to which the unloaded cart rises due to the levitation force is
17.3 mm.

• Displacement of the carts’ center of mass along the longitudinal axis results in nonzero
tilting moments, which are balanced by the differential levitation force acting on the
front and rear cart supports. However, this equilibrium is lost when the displacement
of the carts’ center of mass along the longitudinal axis exceeds 16 cm, causing the desta-
bilization of the carts’ orientation and leading to an impact upon the launcher rails.

• Lateral motion of the cart is unstable and requires additional position stabilization,
such as through the use of a linear motor, as demonstrated in the GABRIEL project’s
launch tests and confirmed by numerical simulations.

• Displacement of the carts’ center of mass relative to the transverse axis of the rails
by less than 5.4 mm induces weakly damped harmonic vibrations with respect to
the center of the rails, while larger displacements cause the cart to derail from the
launcher rails.

• Compared to the windless trajectory, headwind shortens the takeoff run (as the profile
moving into the wind can generate greater lift force), while tailwind lengthens it,
simultaneously increasing ground speed.

• Tailwind reduces the UAV’s aerodynamic speed, which can, in certain cases, lead to
exceeding the critical angle of attack.

• The levitation force adjusts its value proportionally to the wind speed changes.
• The results of the conducted numerical studies confirm the correctness of the devel-

oped mathematical model and demonstrate that the design of the analyzed launcher
enables a safe takeoff.

The analyzed launcher is an innovative alternative to the available market options
for unmanned aircraft launchers. The developed mathematical and numerical model,
enabling the simulation of the launch cart’s motion on the launcher rail during the takeoff
and landing of the UAV, indicates that the design of the analyzed launcher allows for a
safe takeoff under variable weather conditions. The longer takeoff path provided by the
launcher reduces the overload on the UAV during takeoff, resulting in increased safety for
the launcher, aircraft, and onboard equipment. Any vibrations of the UAV system, caused
by uneven mass distribution or external factors, are dampened by the magnetic forces
and moments arising from the Meissner effect and the trapping of magnetic flux within
the superconductors.

The most significant advantage of electromagnetic launchers, especially magnetic
levitation launchers, is the reduction in acceleration and its constant value during takeoff.
Conventional catapults are characterized by very high accelerations during takeoff, which
can damage the aircraft and equipment. Due to the fact that, in levitation launchers,
the aircraft is accelerated at a constant acceleration throughout the entire length of the
runway, the takeoff process is very smooth. It should be emphasized that the value of this
acceleration can be easily controlled.
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5. Sibilski, K.; Falkowski, K.; Kaleta, R.; Ładyżyńska-Kozdraś, E.; Anna Maria Sibilska-Mroziewicz, A.; Wróblewski, W. Development
of the Small-Scale Model of Maglev System Assisted Aircraft Safety Take-Off and Landing. In Proceedings of the 30th ICAS
Congres (IICAS 2016-0369), Daeion, Republic of Korea, 25–30 September 2016; Available online: https://www.icas.org/ICAS_
ARCHIVE/ICAS2016/data/papers/2016_0359_paper.pdf (accessed on 11 May 2023).
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