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Preface

Crystallization is an important industrial process, a purification technique, a separation process

and a branch of particle technology. It also encompasses several key areas of chemical and process

engineering.

Products produced using industrial crystallization techniques range from highly engineered

nanoparticles and crystals for the rapidly expanding field of battery production to pharmaceuticals,

amino acids and proteins, and inorganic salts. Crystallization is also an important technique in

water and effluent treatment, reflecting the waste-to-resource movement that is becoming increasingly

important and relevant in the field. The overall theme of this Special Issue is the link between industrial

crystallization and the underlying theoretical concepts, and how practical understanding in the field is

enhanced through applied research.

The articles collected here reflect the breadth of the field, with topics ranging from fundamental

aspects, such as the development of phase diagrams, the study of reaction conditions on solid-state

behavior, the measurement of kinetics and a study on contact nucleation; to more applied topics such

as seeding to prevent scaling, improved downstream processing and a review on the state-of-the-art of

crystallization in fluidized bed reactors.

The Special Issue is dedicated to Professor Gerda van Rosmalen, who was a pioneer in this field.

She developed the field of industrial crystallization research through her original approach and was

regarded globally as a pre-eminent figure in the field.

We thank all authors whose articles are included in this Special Issue for their innovative

contributions to the theme, and for their role in advancing the frontiers of the field. Below, the

individual articles are briefly introduced in the context of the topics mentioned above.

1. Obituary: In Memoriam–Gerda van Rosmalen.

2. Solubility and Crystallization of Piroxicam from Different Solvents in Evaporative and

Cooling Crystallization highlights the polymorphic behavior of an anti-inflammatory API and

links operating conditions during solidification in various solvents with the mechanisms and

probability of occurrence of the two relevant forms.

3. Phase Diagram Determination and Process Development for Continuous Antisolvent

Crystallizations demonstrates an efficient systematic to assess phase diagrams for the purpose of

process design and optimization with examples of sodium bromate, DL-asparagine monohydrate,

Mefenamic acid and Lovastatin.

4. The Effect of Reaction Conditions and Presence of Magnesium on the Crystallization of

Nickel Sulfate experimentally studies the complex phase behavior of NiSO4, which exhibits two

hydrates, one of them crystallizing in two different lattices. The appearance of the phases is linked

enantiotropically and can be influenced by an additive.

5. Thermal Deformations of Crystal Structures in the L-Aspartic Acid/L-Glutamic Acid System

and DL-Aspartic Acid exploits detailed temperature-resolved PXRD studies to derive

temperature-dependent crystal lattice shifts of single phases, a solid solution and a racemate of

two similar amino acids.

6. Comparison of the Nucleation Parameters of Aqueous L-Glycine Solutions in the Presence

of L-Arginine from Induction Time and Metastable-Zone-Width Data applies the classical

nucleation theory to derive interfacial free energies and pre-exponential nucleation factors

from extensive experimental results, which clearly prove the significant impact of the impurity

concentration on the MSZW.

ix



7. Contact-Mediated Nucleation of Subcooled Droplets in Melt Emulsions: A Microfluidic

Approach reports fundamental data and model approaches for this specific secondary nucleation

mechanism together with experimental evidence of its dependency on different operational

parameters.

8. Reactive Crystallization Kinetics of K2SO4 from Picromerite-Based MgSO4 and KCl

investigates an important fertilizer component and its formation kinetics, i.e., growth and

nucleation, during reactive crystallization-based reciprocal conversion.

9. Structural Properties of Bacterial Cellulose Film Obtained on a Substrate Containing Sweet

Potato Waste describes an opportunity to produce tailor-made, microcrystalline cellulose, which

is usually created from wood using heat and/or chemicals via aerobic microorganisms using food

waste as the source material.

10. Gypsum Seeding to Prevent Scaling deals with eutectic freeze concentration, a promising

process to generate and separate two solid phases from aqueous solutions. Solid-free heat

exchanger surfaces are a key requirement for process performance, and it is shown that seeding

can greatly reduce the risk of the crystal layer formation, i.e., scaling in this context.

11. Continuous Isolation of Particles with Varying Aspect Ratios up to Thin Needles Achieving

Free-Flowing Products tackles basic challenges in continuous solid/liquid separation processes.

It is shown that in a specific, small-scale vacuum screw filter prototype, crystal size alteration can

be excluded and even the crystal size distribution of needle-forming systems can be preserved.

12. Flow Map for Hydrodynamics and Suspension Behavior in a Continuous Archimedes Tube

Crystallizer combines intensive CFD studies with detailed images as well as experimental data

to provide a systematic approach for estimating flow regimes in a novel crystallizer-type in order

to influence the produced crystal size distributions.

13. Crystallization in Fluidized Bed Reactors: From Fundamental Knowledge to Full-Scale

Applications presents a comprehensive review of the past 50 years of fluidized bed reactor

developments and their application to various separation and purification tasks.

Heike Lorenz, Alison Emslie Lewis, and Erik Temmel

Editors
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Obituary

In Memoriam—Gerda van Rosmalen †

Slobodan Jančić

SJJ Management Consulting, Baggastiel 34, 9475 Sevelen, Switzerland; boban.jancic@catv.rol.ch
† 27 May 1936–18 January 2021.

 
Dear colleagues,
This Special Issue is in memory and in honor of Professor Gerda van Rosmalen, who

saddened the crystallization community with her departure and left us with the wide and
deep heritage of her work and most pleasant personal memories. If those who knew her
were asked what thoughts were in her mind at the time of the early nineteen seventies
when this picture was taken and she was still at the start of her long and fruitful career in
crystallization, the likely answers would be: “Oh, oh . . . Crystallization as a unit operation
is not a subject at any university, only some universities perform research on crystallization,
and many industrial companies use crystallization but experience substantial problems.
More researchers should be aware of what is truly happening in large crystallizers and
more users in the industry should be aware of what researchers are truly discovering. What
can I do to contribute?”

She started in Delft in 1970, became professor in 1987 and supervised 26 Ph.D. students
until she retired in 2001. Some 150 publications and 3 patents crown her work in the area
of industrial crystallization. After her retirement, she continued to guide Ph.D. students
and maintained contact with her ex-colleagues. In 2015, fourteen years after her retirement
as professor, she co-authored a book on industrial crystallization with authors from three
continents. This says a lot about her diversity of thinking and doing.

Gerda received other thoughts on crystallization well and offered her own ideas very
openly in all discussions during her courses, research and consultation. It is not surprising
that she became a renowned member of the crystallization community and a Board Member
of the Working Party on Industrial Crystallization of the European Federation of Chemical
Engineers.

We in the crystallization community shall hold warm memories of her work and her
person.

- Boban Jančić, Sevelen, August 2021

Crystals 2022, 12, 177. https://doi.org/10.3390/cryst12020177 https://www.mdpi.com/journal/crystals
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The two pictures (Figures 1 and 2) below show the crystallization community that
participated to one of the symposia in Japan and a cordial meeting with the author three
years after he left Delft University.

  

Figure 1. International Symposium on Separation Process Engineering, Tokyo, Japan, 26–27 September 1986.

Figure 2. Who knew her work—respected her. Who knew her as well—also liked her.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: In this work, the solubility of a non-steroidal anti-inflammatory drug (NSAID), piroxicam,
is investigated. The polymorphic form II, which is the most stable form at room temperature, was in-
vestigated in seven different solvents with various polarities. It has been found that the solubility of
piroxicam in the solvents is in the following order: chloroform > dichloromethane > acetone > ethyl
acetate > acetonitrile > acetic acid > methanol > hexane. Crystallization of piroxicam from different
solvents has been performed with evaporative crystallization and cooling crystallization; the effects
of solvent evaporation rate and solute concentration have also been studied. Both form I and form II
could be produced in cooling and evaporative crystallization, and no simple link can be identified
between the operating parameters and the polymorphic outcome. Results obtained in the present
work showed the stochastic nature of the nucleation of different polymorphs as well as the complexity
of the crystallization of a polymorphic system.

Keywords: solubility; polymorphism; nucleation; crystallization

1. Introduction

Crystallization often serves as the final separation and purification step in the produc-
tion of active pharmaceutical ingredients (APIs) [1]. Generally, cooling, solvent evaporation
or the addition of an antisolvent are used to create supersaturation in the solution, which
will induce nucleation and hence crystallization. A large percent of APIs can exist in
different solid states as polymorphs, hydrates, solvates or cocrystals. Different solid forms
of an API have different physical and chemical properties, which will influence the further
processing and formulation of the API as well as product effectiveness, such as bioavailabil-
ity [2,3]. Although it is common that the thermodynamically most stable form is selected
for formulating the final dosage, metastable forms may be occasionally selected due to
their higher solubility and dissolution rate in water. In the latter case, the polymorphic
purity of the crystallized product is very important as a trace amount of the stable form
can induce and facilitate the transformation of the metastable form to the stable form [4].
Consequently, it is of paramount importance to control the crystallization process so that
the desired solid form is produced without any minor contamination of other forms [5].

The formation of a specific crystalline state of the API is influenced by the operating
conditions during crystallization, such as solvent, temperature, supersaturation, crystalliza-
tion method and so on. However, nucleation of different solid forms from a supersaturated
solution represents a process with a very complex nature, and it is difficult to identify the
underlying mechanism behind the formation of the different solid forms. A link between
the solvent and polymorphic form of isonicotinamide (INA) being nucleated was reported
by Kulkarni et al. [6]. In their work, the hydrogen bonding capabilities of given solvents
were investigated and observed to have an influence on the polymorphic form yielded from
the crystallization process. Nevertheless, other process parameters should be considered as
these will also influence the polymorphic form. It was observed in our previous study that
the formation of INA polymorphs also depended on the solute concentration as well as the

Crystals 2021, 11, 1552. https://doi.org/10.3390/cryst11121552 https://www.mdpi.com/journal/crystals
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temperature at which nucleation was onset [7,8]. The complex nature of the nucleation of
polymorphs has been demonstrated in our previous work by the cooling crystallization of
piroxicam from acetone–water solutions [9]. A solid form landscape has been established
to show the dependence of the nucleated polymorph on the solute concentration. However,
a further study revealed the specific challenge for upscaling the cooling crystallization
from 100 mL to 2 liters. Batch cooling crystallization with the same operating conditions
yielded different polymorphs of piroxicam in the small and large-scale systems [10].

Piroxicam is a non-steroidal anti-inflammatory drug (NSAID), forming four anhy-
drous polymorphs and one monohydrate [11–14]. In the present work, the solubility of
piroxicam in different organic solvents has been investigated at temperatures ranging from
10 ◦C to 40 ◦C. The nucleation of the different solid forms of piroxicam was examined in
evaporative and cooling crystallization. The effects of evaporation rate as well as the solute
concentration and temperature on the polymorphic outcome were studied. It was observed
that both form I (BIYSEH01, 03, 04, 10, 13, 14, 16) and form II (BIYSEH02, 08) of piroxicam
could be yielded; the frequency of occurrence of the polymorphs did not show any clear de-
pendence on the characteristics of the solvents and the other operating parameters. This is
in agreement with recently published literature [15] in which the stochastic nucleation of
INA polymorphs was demonstrated by both experimental and modeling approaches.

2. Experimental Method

2.1. Materials and Equipment

Piroxicam was purchased from Hyper Chemicals Limited, Zhejiang, China, and iden-
tified as the polymorphic form II. Analytical grade acetic acid (AcOH), chloroform (TCM),
dichloromethane (DCM) and methanol (MEOH) were purchased from Sigma Aldrich (St.
Louis, MO, USA). The other solvents, acetonitrile (CAN), ethyl acetate (EtOAc) and hexane,
are HPLC standards purchased from VWR Chemicals (Radnor, PA, USA).

Cooling crystallization experiments were conducted using a Mettler Toledo EasyMax
102 Advanced Synthesis Workstation with two 100 mL glass reactors (Mettler Toledo,
Columbus, OH, USA), an overhead stirrer and a solid-state thermostat cooling/heating
jacket. The setup was controlled using N2 as the purge gas and using iControl soft-
ware. Evaporative crystallization experiments were conducted using a Buchi Rotavapor
R-210 rotating evaporator (BÜCHI Labortechnik AG, Flawil, Switzerland) and using a
temperature-controlled water basin.

Solvates were characterized using a simultaneous thermal analyzer (STA 449 F3
Jupiter®) from NETZSCH (Erich NETZSCH GmbH & Co. Holding KG, Selb, Germany).
Samples were heated from room temperature up to 250 ◦C in a ceramic crucible at a heating
rate of 5 ◦C/min. It has been confirmed in our previous work that the polymorphic forms
of piroxicam have very distinguishable Raman spectra [9,10,16]. Raman spectroscopy was
used in this work to identify the polymorphic forms obtained from the crystallization
processes. A Bruker Senterra Dispersive Raman microscope (Bruker, Billerica, MA, USA)
with a 785 nm laser operating at 100 mW with a 5 s integration time and two scans was
used to collect the spectra.

2.2. Solubility Measurement

The gravimetric method was used to measure the solubility of piroxicam in seven
different solvents: dichloromethane, chloroform, ethyl acetate, acetonitrile, acetic acid,
methanol and hexane. The solubility of piroxicam form II was measured at temperatures
10, 20, 30 and 40 ◦C, except for dichloromethane, where the solubility was measured up to
30 ◦C as further temperature increase would exceed the boiling point. A suspension with
an excess amount of solute (piroxicam) was prepared in 8 mL glass vials with 5 mL solvent.
The vials were sealed and maintained under stirring for 24 h at a constant temperature to
ensure that solid–liquid equilibrium was reached. The clear solution was sampled with a
syringe filter and weighed. After the solvent was evaporated, the mass of the dried solid

4
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was measured to obtain the solubility of piroxicam. The experiments were reproduced in
triplets for all solvents at the different temperatures and solubility profiles made.

2.3. Cooling Crystallization and Nucleation Kinetics of Piroxicam by Metastable Zone
Width Measurement

The outcome of the solubility measurement showed the solubility of piroxicam in-
creased with increasing temperature in five solvents: dichloromethane, ethyl acetate,
acetonitrile, chloroform and acetic acid. These were then chosen as the solvents for per-
forming cooling crystallization. The effects of the five different solvents on the nucleation of
piroxicam have been investigated by measuring the Metastable Zone Width (MSZW) in the
given solvents. Saturated solutions at 10 ◦C or 30 ◦C in the five solvents were prepared by
dissolving an appropriate amount of piroxicam (form II) in approximately 90 g of solvent
in the reactor. The solutions were heated to 40 ◦C and kept at this temperature for 30 min
to ensure the complete dissolution of piroxicam. Then the solution was cooled linearly at
0.5 ◦C/min. The experiments were performed as duplicates. The MSZW was characterized
by the visually observed sudden increase in turbidity of the solution. Nucleation was also
verified from the temperature profile of the thermostat as the exothermic nucleation caused
a sudden deviation of the reactor temperature from the cooling profile. After complete
crystallization, the suspension was filtered with a 250 mL Büchner funnel, the crystals
were dried off at room temperature and analyzed with Raman spectroscopy to identify the
polymorphic form.

2.4. Fast Evaporative Crystallization

The evaporative crystallization of piroxicam was performed from six solvents: dichlor-
omethane, chloroform, ethyl acetate, acetonitrile, acetic acid and methanol. Saturated
solutions at both 20 ◦C and 30 ◦C in the six solvents were prepared by dissolving an
appropriate amount of piroxicam (form II) in approximately 90 g of solvent. To ensure
complete dissolution, the temperature was elevated during the solution preparation. When
complete dissolution occurred, the solution was transferred to the rotating evaporator,
and the pressure was set to the saturation vapor pressure of the corresponding solvent.
The temperature of the solution was controlled by a water basin at 30 ◦C. The conditions
were kept until all of the solvent had evaporated. These experiments were conducted as
duplicates. The crystal form was investigated by Raman spectroscopy to determine the
polymorphic form.

2.5. Slow Evaporative Crystallization

The effect of solvent evaporation rate was investigated by performing slow evap-
orative crystallization. Saturated solutions prepared from piroxicam (form II) at room
temperature with the abovementioned six solvents were prepared by adding 5 mL of sol-
vent and the appropriate amount of piroxicam to an 8 mL vial. The samples were filtered
with 2 μm cellulose membranes to new vials to ensure the removal of any non-dissolved
particles. The filtered samples were left uncapped, wrapped in aluminum foil to protect
the samples from light. The crystal form was obtained after all solvents had evaporated
and was analyzed with Raman spectroscopy.

3. Results

3.1. Solubility of Piroxicam

The solubility of piroxicam form II measured in the seven solvents, including dichlor-
omethane, chloroform, ethyl acetate, acetonitrile, acetic acid, methanol and hexane are
shown in Table 1 and Figure 1a,b. From the figure, it is obvious that the highest solubility
of piroxicam was found in dichloromethane and chloroform, while the lowest solubility
was found in hexane and methanol. An investigation regarding the solubility of piroxicam
in acetone was found from a previous study [9] and shown in Figure 1a. The solubility
was measured with the same method but at temperatures 25, 35, and 45 ◦C. Moreover,
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it was observed that the solubility of piroxicam in all solvents, except methanol and hexane,
increased with increasing temperature. In cooling crystallization, the yield depended on the
slope of the solubility curve. It is desirable to perform cooling crystallization using solvents
where the solubility increases significantly with increasing temperature. Consequently,
the solvents dichloromethane, ethyl acetate, acetonitrile, chloroform and acetic acid were
chosen as solvents when conducting the cooling crystallization of piroxicam. Chloroform
and acetone showed the largest solubility increase with approximately 20 mg/g solvent
from 10–40 ◦C and 25–45 ◦C, respectively.

Table 1. Solubility of piroxicam form II in different solvents at varied temperatures (in mg/g solvent).

Solvents 10 ◦C 20 ◦C 30 ◦C 40 ◦C

Chloroform 67.73 ± 9.54 68.79 ± 0.67 78.40 ± 1.22 91.38 ± 2.38

Dichloromethane 61.00 ± 2.71 66.76 ± 0.76 73.80 ± 10.76

Ethyl acetate 12.42 ± 0.24 13.82 ± 0.48 15.55 ± 0.47 17.61 ± 0.67

Acetonitrile 10.73 ± 0.78 10.87 ± 0.34 13.30 ± 0.23 16.61 ± 0.91

Acetic acid 6.82 9.43 ± 0.32 11.97 ± 0.24 15.69 ± 0.04

Methanol 3.19 ± 0.08 4.44 ± 1.53 4.91 ± 0.05 5.08 ± 0.38

n-Hexane 0.68 ± 0.05 0.14 ± 0.25 0.16 ± 0.11 0.29 ± 0.01

Figure 1. (2-column fitting) Solubility of piroxicam form II in different solvents. Solid lines are drawn for visual guidance.
(a) Solubility of piroxicam in chloroform, dichloromethane and acetone. (b) Solubility of piroxicam in ethyl acetate,
acetonitrile, methanol, hexane and acetic acid. * Acetone solubility was obtained in an earlier study [9].

The solubility of a solute in a solvent is determined by how well these materials
interact. A way of evaluating these interactions is by the Hansen solubility parameters
(HSPs). The HSP propose that the total force of the various interactions between the
molecules can be divided into partial solubility parameters, i.e., dispersion forces (δd),
polar bonding (δp) and hydrogen bonding (δh) [17]:

δ2
T= δ2

d+δ2
P+δ2

h (1)

A larger similarity between the HSPs of the solvent and solute implies a high degree of
similarity of the molecular polarities and hence could imply a higher solubility. The HSPs
of piroxicam and the solvents are shown in Figure 2a,b with a plot of δh versus δT, and δd
versus δp, respectively. It can be seen from Figure 2 that chloroform and dichloromethane
are the most similar to piroxicam in terms of the total solubility parameter and the three
partial solubility parameters, which are also in agreement with these solvents giving the
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highest solubility. The solvents including ethyl acetate, acetone, acetonitrile and acetic acid
possess a similar total solubility parameter as piroxicam; however, one or two of their partial
solubility parameters are significantly different from that for piroxicam. Finally, hexane
and methanol have very different HSPs from piroxicam, which was also in agreement with
the lowest solubility of piroxicam in these two solvents.

 

Figure 2. (2-column fitting) Hansen solubility parameters for piroxicam and solvents. (a) δT versus δH; (b) δp versus δd

(Hansen solubility parameters for solvents and piroxicam are found in [17] and [18], respectively).

3.2. Piroxicam Polymorphism and Characterization

Piroxicam is a polymorphic compound; it can form at least four anhydrous poly-
morphs and one monohydrate [11–14,19]. The focus in this work is on the polymorphic
forms I and II. It has been reported that solution crystallization at moderate temperatures
yielded either form I or form II, while the preparation of the unstable form III and IV
requires more extreme conditions [11,14]. The relative stability of form I and form II has
been investigated using suspension conversion and melting temperature [16]. It has been
reported that form I and form II are enantiotropically related. Form II is the most thermo-
dynamically stable polymorph at temperatures up to 60 ◦C, which was confirmed by the
suspension conversion method. Form I should be more stable at elevated temperatures as
form I has a higher melting temperature than form II [11,16]. The transition temperature
of the two forms was found between 60 and 196 ◦C by [16]. A redetermination of this
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transition temperature would be preferred to obtain a better insight into the parameters that
govern the selectivity between the two polymorphic forms. The difference between the two
polymorphs arises from the different intermolecular hydrogen bonding. The orientation
of the molecules of the two polymorphic forms are shown in Figure 3. Form I show a
head-to-head configuration, while form II show a head-to-tail configuration. Cruz-Cabeza
et al. [20] reported that being able to form different intermolecular hydrogen bonding
does not lead to any significant higher propensity for the molecule to form polymorphism.
However, it could be expected that for the polymorphs with different intermolecular
hydrogen bonding, the influence of solvents used in the crystallization process may be
more significant on the formation of polymorphic forms because the solvent can affect the
self-association of the solute molecules in a supersaturated solution. It has been observed
in our previous work [9,16] that the two polymorphs of piroxicam can be identified and
characterized using Raman spectroscopy. As shown in Figure 4, several specific Raman
shifts for forms I and II are marked with the arrows.
i a a i o o I a II a e a e i e a o

(a) (b) 

Figure 3. (1.5-column fitting) Illustration of the difference in orientation between the two forms:
Piroxicam form I (a) (Cambridge Crystallographic Datacenter, reference BIYSEH04) and form II
(b) (Cambridge Crystallographic Datacenter, reference BIYSEH08). The light blue lines illustrate the
hydrogen bonds between the piroxicam molecules in each form, and hydrogen atoms are omitted
for clarity.

Figure 4. (1-column fitting) Raman spectra of piroxicam form I, form II and the solvate of acetic acid.
Arrows are inserted to show characteristic peaks.
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3.3. Cooling Crystallization and the Effect of Solvent on Nucleation Kinetics of Piroxicam

The effect of a solvent on the nucleation kinetics of piroxicam has been investigated
via the measurement of MSZW, the results are shown in Figure 5. The MSZW of piroxicam
in acetic acid is relatively narrow compared with the MSZWs in other solvents. The MSZW
in solutions with dichloromethane, ethyl acetate and acetonitrile are between 25 ◦C and
35 ◦C. Furthermore, piroxicam showed a very wide MSZW in chloroform solution and
could not be determined due to the cooling limit of the EasyMax system (approximately
−30 ◦C). The piroxicam–chloroform solution saturated at 30 ◦C was cooled down to
−30 ◦C and remained as a clear solution. The highly supersaturated solution was left
overnight, and the crystallized piroxicam was analyzed with Raman spectroscopy. These
observations imply a high energy barrier for the primary nucleation of piroxicam in most
of the solvents studied in this work, which could be attributed to the formation of the
hydrogen bonds between piroxicam and the solvent. Hydrogen bond formation between
the solute and solvent has been observed to have an effect on both the crystallization process
and the polymorphic form yielded in other studies [21–23]. The relatively wide MSZW of
piroxicam in most of the studied solvents could suggest seeding as a feasible strategy for
controlling the polymorphism as well as the particle size distribution of piroxicam from
a cooling crystallization. The wide MSZW provides a large operating space for selecting
optimal seeding parameters, such as seed with the desired polymorph, seed loading and
seeding time, to direct the crystallization process towards the desired properties of the
crystalline product.

Figure 5. (1-column fitting) Metastable zone width (MSZW) of piroxicam in different solvents.
Polymorphism of the obtained solid is also shown in the figure. Saturated solutions at 10 and 30 ◦C
have been used, respectively. DCM (dichloromethane), EtOAc (Ethyl Acetate), ACN (Acetonitrile)
and AcOH (Acetic Acid).

After the measurement of MSZW, the nucleated piroxicam crystals were recovered
by filtration and dried at room temperature. Subsequently, the polymorphism of the
crystals was analyzed with Raman spectroscopy. It can be seen from Figure 5 that both
form I and form II were yielded from the cooling crystallization. It has been discovered
in our previous work [9] that the solute concentration has a significant influence on the
polymorphism of piroxicam in cooling crystallization from acetone–water mixtures. It was
observed in our previous study that low piroxicam concentrations would yield form I,
while at higher concentrations (e.g., saturated at 30 ◦C and 40 ◦C), form II was obtained [9].
A similar effect of the solute concentration has been observed in the present work with
cooling crystallization from ethyl acetate. However, the solute concentration showed
no effect on the polymorphism of piroxicam in crystallization from dichloromethane,
acetonitrile, chloroform and acetic acid. Form II was solely crystallized out from solutions
with dichloromethane and acetonitrile, while form I was solely produced from solutions
with acetic acid and chloroform, regardless of the very different solute concentrations in
the solutions. Combing the MSZW and the polymorphic forms obtained in the cooling
experiments (shown in Table 2), it seems that there is no direct link between the nucleation
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kinetics and the polymorphic outcome. The MSZW in acetic acid is relatively narrow while
the MSZW in chloroform is extremely wide (>30 ◦C, could not be detected), form I was
produced from both solvents.

Table 2. Piroxicam polymorphic forms obtained from cooling and evaporative crystallizations.

Linear Cooling
Crystallization

Fast Evaporative
Crystallization

Slow Evaporative
Crystallization

Saturated Solution at Given
Temperature (Solubility Rank)

10 ◦C 30 ◦C 20 ◦C 30 ◦C 20 ◦C

TCM (1) - Form I - Form II Form II

DCM (2) Form II Form II Form II Form II Form II

EtOAc (3) Form I Form II Form II Form II Form II+I *

ACN (4) Form II Form II Form II Form II Form I

AcOH (5) Form I Form I Solvate Solvate -

MeOH (6) - - Form II Form II Form II

* Form I was observed in one vial and form II in another vial. The dark grey background denotes piroxicam form II.

The crystallization of polymorphs and solvates from organic compounds is a complex
process and represents a particular challenge in the production of APIs. It has been
observed that the solute–solvent interaction has an effect on the formation of the self-
associations of the solute molecules. Certain solvents can facilitate the formation of head-
to-head dimers of the solute molecules; however, the exiting of these dimers does not
necessarily promote the nucleation of the polymorphs with similar head-to-head molecular
configurations [7]. The stochastic nature of the nucleation of different polymorphic forms
in solution crystallization has been demonstrated in the crystallization of isonicotinamide
and piroxicam, which has been reported in our previous work [7,9,10] as well as in studies
from other groups [6,14].

3.4. Evaporative Crystallization with Fast and Slow Evaporation Rates

It has been observed in our previous work [9] that the crystallization method has
a significant effect on the yielded polymorphism of piroxicam when cooling and anti-
solvent crystallization was investigated in the solvent system of acetone and water. Piroxi-
cam monohydrate crystallized dominantly from cooling crystallization of piroxicam from
acetone–water solutions if the concentration of water was higher than 10 wt.%. However,
the anhydrous form I of piroxicam was formed in anti-solvent crystallization from acetone
solutions using water as the anti-solvent regardless of the water concentration exceeding
10 wt.%. In this study, the crystallization of piroxicam polymorphs in evaporative crys-
tallization from different organic solvents was investigated. The effects of solvent and
evaporating rates have been studied. The overview of polymorphic forms obtained in both
cooling and evaporative crystallization of piroxicam from the various solvents is shown in
Table 2. The dark grey defines piroxicam form II, and the parentheses represent the given
solvent ranking according to the solubility measurement. The temperature listed in the
table denotes the temperature at which the saturated solution is prepared.

It is shown in Table 2 (Raman spectra of the samples shown in Table 1 are included in
Supplementary Materials Figure S1) that the polymorph formed from the different exper-
iments changes with the crystallization technique (cooling or evaporative) and with the
solvent utilized. The cooling crystallization of piroxicam from ethyl acetate and chloroform
could produce either form I or form II; evaporative crystallization of piroxicam from all
studied solvents (except acetic acid) yielded form II when fast solvent evaporation was
applied. Slowing down the evaporation rate led to the formation of form I in solutions
with acetonitrile and ethyl acetate. Interestingly, form I was obtained from the cooling crys-
tallization of acetic acid solutions regardless of the different initial solute concentrations,
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and evaporative crystallization produced a solvate (Raman spectra shown in Figure 4).
As shown in Figure 6, the solid form was analyzed by thermogravimetric analysis, con-
firming the acetic acid solvate with the ratio of 1:1. This observation is in agreement with
the literature [11], where a mono-solvate of piroxicam with acetic acid was discovered.
The solubility of the solvent is shown in parentheses in Table 2 where one corresponds to
the solvent where piroxicam was most soluble, and six to the least soluble. No correlation
can be drawn between the solubility of piroxicam in the solvents with the polymorphic
form obtained from cooling and evaporative crystallization.

 

Figure 6. (1-column fitting) Thermogravimetric analysis of acetic acid solid-state form obtained
from evaporative crystallization with a saturated concentration at 20 ◦C. The loss of 17% mass at the
temperature 18–120 ◦C corresponding to one mole of acetic acid pr. mole of piroxicam, confirming
the solvate.

The polymorphic form overview in Table 2 clearly demonstrates the stochastic nature
of the nucleation of different polymorphic forms during solution crystallization and the
complex interplay of the operation parameters that affect the outcome of a crystallization
process. It has been hypothesized that the solvent–solute interaction may have a more
significant effect on determining the polymorphism of the crystallized piroxicam, which
have different intermolecular hydrogen bonding and configurations of molecules. However,
the results obtained in the present work do not verify this hypothesis, as both form I and
form II can be crystallized out of several solvents (see Table 2).

4. Conclusions

The solubility of piroxicam form II was measured in seven different solvents of varying
Hansen’s solubility parameters at different temperatures (10, 20, 30 and 40 ◦C). The highest
solubility of piroxicam form II was found in dichloromethane and chloroform, while the
lowest solubility was found in methanol and hexane. These observations of solubility are
also in accordance with the HSPs, where the similarity of parameters between piroxicam
and the solvent resulted in higher solubility and vice versa.

The energy barrier for the nucleation of piroxicam depends on the solvent. Solutions
with dichloromethane, ethyl acetate and acetonitrile showed a metastable zone width
(MSZW) of approximately 30 ◦C. A narrow MSZW was observed when using the solvent
acetic acid, while a very broad MSZW was encountered for chloroform. Polymorphism
of piroxicam from cooling and evaporative crystallization could be affected by the opera-
tion parameters. Comparing linear cooling crystallization with fast and slow evaporative
crystallization indicated some tendencies; form II was favored from both fast and slow
evaporative crystallization techniques. Regardless of the crystallization method used,
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form II was yielded from dichloromethane and methanol. Form II was also yielded by all
studied solvents (except acetic acid yielding a solvate) when applying fast evaporative
crystallization. This indicates that fast evaporative crystallization is a method that can be
used for the production of Form II. However, the obtained results showed the complex and
stochastic nature of the nucleation of different polymorphic forms in solution crystalliza-
tion. No simple link can be suggested to correlate the polymorphism outcome with any
operation parameter, such as solvent, solute concentration, or how fast the supersaturation
was generated.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/
10.3390/cryst11121552/s1, Figure S1: Raman spectra for samples obtained from cooling and evap-
orative crystallizations of piroxicam from chloroform (a), dichloromethane (b), ethyl acetate (c),
acetonitrile (d), acetic acid (e) and methanol (f).
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Abstract: The development of an antisolvent crystallization process requires the construction of an
accurate phase diagram for this ternary system of compound, solvent and antisolvent, preferably
as a function of temperature. This study gives an efficient methodology to systematically deter-
mine such antisolvent phase diagrams, exemplified with four model compounds: Sodium bromate,
DL-Asparagine Monohydrate, Mefenamic acid and Lovastatin. Using clear point temperature mea-
surements, single solvent and mixed solvent-antisolvent solubilities are obtained, showing strongly
non-linear solubility dependencies as well as more complex solubility behaviour as a function of
antisolvent fraction. A semi-empirical model equation is used to describe the phase diagram of the
antisolvent crystallization system as a function of both temperature and antisolvent fraction. The
phase diagram model then allows for the identification of condition ranges for optimal productivity,
yield, and suspension density in continuous antisolvent crystallization processes.

Keywords: solubility in mixed solvents; antisolvent crystallization; continuous crystallization;
crystallization process development

1. Introduction

The access to accurate solubilities of pharmaceutical compounds sets the foundations
towards the optimal design and optimization of crystallization processes [1,2]. Although
there are methods developed to determine the solubility using computational methods,
such as the SAFT-γ MIE approach [3], they are not accurate enough to rely on in the
crystallization process design. It is thus required to experimentally determine the solubility
to have access to an accurate phase diagram, enabling a reliable crystallization process
development, but also to satisfy regulatory approval conditions [4–6]. While solubility
data of pure compounds in single solvents is relatively easily accessible nowadays using
commercially available equipment and standardized methods [7], solid solubilities in more
complex systems such as binary solvent mixtures are much less easy to obtain [8–11].
Solid solubilities in binary solvent mixtures are needed to build phase diagrams to use
in the antisolvent crystallization process development [12,13]. Antisolvent crystallization
is based on the substantial and non-linear dependence of the solubility upon increasing
the antisolvent fraction, a solubility decrease that should be substantially more than the
concentration decreases due to the dilution because of the antisolvent addition, as shown
in Figure 1 [1]. Antisolvent crystallization can only take place if, at a specific antisolvent
fraction, the solubility (the solid line in Figure 1) drops below the diluted concentration
(the dashed line in Figure 1). Continuous antisolvent crystallization can be performed
in various process configurations using Plug Flow Tubes [14–18] or Continuously Stirred
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Tanks (CST) [13,19–21]. One of the possible continuous antisolvent CST crystallization
configurations is shown next to the phase diagram in Figure 1.

τ
τ

ρ

Figure 1. A schematic of the isothermal ternary phase diagram (left) for the development of a
continuous antisolvent crystallization process (right). The feed solution with concentration CF and
pure antisolvent are continuously fed into the crystallization vessel at temperature T and at specific
feed rates for the solution F and antisolvent FAS with continuous product removal stream Fout to
provide a specific residence time τ and antisolvent fraction xAS. The overall concentration CM and
the solubility C* determine the attainable suspension density r, the productivity P, the yield Y and
the loss L.

In order to establish the phase diagram in antisolvent crystallization process develop-
ment, a common method used is the gravimetric method, in which a suspension is equili-
brated and the solution concentration is determined at a specific temperature [11,16,22,23].
Work by Reus et al. [7] showed a variation of this equilibrium method, utilizing solvent
addition to a suspension in a mixed solvent antisolvent system at constant temperature
in order to dissolve the suspended crystals and obtain the antisolvent fraction at which
the overall concentration equals the saturation concentration. Alongside these methods,
spectroscopic methods [24] are used to determine the solubility in equilibrated mixed sol-
vent suspensions such as in the case of sulfadiazine [25]. Although effective, the constant
temperature method commonly used takes substantial laboratory effort and time.

The temperature variation method, in which the temperature of a suspension is
slowly increased until the temperature dependent solubility matches the overall sample
composition and all crystals dissolve [26], has become more widely used. In this method,
the saturation temperature is approximated by the clear point temperature, the temperature
at which, upon increasing the temperature of a suspension, the suspension turns into a
clear solution. This method has been utilized in many single solvent systems to establish
single solvent solubility data. However, its applicability has not yet been widely used for
the process of establishing mixed solvent solubility data, as temperature is introduced as an
additional variable, next to compound concentration and antisolvent fraction, increasing the
complexity of the analysis. One previous example of the use of the temperature variation
method for such a complex system related to antisolvent crystallization is reported by
Vellema et al. [27] describing the solubility of lorazepam at varying levels of glucose
solution, in order to determine the correct operating window to prevent recrystallization of
lorazepam mixed solution during infusion in intensive care units.

The aim of this work is to outline a systematic approach to accurately obtain temperature-
dependent phase diagrams for the development of antisolvent crystallization processes. For
four model systems, the phase diagram for antisolvent crystallization is determined as a
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function of temperature and antisolvent fraction. From the solubility data, a solubility model is
established. The model is then used to propose operation conditions for a continuous antisolvent
crystallization process identifying the most optimal region in terms of antisolvent fraction and
temperature to achieve a productivity P, yield Y and suspension density r within specifications.

2. Materials and Methods

The molecular structures of the model compounds are shows in Figure 2. Lovastatin
(LOV) was supplied from Molekula (>98%, Darlington), DL-Asparagine Monohydrate
(ASN), Sodium Bromate (NaBrO3) and Mefenamic Acid (MFA) were obtained from Sigma
Aldrich (>99%). All compounds were used as received. For solution preparation, acetone
(99%) and ethanol (99%) were obtained from VWR International. The distilled and filtered
water was obtained from an in-house Millipore Systems setup.

Figure 2. Molecular and ionic structure of the four model compounds. From left to right: Sodium Bromate
(NaBrO3), DL-Asparagine Monohydrate (ASN), Mefenamic Acid (MFA) and Lovastatin (LOV).

For the clear point measurements a known amount of the crystalline compound was
added to a standard HPLC vial. Then, about 1 mL of a solvent/antisolvent mixture with
known antisolvent mass fraction xAS was pipetted into the vial from a larger volume of
prepared solvent/antisolvent mixture stock solution. These vials were weighed before and
after addition of solvent mixture to exactly determine the mass of solvent mixture added.
The composition of the sample is denoted by the (solute-free) antisolvent mass fraction xAS
and the solute concentration C in units of g/g-solvent mixture. Due to its low solubility, we
chose to neglect the influence on the sample antisolvent fraction of the amount of water in
the DL-Asn.H2O crystals.

The Crystal16 Multiple Reactor Setup (Technobis Crystallization Systems) was used to
determine the clear point temperature of the prepared samples. The clear point temperature
is the temperature at which, upon heating, a suspension turns into a clear solution. The
clear point temperature of the samples was determined in triplicate using automated
temperature profiles. First, the suspension was dissolved by keeping the sample at a
temperature well above the saturation temperature for 30 min. Then, the sample was
recrystallized by cooling down to a temperature well below the saturation temperature
and keeping the sample at that temperature for at least 30 min. Finally, three temperature
cycles were performed to determine 3 clear point temperatures in the heating part of the
temperature cycle. A single temperature cycle consisted of a heating part in which the
suspension was heated with a heating rate of 0.2 ◦C/min, a constant high temperature
part of 30 min, a cooling part in which the clear solution was cooled with a cooling rate of
0.4 ◦C/minute, and a constant low temperature part of 30 min. The average of the 3 clear
point measurements was assumed to be equal to the saturation temperature of the sample
concentration C at the antisolvent fraction xAS in the vial.

Occasionally, samples displayed larger than 1 ◦C difference between clear point tem-
peratures measured in subsequent cycles and these measurements were then discarded, and
fresh samples were used in a re-run. This deviation in clear points was usually coinciding
with crowning of crystals just above the liquid level in the sample vials. The occurrence of
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crowning substantially decreased when the stirring rate in the constant high temperature
region of the temperature profile was increased.

Due to known issues of lovastatin degrading over time in solutions at higher water
content, the total experimental time experienced by each sample containing lovastatin was
kept smaller than 24 h. There were no observations of large decreases in subsequent clear
point temperatures of the same sample, indicating that the degradation of lovastatin is
negligible.

The procedure was slightly adapted for MFA measurements due to the polymorphic
nature of MFA to remove the impact of potential nucleation of the undesired form during the
dissolution–recrystallization cycling. Instead of 3, only a single measurement was obtained
for a sample, using the initial suspension in the vial without the initial dissolution step. Vials
filled with pure ethanol were used to calibrate the transmission of light in the Crystal16
equipment for a clear solution. Subsequently, the prepared vials containing MFA slurries with
the original raw material (Form 1) in ethanol–water mixtures were added to the machine and
a single temperature cycle was performed. The clear point temperature at which 100% light
transmission was reached was taken as the saturation temperature of the sample. A larger
number of measurement samples were prepared for this model compound.

Fitting of experimental data was done using the MatLab Curve Fitting tool and by
using the scipy.optimize curve_fit routine within Python.

3. Results

3.1. Single Solvent Solubility

Figure 3a displays the measured temperature-dependent solubilities of NaBrO3 in
water, DL-Asn.H2O in water, MFA in ethanol and LOV in acetone. Each system shows a
strong temperature dependence of the solubility.

Figure 3. (a): temperature dependent solubilities of NaBrO3 in water (blue, �), ASN in water (red, �),
MFA in ethanol (green, �), and LOV in acetone (grey, �). (b): The same data with the fits to
Equation (2). The lines through the points in both graphs are best fits to Equation (2).

Sodium bromate (NaBrO3, Figure 2) is a water-soluble salt. Dissolved in water, it is
achiral but it crystallizes in the chiral space group P213 [28]. Similar to some other sodium
salts [29] the solubility of NaBrO3 in water is high, 367 mg/g at 25 ◦C, and it increases with
temperature to 505 mg/g at 40 ◦C (Figure 3a). As NaBrO3 is a salt with a high solubility
in water and a low solubility in ethanol, it can be produced by antisolvent crystallization
from solutions in water using ethanol as an antisolvent [21].
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Lovastatin (LOV) from the statin family has a molecular structure (Figure 2) with
several chiral centres and it is used in the treatment of high cholesterol and cardiovascular
disease. It does not appear to have any known polymorphs. The solubility of LOV in
acetone is ranging from 80 to 180 mg/g between 20 and 40 ◦C (Figure 3a). The very
low solubility of LOV in water in comparison to acetone makes it an interesting model
compound for antisolvent crystallization [30].

The racemic asparagine monohydrate (ASN, Figure 2) is a non-essential amino acid
and is known to crystallize as a conglomerate forming system. Asparagine monohydrate
has a solubility in water of around 80 to 180 mg/g between 20 and 40 ◦C (Figure 3a). The
solubility of ASN is known to decrease with the antisolvent ethanol fraction while ASN
recrystallizes as the anhydrous form at sufficiently large ethanol fractions [7].

Mefenamic acid (MFA, Figure 2) is a member of the anthranilic acid derivatives of non-
steroidal anti-inflammatory drugs (NSAIDs), used for the treatment of mild and moderate
pains. It is not widely used compared to other NSAID due to its higher costs. MFA is
known to crystallize in three polymorphic forms [31,32]. The solubility of MFA in ethanol is
the lowest of the measured pure solvent systems, with solubilities between 10 and 42 mg/g
at temperatures ranging from 25 to 60 ◦C (Figure 3a). MFA has a very low solubility in
water, similar to other NSAID on the market, making water a potential antisolvent.

The ideal solubility xid is usually described as a function of temperature T using only
two solid state properties: melting temperature Tm and heat of fusion ΔH (kJ mol−1) [33]:

xid = exp
(
−ΔH

R

(
1
T
− 1

Tm

))
(1)

with the molar gas constant R. Due to non-ideality in the solution, the ideal solubility can
substantially deviate from the measured solubilities. Often, Equation (2), the linearized
form of Equation (1), gives a good fit to experimental data within a sufficiently narrow
temperature region using the parameters A and B as fitting parameters:

ln x =
A
T
+ B (2)

The parameters A and B can be determined from a linear fit of Equation (2) to the
experimental data in the plot of ln x versus 1/T. Equation (2) describes well the measured
solubilities in (Figure 3b) within the measured temperature region.

3.2. Solubility in Solvent/Antisolvent Mixtures

Figure 4a,c,e,g display the temperature dependent solubility for all model compounds
obtained at specific anti-solvent fractions xAS. In all instances, at a constant antisolvent
fraction xAS, the solubility increases with temperature. The solubility at a particular
antisolvent fraction xAS can well be described by Equation (2) as shown by the dashed lines
in the right graphs of Figure 4b,d,f,h.

For NaBrO3, at a specific temperature the solubility reduces non-linearly as a function
of the antisolvent fraction xAS (Figure 4a,b). When going from xAS = 0 to 0.1 at 30 ◦C the
solubility drops 51% from 366 to 181 mg/g. The solubility drops further to 94 mg/g going
to xAS = 0.2, and at xAS = 0.5 it has decreased by 95% from its solubility in pure water. This
trend of a strong non-linear solubility decrease as a function of antisolvent is consistent with
the preferred antisolvent phase diagram behaviour for systems with optimal antisolvent
crystallization potential [34,35]. ASN and MFA show similar behaviour with the solubilities
decreasing as a function of antisolvent fraction (Figure 4c–f). At 30 ◦C the solubility shows,
respectively, a 40% and 37% drop, going from xAS = 0 to 0.1. The solubility of ASN, for
instance, drops from 75 mg/g at xAS = 0 to 45 mg/g at xAS = 0.1 at 30 ◦C for DL-Asn.H2O.
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Figure 4. Concentration–temperature (left) and lnx—1/T (right) diagrams of: (a,b). (�) NaBrO3 in
water–ethanol, (c,d). (�) ASN in water–ethanol, (e,f). (�) MFA in ethanol/water, and (g,h). (�)
LOV in acetone/water at various antisolvent fractions. The experimental data are represented by
the markers, with the colours and labels representing the antisolvent fraction. The dashed lines give
the best fit of the data at a specific antisolvent fraction to Equation (2). The solid lines represent the
predicted solubility at each antisolvent fraction using the best fit of all data to Equation (4).

20



Crystals 2022, 12, 1102

Conversely, LOV in ethanol–water shows, at small antisolvent fractions, an increase in
solubility compared to the solubility in absence of antisolvent (Figure 4g,h). Going from
xAS = 0 to 0.05 at 30 ◦C, the solubility increases from 98 to 122 mg/g, a 26% increase. As the
antisolvent fraction increases further, the solubility decreases. At xAS = 0.1 the solubility
reduces to 98 mg/g and it reduces to below its pure system concentration at xAS = 0.2. At
xAS = 0.5 the solubility has further decreased to 4.6 mg/g. Such a solubility maximum at a
specific antisolvent fraction may be a complex combination of molecular, thermodynamic,
and entropic effects. For instance, antisolvent molecules of water may shield unfavourable
polar parts of the complex molecule LOV to enable a better interaction of the solvent
molecules of acetone with LOV, increasing the solubility. Several systems are reported to
exhibit solubility behaviour similar to LOV in solvent–antisolvent mixtures [24,25,31].

3.3. Antisolvent Crystallization Phase Diagrams

For the system of NaBrO3 in water/ethanol, the fitted parameters A and B to Equation (2)
at each antisolvent fraction are shown in Figure 5. The parameters A and B change substantially
with the antisolvent fraction xAS. The other systems show a similar behaviour. Utilizing the
observed behaviour of the solubility as a function of temperature and antisolvent fraction a
single empirical equation is proposed based on Equation (2), in which the antisolvent fraction
dependence is of parameters A and B is captured by simple polynomials:

ln x =

(
n

∑
i=0

aixi
AS

)
1
T
+

n

∑
i=0

bixi
AS (3)

Table 1. Fitting parameters and their standard errors obtained from the model Equation (3) using
the entire dataset for a combination of compound, solvent and antisolvent. The relative standard
deviations σlnx and σx from Equation (4) for each system are also provided.

Compound NaBrO3 ASN MFA LOV

Solvent Water Water Ethanol (EtOH) Acetone (AcO)

Antisolvent Ethanol (EtOH) Ethanol (EtOH) Water Water

N 22 27 65 39

n 2 1 1 2

a0 × 10−3 −1.26 ± 0.2 −4.84 ± 0.16 −3.50 ± 0.09 −2.80 ± 0.36

a1 × 10−3 −10.8 ± 1.6 −1.40 ± 0.47 −2.12 ± 0.64 −8.30 ± 5.10

a2 × 10−3 14.8 ± 2.8 12.6 ± 11.2

b0 1.12 ± 0.55 11.5 ± 0.5 5.44 ± 0.27 5.0 ± 1.2

b1 31.4 ± 5.4 0.0 ± 1.5 0.75 ± 1.97 28.8 ± 16.5

b2 −48.9 ± 9.5 −60.0 ± 36.2

σlnx 0.8% 0.7% 0.8% 1.7%

σx 3.3% 3.7% 5.1% 8.9%
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Figure 5. The points are the parameters A (blue) and B (red) for the Na2BrO3 system from the fits
of the datasets at each antisolvent fraction xAS to Equation (2). The lines are the antisolvent faction
dependent parameters A (blue) and B (red) determined from a fit of the entire dataset of the Na2BrO3

system to Equation (3) with n = 2. The parameters can be found in Table 1.

The goodness of the fit for the model is determined for each system using Equation (4)
for the relative standard deviation σz in % with N the total number of experimental points
used, with z = x or lnx:

σz = 100 ×

√√√√∑N
i=1

( zi−zpred
zi

)2

N − 1
(4)

An σlnx = 1% means that the resulting parameters describe the lnx data with on average
68% of the datapoints having less than a 1% deviation from the model lnx value.

The simple model of Equation (3) allows us to fit all experimental data for a specific
system and the fitted parameters are shown in Table 1. The order n of the polynomial is
chosen to be the 0 ≤ n ≤ 2 for which the relative standard deviation σlnx is below 1% or
else the smallest. We chose to fit lnx rather than x, but also give the value for σx in Table 1
to show how well the parameters describe solubility fraction x.

The model with n = 2 describes the NaBrO3 system well, with a standard deviation
σlnx = 0.8%, which means that on average 68% of the experimental lnx values deviate less
than 0.8% from those predicted by the model. The standard deviation in the mole fraction
x is slightly larger, σx = 3.3%, as the fit was performed on lnx rather than on x. While the
NaBrO3 system needs six parameters to be described well, the systems of ASN and MFA
can do with four, using n = 1 in Equation (3). The standard deviations of the ASN and MFA
systems are, respectively, σlnx = 0.7% and 0.8%. Looking at the large relative standard error
in parameter b1 in Table 1, both systems can also be described using three rather than four
parameters, with an antisolvent fraction independent B-parameter (b1 = 0). The standard
deviation using three parameters is not substantially increasing for both systems. For the
LOV system, with the more complex antisolvent fraction dependent solubility behaviour,
the model, using n = 2, performs reasonably with a σlnx = 1.7%. The ability of the model
to capture the change in antisolvent and temperature is shown by the solid lines in the
lnx—1/T diagrams in Figure 4.

The parameters in Table 1 can be used to construct an antisolvent crystallization
phase diagram at constant temperature, where the solubility is shown as a function of
the antisolvent fraction xAS. Figure 6a,c,e,g show the antisolvent crystallization phase
diagrams for all the systems constructed using the model at a specific temperature. The
solubility decreases strongly linearly with increasing antisolvent fraction for the systems
of NaBrO3, ASN and MFA. For the LOV system, the increase of the solubility at low
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antisolvent fractions is clearly seen, while at a higher antisolvent fraction, the solubility
sharply decreases with the antisolvent fraction. It is interesting to note that the solubility
continues to decrease towards pure antisolvent (xAS = 1), even for antisolvent fractions
larger than the ones at which the solubilities were measured.

 

 

 

ρ

ρ

ρ

 

ρ

Figure 6. The isothermal phase diagram of solubility C* against antisolvent fraction xAS (left, a,c,e,g)
and productivity P, yield Y and suspension density r (right, b,d,f,h) of: (a,b). NaBrO3 in water with
antisolvent EtOH, (c,d). ASN in water with antisolvent EtOH, (e,f). MFA in EtOH with antisolvent
water, and (g,h). LOV in AcO with antisolvent water. All phase diagrams are at temperature T = 20 ◦C
while in the case of the MFA system also the one at T = 45 ◦C is shown. The dashed line represents
the dilution line with total concentration CM as a function of the antisolvent fraction xAS that results
from the mixing of a saturated solution feed and a pure antisolvent feed. On the right, the predicted
productivity P (—), yield Y (—) and slurry density r (—) in a continuous antisolvent crystallization
process with a saturated feed and a pure antisolvent feed as a function of antisolvent fraction xAS are
shown. The residence time for each system is 0.5 h. The dashed horizontal lines on the right indicate
the process specifications: Y ≥ 90%, P ≥ 0.012 g/g.hr and ρ ≤ 20% while the optimal region of the
antisolvent fraction is indicated with a green horizontal arrow above the graphs on the right.
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The determined phase diagrams are very helpful in the development of continuous
antisolvent crystallization processes such as that in Figure 1.

3.4. Continuous Antisolvent Crystallization

The pharmaceutical industry has been increasingly adopting continuous manufactur-
ing for both primary (drug substance) and secondary (drug product) processing. The use of
continuous crystallization rather than batch-wise crystallization allows higher productivi-
ties and yields to be obtained, while allowing better control of critical quality attributes and
reducing product variations, often seen from batch to batch [36]. A continuously stirred
tank antisolvent crystallization process has continuous inlets of concentrated solution and
of antisolvent as well as a continuous suspension outlet stream and is operated in a steady
state in which, in principle, the suspension properties do not change over operation time
(Figure 1).

In continuous antisolvent crystallization processes, the mixing of the pure antisolvent
and the solution results in two effects, shown in the schematic in Figure 1. On the one hand,
by adding an antisolvent the solubility C*(xAS, T) decreases in the resulting mixture. This
antisolvent fraction-dependent solubility at constant temperature is shown for all systems
in Figure 6, calculated using the constructed phase diagram model. On the other hand,
the addition of antisolvent dilutes the solution, decreasing the overall concentration in
the mixed solution compared to the feed concentration CF. The overall concentration CM
at a specific antisolvent xAS fraction is a function of the feed concentration CF and solute
concentration CAS in the antisolvent.

CM(xAS) = CF − (CF − CAS)
xAS − xF

AS

xAS
AS − xF

AS
(5)

Here we also account for the antisolvent fractions in the solution feed and antisolvent
feed which might deviate from xAS

F = 0 and xAS
AS = 1, respectively. The dashed straight

line in Figure 6 represents the dilution line CM(xAS) = CF(1 − xAS) for a process with a
feed of solute in pure solvent, saturated at the process temperature (CF = C*(xAS

F = 0, T)),
and a feed of pure antisolvent (CAS = 0, xAS

AS = 0) at the same temperature. Only at an
antisolvent fraction at which the overall concentration CM is higher than the solubility
C* (the dilution line is above the solubility line), overall supersaturation is created and
antisolvent crystallization can take place [37].

A continuous antisolvent crystallization at ambient pressure is determined by the
operating conditions of temperate T, residence time τ and antisolvent fraction xAS [38].
The operating temperature T in the crystallizer determines the solubility C*(xAS, T) at the
prevailing antisolvent fraction. In steady state, the antisolvent fraction xAS in the crystallizer
is constant and determined by the size of the antisolvent feed flow rate with respect to
the sum of the feed flow rates. The residence time τ = v/v is defined as the average time
molecules spend in the crystallizer and is determined by the crystallizer volume V and the
flow rate v of the suspension leaving the crystallizer.

In continuous antisolvent crystallization process development, we can define three lim-
iting process requirements such as in Figure 1, for yield Y, productivity P, and suspension
density r. Long residence times allow the complete consumption of the supersaturation
by the growing crystals and therefore a maximum product yield Y to be obtained. Then,
we can use the equilibrium stage concept often used in the early stages of separation tech-
nology process development [39]. The maximum yield Y at a specific antisolvent fraction
xAS is then defined by the difference between overall concentration CM(xAS) and solubility
C*(xAS) at that antisolvent fraction, relative to the overall concentration:

Y(xAS) =
CM(xAS)− C∗(xAS)

CM(xAS)
(6)
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However, as the solubility C*(xAS) is not zero, some solute remains in solution and
creates a loss of potential product. The yield Y is related to the loss L = 1 − Y of product
that remains dissolved in the solvent mixture. The loss of product needs to be as small as
possible, and a maximum acceptable product loss can be defined, for example, as Lmax = 0.1,
in which case 10% of the incoming solute is not crystallized. The target minimum yield
therefore is set to Ymin = 0.9.

If the crystallization kinetics are relatively fast, a comparatively short residence time
may suffice to achieve a high productivity, the amount of product produced per unit of
time and feed mass. The maximum productivity P at a specific antisolvent fraction xAS is
defined by the difference in overall concentration CM and solubility C* at that antisolvent
fraction and the residence time τ:

P(xAS) =
CM(xAS)− C∗(xAS)

τ
(7)

At a specific residence time, the maximum productivity therefore can be achieved
at the antisolvent fraction at which the difference between overall concentration and
solubility is the largest. A target minimum productivity of an economically viable chemical
process leading can be regarded, for example, to be about Pmin = 12 mg/g.hr. Since
information on crystallization kinetics is usually not available during early stages of the
process development, a lower limit of the residence time is not a priori known. However, if
the residence time becomes too short, the maximum productivity will not be achieved as
the solution concentration in the crystallizer will significantly deviate from the saturation
concentration since the crystallization kinetics will not be fast enough to consume all
supersaturation. We can assume that a reasonable residence time may be at τ = 0.5 hr, for
which the crystals would need a linear growth rate of crystal faces of about 28 nm/s or
an overall crystal growth rate of 3.3 μm/minute to arrive at a product size of about 100
μm, however, a suitable residence time should be based on experimental validation for a
particular system.

The third limiting process requirement is set on the suspension density ρ, which is
defined as the weight fraction of the crystallizer suspension occupied by the solid phase. This
is calculated from the following equation, with the units for concentration in mg/g-solution:

ρ =
CM(xAS)− C∗(xAS)

1000 + CM(xAS)− C∗(xAS)
(8)

The more product crystallizes from the solution, the larger the suspension density. If
the suspension density becomes too high, the suspension of crystals is hampered which
would decrease the product quality. We assume that a suspension density of ρmax = 0.2
is the upper limiting process requirement of a continuous antisolvent crystallization to
maintain proper mixing and with it a good product quality.

The predicted yield Y, productivity P, and slurry density ρ as a function of the
antisolvent fraction xAS are presented in Figure 6b,d,f,h for each system using a residence
time τ = 0.5 h and a saturated feed at the process temperature T. The productivity of
NaBrO3 increases significantly from xAS = 0 up to xAS = 0.25 with a maximum productivity
of 409 mg/g.hr (Figure 6a). At higher antisolvent fractions the productivity decreases again.
The productivity is well above its minimum value Pmin = 12 mg/g.hr for almost the entire
xAS region. The yield Y increases up to an antisolvent fraction of xAS = 0.75 and a yield
Y = 0.94, after which the yield drops to zero. The yield Y > Ymin = 0.9 in the antisolvent
fraction region 0.5 < xAS < 0.9. Even for this high drop in solubility the suspension density
r < rmax remains low enough for all 0 < xAS < 1. Considering productivity, yield, and
suspension density the optimal antisolvent fraction region to perform this process is
therefore 0.5 < xAS < 0.9, indicated by the green arrow in Figure 6b.

The ASN system shows a similar behaviour for productivity P, yield Y and suspension
density r, although productivity and suspension density are much lower than in the case of
NaBrO3 as the ASN solubility is much lower (Figure 6d). In this case the optimal antisolvent

25



Crystals 2022, 12, 1102

fraction is 0.5 < xAS < 0.95. However, at these high antisolvent fractions it might well be
that the anhydrate rather than the hydrate of ASN is formed within the process.

For the MFA system the solubility is even lower and therefore, at 20 ◦C, does not
result in a productivity P > Pmin in the entire range of antisolvent fraction (Figure 6f).
By increasing the process temperature to 45 ◦C (Figure 6e, f), the productivity increases
and P > Pmin from xAS = 0.09 to an antisolvent fraction slightly higher than xAS = 0.65. At
45 ◦C, the yield Y > Ymin in the region 0.65 < xAS < 0.85. The optimal antisolvent fraction is
therefore around xAS = 0.65 at which the yield is Y = 0.9 and productivity P = 12.67 mg/g.hr.

Because of the increasing solubility at smaller antisolvent fractions, the productivity
and yield are zero below xAS = 0.15 for the LOV system (Figure 6h). However, beyond
that antisolvent fraction the solubility shows a huge drop to close to zero resulting in high
productivities (0.2 < xAS < 0.9) and yields (0.45 < xAS < 0.99). This makes the optimal
antisolvent fraction for continuous antisolvent crystallization to be 0.45 < xAS < 0.9 as
shown by the green arrow in Figure 6h.

4. Discussion

By applying the experimental methodology introduced here, antisolvent phase dia-
grams can be accurately determined across a range of solvent-antisolvent mixture com-
positions and temperatures. The methodology is based on measuring a number of clear
point temperatures at several antisolvent fractions and uses the data to construct a phase
diagram model. The methodology not only works for typical antisolvent phase diagrams
such as for the NaBrO3, ASN and MFA systems, but also for a system such as that of LOV,
where low amounts of antisolvent induce solubility increases before establishing a more
standard antisolvent behaviour at much higher antisolvent fractions. The determined phase
diagram can then be used for the development of a continuous antisolvent crystallization
process. However, the process development would make use of some prior knowledge
while appropriate limiting process requirements will have to be set for a particular process.

At the point of the determination of the phase diagram, some prior knowledge should
already be available. First, the chosen solvent and antisolvent are miscible in all ratios.
Second, the solubility in the solvent is relatively high while that in the antisolvent is
relatively low. The solubility in the antisolvent is connected to the minimum yield. In the
case of Ymin > 0.9, at xAS = 0.5 and a saturated feed, the solubility in the mixture needs to be
at most 5% of that in a saturated feed solution. A good estimate of the maximum solubility
in the antisolvent then is about 1% of that in the pure solvent. Further, the prior knowledge
indicates that antisolvent crystallization for the selected system is possible, which can be
validated by simple small-scale batch-wise laboratory experiments. These simple batch
experiments would show crystal formation upon adding small volumes of antisolvent to a
solution and indicate a strongly non-linear decrease of the solubility with the antisolvent
fraction. Finally, account should be given to hazard and safety issues concerning the solvent,
antisolvent and the compound.

The envisaged process must fulfil relevant limiting process requirements, which are
process specifications that are either due to upstream processes or equipment limitations
or that are set limiting process requirements for the process. The feed concentration and
solvent may have, for instance, a fixed value and composition due to the process stream
from an upstream synthesis unit operation. Another possibility may be that the solution
feed comes from a continuous cooling crystallization where the continuous antisolvent
crystallization is used to recover a recyclable product from the remaining solution of the
cooling crystallization process. Here, we chose to work with a feed solution, saturated
at the crystallization process temperature, which could represent the latter possibility.
Figure 1 shows a situation where CF < C*(xAS = 0) to note that the feed concentration
CF does not have to be saturated. Additionally, we chose a pure antisolvent. However,
the antisolvent could be recycled when it is separated from the remaining solution in a
downstream process. The recycled antisolvent then might contain solvent (xAS �= 1) or
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solute (CAS �= 0), which influences the route through the phase diagram of the dilution line
describing overall concentration CM in the crystallizer.

Other limiting process requirements, such as the minimal productivity Pmin, minimal
yield Ymin and maximal suspension density rmax used in this paper, involve the product
or the process operation. By assuming equilibrium between the crystal and solution
phases productivity P, yield Y and suspension density r can be determined as a function of
temperature and antisolvent fraction such as in Figure 6 and compared to the set limiting
process requirements conditions Pmin, Ymin and rmax. However, the phase diagram does
not give any information on the crystallization kinetics. The kinetics of crystallization are
strongly influencing the residence time τ needed to achieve the required productivity. In
our analysis, we chose a residence time of τ = 0.5 hr but a slow growing compound might
need much more time to reach close-to-equilibrium conditions. The lack of information on
the crystallization kinetics also reduces the possibility to predict product quality aspects
such as crystal size distribution of the product, which can depend on the chosen mixing
configuration, the antisolvent crystallization equipment and the scale of the crystallization
process.

The knowledge of the phase diagram opens the route towards the rational develop-
ment of a continuous antisolvent crystallization process and suggests process conditions
to consider in the subsequent experimental optimization of the continuous antisolvent
crystallization process.

5. Conclusions

The accurate measurement of solubilities as a function of antisolvent fraction and
temperature was enabled by clear point measurements, using a small number of exper-
iments per antisolvent fraction. A simple empirical equation was proposed to describe
the antisolvent crystallization phase diagrams for four systems using the experimental
data. The phase diagrams of NaBrO3 and ASN in water with antisolvent ethanol and
MFA in ethanol with antisolvent water all resemble the typical antisolvent crystallization
phase diagram with a significant reduction in solubility at small antisolvent fractions. LOV
in acetone with antisolvent water shows a solubility increases with antisolvent fraction
before a strong decrease. The proposed approach to determine the phase diagram enables
the development of continuous antisolvent crystallization processes to determine optimal
temperature and antisolvent fraction for the specified productivity, yield, and suspension
density.
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Abstract: Recycling of valuable metals such as nickel is instrumental to meet the need from the
dramatic increase in electric vehicle battery production and to improve its sustainability. Nickel
required in the battery manufacture can be recovered from the hydrometallurgical industrial process
streams by crystallization of nickel sulfate. Here, crystallization of nickel sulfate is studied from an
industrial point of view, investigating the effects of temperature, seeding and presence of magnesium
on the formation of various solid phases for the evaluation of their potential influence on the process
design. Results showed that the precipitating phase was dictated both by seed amount and reaction
temperature. Transformation of metastable phases both in suspension and in a dry state was observed
over time. Presence of magnesium was shown to promote formation of NiSO4·7H2O in solution and
increased its stability in a dry form. In their dry state, nickel sulfate that was formed in the absence
of magnesium transformed towards α-NiSO4·6H2O, whereas those precipitated in the presence of
high magnesium concentrations transformed towards β-NiSO4·6H2O, indicating that magnesium
inhibited the phase transformation towards α-NiSO4·6H2O. Knowledge about various solid phases
of varying crystal morphology and stability can be used as input to decisions for the best suited solid
product type and how this relates to the initial conditions of the sidestreams.

Keywords: crystallization; nickel sulfate; solid phases; phase transformation

1. Introduction

Nickel is an important component in a wide range of materials such as stainless steel,
nickel- or copper-based alloys and catalysts, crystal UV-filters, and the cathode of ion
batteries [1–4]. Among these, nickel containing electric vehicle batteries (EVBs) has seen a
dramatic increase in production over the last decade as a result of the environmental targets
set by, amongst others, the EU [5,6]. This situation not only creates a high demand for the
production of metals used in batteries, but also necessitates their efficient recycling [7,8].
In addition to its market value, recycling of nickel reduces the environmental pollution
caused by nickel-containing waste and the CO2 footprint of the produced metal [9].

Nickel can be recycled from various sources such as spent batteries, spent catalysts, or
from process streams in the hydrometallurgical industry [4,9–11]. In industrial hydromet-
allurgical production by electrowinning, nickel metal is produced from an electrolyte
solution of nickel sulfate. Yet, in this process, significant amounts of nickel are still present
in various sidestreams, such as from the purification steps and the spent electrolyte from
electrowinning, from which nickel can potentially be recovered in the form of nickel sulfate
salts. Due to their primary use in Li-ion batteries, production of nickel sulfate salts is
expected to become the key growth area for nickel in the coming years with the rapidly
growing battery sector and develop into the second-largest application for nickel after
stainless steel by 2030 [12].

One method for achieving high purity nickel sulfate products from process or waste
streams is crystallization [10,11]. A variety of techniques can be used for this purpose
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such as evaporative, antisolvent, eutectic freeze and cooling crystallization and for each
technique in-depth analyses are needed to optimize yield, energy efficiency, purity and
particle characteristics of the final product [13]. In this work, seeded cooling crystallization
of nickel sulfate from industrially relevant solutions are investigated.

Nickel sulfate can precipitate as hydrated salts with different hydration levels ranging
from mono to heptahydrates, depending on the reaction temperature [14]. Crystallization
at temperatures between 5 ◦C to 100 ◦C at neutral conditions results in the precipitation
of the hexa- and heptahydrates, and thus makes them the most studied nickel sulfate
phases [14]. The hexahydrate form of nickel sulfate can crystallize into two polymorphs—
α-NiSO4·6H2O (retgersite) and β-NiSO4·6H2O—with different stability regions [15,16].
The solubility curves of nickel sulfate hexahydrates and heptahydrate are presented in
Figure 1, showing the most stable hydrate form in solution as a function of temperature.
The high dependency of phase stability on reaction temperature forecasts significant impli-
cations on the cooling crystallization of nickel sulfates. Both the nucleation temperature
and the time frame crystals spend in mother liquor at different temperature ranges will
be commanding on the crystallization pathway and the final product population. In such
a complex system, where multiple possible phases can crystallize, seeding of a supersat-
urated solution is a good method for inducing crystallization of a desired form, and is
commonly used in industrial crystallization to control the crystallized product and product
size. However, seeding does not guarantee phase purity in crystal systems with high solu-
bility and close solubility values, such as nickel sulfate salts, due to strong contributions
of the kinetic factors of crystallization [17,18]. Moreover, phase transformation of nickel
sulfate takes place also in its dry state. Crystals of the NiSO4·7H2O phase decompose in
air, losing water, even at room temperature [19]. At ambient conditions, nickel sulfate
heptahydrate will lose one crystal water and transform into the hexahydrate form. The
transition temperatures and stability order of phases in a dry state differ from the ones re-
ported in solution [20,21]. At temperatures above the stability range of β-NiSO4·6H2O, the
nickel sulfate can lose several crystal waters and convert into phases such as NiSO4·4H2O,
NiSO4·2H2O or anhydrous NiSO4.

The crystallization studies of nickel sulfate from industrial streams with the aim of
producing battery-grade material have shown that common impurities found in such
streams such as sodium, chloride and magnesium can be adsorbed or incorporated into
the crystal structure. Their incorporation not only affects the purity of the product, but also
can have consequences on the pathways of crystallization. Impurities present in a growth
medium can influence the solubility of the crystallizing phases, and hence have significant
effects on the course of reaction progression, and considerable effects on the properties
of the crystal solid [18]. In the case of transformation between polymorphs or different
phases, the rate of dissolution of a metastable form may decrease by the addition of specific
impurities, and hence slows down the transformation towards the stable phase [17]. When
the additives that will promote or inhibit certain forms of a compound are determined,
it is possible to direct the system towards the desired product. Examples of this strategy
can be found with L-glutamic acid, where the transformation from the metastable to the
stable form can be inhibited by specific additives and thus allow kinetic factors to dominate
the system [22,23]. Hence, from an industrial point of view, it is important to know how
impurities in the process stream will influence the final crystallization product, in terms of
properties such as purity and stability.

Having an understanding of different polymorphs or phases of nickel sulfates and
transformation between these are of great importance for industrial production. Nickel
sulfate hexahydrates are the preferred products over the heptahydrate form due to their
lower water content. Additionally, stable crystals are favored during storage and transport,
which reduces the risk of free water production and changes in crystal properties over time.
Particle properties such as size, size distribution and shape effect their filterability, and
thus should be controlled if possible [25].
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Figure 1. Solubility of nickel sulfate hydrates as a function of temperature, adapted from Refs [15,24].
Solubility curves in both studies show two eutonic points, A and B, representing the transition
points for the thermodynamically most stable phase. Below 31.5–32 ◦C, the pale green heptahydrate,
NiSO4·7H2O (morenosite), is the most stable phase in acid-free solutions and above this temperature
nickel sulfate hexahydrate will form in solution. The transition point between the two hexahydrate
polymorphs has been observed to be between 53–55 ◦C [15,24]. Near eutonic points precipitation of
nickel sulfate salts out of their stability regions and reversable phase transformation between phases
are probable. Metastable equilibria here were shown to be comparable to thermodynamic equilibria.

On the basis of the described knowledge needs, this work aims to study the cooling
crystallization of nickel sulfate from an industrial point of view, at relevant temperatures for
process streams, containing nickel, which could potentially be used for extracting nickel by
crystallization of nickel sulfate. For this purpose, crystallization experiments seeded with
α-NSH6 are employed as a strategy to control the precipitation product. Among the nickel
sulfate phases shown in Figure 1 that can be precipitated in the determined experimental
range, α-NSH6 is preferred due to its lower water content and its higher stability in storage
conditions. The effects of magnesium on the crystallization and stability of nickel sulfate is
investigated due to earlier work showing high levels of uptake and possible incorporation
of magnesium in the crystal bulk [4,26]. Finally, stability of precipitated crystals both in
solution and in dry state is followed, which can have practical implications on the recovery
and storage of nickel salts.

2. Materials and Methods

2.1. Experimental Set-Up for Crystallization Experiments

Crystallization experiments were performed using a 100 mL temperature-controlled
double-walled batch reactor (Figure 2), as described in detail in our previous work [26].
Proper mixing was ensured by a magnetic stirrer operating at 600 rpm and two baffles
were attached to the lid. Temperature and pH were logged throughout the experiments,
using a pH probe connected to a Mettler Toledo SevenExcellence multiparameter module.
The temperature of the reactor was controlled by a Julabo refrigerated/heating circulator.
The temperature logging was used for observing the point of nucleation, which could be
seen as a small temperature increase, due to the heat of crystallization liberated when a
solute crystallizes out of a solution [17].
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Figure 2. Sketch of the experimental set-up used for crystallization of nickel sulfate. Batch reactor,
temperature-controlled by circulating water bath. Proper mixing was ensured by magnetic stirring
and baffles attached to the lid.

2.2. Experimental Methods and Characterization
2.2.1. Preparation of Nickel Sulfate Seeds

In order to produce pure α-NiSO4·6H2O seeds, commercial nickel sulfate hexahydrate
(reagent grade ≥ 98%, Sigma-Aldrich, Darmstadt, Germany) was dissolved in distilled
water, and was left for evaporation at 40 ◦C overnight [27,28]. The phase purity of the seeds
was verified by powder X-ray diffraction (XRD) analysis and comparing the spectra with
theoretical diffraction patterns of nickel sulfate hydrates (see Supplementary Information,
Section A). Seeds were stored in their dry state at room temperature until further use. Their
stability over storage time was confirmed by XRD analyses (Figure 3), and seeds from the
same batch were used for all the seeded crystallization experiments in this work.

Figure 3. (a) XRD spectra of phase pure α-NiSO4·6H2O seeds, synthesized by evaporative crystalliza-
tion at 40 ◦C. Spectra shows pure α-NSH at all times, with blue lines indicating the most prominent
characteristic peaks. Changes in the relative intensities of the peaks were interpreted as a result of
crystal alignment. (b,c) SEM micrographs of the seeds are shown at various magnifications. Scale
bar: (b) 400 μm, (c) 100 μm.
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2.2.2. Crystallization Experiments

Seeded and unseeded crystallization experiments were conducted at two temperature
values: 25 ◦C and 70 ◦C. These values were chosen based on the temperatures of nickel-
containing process streams that are potential candidates for the extraction of nickel. Initial
nickel sulfate concentrations that allow seeding without spontaneous crystallization at
the chosen temperatures were determined at preliminary experiments without impurities.
For all the experiments performed at a low temperature (25 ◦C), the concentration of
nickel sulfate was 0.53 g NiSO4·6H2O/g solution, and at high temperature (70 ◦C) the
concentration was 0.70 g NiSO4·6H2O/g solution. The chosen concentrations corresponded
to the same supersaturation level with respect to the most stable NiSO4 phase at the
respective temperatures. The solutions were prepared by dissolving the corresponding
amounts of the nickel sulfate salt by heating, followed by cooling down to the chosen
reaction temperatures at a cooling rate of 0.29 ◦C min−1 (Figure 4). An overview of the
experimental conditions is given in Table 1.

Figure 4. Temperature evolution during crystallization of nickel sulfate at temperatures 25 and 70 ◦C.
Seeds were added once the desired temperature was reached, where the arrows represent the seeding
time points. The cooling rate for both cases is 0.29 ◦C min−1. Note the temperature increase in the
blue curve, showing the nucleation of nickel sulfate after seed addition.

Table 1. Overview of experiments and their respective temperatures, seed amounts, and initial
magnesium concentrations (mg Mg/g total solution) in the reactor solution.

Seed Amount (g) Mg Content (mg/g tot)

T = 25 ◦C

0 0
0 18

0.2 0
0.2 5
0.2 9
0.2 18
2 0
2 9

T = 70 ◦C

0.2 0
2 0
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2.2.3. Seeded Experiments

Once the chosen temperature was reached, nickel sulfate seeds were added to the
reactor, and the suspension was left for 10 min before the samples were taken out for
characterization to ensure sufficient crystal growth while minimizing phase transformation.
Low and high seed amounts were tested, with 0.2 and 2 g respectively, in order to study
the effect of seed amount on the final nickel sulfate product. Seeded experiments were
performed in solutions both without Mg and with different amounts of Mg.

2.2.4. Unseeded Experiments

Unseeded experiments were performed to study the behavior of the system at 25 ◦C
without seeding. The experiments were allowed to run until nucleation was observed via
an increase in temperature, and precipitates were left for 10 min before sampling. Unseeded
experiments were not repeated at 70 ◦C since the nucleation point could not be detected at
this temperature.

2.2.5. Magnesium Uptake during Crystallization

Based on our previous results [26], magnesium was selected as the impurity of in-
terest in this study, due to its capability to be incorporated into the nickel sulfate crystal
structure. Experiments in the presence of magnesium was conducted by the addition of
MgSO4 (anhydrous, ReagentPlus® ≥ 99.5%, Sigma-Aldrich) at varying concentrations to
the reaction medium, using the same setup as described above.

2.2.6. Characterization

At the end of the experiments, small samples of the suspension were taken out from
the reactor, in order to characterize the precipitated nickel sulfate. Directly after sampling,
the samples were filtered, washed with ethanol and dried at room temperature in air
overnight. Filtration of samples from experiments conducted at 70 ◦C were performed with
a preheated funnel to avoid additional crystallization on the filtration equipment. The crys-
tal phase was determined by powder X-ray diffraction (XRD) with a Bruker D8 A25 DaVinci
X-ray Diffractometer with CuKα radiation. All XRD analyses were performed within 24 h
after the experiment in order to avoid phase transformations, since solid-state transition
was observed when dry samples were stored for longer times. Due to the crowded XRD
spectra of precipitating phases, two characteristic peaks, representing the highest intensity
peaks of each nickel sulfate phase, were selected and marked in all provided data to make it
easier for the readers to distinguish the produced nickel sulfate phases. The complete XRD
spectra of all the relevant phases are given in the Supplementary Information, Section A.
Table 2 shows the assigned peaks and the abbreviations for each nickel sulfate hydrate
phase in this work. The morphology and size of the crystals was studied by scanning
electron microscopy (SEM) (Hitachi S-3400 N). Light microscopy images of nickel sulfate
products can be found in the Supplementary Information, Section C.

Table 2. Overview of the nickel sulfate hydrates, and their abbreviations used in this work, and
selected characteristic peaks with highest intensities. The selected peaks were used for identification
and comparison of products from the experiments in this work.

Nickel Sulfate Hydrate Abbreviations Characteristic Peaks (2θ)

α-NiSO4·6H2O α-NSH6 19.4◦ and 20.9◦
β-NiSO4·6H2O β-NSH6 20.4◦ and 22.3◦
NiSO4·7H2O NSH7 16.7◦ and 21.1◦

2.2.7. Phase Transformation in Solution and in Solid-State

The phase transformation of nickel sulfate hydrate salts was studied both in solution
and in solid-state. The crystallization and solution-mediated phase transformation of nickel
sulfates at chosen temperatures were followed by light microscopy (Axio Imager A1m,
Zeiss, Oberkochen, Germany) via monitoring the change in crystal morphology. For this
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purpose, nickel sulfate solution was first cooled down to either 40 ◦C or 70 ◦C, and a drop
of this solution was placed on a microscope glass slide. The glass slide was then placed
under a microscope without further control of temperature and was monitored for 60 min.

Phase transformation in solid-state was investigated by using washed and dried
samples that were obtained from experiments depicted in Table 1. Collected samples
were stored in closed glass vials at room temperature and their phase transformation was
followed by analyzing selected samples with XRD after 24 h and up to 10 days.

3. Results

3.1. Crystallization of Nickel Sulfate
3.1.1. Effect of Temperature

Seeded experiments in additive-free solutions were conducted at 25 ◦C and 70 ◦C by
cooling the nickel sulfate solutions to establish supersaturation, then adding the seeds once
the desired reaction temperature was reached.

Crystallization from solutions at 25 ◦C and seeded with 0.2 g of α-NiSO4·6H2O,
resulted in a mixture consisting of α-NiSO4·6H2O (α-NSH6), β-NiSO4·6H2O (β-NSH6)
and NiSO4·7H2O (NSH7), while at 70 ◦C only β-NSH6 was produced, as observed from
XRD analyses (Figure 5a). SEM images showed a distinct difference in crystal shape of
the two products, in good accordance with the phases observed from the XRD analyses
(Figure 5b,c).

Figure 5. (a) XRD spectra of nickel sulfate crystals produced with 0.2 g α-NiSO4.6H2O seeding and
without impurities at 25 ◦C and 70 ◦C, showing the effect of crystallization temperature. (b,c) SEM
images of crystals precipitated at 25 ◦C and 70 ◦C, respectively. Scale bar: 100 μm.

The typical morphologies of nickel sulfate phases produced in our work correspond
well with the previous observations of Kul’kov and Glikin [24]. They reported that NSH7
precipitates typically have the shape of fibrous or short-prismatic crystals, α-NSH6 are thick
plates or short-prismatic crystals, and the β-NSH6 crystals are observed as basal plates.

3.1.2. Effect of Seed Amount

By increasing the seed amount by a tenfold, from 0.2 g to 2 g, it was possible to
produce pure α-NSH6 at 25 ◦C, as verified by XRD analysis (Figure 6a). SEM images
showed particles of a short-prismatic shape, typical for α-NSH6, and the long fibrous
particles associated with NSH7 were absent (Figure 6a,b). On the contrary, the precipitating
phase could not be altered at 70 ◦C even with high seed amount, and only β-NSH6 was
detected in the XRD spectrum. The plate-like crystal morphology was also maintained at
higher seed amount (Figure 6c).

Unseeded experiments were also performed following the same procedure as for
the seeded experiments at 25 ◦C. The reaction was left to proceed for 48 h, but no crystal
formation was observed in the system during this time interval.
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Figure 6. (a) XRD spectra of nickel sulfate phases produced at 25 ◦C and 70 ◦C, with addition of
2 g seeds and without impurities. (b,c) SEM images of crystals precipitated at 25 ◦C and 70 ◦C,
respectively. Scale bar: 100 μm.

3.2. Crystallization of Nickel Sulfate in the Presence of Magnesium
3.2.1. Effect of Initial Mg Content

In order to study the effect of Mg uptake on the crystallization behavior of nickel
sulfate, different initial concentrations of Mg were added in the reaction solution in experi-
ments seeded with 0.2 g of α-NSH6 at 25 ◦C (Table 1). From XRD analyses (Figure 7a) it was
seen that nickel sulfate precipitated with Mg concentrations of 0 and 5 mg g−1 contained a
mixture of α-NSH6, β-NSH6 and NSH7. At an initial Mg concentration of 9 mg g−1, the
product consisted of β-NSH6 and NSH7, and with 18 mg g−1 only NSH7 was produced.
As the initial Mg concentration increased in the reaction solution, the diffraction peaks of
the α-NSH6 got weaker, while the peaks of the heptahydrate phase were more pronounced.
As can be seen from SEM images in Figure 7, there was no significant difference in particle
shape or size for the three lower concentrations of Mg, while the crystals were significantly
bigger in the presence of high Mg concentration.

Figure 7. (a) XRD spectra of nickel sulfate phases precipitated with 0.2 g α-NSH6 seeds at 25 ◦C in
the absence and presence of Mg at indicated concentration levels. SEM images of crystals collected
from corresponding experiments; (b) no magnesium, (c) 5 mg g−1 Mg, (d) 9 mg g−1 Mg, and
(e) 18 mg g−1 Mg. Scale bar: 100 μm.

3.2.2. Effect of Seed Amount

The effect of seed amount on crystallization in the presence of magnesium was tested
only at a Mg concentration of 9 mg g−1 and at 25 ◦C. The precipitating phase and morphol-
ogy of the particles did not show any changes when the seed amount was increased from
0.2 g to 2 g, as seen from XRD analyses (Figures 7a and 8a, respectively) and SEM images
(Figures 7d and 8a inset, respectively), showing a mixture of β-NSH6 and NSH7 crystals.
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Figure 8. XRD spectra and (insets) SEM images of crystals precipitated at 25 ◦C (a) in the presence
of 9 mg g−1 Mg with addition of 2 g seeds, and (b) in the presence of 18 mg g−1 Mg, without the
addition of seeds. Scale bar: 100 μm.

Unseeded experiments were performed at parallel reaction conditions without Mg and
with an initial Mg concentration of 18 mg g−1. In contrast to Mg free experiments, where
no precipitation was observed for 48 h, nucleation was detected during initial cooling in
the presence of Mg by an increase of temperature at 28 ◦C (see Supplementary Information,
Section B), and the product was shown to consist of mainly NSH7, with weak peaks of
β-NSH6 (Figure 8b). The characteristic long fibrous crystal form for NSH7 was observed
by SEM (Figure 8b inset).

3.3. Phase Transformation of Nickel Sulfate Crystals
3.3.1. Phase Transformation in Suspension

The phase stability of nickel sulfate in solution was investigated at low and high
temperatures, without seeding. For this purpose, a small amount of solution was taken
out from the reactor, placed on a microscopy glass slide and imaged at predetermined
time points during 60 min. For low and high temperature, the nickel sulfate solution was
cooled to 40 ◦C and 70 ◦C, respectively, before sampling. After sampling, the glass slide
was observed under the microscope for 60 min, without further control on temperature.
At low temperatures, crystals with morphologies resembling α-NSH6 were present after
5 min of sampling, and no significant changes could be observed from the light microscopy
images during 60 min (Figure 9a,b). It should be noted that unseeded batch experiments
at 25 ◦C, which were also cooled down from 40 ◦C, did not yield any crystal formation.
This discrepancy can be explained by the faster cooling rate when the sample is placed on
the glass slide, and the large surface provided by the glass slide, allowing nucleation to
take place. At high temperatures, many crystals with varying morphologies were observed
from the initial time point, and phase transformation was observed in time (Figure 9c,d).
Further growth of certain crystals accompanied by the consumption of neighboring ones
showed that a solution-mediated phase transformation was active.
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Figure 9. Nickel sulfate crystallized on microscope glass slide and imaged by optical microscope.
Samples taken out: (a,b) at 40 ◦C and (c,d) at 70 ◦C, and imaged after 5 min and 60 min, respectively.
Scale bar: 100 μm.

3.3.2. Phase Transformation in the Dry State

From preliminary experiments, it was observed that the nickel sulfate in its dry state
transforms over time when stored at room temperature. Therefore, XRD analyses were
performed to follow the transformation of chosen dry samples over several days (see
Supplementary Information, Section D).

For nickel sulfate produced at 25 ◦C with addition of 0.2 g seeds and without Mg, the
β-NSH6 peaks disappeared within 7 days of storage time, the NSH7 peaks got weaker,
while the α-NSH6 peaks got stronger and new α-NSH6 peaks were observed.

Nickel sulfate produced at 70 ◦C with addition of 0.2 g seeds and without Mg, showed
β-NSH6 peaks disappearing over the same time period, the NSH7 peaks got weaker, while
the α-NSH6 peaks got stronger and new α-NSH6 peaks were observed. The same trend
was observed for nickel sulfate produced at 25 ◦C with an initial Mg concentration of
5 mg g−1. However, at 25 ◦C with initial Mg concentration of 18 mg g−1, α-NSH6 peaks
were observed after storage for 10 days, and the heptahydrate peaks were stronger. In
addition, some peaks of the β-polymorph appeared. The same trend was observed for the
nickel sulfate produced in the unseeded experiment in the presence of 18 mg g−1 Mg. For
nickel sulfate crystallized at 70 ◦C, the peaks of β-NSH6 got weaker with time, and after
10 days there were also new α-NSH6 peaks.

In summary, the dry nickel sulfate samples precipitated without Mg tend to trans-
form towards α-NSH6, while the ones with Mg content showed stable NSH7 phase and
emergence of β-NSH6.

4. Discussion

4.1. Effect of Temperature and Seed Amount

In nickel sulfate crystallization, temperature plays a pivotal role in determining the
final product. Within the temperature range of 0–100 ◦C, the thermodynamic stability
regions of different nickel sulfate phases are well-established. The crystalline phases of
two hexahydrate polymorphs, α-NSH6 and β-NSH6, and the heptahydrate form, NSH7,
are the most stable precipitation products at different temperature ranges marked by the
eutonic points, according to their solubility curves as shown in Figure 1. Yet, near the
eutonic points, these highly soluble salts can precipitate and persist in solution out of their
stability zones as a result of comparable effects of kinetic factors to thermodynamic drivers.

At 25 and 70 ◦C, the most stable phases in solution are NSH7 and β-NSH6, respectively.
Experiments conducted at the corresponding temperatures and with 0.2 g of α-NSH6 seeds
showed that the presence of the seeds was not sufficient to manipulate the system towards
precipitation of the metastable α polymorph. XRD analyses (Figure 5) showed that for
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crystallization of nickel sulfate at 70 ◦C, seeded with 0.2 g of α-NSH6, the product consisted
of pure β-NSH6. Although seeds of the α-polymorph were added in the reaction medium,
formation of the β-NSH6 at 70 ◦C was in good accordance with earlier findings showing
that it is the most stable phase, above 53 ◦C [15,24]. The α-seeds must undergo dissolution
and recrystallization reactions due to the higher solubility of α-NSH6 than β-NSH6 at
this temperature. Even at a higher seed amount of 2 g, pure β-NSH6 was produced at
70 ◦C, verifying the high driving force in the system towards the formation of β-polymorph,
which induces the phase transformation of the seed material (Figure 6). At 25 ◦C, our results
showed that when seeded with 0.2 g of α-NSH6, the crystallization product contained
both the α- and β-polymorph of the hexahydrate, in addition to the heptahydrate form
which has been reported to be the most stable phase of nickel sulfate below 35 ◦C. For
compounds that can undergo enantiotropic transformations, metastable phases can be
crystallized, before transforming to the stable phase, following Ostwald’s rule of stages [17].
This might explain the presence of the two NSH6 polymorphs even though the NSH7 is
the most thermodynamically stable phase at 25 ◦C since reaction times were limited to
10 min. The observations of α-NSH6 in this case can be explained by the presence of the
seeds; yet, the formation of other phases must be due to additional nucleation, possibly
caused by insufficient seed amounts to ensure only growth in the system [17,29]. When the
seed amount was increased by a ten-fold, only α-NSH6 was obtained at 25 ◦C. Higher seed
amounts provide an increased surface area for growth [30], hence promoting growth over
nucleation. It should also be noted that with both seed amounts, the total mass of final
precipitates was measured to be approximately 10 g, showing that the supersaturation
consumption by relative rates of nucleation and growth was influenced by the seed amount,
while the yield was not drastically affected. Some secondary nucleation was also observed
for this experiment, as seen by the presence of smaller crystals in SEM images (Figure 6a,b)
and from light microscopy (see Supplementary Information, Section C, Figure C.3b). These
results showed that in addition to the interplay between the supersaturation value and the
seed amount, the kinetics of precipitation was of paramount importance in determining
the metastability regions of the three phases.

For unseeded experiments at 25 ◦C, without Mg, the reaction was left for 48 h, without
any signs of nucleation taking place, neither visually nor by an increase in temperature. This
indicates that the system is very stable with a broad metastable zone where spontaneous
crystallization is unlikely to occur [17].

4.2. Effect of Magnesium

Additives can cause changes in the stability zones of crystalline phases by effecting
kinetic and/or thermodynamic factors. Magnesium was chosen as the additive of interest
due to its relevance in industrial streams and previous reports signaling for incorporation
of Mg in the crystalline structure of nickel sulfate crystals [26]. Incorporation of additives
can drastically affect the crystal solubility, thus the thermodynamic stability, as well as
kinetic stability of metastable phases [17,18].

The effect of magnesium on precipitation of nickel sulfate crystals was investigated
at 25 ◦C, in the absence and presence of varying amounts of α-NSH6 seeds. With no
magnesium present and in the absence of seeds, no crystal formation was observed even
after 48 h in the system, whereas Mg additives at a concentration of 18 mg g−1 induced
spontaneous formation of NSH7 even before reaching 25 ◦C by cooling. Promotion of NSH7
formation in the presence of Mg was further demonstrated in the seeded experiments,
where increasing amounts of Mg shifted the product towards higher contents of NSH7.
Experiments conducted at 25 ◦C without Mg and with 0.2 g of seeds resulted in a mixture
of nickel sulfate hydrates as shown in Figure 5. With increasing Mg content under same
experimental conditions, we observed promotion of the diffraction peaks corresponding to
NSH7 and at the highest initial concentration of Mg (18 mg g−1), the product consisted
of phase pure NSH7 (Figure 7). It also must be noted that, in this experimental condition
nucleation occurred at 33 ◦C (observed by a slight increase in temperature), hence prior

41



Crystals 2021, 11, 1485

to addition of the seeds. The primary nucleation of NSH7 during cooling can explain the
phase pure product and the larger crystal size (Figure 7e). Since samples were taken out
10 min after reaching 25 ◦C for all experiments, the crystals nucleated during the cooling
period were allowed to grow for a longer time period.

Seeded experiments with varying concentrations of Mg demonstrated that Mg pro-
motes the formation of NSH7. Additionally, we cannot eliminate possible inhibition of
the formation of hexahydrate polymorphs by Mg presence. Changing stability in the
crystal product in the presence of additives is known. For crystallization of CaCO3 as
calcite and aragonite, similar effects of the presence of Mg has been observed, where Mg is
favorable towards crystallization of aragonite, due to calcite becoming more soluble [31,32].
Moreover, for L-glutamic acid, certain additives have been shown to inhibit transformation
from the metastable to the thermodynamically stable phase [22,23].

4.3. Transformation of Nickel Sulfate Hydrates in Solution and Dry State

Different polymorphs and phases of crystalline compounds have different physical
properties that can be of importance in industrial applications [17,33]. Thus, phase trans-
formations of nickel sulfate particles are investigated both in solution and in the dry state,
which can be significant for the production and storage stages, respectively. By taking
out a small sample of the nickel sulfate solution from the reactor at 40 ◦C and 70 ◦C, and
immediately placing a few drops of the sample on a glass microscope slide, it was possible
to follow the development of crystals by light microscopy over time. This could be a good
indication of how the nickel sulfate crystals behave in solution. For these experiments,
nucleation was observed within 5 min for both temperatures, whereas unseeded experi-
ments at 25 ◦C did not produce any crystals. As mentioned in the previous section, this
could be explained by the faster cooling rate when the sample was placed on the glass slide,
and the large substrate surface. At 40 ◦C (Figure 9a,b), α-NSH6 was observed, based on
the short-prismatic shape of the product compared with the morphologies of the α-NSH6
seeds (Figure 3c), α-NSH6 produced in our previous work [26], and previous findings by
Kul’kov and Glikin [24]. During the time period of observation, it could be seen that the
crystals were slightly growing while maintaining their shape. At 70 ◦C (Figure 9c,d), the
particle shapes did not appear as well defined as for the sample taken out at 40 ◦C, but they
showed resemblance to the typical plate like shape of β-NSH6 [24]. However, with time,
the particles either had dissolved or the shape had changed significantly. After 60 min,
short-prismatic crystals of α-NSH6 could be observed.

Nickel sulfate crystals in suspension have been observed to undergo transformations
between the three mentioned phases during heating or cooling in the system [15]. Corre-
sponding to the points A and B in Figure 1, the transition point between NSH7 and α-NSH6
is around 31.5 ◦C, and between α-NSH6 and β-NSH6 at 53.3 ◦C. From light microscopy
images (Figure 9), phase transformation was observed at high temperature. Moreover, the
crystallized product from experiments at 70 ◦C, seeded with α-NSH6, showed no indica-
tions of α-NSH6 in the XRD spectra. This could be explained by phase transformation
from α-NSH6 to β-NSH6 in solution. Light microscopy images showed growth of crys-
tals accompanied by consumption of neighboring crystals, indicating solution-mediated
phase transformation.

In its dry state, nickel sulfate was observed to phase transform when stored as a dry
powder. The phase transformations were followed by XRD analyses of chosen samples
(see Supplementary Information, Section D). The general trend for samples not containing
Mg was that with time, new α-NSH6 peaks appeared in the XRD spectra and α-NSH6
peaks already existing got more pronounced. Peaks of β-NSH6 got weaker with increasing
storage time, and even disappeared completely in some cases. When precipitated in the
presence of Mg, nickel sulfate crystals in their dry form showed a stable NSH7 phase and
the emergence of β-NSH6. Phase transformations in the dry state at room temperature
followed a different pathway to that in solution, which indicates a difference in the stability
regions of crystal phases [34]. While NSH7 was the most stable phase in solution at 25 ◦C, in

42



Crystals 2021, 11, 1485

dry conditions α-NSH6 was favored. Earlier work shows that NSH7 loses one crystal water
and transforms to α-NSH6, which is considered to be the most stable phase in dry state in
air at room temperature [16,24,35]. Friesen et al. [20] observed that the NSH7 transforms
spontaneously at room temperature via the pathway NSH7→β-NSH6→α-NSH6 [20,36].
This corresponds well with the transformations we observed for samples containing no or
small amounts of Mg. On the other hand, this transformation was inhibited when crystals
were precipitated in the presence of Mg, demonstrating stabilization of NSH7. However,
suppression of α-NSH6 formation should also be considered as a possible outcome of Mg
presence since at the highest concentration of the additive, NSH7 crystals were formed in
solution transformed to β-NSH6.

5. Conclusions

Nickel sulfate salts show an increasing market share due to being a component
of electric vehicle batteries, among other applications. Industrial hydrometallurgical
nickel production by electrowinning offers a potential recovery route for nickel sulfates by
precipitation since nickel metal is produced from an electrolyte solution of nickel sulfate
and significant amounts of nickel are present in various sidestreams. Yet, the presence
of multiple nickel sulfate hydrate phases, their metastability and significant effects of
impurities necessitates detailed investigations to optimize the crystallization processes
towards a desirable product. Accordingly, in this work, crystallization of nickel sulfate
was investigated at 25 ◦C and 70 ◦C, with different seed amounts and in the absence and
presence of various initial magnesium concentrations. The results showed that seeding
alone is not always sufficient to control the crystallization of nickel sulfate phases from
supersaturated solutions, and the reaction temperature as well as the reaction time may
dominate the final precipitate. Following the phase transformations of nickel sulfate phases
both in solution and in dry state further demonstrated the difficulty of manipulating this
dynamic system towards a desired stable product. Experiments conducted with various
initial concentrations of Mg showed that its presence promotes NSH7 formation and
could have inhibitory effects on the formation of hexahydrate polymorphs in solution,
as well as showing significant effects on the stability of different phases in the dry state.
Although crystallization of nickel sulfate salts offer an attractive strategy to obtain high
purity products and efficient recycling routes, our results show that the complexity of these
systems should be recognized, where in-depth studies can provide the necessary input
to optimize any chosen crystallization method for process design. Future work should
include the designation of potential recycling routes for nickel sulfate salts from industrial
streams and optimization of crystallization processes for their relevant conditions.
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spectra and SEM images following phase transformation of nickel sulfate salts in dry state.

Author Contributions: Conceptualization, I.B.J., O.B., J.-P.A. and S.U.; Data curation, I.B.J. and
S.U.; Formal analysis, I.B.J. and S.U.; Funding acquisition, J.-P.A.; Investigation, I.B.J. and S.U.;
Methodology, I.B.J., J.-P.A. and S.U.; Project administration, J.-P.A.; Supervision, J.-P.A. and S.U.;
Visualization, I.B.J.; Writing—Original draft, I.B.J. and S.U.; Writing—Review and editing, I.B.J., O.B.,
J.-P.A. and S.U. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the Norwegian Research Council, Yara, Glencore Nikkelverk
AS, and Boliden Odda (Norwegian Research Council project number 236674).

Data Availability Statement: The data presented in this study are available on request from the
corresponding author. The data are not publicly available due to confidentiality agreement with
industrial partners.

Conflicts of Interest: The authors declare no conflict of interest.

43



Crystals 2021, 11, 1485

Abbreviations

α-NSH6 α-NiSO4·6H2O
β-NSH6 β-NiSO4·6H2O
NSH7 NiSO4·7H2O
EVB Electric vehicle battery
SEM Scanning electron microscopy
XRD X-ray diffraction
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Abstract: The method of temperature-resolved powder X-ray diffraction (TRPXRD) was used to
determine the elevated temperature behavior of L-aspartic acid (L-asp), DL-aspartic acid (DL-asp),
L-glutamic acid (L-glu), and an L-asp0.25,L-glu0.75 solid solution. These amino acids were not found
to undergo any solid-phase (polymorph) transformations. When heated, they all experienced only
thermal deformations. The corresponding parameters of the monoclinic cells of L-asp and DL-asp,
and the orthorhombic cells of L-glu and L-asp0.25,L-glu0.75, were calculated for the entire range of
studied temperatures (up to 220 ◦C). The data obtained were used to calculate the parameters of
the thermal deformation tensors, and to plot the figures of their thermal expansion coefficients. A
correlation between the maximum and minimum values of thermal expansion coefficients and the
length, type, direction, and number of hydrogen bonds in the crystal structures of the investigated
amino acids was established. The observed negative thermal expansion (contraction) of crystal
structures of L-asp and DL-asp along the ac plane can be explained as a result of shear deformations
occurring in monoclinic crystals with a non-fixed angle β. The studies were related to the presence of
amino acids in various natural and technological processes occurring at different temperatures.

Keywords: L-aspartic acid; DL-aspartic acid; L-glutamic acid; enantiomers; solid solution; thermal
expansion; TRPXRD

1. Introduction

Amino acids of the general formula NH2-CHR-COOH play an important role in
natural biochemical processes. They are typical representatives of organic crystals com-
posed of chiral molecules. Chirality is the ability of a substance to occur in two or more
configurations of molecules, which are referred to as enantiomers and diastereomers.
Molecules of enantiomers are mirror images of one another. Relative configurations of
enantiomers are designated as L (levorotary) and D (dextrorotary). All of the naturally
occurring protein molecules are composed of L-enantiomers of amino acids. The respective
D-amino acids are less frequently found in nature; for example, they are present in the
cellular walls of some bacteria, in some antibiotic drugs, etc. Amino acids are involved in
the regulation of metabolic processes; they also stimulate oxidation–reduction reactions
in the brain and perform neurotransmission functions in the central nervous system [1].
Moreover, amino acids are widely used in the pharmaceutical industry, and participate in
many technological processes occurring at different temperatures [2–4]. The chirality of
amino acids and their wide distribution in the geological media make these compounds
useful tools for dating sediments and paleontological objects [5–7]. Considering all of the
above-mentioned, investigation of amino acids’ behavior at elevated temperatures is a
subject of high relevance.

Thermal deformations in organic compounds [8,9] are considerably less studied
than those in inorganic substances [10–12], while thermal deformations of chiral organic

Crystals 2021, 11, 1102. https://doi.org/10.3390/cryst11091102 https://www.mdpi.com/journal/crystals
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compounds are hardly investigated at all. Surprisingly enough, there are only a few
reported works discussing thermal deformations of amino acids and presenting figures
of their thermal expansion coefficients (CTEs). Here, it is worth mentioning the studies
of K. Nakata et al. [13], S.J. Coles et al. [14], and C.H. Görbitz et al. [15,16], which discuss
the high-temperature polymorph transformations of L-and DL-methionine, L-norvaline, L-
and DL-2-aminobutyric acid, and L- and DL-norleucine.

In our previous work, we investigated the thermal deformations of amino acid crystal
structures and plotted the figures of CTEs for the following substances: (1) both compo-
nents and two solid solutions formed in the L-threonine/L-allo-threonine diastereomer
system [17], (2) both components and the non-equimolar discrete compound formed in
the L-valine/L-isoleucine system [18], and (3) the components formed in the L-alanine/L-
serine amino acids system [19].

The present work is seen as continuation of the previous investigations of thermal
deformations in amino acid crystal structures, aimed at a better understanding of the
structure–property relationships of this important class of compounds. In the system of
levorotary enantiomers L-aspartic acid/β-L-glutamic acid, both components and the solid
solution L-asp0.25,L-glu0.75 (L-asp/L-glu = 25/75 mol.%) were studied. In addition, racemic
aspartic acid (DL-asp) was examined.

2. Materials and Methods

2.1. Materials

Aspartic acid (C4H7NO4) and glutamic acid (C5H9NO4) are proteinogenic aliphatic
amino acids. They are characterized by having two carboxylic COOH groups in their
molecules, and differ only in the absence or presence of a CH2 group (Figure 1). Both acids
have only one chiral center, i.e., they can exist in two different configurations, referred
to as L and D enantiomers. In the event that the enantiomers form a binary equimolar
compound, the D and L molecules contribute equally to the formation of the resulting
DL crystalline structure. The crystals of L-asp and DL-asp show monoclinic syngony
with the space groups P21 and C2/c, respectively [20,21]. The L-glu enantiomer possesses
orthorhombic syngony with the space group P212121 [22].

 

Figure 1. Structural formulae and spatial structures of the molecules of L-asp (a) and L-glu (b).

The reactants used were as follows: (1) L- and DL-aspartic acid of 99% purity, obtained
from AppliChem GmbH, Germany, and (2) β-L-glutamic acid of 99% purity, obtained from
Acros Organics–Thermo Fisher Scientific, Belgium. The samples of the L-asp and L-glu
enantiomers, DL-asp, and the solid solution L-asp0.25,L-glu0.75, applied in the experiments,
were obtained by dissolving the corresponding compounds in distilled water at ~70 ◦C,
followed by crystallization via isothermal evaporation of the solvent at 55 ◦C for 48 h.
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2.2. Methods

The above-mentioned samples were pre-investigated by means of the PXRD method
(Rigaku MiniFlex II, Tokyo, Japan). The behavior of the samples at elevated temperatures
was studied using the temperature-resolved powder X-ray diffraction (TRPXRD) technique.
The experiments were performed in atmospheric air using a Rigaku Ultima IV (Tokyo,
Japan) diffractometer equipped with a high-temperature accessory. The experimental
conditions were as follows: CoKα irradiation, 2θ range of 5–50◦, and temperature range
of 23–220 ◦C, with a temperature step of 10 ◦C. The unit cell parameters at each tempera-
ture were calculated via the Rietveld method using Topaz software (Bruker AXS GmbH,
Karlsruhe, Germany).

Temperature dependencies of the unit cell parameters were applied to calculate the
thermal expansion coefficients of the crystal structure (α) along the three mutually orthog-
onal axes of the thermal deformation tensor (α11, α22, α33), and along the crystallographic
axes a, b, and c. The resulting values were utilized to plot projections of the CTE figures
onto the ab, ac, and bc planes of the orthorhombic (L-glu and L-asp0.25,L-glu0.75) and mon-
oclinic (L-asp and DL-asp) unit cells. In the case of crystal structures with orthorhombic
syngony, the tensor axes were found to be co-directional with the crystallographic axes.
The tensor calculations and the plotting of the CTE figures were performed using TEV
V1.0.1 software (Thomas Langreiter and Volker Kahlenberg, Institute of Mineralogy and
Petrography, Innsbruck, Austria).

3. Results

3.1. Temperature-Resolved Powder X-ray Diffraction (TRPXRD) Data

Figures 2–5 show the TRPXRD patterns of L-asp, DL-asp, L-glu, and L-asp0.25,L-
glu0.75 obtained at various temperatures. It can be seen that within the whole temperature
range, all of the patterns maintain the fixed collection of peaks, and do not lose or acquire
new ones. This means that the corresponding samples do not undergo any polymorph
transformations up to the amorphization temperature of L- and DL-asp (amorphization
occurs at 220–230 ◦C and 210–220 ◦C, respectively) (Figures 2 and 3), and up to the melting
temperature of L-glu and L-asp0.25,L-glu0.75 (melting occurs between 170 and 180 ◦C)
(Figures 4 and 5). Hence, it follows that, upon heating, the crystal structures of all of the
studied samples experience only thermal deformations.

 

Figure 2. X-ray patterns of an L-asp sample obtained at various temperatures.
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Figure 3. X-ray patterns of a DL-asp sample obtained at various temperatures.

 

Figure 4. X-ray patterns of an L-glu sample obtained at various temperatures. The majority of the peaks correspond to the
β-L-glu modification. The peaks belonging to the α-L-glu modification are marked with an asterisk.

 

Figure 5. X-ray patterns of an L-asp0.25,L-glu0.75 solid solution obtained at various temperatures.
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As the temperature increases, the peaks are shifted, usually towards the lower 2θ angles.
Since the shift values of peaks with different hkl are not the same, some peaks merge.

The sample of the L-glu enantiomer (Figure 4) is already a mixture of two phases at
the starting temperature. It is related to the polymorph modifications of β-L-glu (~86 wt.%)
and α-L-glu (~14 wt.%). The intensity of the peaks corresponding to the α-L-glu component
persists up to the melting point. This verifies that under the conditions of the TRPXRD
experiment the β-L-glu and α-L-glu phases do not undergo solid-phase polymorph trans-
formations to change into one another.

The X-ray patterns of the L-asp0.25,L-glu0.75 solid solution (Figure 5) correspond to
those of the β-L-glu enantiomer. It is worth mentioning that the solid solution sample did
not contain the α-L-glu admixture phase. This may be due to the fact that the conditions of
preparing the solutions of L-glu and L-asp0.25,L-glu0.75 (the temperature, degree of super-
saturation, and mode of stirring) were slightly different. Several attempts to crystallize a
pure α-L-glu phase using the method proposed in [22–24] were unsuccessful.

The TRPXRD results were used to calculate the parameters and volume of monoclinic
cells of L-asp and DL-asp and orthorhombic cells of L-glu and L-asp0.25,L-glu0.75 within
the whole range of studied temperatures.

3.2. Temperature Dependencies and Thermal Expansion Coefficients

Figure 6 shows changes in the a, b, c, and β parameters, and in the volume V of the
monoclinic cells of L- and DL-asp versus temperature. In all cases, the errors in calculating
the parameters and volume did not exceed the marker size. For purposes of comparison,
the corresponding dependencies of the parameters and the volume of L-asp (Figure 6a) and
DL-asp (Figure 6b) are presented in the same scale. It can be seen that the linear parameters
a, b, and c, as well as the volumes V, grow linearly with the increase in temperature for
both L- and DL-asp. However, the monoclinic angle β behaves differently: it decreases
linearly for L-asp and increases linearly for DL-asp. The CTE values αV of the volumes
calculated for the monoclinic cells of the said compounds are close to one another (Table 1).

Figure 6. Cont.
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Figure 6. Temperature dependencies of the monoclinic cell parameters a, b, c (Å), β (◦), and volume V (Å3) of L-asp (a) and
DL-asp (b). The errors in calculating the parameters and volume do not exceed the marker size.

Table 1. Thermal expansion coefficients (αV * 10−6 ◦C−1) for the monoclinic cell volume of L- and
DL-asp.

Sample αV

L-asp 112(1)
DL-asp 107(1)

The temperature-derived changes in the orthorhombic cell parameters a, b, c, and β

and volume V of L-glu and the L-asp0.25,L-glu0.75 solid solution are presented in Figure 7a,b,
respectively—again at the same scale. For both the enantiomer and the solid solution, increas-
ing the temperature caused a linear increase in all of the parameters and in the volume of
the respective orthorhombic cells. This confirms that heating the samples results only in the
thermal expansion of their crystal structures. As seen in Figure 7, elevating the temperature
leads to a greater increase in the parameters and the volume of the unit cell for L-glu than
for the L-asp0.25,L-glu0.75 solid solution. Accordingly, the CTE values αV calculated for these
samples appear to be rather different (Table 2).
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Figure 7. Temperature dependencies of the orthorhombic cell parameters a, b, c (Å), and volume V
(Å3) of L-glu (a) and the L-asp0.25,L-glu0.75 solid solution (b). The errors in calculating the parameters
and volume do not exceed the marker size.

Table 2. Thermal expansion coefficients (αV * 10−6 ◦C−1) for the orthorhombic cell volume of L-glu
and the L-asp0.25,L-glu0.75 solid solution.

Sample αV

L-glu 100(1)
L-asp0.25,L-glu0.75 79(2)

All of the temperature dependencies of the parameters and the volumes of the unit
cells of L-asp, DL-asp, L-glu, and L-asp0.25,L-glu0.75 were approximated by polynomials
of the first degree. The calculated data served as the basis for estimation of the CTE
values of the crystal structures along the axes of the thermal deformation tensor and
the crystallographic axes, given for L-asp and DL-asp in Table 3, and for L-glu and the
L-asp0.25,L-glu0.75 solid solution in Table 4.

Table 3. Thermal expansion coefficients (α * 10−6 ◦C−1) for the monoclinic crystal structures of L-asp
and DL-asp along the axes of the thermal deformation tensor, and along the crystallographic axes.

Sample α11 α22 α33 αa αb = α22 αc

L-asp −7.2 57.9 59.8 10.9(5) 57.9(6) 30.8(9)
DL-asp 34.6 78.2 −4.1 18.7(6) 78.2(5) 31.5(7)
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Table 4. Thermal expansion coefficients (α * 10−6 ◦C−1) for the orthorhombic crystal structures of L-glu
and L-asp0.25,L-glu0.75 along the axes of the thermal deformation tensor, and the crystallographic axes.

Sample αa = α11 αb = α22 αc = α33

L-glu 31.2(8) 56.6(6) 13.5(7)
L-asp0.25,L-glu0.75 23(1) 52(1) 6(1)

The data shown in Table 3 indicate the presence of negative (or anomalous) thermal
expansion—that is, contraction—of the L-asp and DL-asp monoclinic crystal structures. In
both substances, the contraction occurs in the crystallographic plane ac, but in L-asp it acts
along the α11 axis of the tensor, while in DL-asp it acts along the α33 axis.

The data presented in Tables 3 and 4 were used to plot projections of the CTE figures
onto the crystallographic planes ab, ac, and bc of L- and DL-asp (Figures 8 and 9, right), and
L-glu and L-asp0.25,L-glu0.75 (Figure 10, right, solid black and red dashed lines, respectively).
Figures 8 and 9 (left) also show projections of the monoclinic structures of L- and DL-asp
onto the a*b, ac, and bc* planes, which are orthogonal to the c, b, and a axes, respectively.
The analogous Figure 10 (left) shows projections of the orthorhombic structure of L-glu
onto the ab, ac, and bc planes. As the temperature dependencies of all of the unit cell
parameters in all of the studied samples can be approximated by linear polynomials, the
CTE figures do not change substantially when varying the temperature. For that reason,
Figures 8–10 show the CTE figures obtained at only one temperature: 100 ◦C.

 

Figure 8. Projections of the CTE figures onto the ab, ac, and bc planes (right), and projections of the
crystal structure onto the a*b, ac, and bc* planes (left) in the monoclinic cell of L-aspartic acid. Black
shade corresponds to the region of the negative thermal expansion. Hydrogen bonds are shown as
green dashed lines. The crystal structure projections were plotted using the structural data from CSD
(LASPRT) [25].
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Figure 9. Projections of the CTE figures onto the ab, ac, and bc planes (right), and projections of the
crystal structure onto the a*b, ac, and bc* planes (left) in the monoclinic cell of DL-aspartic acid. Black
shade corresponds to the region of the negative thermal expansion. Hydrogen bonds are shown as
green dashed lines. The crystal structure projections were plotted using the structural data from CSD
(DLASPA02) [25].
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Figure 10. CTE figures of L-glutamic acid (solid black line) and the solid solution L-asp0.25L-glu0.75

(red dashed line) projected upon the ab, ac, and bc planes of the corresponding orthorhombic cells
(right). Projections of the L-glu crystal structure onto the same planes (left). Hydrogen bonds are
shown as green dashed lines. The crystal structure projections were plotted using the structural data
from CSD (LGLUAC01) [25].

4. Discussion

In the following section, first, the results for L-asp and DL-asp crystallizing in a
monoclinic lattice are discussed (Figures 8 and 9), followed by the findings for L-glu and
the L-asp/L-glu solid solution crystallizing in an orthorhombic syngony (Figure 10).

56



Crystals 2021, 11, 1102

4.1. Monoclinic Amino Acids L-asp and DL-asp

The molecules in the L-asp crystal structure (Figure 8) are arranged in zigzag chains
extended along the direction close to that of the bisector of the acute angle aˆc. The chain
units are interconnected via the strongest hydrogen bond in the structure—namely, O4–H1
. . . O1 = 2577 Å—which is highlighted in the projection of the L-asp crystal structure onto
the ac plane. This bond is essentially co-directional with the direction of the negative thermal
expansion (α33). There are two other hydrogen bonds—N–H5 . . . O2 and N–H6 . . . O3—
formed in approximately the same direction and within the same plane. The maximum
thermal expansion is directed along the α33 axis of the thermal deformation tensor, which
approximates the bisector of the obtuse angle aˆc, i.e., the β angle; only one hydrogen bond—
namely, N–H4 . . . O2—is extended in that direction (Figure 8, projection ac). A sufficiently
great value of the CTE is observed along the α22 axis (which coincides with axis b), which
can be explained by the relatively low concentration of hydrogen bonds along this direction
compared to the crystallographic axis a (Figure 8, projection ab).

Therefore, at elevated temperatures, the L-asp crystal structure naturally contracts
along the direction in which several hydrogen bonds are grouped, including the strongest
hydrogen bond: O4–H1 . . . O1. This contraction is accompanied by a diminution in the
β angle (see Figure 6a), and is characterized by maximum anisotropy of the thermal
deformations within the ac plane (Figure 8).

The crystal structure of DL-asp is also characterized by negative thermal expansion in
the ac plane (Figure 9). In contrast to L-asp, however, the racemate structure contracts along
the direction of the bisector of the obtuse angle aˆc, i.e., the β angle (Figure 9, projection
ac). This may be due to the fact that this is also the direction of the strongest hydrogen
bond: O4–H7 . . . O2 = 2558 Å. The closely located hydrogen bonds of the N–H . . . O type
may also facilitate the contraction. Therefore, in this case, contraction with increase in
temperature is accompanied by enlargement of the β angle.

The greatest thermal expansion of the DL-asp crystal structure is observed in the direc-
tion of crystallographic axis b (αb = α22). This may be the result of molecular layers formed
from interconnected chains of molecules that are arranged in the direction orthogonal
to the b axis (within the ac plane). Each D- or L-asp molecule located within the layer is
bonded to two molecules located in the previous and subsequent layers via N–H2 . . . O1
and N–H3 . . . O1 hydrogen bonds. This interlayer interaction is not very strong (Figure 9,
left, projection bc*) and, therefore, the maximum expansion of the DL-asp crystal structure
is directed along the b axis.

In the crystal structures of the aspartic acid enantiomer and the racemate, the negative
thermal expansion in the ac plane is co-directed with the direction of the strongest hydrogen
bonds of the O–H . . . O type: O4–H1 . . . O1 (L-asp) and O4–H7 . . . O2 (DL-asp). Individual
particularities of thermal deformations in their crystal structures are most clearly visible in
the changes in the monoclinic angle β, which for L-asp decreases, but for DL-asp increases.
Accordingly, the maximum thermal expansion in both crystal structures occurs along the
direction of relatively weak hydrogen bonds of the N–H . . . O type. Therefore, for both
structures, the hydrogen bonds of the O–H . . . O type are stronger than the hydrogen
bonds of the N–H . . . O type. Additionally, the geometry and concertation of the bonds
should be taken into account.

The effect of changing the angle β in monoclinic crystals with elevation of temperature
is described in detail by S.K. Filatov et al. [26,27]. Such thermal behavior is typical of
crystalline structures, where either one angular parameter (monoclinic cell) or three angular
parameters (triclinic cell) are not symmetrically fixed. In addition to thermal expansion,
such crystalline structures can also undergo shear deformations characterized by shifts in
the molecular rows relative to one another.

Figure 11 illustrates simulated shear deformations in monoclinic crystal models projected
for the ac plane. Increasing the β1 angle of the initial orthorhombic structure (Figure 11a, solid
line) to reach the β2 value (dashed line) is accompanied by contraction of the crystal structure
along the bisector of this angle, and by its simultaneous expansion in the orthogonal direction.
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Similarly, decreasing the initial β1 angle (Figure 11b, solid line) to the smaller value β2 (dashed
line) also leads to contraction of the crystal structure; however, this contraction occurs along
the direction orthogonal to the β angle bisector, and at the same time the structure is expanded
in the direction parallel to this bisector. Figure 11a,b also show the CTE figures and the regions
corresponding to the positive (axis α11) and negative (axis α33) thermal expansion.

Figure 11. Schematic representation of shear deformation in relation to the figures of the thermal
expansion coefficients (α11 and α33) for increased (a) and decreased (b) angle β. Angles β1 and β2

are the monoclinic angles before and after the shear deformation, respectively. The image was plotted
with partial use of the data reported in [26].

A decrease in the β angle with increase in temperature was also observed for enan-
tiomers of two other monoclinic amino acids—namely, L-valine and L-isoleucine [9]. How-
ever, in these cases the changes in the crystal structures at elevated temperatures were not
accompanied by negative thermal expansion, as revealed for L- and DL-aspartic acid.

4.2. Orthorhombic Amino Acids L-glu and L-asp0.25,L-glu0.75

The strongest hydrogen bond in the orthorhombic crystal structure of L-glu is O4–H1
. . . O2 = 2519 Å (Figure 10, left, highlighted), which bonds the molecules into zigzagged
chains extended along the crystallographic axis c. This explains the minimal CTE value
observed along the c axis compared to the other crystallographic directions (Figure 10,
right, solid black line). The chains are joined to one another by means of a hydrogen bond
(N–H5 . . . O1) to form layers arranged orthogonally to the b axis. The layers, in turn, are
bonded via two other hydrogen bonds, i.e., N–H6 . . . O3 and N–H9 . . . O1. The maximal
thermal expansion observed along the b axis can be explained by the fact that the direction
of the hydrogen bonds uniting the molecular layers deviates to a considerable extent from
direction of the b axis. The most significant anisotropy of the thermal deformation was
noticed within the ac and bc planes (Figure 10, right, solid black line).

Generally, projections of the CTE figures of the L-asp0.25,L-glu0.75 solid solution onto
the ab, ac, and bc planes (Figure 10, right, dashed red line) were of similar proportions—in
fact, substantially alike—to the CTE figure of L-glu. However, the CTE values obtained for
the solid solution were diminished along all three crystallographic directions in comparison
to L-glu. The greatest decrease in the CTE values was observed in the projections upon the
ac and bc planes.

The minimal CTE values in the crystal structures of L-glu and the L-asp0.25,L-glu0.75
solid solution are observed in the direction of the strongest hydrogen bond: O4–H1 . . . O2.
Conversely, the maximal thermal expansion occurs in the direction of the weakest interac-
tion between the molecules, which may be related to the geometry and low concentration of
relatively weak hydrogen bonds of the N–H . . . O type in the crystal structure of the L-glu
enantiomer. The temperature dependencies of the orthorhombic cell parameters and the
CTE figures of L-glu (see Figures 7a and 10, solid black line) and the L-asp0.25,L-glu0.75 solid
solution (see Figures 7b and 10, dashed red line) have definite similarities. Discrepancies
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in the thermal changes to their orthorhombic cell parameters and, accordingly, different
CTE values, can be caused by a different degree of imperfection of their crystal structure.
Substitution of some of the L-glu molecules with smaller L-asp molecules results in the
formation of defects, such as voids, in the crystal structure of the solid solution. Expansion
of its crystal structure at elevated temperatures can be partially compensated for by the
presence of these voids. For this reason, the intensity of changes in the L-asp0.25,L-glu0.75
orthorhombic parameters is considerably lower than that for the L-glu enantiomer.

The above results were compared with similar studies of thermal deformations for
(1) the orthorhombic components in the L-threonine/L-allo-threonine (L-thr/L-athr) di-
astereomer system, and two solid solutions of both—namely, L-thr0.34,L-athr0.66 and L-
thr0.10,L-athr0.90 [17]—and (2) the orthorhombic components in the L-alanine (L-ala) and
L-serine (L-ser) enantiomer system [19]. It appears that heating resulted in increases in
all orthorhombic parameters of L-glu and those of the solid solutions L-asp0.25,L-glu0.75,
L-thr0.34,L-athr0.66, and L-thr0.10,L-athr0.90, and in diminution of one of the parameters of
the diastereomers L-thr and L-athr and the enantiomers L-ala and L-ser. Increasing all
of the parameters indicates the predominantly thermal expansion of the crystal structure.
Decreasing one of the parameters allows, in addition, the use of the concept of the hinge
mechanism of thermal deformations [26].

5. Conclusions

It was established that, when heated, the L-enantiomers of aspartic and glutamic
acid, the aspartic acid racemate, and the L-asp0.25,L-glu0.75 solid solution do not undergo
polymorphic transitions, but experience thermal deformations. The mode of the thermal
deformations observed in all of the above crystal structures was consistent with the distance,
type, geometry, and concentration of the intermolecular hydrogen bonds.

Thermal deformations of L-asp and DL-asp are characterized by the manifestation of
negative thermal expansion—i.e., contraction—of their crystal structures in the monoclinic-
ity plane ac. Explanation of this effect of contraction is based on the contribution of shear
deformations to thermal deformations of the crystal structure.

Thermal deformations of L-glu and the L-asp0.25,L-glu0.75 solid solution are characterized
by increases in all of the parameters of their orthorhombic cells. The CTE values obtained
for the solid solution were lower than those calculated for the L-glu enantiomer. The reason
for this difference seems to be imperfection of the solid solution crystal structure due to
isomorphic substitution of some L-glu molecules by the smaller-sized L-asp molecules.

The results of the present study were compared with data for other amino acids—such
as L-valine, L-isoleucine, L-threonine, L-allo-threonine, and solid solutions of the latter
two—that we had investigated previously [9,17,19].

The results obtained made it possible to reveal the individual specific features of the
amino acids’ thermal behavior, which is important for their efficient application.
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Abstract: Induction time and metastable-zone-width (MSZW) data for aqueous L-glycine solutions
in the presence of L-arginine impurity were experimentally measured using a turbidity probe in
this study. The nucleation parameters, including the interfacial free energy and pre-exponential
nucleation factor, obtained from induction time data, were compared with those obtained from MSZW
data. The influences of lag time on the nucleation parameters were examined for the induction time
data. The effects of L-arginine impurity concentration on the nucleation parameters based on both
the induction time and MSZW data were investigated in detail.

Keywords: crystallites; impurities; induction time; metastable zone width; nucleation parameters

1. Introduction

In crystal growth, the induction time is defined as the time interval between the
establishment of the supersaturated state and the formation of detectable nuclei. The
metastable-zone-width (MSZW) limit is defined as the time taken at a given cooling rate be-
tween the establishment of the supersaturated state and the formation of detectable nuclei.
Nucleation is the initial process for the formation of crystals in liquid solutions. Thus, both
the induction time and MSZW data are related to the nucleation rate of the crystallized
substance in solutions. In classical nucleation theory (CNT) [1–3], the nucleation rate is
expressed in the Arrhenius form, governed by two nucleation parameters, including the
interfacial free energy and pre-exponential nucleation factor. The interfacial free energy
is the energy required to create a new solid/liquid interface for the formation of crystals
in liquid solutions, while the pre-exponential factor is related to the attachment rate of
solute molecules to a cluster in the formation of crystals. The influences of impurities on
the nucleation parameters have long been investigated using induction time or MSZW data
with the addition of different impurities in solutions for a variety of compounds [4–14].

The nucleation parameters of a crystallized substance have been traditionally de-
termined from induction time data by assuming ti

−1 ∝ J, where J is nucleation rate [1].
Recently, various methods have been proposed to calculate the nucleation parameters
from MSZW data [15–21]. Although the induction time and MSZW processes are two
different temperature-controlling methods for determination of the nucleation parameters
in a crystallization system, a model should be available to relate the induction time and
MSZW data with the nucleation parameters. Furthermore, as a cooling process is applied
first to reach the desired operating temperature and then a constant temperature is adopted
in the induction time measurements, there always exists a lag time between the prepared
supersaturated solution being at a higher temperature and it being cooled to the desired
lower constant temperature. For simplicity, the lag time is usually neglected in determining
the nucleation parameters from the induction time data.

The nucleation process can behave differently. For certain systems, induction time
cannot even be considered due to sharp phase transition, while for some cases there is
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induction time governed by different material properties. For example, by evaporating a
cellulose nanocrystal-based cholesteric drop, the drop edges are pinned to the substrate,
which leads to nonequilibrium sliding of the individual cholesteric fragment with active
ordering [22]; following the induction period of cholesteric collagen tactoids, phase separa-
tion goes through the nucleation process during which multiple chiral nuclei spontaneously
emerge and grow throughout the continuous isotropic phase [23]. In the present work, a
model was proposed based on CNT to relate the induction time and MSZW data with the
nucleation parameters for the systems with an experimentally measurable nucleation point.
The proposed model was then applied to determine the nucleation parameters for the
aqueous L-glycine solutions in the presence of L-arginine impurity from the induction time
and MSZW data. The effects of lag time on the nucleation parameters within the induction
time data were investigated. L-glycine was adopted in this work as it is the simplest amino
acid and is often used as a model compound in the study of solution nucleation [24–30].
L-arginine is another amino acid which was randomly chosen as impurity in the aqueous
L-glycine solutions.

2. Theory

The nucleation rate according to CNT is expressed as [1–3]

J = A exp
[
− 16πv2γ3

3kB3T3 ln2 S

]
, (1)

where A is the nucleation pre-exponential factor, γ is the interfacial free energy, kB is the
Boltzmann constant, v = Mw/ρcNA is the molecular volume, T is the temperature, and S
is the supersaturation.

A model is derived based on CNT to determine γ and A by relating the induction
time and MSZW data with J as follows. If a solution saturated at T0 is cooled to Tm at
a constant cooling rate b within the time period t = 0 to tm and then the temperature is
kept at Tm within the time period tm to tm + ti, the nucleation event for this combined
process is assumed to be detected at t = tm + ti. If tm is small compared to ti, this combined
process can be regard as the induction time process with consideration of the lag time tm,
which is the time required for the solution saturated at T0 to cool to Tm at cooling rate b.
Thus, ΔTm = T0 − Tm and the lag time is given by tm = ΔTm/b. This combined process for
tm = 0 corresponds to the induction time process without consideration of the lag time.
On the other hand, this combined process for ti = 0 corresponds to the MSZW process.

Figure 1 depicts the MSZW process for a saturated solution of C0 cooled at a constant
cooling rate b, where T0 is the initial saturated temperature at t = 0, Tm is the nucleation
temperature at tm, C0 is the saturated concentration at T0, Cm is the saturated concentration
at Tm, Ceq(T) is the solubility, and S(T) = C0/Ceq(T) is the supersaturation. As Ceq(T)
generally decreases with decreasing temperature, S(T) increases and subsequently J in-
creases with time. For the nucleation point at tm, Sm is the supersaturation at Tm defined as
Sm = C0/Ceq(Tm) = C0/Cm. The nucleation rate at Tm is given by

Jm = A exp
[
− 16πv2γ3

3kB3Tm3 ln2 Sm

]
. (2)
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Figure 1. A schematic diagram showing the increasing of supersaturation during the cooling process
reproduced from Shiau [31], where Ceq(T) is the temperature-dependent solubility (� represents the
starting point and • represents the nucleation point).

Note that both Sm and ΔTm are measures of the MSZW.
As the first appearance of nuclei can be regarded as a random process, the stochastic

process of nucleation can be described by the Poisson’s law [32–34]. For the combined
process described above, as the temperature is cooled from T0 to Tm within the time period
t = 0 to tm, S(T) increases and J increases with time; and as the temperature is kept at
Tm within the time period tm to tm + ti, the supersaturation remains the same at Sm and J
remains the same at Jm. Based on the given reasoning, the average number of expected
nuclei N in a solution volume V within the time period t = 0 to tm + ti is proposed in this
study as

N =

⎛⎝ tm∫
0

JVdt

⎞⎠+ JmVti . (3)

where the first term on the right-hand side represents the average number of expected
nuclei generated within the time period t = 0 to tm and the second term on the right-hand
side represents the average number of expected nuclei generated within the time period tm
to tm + ti.

Based on the two-point trapezoidal rule for computing the value of a definite integral,
one can derive [35]

tm∫
0

JVdt =
1
2
(J0 + Jm)Vtm =

JmVΔTm

2b
, (4)

where J0 and Jm represent the nucleation rate at t = 0 and t = tm, respectively. Note that
J0 = 0 at t = 0 when S(T0) = 1 and tm = ΔTm/b.

According to the single nucleus mechanism (SNM) proposed by some researchers
through experimental validation [32–34], a single primary nucleus is formed in a supersatu-
rated solution, which grows out to a particular size and undergoes secondary nucleation by
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crystal-stirring-impeller or crystal-wall collision. Based on the assumptions that the growth
time between the formation of nucleus and growth to the minimum size for secondary
nucleation is negligible, and one secondary nucleation is enough to generate detectable
crystal volume increase in a negligible amount of time, the nucleation event is detected
after the secondary nucleation of the single primary nucleus. Thus, the nucleation event for
the combined process occurs at t = tm + ti when the first nucleus is formed. By substituting
N = 1 in Equation (3), combining Equations (2)–(4) leads to

ln
(

ΔTm

2b
+ ti

)
= − ln(AV) +

16πv2γ3

3kB3Tm3 ln2 Sm
. (5)

Thus, Equation (5) can be applied to determine the nucleation parameters from the in-
duction time data, ti, with consideration of the lag time, ΔTm/b. A plot of ln(ΔTm/2b + ti)
versus ln2 Sm should give a straight line, the slope and intercept of which permit determi-
nation of γ and A, respectively.

Equation (5) for ΔTm/b = 0 reduces to

ln ti = − ln(AV) +
16πv2γ3

3kB3Tm3 ln2 Sm
, (6)

Which corresponds to the conventional method adopted in determination of γ and A
from the induction time data without consideration of the lag time. Equation (5) for ti = 0
reduces to

ln
(

ΔTm

2b

)
= − ln(AV) +

16πv2γ3

3kB3Tm3 ln2 Sm
, (7)

Which can be applied to determine γ and A from the MSZW measurements, where a
solution saturated at T0 is cooled at a constant rate b from t = 0 to tm and the nucleation
event is detected at Tm.

If the temperature-dependent solubility is described in terms of the van’t Hoff
Equation (1), one obtains

ln Sm = ln
(

C0

Cm

)
=

−ΔHd
RG

(
1
T0

− 1
Tm

)
=

(
ΔHd
RGT0

)(
ΔTm

Tm

)
, (8)

where ΔHd is the heat of dissolution and RG is the gas constant. Substituting ln Sm in
Equation (8) into Equation (7) yields(

T0

ΔTm

)2
=

3
16π

(
kBT0

v2/3γ

)3( ΔHd
RGT0

)2[
ln
(

ΔTm

b

)
+ ln

(
AV
2

)]
. (9)

A plot of (T0/ΔTm)
2 versus ln(ΔTm/b) based on the MSZW data should give a straight

line, the slope and intercept of which permit determination of γ and A, respectively.
Equation (9) is consistent with the result developed by Shiau and Wu [21] in determination
of γ and A from the MSZW data.

3. Experimental Methods

Deionized water, L-glycine (>99%, Alfa Aesar) and L-arginine (>98%, ACROS) were
used to prepare the desired supersaturated solution for the specified impurity concentration.
The experimental apparatus adopted by Shiau and Lu [18] was used in the study of
nucleation, which consists of a 250 mL crystallizer equipped with a magnetic stirrer at
a constant stirring rate of 350 rpm, immersed in programmable thermostatic water. A
turbidity probe with a near-infrared source (Crystal Eyes manufactured by HEL limited,
Hertford, UK) was used to detect the nucleation event.

The solubility of L-glycine in water from 303 K to 318 K was measured in this work. The
solubility measurements indicated that the solubility of L-glycine in water was nearly not
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influenced by the presence of L-arginine ranging from Cim = 0–10 kg arginine/m3 solution,
which corresponds to 0–0.02 mol arginine/mol glycine. The measured solubility of L-
glycine in water was consistent with the solubility data reported by Park et al. [36]. In
terms of the van’t Hoff equation for the measured solubility, one obtains ΔHd = 10.2 kJ/mol
with Ceq(303 K) = 215 kg/m3 and Ceq(318 K) = 261 kg/m3 in this work.

For the induction time and MSZW experiments, a 200 mL aqueous L-glycine solution(
V = 2 × 10−4 m3) at the desired concentration was held at 5 K above the saturated tem-

perature for 20 min to ensure a complete dissolution at the beginning of the experiments,
which was also confirmed by the turbidity measurement. In the induction time experiments,
the induction time and lag time data were measured by rapidly cooling the supersaturated
solution at various supersaturations to 303 K. In the MSZW experiments, MSZW data
were measured by cooling the solution saturated at 318 K with different constant cooling
rates. Each run was carried out at least three times at each condition for the solubility, the
induction time, and the MSZW measurements.

Although L-glycine can be crystallized in different polymorphs, including α-form, β-
form and γ-form, α-form is usually obtained from pure aqueous L-glycine solutions [24–30].
In this work, the final dried crystals at the end of the experiments were analyzed using
Raman spectroscopy (P/N LSI-DP2-785 Dimension-P2 System, 785 nm, manufactured by
Lambda Solutions, INC., Seattle, WA, USA) to validate the polymorph of the L-glycine crys-
tals. By comparing with the Raman spectra of α-form crystals reported by Murli et al. [37],
it was found that α-form L-glycine crystals were formed from aqueous L-glycine solutions
in this work for various supersaturations without and with the presence of L-arginine
impurity. Figure 2 shows some Raman spectra of the L-glycine crystals obtained in this
work at S = 1.07 and S = 1.12 for Cim = 0 and Cim = 10 kg/m3, respectively.

Figure 2. Cont.
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Figure 2. The Raman spectra of the produced L-glycine crystals at S = 1.07 and S = 1.12 for
(a) Cim = 0 and (b) Cim = 10 kg/m3, respectively.

4. Results and Discussion

The induction time data of aqueous L-glycine solutions were measured for various
supersaturations at 303 K in the presence of L-arginine for various impurity concentrations,
Cim. The average induction times are listed in Table 1. The average lag times for the
induction time data are listed in Table 2, which were measured based on b ∼= 0.038 K/s
adopted for cooling the heated supersaturated solution to the desired constant temperature.
The lag time corresponds to the time required for the heated solution to be lowered to
303 K. Thus, as the temperature range ΔTm increases, the lag time increases. The MSZW
data of aqueous L-glycine solutions saturated at T0 = 318 K were measured for various b in
the presence of L-arginine for Cim = 0–10 kg/m3. The average MSZWs are listed in Table 3.
Note that Mw = 0.075 kg/mol, ρc = 1607 kg/m3, and v = 7.757 × 10−29 m3 for L-glycine.

Table 1. The average induction times, ti, in the induction time measurements for various impurity
concentrations, Cim, and supersaturations, S, at 303 K. The standard deviations in the least significant
digits are given in parentheses.

Cim
(
kg/m3) ti (×102 s)

S = 1.07 S = 1.08 S = 1.10 S = 1.12

0 27 (5.9) 14 (2.8) 8.3 (2.5) 4.4 (2.0)
2 62 (15) 33 (7.3) 16 (4.6) 8.2 (2.5)
5 107 (17) 48 (8.9) 23 (5.1) 12 (3.0)
10 154 (21) 62 (11) 31(8.8) 16(4.7)
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Table 2. The average lag time, ΔTm/b, based on b ∼= 0.038 K/s in the induction time measurements
for various impurity concentrations, Cim, and supersaturations, S, at 303 K, where ΔTm corresponds
to the temperature range for a solution with concentration C0 saturated at T0 and cooled to 303 K.
Note that ΔTm = T0 − 303 K and S = C0/Ceq(303 K). The standard deviations in the least significant
digits are given in parentheses.

Cim(kg/m3)

ΔTm/b (s)

S = 1.07
(ΔTm = 5.1 K)

S = 1.08
(ΔTm = 5.8 K)

S = 1.10
(ΔTm = 7.2 K)

S = 1.12
(ΔTm = 8.7 K)

0 135 (14) 153 (16) 177 (16) 236 (19)
2 127 (12) 144 (13) 195 (17) 221 (17)
5 141 (13) 159 (15) 182 (16) 232 (17)
10 146 (15) 163 (14) 188 (18) 241 (22)

Table 3. The average MSZWs, ΔTm, in the MSZW measurements for a solution saturated at T0 = 318 K
cooled at various impurity concentrations, Cim, and cooling rates. The standard deviations in the
least significant digits are given in parentheses.

Cim (kg/m3)
ΔTm(K)

b = 0.00417 K/s b = 0.00833 K/s b = 0.01111 K/s b = 0.01389 K/s

0 6.9 (1.6) 8.5 (1.7) 9.1 (2.1) 9.9 (2.2)
2 8.4 (1.8) 10.3 (2.0) 11.7 (2.3) 12.2 (2.3)
5 9.7 (2.1) 12.2 (2.5) 13.8 (2.9) 14.4 (3.1)
10 11.5 (2.3) 13.9 (2.4) 16.1 (2.7) 18.8 (3.3)

Table 1 indicates that ti increases significantly with increasing Cim for each S and de-
creases with increasing S for each Cim. Thus, L-arginine exerts a nucleation inhibition effect
in aqueous L-glycine solutions, which increases with increasing Cim. Table 2 indicates that
ΔTm/b, increases slightly with increasing S for each Cim and remains nearly independent
of Cim. Note that ΔTm corresponds to the temperature range for a solution saturated at T0
cooled to 303 K, where T0 increases with increasing S and remains nearly independent of
Cim. For example, ΔTm/b = 236 s is quite significant compared with ti = 442 s at S = 1.12
(ΔTm = 8.7 K) for Cim = 0. On the other hand, ΔTm/b = 135 s is negligible compared with
ti = 2672 s at S = 1.07 (ΔTm = 5.1 K) for Cim = 0.

Figure 3 shows plots of ln ti against ln2 Sm for each Cim according to Equation (6)
based on the induction time data without consideration of the lag time. Figure 4 shows
plots of ln(ΔTm/2b + ti) against ln2 Sm for each Cim according to Equation (5) based on the
induction time data with consideration of the lag time. Calculated values of γ and A from
the slope and intercept of the best-fit plots for each Cim are listed in Table 4. Note that the
regression coefficient, R2, with the lag time is generally greater than that without the lag
time for each Cim, which indicates that Equation (5) with the lag time fits the induction
time data better than Equation (6) without the lag time.

67



Crystals 2021, 11, 1226

50 100 150 200 250
6

7

8

9

10

pure

2kg/m3

5kg/m3

10kg/m3

l
n
t
i

1/ln2S  

Figure 3. Plots of ln ti against ln2 Sm for various impurity concentrations, Cim, according to Equa-
tion (6) based on the induction time data without consideration of the lag time.
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Figure 4. Plots of ln(ΔTm/2b + ti) against ln2 Sm for various impurity concentrations, Cim, according
to Equation (5) based on the induction time data with consideration of the lag time.

Table 4. Calculated values of γ and A with the regression coefficients, R2, based on the induction
time data. The number before the slash represents the value without consideration of the lag time
and the number after the slash represents the value with consideration of the lag time.

Cim (kg/m3) γ (mJ/m2) A
(
m−3s−1) R2

0 2.07/1.99 26.5/19.7 0.981/0.987
2 2.17/2.13 16.9/14.3 0.991/0.994
5 2.22/2.20 12.7/11.6 0.993/0.997
10 2.24/2.22 10.0/9.1 0.989/0.990

As indicated in Table 4, one can note that the value of γ with the lag time, γlag, is
lower by about 2% than that without the lag time, γ, while the value of A with the lag time,
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Alag, is lower by about 15% than that without the lag time, A. These findings are consistent
with γlag < γ and Alag < A derived in Supplementary Materials.

Table 3 indicates that ΔTm increases with increasing Cim for each b and increases
with increasing b for each Cim. Thus, as similar to the results from the induction time
data, L-arginine exerts a nucleation inhibition effect in aqueous L-glycine solutions, which
increases with increasing Cim. Figure 5 shows plots of (T0/ΔTm)

2 against ln(ΔTm/b) for
various Cim according to Equation (9) based on the MSZW data. Calculated values of γ
and A from the slope and intercept of the best-fit plots for each Cim are listed in Table 5.
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Figure 5. Plots of (T0/ΔTm)
2 against ln(ΔTm/b) for various impurity concentrations, Cim, according

to Equation (9) based on the MSZW data.

Table 5. Calculated values of γ and A with the regression coefficients, R2, based on the MSZW data.

Cim (kg/m3) γ (mJ/m2) A
(
m−3s−1) R2

0 2.13 30.9 0.990
2 2.36 22.1 0.981
5 2.54 17.2 0.975
10 2.71 12.6 0.953

The values of γ and A obtained from the MSZW data in Table 5 are consistent with
those obtained from the induction time data in Table 4. They all indicate that, as Cim
increases, γ increases slightly while A decreases quite significantly. For example, as Cim
increases from 0 to 10 kg/m3, γ only increases slightly in the range of 10% to 30%, while
A decreases significantly in the range of 50% to 60%. It is speculated that the presence of
L-arginine in the aqueous L-glycine solution leads to some L-arginine molecules adsorbed
on the nucleus surface of L-glycine, which suppresses nucleation and results in a higher
γ compared to that without L-arginine adsorbed on the nucleus surface of L-glycine. On
the other hand, the presence of L-arginine in the aqueous L-glycine solution suppresses
nucleation and results in a lower A compared to that without L-arginine in the aqueous
L-glycine solution. As the effects of L-arginine impurity on γ and A become more profound
at a greater concentration of L-arginine impurity, a greater Cim results in a higher γ and a
lower A. This trend is consistent with the finding reported by Heffernan et al. [8] for the
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nucleation of curcumin in propan-2-ol due to the presence of demethoxycurcumin and
bisdemethoxycurcumin.

5. Conclusions

A model was proposed based on CNT to determine the nucleation parameters from
both the induction and MSZW data. The unique feature is that the derivation of this model
for both the induction and MSZW data is based on the same assumption that the nucleation
point corresponds to the formation of a single primary nucleus in a supersaturated solution.
This model results in two different equations. One is derived for the induction data while
the other is derived for the MESZW data. The proposed model was applied to calculate
the interfacial free energy and pre-exponential nucleation factor from both the induction
time data and the MSZW data for the aqueous L-glycine solutions in the presence of
L-arginine impurity. The results indicated that the values of interfacial free energy and
pre-exponential nucleation factor obtained from the MSZW data are consistent with those
obtained from the induction time data. The induction time data with consideration of the
lag time lead to a lower interfacial free energy and a lower pre-exponential nucleation
factor than those for the induction time data without consideration of the lag time. As the
impurity concentration increases, the interfacial free energy increases slightly while the
pre-exponential nucleation factor decreases quite significantly based on both the induction
time and MSZW data.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/cryst11101226/s1, The derivation of γlag < γ and Alag < A.

Funding: This research was funded by Chang Gung Memorial Hospital (CMRPD2K0012) and
Ministry of Science and Technology of Taiwan (MOST108-2221-E-182-034-MY2).

Data Availability Statement: Not applicable.

Acknowledgments: The author would like to thank Chang Gung Memorial Hospital (CMRPD2K0012)
and Ministry of Science and Technology of Taiwan (MOST108-2221-E-182-034-MY2) for financial
support of this research. The author also expresses his gratitude to Pin-Jhu Li and Dai-Rong Wu for
their experimental work.

Conflicts of Interest: The authors declare no conflict of interest.

Notation

A = pre − exponential nucleation factor (m−3s−1)

b = cooling rate (K/s)
C0 = initial saturated concentration at T0

(
kg/m3)

Ceq(T) = saturated concentration at T
(
kg/m3)

Cm = saturated concentration at Tm
(
kg/m3)

Cim = concentration of impurity
(
kg/m3)

J = nucleation rate (m−3s−1)

J0 = nucleation rate at t = 0 (m−3s−1)

Jm = nucleation rate at tm (m−3s−1)

kB = Boltzmann constant
(
= 1.38 × 10−23 J/K

)
MW = molar mass (kg/mol)
N = average number of expected nuclei (−)

NA = Avogadro number
(
= 6.02 × 1023 mol−1

)
RG = gas constant

(
= 8.314 J mol−1K−1

)
S = supersaturation (−)
Sm = supersaturation at tm (−)
T = temperature (K)
T0 = initial saturated temperature (K)
Tm = temperature at tm (K)
t = time (s)
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ti = induction time (s)
tm = time at the MSZW limit (s)
V = solution volume (m3)

Greek Letters

ρc = crystal density
(
kg/m3)

v = volume of the solute molecule
(
m3)

γ = interfacial free energy
(
J/m2)

ΔHd = heat of dissolution (J/mole)
ΔTm = MSZW (K)
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Abstract: The production of melt emulsions is mainly influenced by the crystallization step, as
every single droplet needs to crystallize to obtain a stable product with a long shelf life. However,
the crystallization of dispersed droplets requires high subcooling, resulting in a time, energy and
cost intensive production processes. Contact-mediated nucleation (CMN) may be used to intensify
the nucleation process, enabling crystallization at higher temperatures. It describes the successful
inoculation of a subcooled liquid droplet by a crystalline particle. Surfactants are added to emul-
sions/suspensions for their stabilization against coalescence or aggregation. They cover the interface,
lower the specific interfacial energy and form micelles in the continuous phase. It may be assumed
that micelles and high concentrations of surfactant monomers in the continuous phase delay or even
hinder CMN as the two reaction partners cannot get in touch. Experiments were carried out in a
microfluidic chip, allowing for the controlled contact between a single subcooled liquid droplet and a
single crystallized droplet. We were able to demonstrate the impact of the surfactant concentration on
the CMN. Following an increase in the aqueous micelle concentrations, the time needed to inoculate
the liquid droplet increased or CMN was prevented entirely.

Keywords: crystallization; microfluidic; contact-mediated nucleation; melt emulsion

1. Introduction

Emulsions are dispersions in which two mutually insoluble liquid substances are
present. The dispersed droplet phase for oil-in-water emulsions is represented by oil and
the continuous phase by water. According to Bancroft’s rule [1], the type of emulsion is
determined by the solubility of surface-active substances (e.g., emulsifiers). The phase in
which the emulsifier is more soluble forms the continuous phase.

A thermodynamic description of emulsions is provided by Sharma et al. [2]. The
stability of emulsions is influenced by different physical effects, such as Ostwald ripening,
flocculation, aggregation, sedimentation (creaming), phase inversion and coalescence. The
time scales in which these effects influence the stability of emulsions may vary profoundly [3].

One potential method of stabilizing emulsions for a longer time is the addition of
emulsifiers. Emulsifiers are excipients with a characteristic molecular structure. According
to the chemical structure of the surfactant, they accumulate at the interface of the two phases
and decrease the specific interfacial energy [4].

Emulsifiers are amphiphilic molecules with a hydrophilic (head group) and a hy-
drophobic part (tail). The head is polar, while the tail usually consists of long, nonpolar
hydrocarbon chains. The emulsifiers at the oil-water interface arrange themselves accord-
ing to their affinity to the solvent, i.e., the head groups are on the aqueous side, whereas
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the tails reach into the oil phase [5]. The hydrophilic part of an emulsifier can be charged
and classified as ionic (anionic, cationic), zwitterionic or nonionic [4].

The phase distribution of the emulsifier in thermodynamic equilibrium occurs at the
equivalence of temperature, pressure and chemical potentials of the surfactant in both
phases, at the interface and in the micelles [6]. A quantitative description of thermodynamic
equilibrium between the oil and the water phase is possible using the Nernst partition coef-
ficient [7]. Accordingly, the distribution coefficient at phase equilibrium can be calculated
using the concentrations of the component of these two phases.

1.1. Contact-Mediated Nucleation

Contact-mediated nucleation (CMN) describes a mechanism of crystallization, trig-
gered by means of contact between a liquid, subcooled droplet and an already crystallized
droplet (= particle).

McClements et al. [8] found that the fraction of solidified droplets increased during
the experimental time when an equivalent initial distribution of solidified particles and
liquid droplets was provided for a quiescent subcooled n-hexadecane-water emulsion
with emulsifier Tween®20 (diffusional motion only). This occurred despite the fact that
subcooling should have prevented spontaneous nucleation. Measurements by nuclear
magnetic resonance (NMR) showed that no crystallization occurred after 175 h within an
emulsion with only liquid n-hexadecane droplets. McClements et al. [9] found that the
higher the available surfactant concentration in the emulsion, the higher the final solids
fraction of the droplets. Additionally, Dickinson et al. [10] determined an increase in the
solid content relative to an increase in the emulsifier concentration in the continuous phase
for the same material system. They estimated that one in 107 collisions between crystallized
and liquid droplets resulted in CMN. Hindle et al. [11] found a steady increase in the
fraction of solidified droplets of a subcooled n-hexadecane-water emulsion with emulsifier
Tween®20. The increase occurred after crystallized n-hexadecane droplets were added.
Complete crystallization of the dispersed phase occurred during the 15 days after the
addition of crystallized droplets. They concluded that, according to their results, micelles
could not mediate nucleation and any increases in the solid fraction were due to the contact
between a liquid droplet and a solid particle. They also state that micelles may affect CMN.

Regarding experiments performed in the field of coalescence, Dudek et al. [12] deter-
mined longer coalescence times with increasing surfactant concentrations. This is contrary
to the results described above, because increasing micellular numbers should improve
the coalescence process as more dispersed phase can be transported from one droplet to
another. Additionally, with increasing aqueous surfactant concentrations, higher energy
barriers must be overcome to achieve direct contact between the two collision partners [13].
The latter is discussed in further detail later in this paper.

In order to enhance the contact between crystallized particles and liquid droplets,
achieving a relative motion between each particle and droplet is advantageous. According
to Vanapalli et al. [14], the relative motion between droplets and particles can be classified
into orthokinetic (externally imposed velocity fields) or perikinetic (Brownian motion).
In this work, the relative motion is governed by the orthokinetic mechanism due to the
microfluidic setup and droplet sizes used.

In analogy to the coalescence theory, three external flow factors can influence CMN:
contact time, contact force and collision frequency [15]. The contact time and contact force
depend on further flow phenomena, such as the flattening of the film radius, film drainage
and film rupture [16]. The surfactant may play an important role for CMN because it
influences the specific interfacial energy and forms micelles in the continuous phase which
may inhibit the contact of colliding partners.

1.2. Microfluidics

Microfluidic systems have become an important tool in emulsion research [17]. The
application of microfluidics offers many advantages, for example, laminar flow conditions,

74



Crystals 2021, 11, 1471

high surface-to-volume ratios, small fluid volumes, the possibility of droplet manipulation,
easy access for microscopical analysis, and excellent control over mass and heat transport.
Microfluidics in crystallization research appears as a supporting platform for fundamental
research into crystallization processes and crystal formation [18,19]. Hence, new possibili-
ties have been made available to investigate processes within relevant time scales [20,21],
for example, the investigation of CMN. Single droplet experiments are also used to investi-
gate coalescence and to correlate specific interfacial energy to droplet stability [22–25].

1.3. Theoretical Description of Contact-Mediated Nucleation—An Approach

Similarities can be found between the modelling of coalescence processes and CMN [15].
So far, there are no established, specific theoretical descriptions of CMN in the literature.
The process of coalescence takes places between liquid droplets or between gaseous bubbles.
No phase change takes place upon coalescence. There is an asymmetry in the aggregate
state in CMN, since one of the two contact partners is already crystallized and the other is
a liquid, subcooled droplet. This results in the following general assumption of contact-
mediated nucleation: the interface of the liquid droplet can take several states, from mobile
to rigid, depending on the interfacial surfactant concentration, whereas the interface of the
crystallized particle is only rigid.

According to [26], the interstitial film needs to fall below a critical thickness for
coalescence to take place. Below that specific thickness, the Van der Waals attraction
between two droplets approaching each other is stronger than any possible repulsive forces.
Different mechanisms are detailed in the following passage, which could counteract the
film thinning in the material system of an n-hexadecane–water emulsion used, stabilized
with Tween®20.

The Derjaguin-Landau-Verwey-Overbeek (DLVO) theory [27,28] is a theoretical de-
scription of the stability of colloidal systems, such as emulsions, that account for attractive
and repulsive forces. Regarding stability factors [29] larger than 1, repulsion dominates the
interaction of two suspended particles. Electrostatic repulsion between colloids requires
equally charged surfaces. Therefore, an increased charge of equal polarity between colloids
could counteract film thinning. Dimitrova et al. [30] measured the forces between fer-
rofluidic suspension droplets in an aqueous solution stabilized with Tween®20. When the
concentration of the emulsifier increased, the electrostatic repulsion also increased. The au-
thors only found agreement with the DLVO theory for low concentrations of the emulsifier.
The repulsive force measured at higher surfactant concentrations showed higher values
at shorter distances than the predicted values calculated via the DLVO theory. In order to
explain this discrepancy, the authors suspected a steric component of the repulsive force.
This was thought to be caused by the presence of Tween®20 micelles between the droplets.

The influence of micelles in the continuous phase on the contact between colloids
could be explained by the oscillating structural and depletion forces (OSF) [31]. These
forces occur in the interstitial film when the film thickness decreases in the presence of
small, dissolved entities in the film liquid, for example, micelles.

Taking OSF into account, Basheva et al. [13] derived a nonlinear relationship between
the diameter of spherical micelles, the volume fraction of these micelles, the distance of
the two colliding droplets and the interaction energy between the two droplets. This
approach is used to estimate emulsion stability as a function of the number of micelles
present in the solution. We calculated the interaction energy Utotal analogously with the
literature presented regarding the occurrence of OSF (Figure 1). The corresponding material
system parameters are listed in Table 1. Utotal was estimated by the sum of the oscillatory
component (Uosc) and the Van der Waals interaction (UvdW). A full description of the
equations can be found in [13].
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Figure 1. Simulated interaction energy of two spherical droplets with the distance H according to
Trokhymchuk et al. [32] and Basheva et al. [13]. It is assumed that the film between the droplets
contains hard, spherical micelles. Parameters used for calculation are summarized in Table 1.
The volume fraction of the micelles in the continuous phase ϕm for a given aqueous surfactant
concentration c̃H2O

TW20 was approximated with a linear expression according to data obtained by
Basheva et al. [13]: ϕm = 1.7 × 10−3 m3mol−1 · c̃H2O

TW20.

Table 1. Parameters used for calculation of the total interaction energy U.

Parameter Value

Micelle diameter of Tween®20 [13] 7.2 × 10−9 m
Radius n-hexadecane droplet in the microfluidic device 3 × 10−4 m

Temperature 290.35 K
Length of emulsifier’s brush layer (determined by Avogardo, Version 1.2.0 [33]) 1.2 × 10−9 m

Hamaker constant for an emulsion system [13] 4 × 10−21 J

Figure 1 indicates the possible influence of micelles in the aqueous phase because
they are able to hinder or delay CMN by increasing the repulsive forces. As indicated, a
particular volume density of micelles is necessary to achieve stability factors larger than 1.

We used a microfluidic setup for our studies to investigate the efficiency of CMN
depending on the specific interfacial energy and micellular concentration in the continuous
phase. We suggest increasing induction times and decreasing wetting by increasing aqueous
micellular concentrations. Moreover, we assume that a link can be made between the
coalescence theory and CMN to characterize the latter regarding its crystallization efficiency.

2. Materials and Methods

2.1. Materials Used

Microfluidic experiments were performed with n-hexadecane (C16H34, Hexadecane
ReagentPlus®, Sigma-Aldrich, Schnelldorf, Germany, purity: 99%) as the dispersed phase
and ultrapure water (OmniTap®, stakpure GmbH, Niederahr, Germany; electrical con-
ductivity 0.057 μS cm−1) as the continuous phase. The surfactant used in this study was
Polyoxyethylen(20)-sorbitan-monolaurat (Tween®20, Merck KGaA, Darmstadt, Germany)
in different concentrations.

2.2. Microfluidic Measurement Setup

A microfluidic system based on the type of continuous-flow emulsion-based droplet
microfluidics was applied [34]. The multiple phase flow appeared as the so-called Taylor
flow [35]. A characteristic sequence of liquid droplets was formed, separated by slugs of the
continuous phase. These slugs were sections of the aqueous phase [36]. The droplets had an
average droplet volume of around 25 nL and mean equivalent diameters of approximately
525 μm. The droplet volume was calculated according to [37].
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The microfluidic chip acted as the central element of the setup (Figure 2). It consisted
of a transparent polycarbonate plate (thickness 2 mm) into which several microchannels
have been milled. The channels were 300 μm wide and 200 μm deep. Additionally, a
channel for a temperature sensor was milled into the side of the chip. The channels
received their characteristic rectangular cross-sectional area by bonding a thin 250 μm
polycarbonate foil on top. In order to guarantee that wetting of n-hexadecane did not occur
on the channel walls, the latter were hydrophilized according to [38]. The microfluidic
chip was fixed on a water-tempered aluminum cooling block with two independently
controlled temperature zones. The temperature of the microfluidic chip was measured
with a temperature sensor (Pt 100, ES Electronic Sensor GmbH, Heilbronn, Germany) close
to the location of the contact experiment. Crystallization processes were tracked with
a high-speed camera (sCMOS pco.edge 5.5®, Excelitas PCO GmbH, Kelheim, Germany)
connected to a stereo microscope (SZ61, OLYMPUS EUROPA® Se & Co. KG, Hamburg,
Germany) with an integrated polarization filter. Two silicon wafers were installed directly
beyond the microfluidic chip to support the polarization filter in highlighting crystalline
structures. Volume flow rates of the continuous and dispersed phases were adjusted by
a low-pressure injection pump system (Nemesys, CETONI GmbH, Korbußen, Germany).
This syringe pump system was connected to the computer via a BASE120 base module.

 
(a) 

 
(b) 

Figure 2. (a) Schematic view of the microfluidic chip with rectangular channels and sectional
temperature regulation with scale (mm). The temperature sensor was inserted sideways into the chip
through a fitting channel (yellow). The n-hexadecane droplets were formed at the T-junction (green
frame) at a temperature above the melting point of n-hexadecane Tm. The produced droplets flowed
along the channel in the direction indicated (u f low). (b) Half of the chip was cooled (blue area) to a
subcooling of around ΔT1 = Tm − T1 = 7.6 K for spontaneous nucleation (initialization). The other
half was kept below the melting point at ΔT2 = 1.1 K (red area); the droplets on this side retained
liquid. The whole microfluidic chip was kept at ΔT2 (red area) for the contact-mediated nucleation
(CMN) measurement. The purple frame exemplarily displays a time-resolved CMN.
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The microfluidic T-junction allowed for the formation of reproducible droplet sizes
(Figure 2). At the beginning of the droplet formation process, the dispersed phase began to
fill the channel cross-section almost completely, and when a critical proportion between
droplet size and channel cross-sectional area was reached, droplets of the dispersed phase
were formed.

The aim of the experiments was to investigate the CMN as a function of surfactant con-
centration. The temperature profile of the microfluidic chip during one collision followed a
predefined protocol, as shown in Figure 3.

 
Figure 3. Temperature profile of the microfluidic chip Texp over time measured by the incorporated
temperature sensor. After initiating spontaneous, primary nucleation at a subcooling of ΔT1 =

Tm,μF − Tprimary = 7.6 K, the temperature was set to a subcooling of ΔT2 = Tm,μF − Tcontact = 1.1 K
for the observation of CMN. The melting point of n-hexadecane Tm,μF was defined as 18.6 ◦C.

In order to initialize the experiment, droplets were formed at the T-junction and, as
soon as both plates were covered with droplets, one side of the chip was cooled to around
Tprimary = 11 ◦C (ΔT1 = 7.6 K) to enforce spontaneous droplet crystallization. To avoid
spontaneous crystallization during the experiments, both plates were thermostated at
Tcontact = 17.5 ◦C (ΔT2 = 1.1 K), which is below the melting point of n-hexadecane, and, as a
result, the frozen particles did not thaw. Following this, the continuous phase was initiated,
and the liquid droplet moved towards the solid particle. Volume flow rates ranging from
15 to 400 μL h−1 were applied. The solid particle was fixed on the channel walls as a
result of crystallization. Due to the rectangular cross-sectional area of the channel and the
round particle, the aqueous phase was still able to flow around the solid particle. This
experimental design allowed for the controlled contact of two collision partners. A detailed
experimental protocol is shown in Figure 4.

Figure 4. Experimental protocol for microfluidic experiments designed to investigate CMN.
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A high-speed camera allowed time-resolved detection of the contact progress (for
example, relative velocity of the droplet and the particle Δu and wetting evolution) and of
the nucleation events. All collisions were tracked with the camera at a frame rate of 100
frames per second. The relative velocity Δu was determined by the distance travelled by
the subcooled liquid droplet within a specific timeframe, while the solid particle had a
fixed position (compare Figure 2).

2.3. Melting Point Measurements

In order to quantify the possible impact of the microfluidic system on the melting point
of n-hexadecane, the presence of water or emulsifier was determined in the microchannel
to Tm,μF = 18.6 ± 0.2 ◦C. A broad range of melting points can be found in the literature,
varying between 16.7 and 20.0 ◦C [39–44]. Our results are in good agreement with the
available literature and, therefore, no impact of the setup or the presence of the water phase
and surfactant was identified. In the following, Tm,μF was used to calculate subcooling.

2.4. Specific Interfacial Energy Measurements

Droplet formation within the microfluidic device was possible with and without the
usage of an additional surfactant. Therefore, it was not possible to estimate the specific
interfacial energy and, consequently, the droplet surface coverage achieved by the emulsi-
fier directly during the microfluidic experiment. However, surface coverage may play an
important role for CMN as interfacial energy is known to greatly influence coalescence [45].

Measurements of the specific interfacial energy were obtained via the pendant drop
method (OCA 25, DataPhysics Instruments GmbH, Filderstadt, Germany) to quantify the
time needed by the surfactants to cover the liquid-liquid interface completely. A syringe
with an outer diameter of 0.91 mm was used for the generation of the droplet, and the
temperature was set to 20 ± 0.2 ◦C. Measurements without surfactant resulted in specific
interfacial energies of 48.6 ± 0.5 mN·m−1, which is in good agreement with the specific
interfacial energies described in the literature ([46]: 43.16 mN·m−1, [47]: 47.0 mN·m−1).
Time-resolved specific interfacial energies were considered to characterize the adsorption
process of the surfactant to the liquid-liquid interface and to outline any dependencies of
the surfactant concentration in the aqueous or oil phase (Tables 2 and 3, Figure 4).

Table 2. Specific interfacial energies approximately 4 h after interface formation for different surfac-
tant concentrations dissolved in the continuous phase (c̃H2O

TW20(t = 0)).

c̃H2O
TW20(t = 0)/mol m−3 γLL/mN m−1

8.2 3.5 ± 0.3
16.6 2.9 ± 0.2

Table 3. Specific interfacial energies about 4 h after interface formation for different surfactant
concentrations added at the beginning to the dispersed phase (c̃hex

TW20(t = 0)).

c̃hex
TW20 (t = 0)/mol m−3 γLL/mN m−1

6.4 1.9 ± 0.4
12.9 0.9 ± 0.3

As Figure 5 and Tables 2 and 3 indicate, the phase in which the surfactant is dissolved
at the beginning of the experiment (t = 0) plays a major role. The convolution of the
surfactant distribution between the aqueous and oil phases will be discussed in Section 3.
The measurements were obtained in a time frame of approximately 4 h (data not shown),
without reaching a constant specific interfacial energy. The microfluidic experiments were
performed within around 0.2 h. For t < 0.2 h, the final distribution of the surfactant
between the continuous phase, dispersed phase and liquid-liquid interface was not reached
according to the specific interfacial energy measurements. It should also be mentioned
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that the specific interfacial energy tension reduced from around 48 mN·m−1 to values
between approximately 1 and 4 N m−1 within the first seconds after droplet formation.
This suggests that most surfactants adsorbed to the interface shortly after droplet formation
and any further changes were only due to the ad- and desorption of a smaller number
of molecules.

Figure 5. Two exemplary time-resolved specific interfacial energy (γLL) measurements with surfac-
tant supported in either the aqueous, continuous (c̃H2O

TW20(t = 0) = 16.6 mol·m−3) or dispersed oil
phase (c̃hex

TW20(t = 0) = 6.4 mol·m−3).

The increasing specific interfacial energy for systems in which the emulsifier was
previously dissolved in the dispersed phase, shows the convective transport of the emulsi-
fier from the interface to the surrounding continuous phase. As soon as thermodynamic
equilibrium would be reached, the specific interfacial energies should be the same, without
any differences regarding initial surfactant concentration gradients between the aqueous
and oil phase, providing there is enough surfactant to completely cover the interface.

When transferring these findings to an idealistic model, we assumed different, insta-
tionary surfactant distributions between the dispersed and continuous phase, depending
on the initial surfactant concentration (Figure 6). We assumed that the depicted surfactant
distribution represented the situation during our microfluidic experiments.

  
(a) (b) 

Figure 6. (a) Schematic system description when the surfactant was initially dissolved in the continu-
ous phase (water). The subcooled droplet is presented in a light color, the solid particle is shown as a
brown sphere. (b) Schematic system description when the surfactant was initially dissolved in the
dispersed phase (n-hexadecane). Both systems had not yet reached the thermodynamic equilibrium.

Within the experimental time range, a higher emulsifier concentration at the interface
can be assumed for systems where the surfactant is dissolved in the oil phase at t = 0 due to
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lower specific interfacial energies (Figures 5 and 6b). In addition, the concentration of the
surfactant affects the specific interfacial energy and, thus, the emulsifier concentration at the
interface across relevant time scales. Decreasing specific interfacial energies with increasing
surfactant concentration (even above the critical micellular concentration: CMC) are also
described in the literature [12,48]. During the microfluidic experiments, we assumed that,
when the surfactant was initially supported in the water phase, more micelles were present
in the aqueous phase compared to the number of micelles when the surfactant was initially
dissolved in the oil phase.

2.5. Wetting

Different types of wetting between the liquid droplet and the solid particle were
observed (Figure 7). The efficiency of CMN can be obtained by taking the wetting angle ϕ

of the two collision partners into account.

Figure 7. Definition of the wetting angle ϕ between a liquid, subcooled droplet and a solid particle.
Both contact partners are stabilized with surfactant.

In this work, four different forms of contact are identified by their corresponding wetting
angle and their efficiency in initiating nucleation. A brief overview is provided in Table 4.

Table 4. Classification of CMN based on the wetting angle ϕ. The differentiation is made based on whether nucleation
occurs or not. Additionally, a schematic abstraction and the experimental observation are shown. In the abstraction, solid
structures are light brown (left particle), and liquid droplets (right) are visualized in white. For the experimental illustration,
solid structures are either light white, in cases where crystallization had just taken place, or dark gray. The liquid droplet
volume is represented by the transparent parts. We assumed that solid–liquid interfaces are partially composed of surfactant.
In the case of ϕ = 0◦, hug, the red circle highlights the part of the liquid droplet that has already crossed the solid particle
and appears directly behind the latter. The first two rows illustrate that contact occurred when the surfactant was supported
in the continuous phase; the last two rows show wetting angles for the initial surfactant support in the dispersed phase.

Wetting Angle Nucleation? Wetting? Abstraction Experimental

ϕ = 180◦,
blank no no

  

ϕ = 0◦,
hug yes not initially
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Table 4. Cont.

Wetting Angle Nucleation? Wetting? Abstraction Experimental

0◦ < ϕ < 180◦ yes yes

  

ϕ = 0◦ yes yes

  

Crystallization did not occur when the wetting angle was 180◦, and we assume that
no wetting occurred either. When the surfactant was dissolved in the aqueous phase,
crystallization was visible with increasing relative velocities and a decreasing aqueous
surfactant concentration, but not immediately after the first contact. The liquid droplet
even surrounded the solid particle at certain points (Table 4, ϕ = 0◦, hug, red circle).

3. Results

3.1. Surfactant Distribution between the Water and Oil Phase and the Liquid-Liquid Interface

The CMN may be influenced by the surface coverage of the droplet and particle
with emulsifier. The influence of the specific interfacial energy on coalescence has already
been discussed in the literature (e.g., [45]). In addition, the appearance of micelles may
play an important role for the successful inoculation of the subcooled droplet. Due to the
above-mentioned reasons, it is of great importance to estimate the surfactant distribution
between the aqueous continuous and the dispersed oil phase.

In order to determine whether a diffusion process of surfactant from the water to
the oil phase occurs, that is driven by concentration gradients due to different chemical
potentials, NMR measurements were performed using a 400 MHz spectrometer (Avance
Neo, Bruker BioSpin GmbH). Samples were prepared with surfactant concentrations up
to c̃H2O

TW20 = 180 mol·m−3. N-hexadecane was added at two different mass ratios to the
continuous phase: [50:50] and [80:20] (water:n-hexadecane). After the addition of n-
hexadecane, the samples were mixed with a stirring fish at 700 rpm for 2 min. Droplets
between 10 and 500 μm were produced. The samples were left untouched for one week.
During this time, a phase separation occurred, and three different phases became visible.
Large n-hexadecane droplets were found at the top. The intermediate phase consisted of
smaller n-hexadecane droplets and the bottom phase was aqueous. The aqueous phase
was carefully separated with a syringe to determine the surfactant distribution after one
week. This sample was analyzed by 1H NMR spectroscopy (Figure 8).

The measured samples are in good agreement with the calibration curve up to a
concentration of c̃H2O

TW20 (t = 0) = 90 mol·m−3. Therefore, up to the specified concentration,
no measurable number of surfactants dissolved in the n-hexadecane phase. This supports
our hypothesis that surfactant diffusion due to concentration gradients and, thus, chemical
potential differences between the continuous and dispersed phase did not play a major
role within our experimental time frame (c̃H2O

TW20(t = 0) < 50 mol·m−3). Moreover, we did
not notice an influence of the volume ratios of water and oil on the distribution of the
surfactant. The concentration of surfactant at the interface was too small to be measurable
with NMR. Pendant drop measurements must be considered to obtain information about
the interfacial surfactant concentration (Figure 5, Tables 2 and 3).
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Figure 8. The concentration of Tween®20 in the water phase determined via NMR spectra c̃H2O

TW20,NMR
as a function of the concentration of the weighed-in components c̃H2O

TW20 (t = 0) of samples with a 50:50
or 80:20 mass ratio of the continuous phase to the dispersed phase (n-hexadecane). In addition, refer-
ence samples of Tween®20 in ultrapure water with defined concentrations are displayed (red). The
samples were measured at 20 ◦C. Inset: Zoom-in to concentrations up to c̃H2O

TW20(t = 0) = 50 mol·m−3.
The relative measurement error of the spectrometer was 2%.

The measured surfactant concentrations, for initial concentrations higher than
c̃H2O

TW20 (t = 0) = 90 mol·m−3, differ from the reference calibration line. This may indi-
cate that the molecular solubility limit of Tween®20 in the continuous phase had been
exceeded. The information on the solubility of Tween®20 in water in the literature spans a
certain range although a concrete solubility limit could not be found. Data sheets [49,50]
mention the solubility limit at emulsifier concentrations of cH2O

TW20 = 2 × 10−3 g·L−1 and
100 g·L−1. These correspond to the following values: c̃H2O

TW20 = 2 × 10−9 mol·m−3 and
1·10−4 mol·m−3, respectively, with ρH2O(20 C) = 998.2 kg·m−3. These values are much
lower than the emulsifier concentrations investigated and used in the present series of
experiments. Pollard et al. [51] found Tween®20 to be ‘extremely soluble’ in water and
other solvents. In their experiments, Tween®20 was completely solvable in water up to
671 g·L−1 at 20 ◦C (c̃H2O

TW20 = 546 mol·m−3), and the authors did not investigate further
additions of emulsifier. The maximum solubility was not reached at this concentration. No
phase separation of Tween®20 in water, that was measurable by eye, could be identified
in any of our experiments. Nonetheless, a nonvisible phase separation could have taken
place. Another possible explanation may be the diffusion of surfactant from the aqueous to
the oil phase. With an increasing aqueous surfactant concentration, the difference of the
chemical potential between Tween®20 in water and n-hexadecane increased, leading to a
faster rate of surfactant diffusion into the oil phase.

Long-term experiments were performed over a period of 43 days to support the
findings of the slow equilibrium adjustment of the surfactant between the continuous
and the dispersed phase (Figure 9) and to estimate the distribution coefficient KTW20 of
Tween®20 between water and n-hexadecane. KTW20 is defined as

KTW20 =
c̃hex

TW20

c̃H2O
TW20

, (1)

where c̃hex
TW20 represents the molar concentration of Tween®20 in the n-hexadecane phase

and c̃H2O
TW20 represents the molar concentration in the water phase.
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(a) (b) 

Figure 9. (a) 1H spectra of the aqueous phase, where the surfactant Tween®20 was dissolved at the beginning of the
experiment. The water peak appears at about 4.8 ppm; all other visible peaks are related to Tween®20. Inset: time-resolved
evolution of the CH2 peak of Tween®20. (b) Time-resolved measurements of Tween®20 concentration in the continuous
phase over a period of 43 days, determined by NMR spectroscopy. The volume ratio of water and n-hexadecane was 50:50
and the interface had an area of 13.2 mm2. Additionally, the fitted exponential decay curve is visible as a dashed line.

A 300 MHz spectrometer (nanobay, Bruker BioSpin GmbH) was used to determine
the distribution coefficient. The measured sample consisted of two separated phases,
namely of pure n-hexadecane, and water with an initial total surfactant concentration
of 16.6 mol·m−3. The phase volumes were both 300 μL. The sample was positioned in
the sensitive measuring range so that only the water phase was measured. The CH2
peak was used for evaluation to avoid overlapping and the influence of the water peak
on the peak of the ethoxylate group of the emulsifier at 3.7 ppm. Modelling of the ex-
perimental data with an exponential decay of the first order (Figure 9b) led to an equi-
librium concentration of c̃H2O

TW20(t → ∞) = 13.6 mol·m−3. The value of c̃hex
TW20(t → ∞) for

the extrapolated equilibrium state was calculated as c̃hex
TW20(t → ∞) = 3.0 mol·m−3 by

mass balance calculations of the two-phase system observed. The distribution coefficient
(Equation (1)) was found to be KTW20 = 0.22 for an initial aqueous surfactant concentra-
tion of c̃H2O

TW20(t = 0) = 16.6 mol·m−3, similar volumes of water and n-hexadecane, and an
interfacial area of approximately 13.2 mm2.

3.2. Effect of Tween®20 Distribution on Contact-Mediated Nucleation

As has been mentioned previously, the contact time and contact force required for
nucleation may be influenced by the surfactant concentrations present in the water and
oil phases and at the separating interface. This may be due to potentially prolonged film
drainage times or the rearrangement of the surfactant at the interface when the two collision
partners approach one another. Regarding industrial processes, wetting effects should be
minimized to exclude partial coalescence and achieve comparable droplet/particle size dis-
tributions before and after the crystallization step. Partial coalescence describes when two
particles are connected by a small bridge, but they do not form a single, spherical particle.

Within the experimental microfluidic time frame of around 10 min, the specific inter-
facial energy depended on the distribution of the surfactant between the continuous and
dispersed phase (Figure 5). Different concentrations of Tween®20 in the dispersed and
continuous phase were used for the collision experiments to outline the effect of the specific
interfacial energy and the influence of micelles on the CMN. The number of micelles or
single molecules per unit volume in the continuous phase and the specific interfacial en-
ergy may influence the contact force needed for crystallization. Here, we used the relative
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velocity between the subcooled droplet and the crystalline particle as an indirect indicator
of contact force because the latter cannot be measured directly. This velocity difference will
be transformed into a contact force per contact area and thus into, for example, a contact
pressure. The contact time is not limited in the microfluidic chip because the continuous
phase constantly pushes the liquid droplet towards the solid particle. The induction time
needed for crystallization is presented in Section 3.4.

The distribution of the surfactant cannot be determined within the microfluidic setup
itself. An empirical approach was used to estimate the distribution. A diffusion-controlled
model was applied for the adsorption of Tween®20 at the water–n-hexadecane interface.
According to [52], this assumption is valid because the droplets had an average size
larger than 10 μm. Tween®20 was assumed to be a highly surface-active molecule. Our
calculations showed that a complete coverage of the interface was reached after at least
6 min for c̃H2O

TW20 = 8 × 10−3 mol·m−3 and 1.2 × 10−5 s for c̃H2O
TW20 = 42.8 mol·m−3. The

maximum surface loading was reached within less than 1 s (tmax 
 1 s) for all initial
surfactant concentrations higher than the CMC. For the calculations according to [53],
a maximal surface loading Γmax of 1.79 × 10−6 mol·m−2 (calculated according to [54],
assuming a surfactant monolayer at the liquid-liquid interface and a surface pressure equal
to zero; 100% of interface covered with surfactant) and a diffusion coefficient of the single
surfactant molecules in water of DH2O

TW20 = 2.6× 10−10 m2·s−1 (own measurements via NMR
diffusion measurements [400 MHz spectrometer, Avance Neo, Bruker BioSpin GmbH])
was used. Assuming a fully loaded interface before starting the collision experiments,
the continuous surfactant concentration still represents more than 99% of the initial bulk
concentration of TW20 ( c̃H2O

TW20(t = 0) ∼ c̃H2O
TW20(t), c̃H2O

TW20 > CMC). Ad- and desorption
processes from the interface into the n-hexadecane droplet phase can also be neglected
within the experimental time range, as is shown in Figure 8.

When Tween®20 was initially dissolved in n-hexadecane, measurements of the specific
interfacial energy suggested fast adsorption to the interface followed by a desorption to the
continuous phase. The diffusion coefficient of Tween®20 in n-hexadecane was measured as
Dhex

TW20 ∼ 2.0 × 10−10 m2·s−1 for surfactant concentrations between 0.2 and 360 mol·m−3,
which is comparable to DH2O

TW20. We therefore assume that only single molecules are present
in the n-hexadecane droplet and no inverse micelles are formed. Calculations of the
maximum time needed for complete interfacial coverage, according to [53], revealed that
a complete coverage can be assumed in periods significantly shorter than 10 min. We,
furthermore, assume that no or only a few micelles are formed within the continuous
phase until contact crystallization occurs when Tween®20 was initially dissolved in the oil
phase. This hypothesis will be verified later, because micelles and single molecules in the
continuous phase hinder contact crystallization tremendously. Nucleation occurred for all
experiments where the surfactant was initially dissolved in the dispersed phase.

The wetting angle ϕ (Figure 10a,b) and crystallization probability Pc (Figure 10c) de-
pended on the surfactant’s concentration and the distribution of the surfactant throughout
the system. The crystallization probability Pc represents the ratio between the crystallized
droplets and the total number of droplets.

There was no initial nucleation visible by eye at first contact for any experiments in
which the surfactant was added to the continuous phase alone at the beginning of the
experiment. Higher relative velocities and, thus, higher shear rates and higher contact
forces were necessary (e.g., Figure 10a, 7 · CMC) to trigger nucleation. The liquid droplet
often surrounded the particle before nucleation occurred. We assume that the new liquid–
liquid droplet surface can be refilled faster with an increasing surfactant concentration in the
continuous phase. This, consequently, prevents the direct contact of crystalline structures
with subcooled liquids and, therefore, hinders crystallization. Less free surfactant is
available at a lower surfactant concentration and the new interface cannot be completely
covered quickly enough. Consequently, crystallization occurs.
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(a) (b) 

(c) 

Figure 10. (a) Wetting angle as a function of the relative velocity (difference of velocities between droplets and particles)
for different surfactant concentrations. Tween®20 was added to the continuous phase. (b) Wetting angle as a function
of relative velocities for different surfactant concentrations as Tween®20 was dissolved in the dispersed phase. All
experiments led to crystallization, but differences in the contact form were found according to the surfactant concentration.
(c) Crystallization probability Pc as Tween®20 was added to the continuous phase for relative velocities ranging from 10−5

up to 2 × 10−3 m s−1.

Only the two lower surfactant concentrations (c̃H2O
TW20 = 8 × 10−3 and 0.4 mol·m−3) led

to nucleation within the experimental observation period of around 60 s. The crystallization
probability P(c) (Figure 10c) decays exponentially as a function of the initial aqueous sur-
factant concentration. We, thus, assume that micelles in the continuous phase hinder nucle-
ation, as the highest crystallization probability was reached at c̃H2O

TW20 = 8 × 10−3 mol·m−3,
which is below the CMC of Tween®20 in water (CMCTW20 = 0.059 mol·m−3 [55]). Exper-
iments without the surfactant were performed to prove this hypothesis. Crystallization
occurred in all the experiments without the emulsifier. This confirms our assumption that
micelles and increasing monomer concentrations in the continuous phase can weaken or
even prevent CMN.

When the surfactant was initially added to the dispersed phase alone, all contacts
resulted in nucleation, independent of the surfactant concentration and relative velocity. A
differentiation can be made according to the presented wetting angles (Figure 10b).

The surfactant’s equilibrium distribution between the two phases was investigated
to determine the dominant factor in CMN. The phase composition is provided by KTW20,
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which was acquired from the long-term spectroscopic measurements (Figure 9). If the
influence of the micelles is dominant, no crystallization should take place, whereas if the
emulsifier in the dispersed phase and at the interface has a stronger influence, crystallization
should take place in all collisions (Figure 11).

 
Figure 11. Wetting angle as a function of the relative droplet velocity for the equilibrium surfactant
distribution between the continuous and dispersed phase, determined from long-term spectroscopy
measurements (compare Figure 9).

Successful nucleation was not observed for relative velocities up to 1.7 × 10−3 m s−1.
This is a clear indication of the prevention of CMN by the presence of micelles in the
continuous phase. Bera et al. [56] did not identify the occurrence of coalescence when the
surfactant concentration was above the CMC, which is in good agreement with our results
as we did not detect any CMN when the surfactant concentration was above 7 · CMC in
the continuous phase.

3.3. Formation of Liquid Bridges before Contact-Mediated Nucleation

A formation of liquid bridges between the liquid droplet and the solid particle was
detected during some experiments, when the surfactant was initially dissolved in the oil
phase. Regarding the desirable separation of the two reaction partners after the collision
in industrial processes, small or no liquid bridges are required. Otherwise, the shelf life
of the product would be reduced, or the product properties may change due to partial
coalescence. Separation after collision could not be achieved for the experiment setup used
due to the limitations presented by the experimental execution.

The size of the liquid bridge, which was formed between droplet and particle, changed
as a function of the surfactant concentration in the dispersed phase (Figure 12).

A very clear decrease in the mean size of the liquid bridge is visible. A significant
difference between the population means and the population variances (Levene’s test)
was observed at a level of 0.05 by means of an analysis of variance of the experimental
data. Nonetheless, the Tukey’s post hoc test showed no significant difference between the
two data sets of c̃hex

TW20 = 12.9 and 33.2 mol·m−3 at a level of 0.05.
A decrease in the diameter of the liquid bridge with an increasing emulsifier con-

centration is also described by Nowak et al. [57] for two coalescing droplets. Since the
addition of surfactant causes decreasing specific interfacial energies, smaller driving forces
are needed for coalescence and, hence, for CMN in the experiments presented here. The
specific interfacial energy has a gradient on the droplet surface during the CMN due to
the movement of surfactants at the interface. Consequently, Marangoni flow [58] develops.
This allows for a homogeneous surfactant distribution at the interface. Thus, there are
two effects promoting small liquid bridges at higher surfactant concentrations. Firstly, since
there is more emulsifier in the dispersed phase, diffusion-limited transport to the interface
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is faster. Secondly, the gradient on the surface is greater because more emulsifier is present
at the interface and, thus, the Marangoni flow is stronger. Higher surfactant concentrations
also allow for a faster refilling of the interface when there is a concentration gradient
between the continuous and dispersed phase, resulting in the desorption of surfactant
molecules from the interface to the continuous phase. Chesters [16] hypothesizes that
coalescence is favored for low viscosities of the dispersed phase. This may also promote
the formation of larger liquid bridges at smaller surfactant concentrations and, thus, lower
dispersed phase viscosities. Regarding industrial processes, smaller liquid bridges or even
no bridges are favorable to avoid partial coalescence, coalescence or agglomeration so as to
maintain the product quality.

 

 

(a) (b) 

Figure 12. (a) Dimensionless diameter of the liquid bridge between the solid particle and the liquid droplet shortly after
formation for all relative velocities tested. The emulsifier was dissolved in the dispersed phase at different concentrations at
the beginning of the experiment. (b) Determination of the diameter of the liquid bridge formed during CMN between a
solid and liquid n-hexadecane droplet in a microfluidic channel. The images used for the determination of the diameter of
the bridge were taken directly after contact of the droplets, with the maximum error between the moment of contact and the
picture shot being t = 0.01 s.

3.4. Induction Time

Stirred vessels are used with wide shear rate distributions for industrial melt emulsion
production and storage. Melt emulsification is a top-down approach that can produce
suspensions with μm-sized particles, while overcoming the disadvantages of the energy-
and time-consuming wet-milling process [59,60]. The contact time is inversely proportional
to the shear rate [16], therefore, it is important to know the required induction time tind to
trigger crystallization. Once tind is obtained, it can be used to optimize process flows. For
the collision experiments, tind was determined as a function of the surfactant concentration
in either the continuous or dispersed phase (Figure 13). Furthermore, tind is defined as the
time between the first visible contact and the detection of the first crystal.

When the experimental aqueous concentration of the surfactant was found to be
above the CMC micelles were detected in the continuous phase with a volume fraction
>0.1% (Figure 13, i: water) and the induction time was up to ten times higher than without
or with very few micelles and aqueous single molecules (Figure 13, i: n-hexadecane).
Without any surfactant, the induction time ranged from 0.1 to 0.4 s (data not shown), which
highlights the crystallization-impeding effect of the aqueous emulsifier micelles or single
molecules. A wide range of induction times measured is apparent. Aqueous surfactant
concentrations of 16.6 mol·m−3 (ϕm ~2.8%) and 42.8 mol·m−3 (ϕm ~7.1%) are not shown
because crystallization did not occur within 60 s.
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Figure 13. Induction time tind, defined as the delay between nucleation and the first visible contact
between the droplet and particle, as a function of surfactant concentration in either dispersed or
continuous phase for relative velocities ranging from 6 × 10−6 up to 4 × 10−3 m s−1.

According to [61–63], we calculated the theoretical coalescence times for two n-
hexadecane droplets with a radius r in water without any surfactant. The theoretical co-
alescence times ranged from 0.3 s to 1.1 s at room temperature(

η = 30.3 mPa s, ρhex = 773 kg m−3, ρwater = 998 kg m−3, γLL = 47 mN m−1, r = 184 μm
)

.
Adding surfactant to the system increased the theoretical coalescence times by up to 43 s
( γLL ∼ 4 mN m−1). Taboada et al. [25] measured coalescence times ranging from 10 s up
to more than 30 min for different emulsifiers in single droplet experiments with water as
the continuous phase. Regarding nonionic surfactants, Leister et al. [64] obtained coales-
cence times between 5 and around 100 s. The measurements from Taboada et al. [25] and
Leister et al. [64] are within the same range as our calculated theoretical coalescence times.
We expect induction times to be within the mentioned range, providing that the surfactant
is dissolved in water, which is in good agreement with our experimental data (Figure 13).
Moreover, the theoretical coalescence time without any surfactant and the determined
experimental induction time are in the same range. Dudek et al. [12] described increas-
ing mean coalescence times and the increasing distributional width of the coalescence
times with increasing surfactant concentrations. We, therefore, assume that mechanisms
that prevent coalescence also hinder crystallization, for example, an increasing surfactant
concentration in the continuous phase.

When Tween®20 was dissolved in the dispersed phase during our experiments, in-
duction times were comparable to the theoretical coalescence times without any surfactant.
This highlights the influence of surfactant within the continuous phase. With increas-
ing surfactant concentration in the oil phase (and, thus, decreasing specific interfacial
energies), slightly shorter induction times were measured, and the span of the induction
times decreased.

4. Discussion

The results presented show that higher relative velocities and, thus, higher contact
forces are needed to ensure crystallization if the surfactant concentration in the continu-
ous aqueous phase increases. Regarding aqueous surfactant concentrations of Tween®20
higher than c̃H2O

TW20 = 23 mol·m−3 (aqueous micellular volume fraction ϕm~3.8%), an os-
cillatory, repulsive force by micelles is considered likely, which is shown by calculations
according to [13], where OSF are considered (Figure 1). Connecting this repulsive force
with the Van der Waals forces, an aqueous surfactant concentration higher than around
90 mol·m−3 (ϕm ~15%) would show an energy barrier that must be overcome by contact
force. Crystallization should take place for all aqueous surfactant concentrations presented
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here because the stability factor is smaller than 1 and attractive forces should dominate.
This hypothesis cannot be verified by the experimental results. From all the continuous
surfactant concentrations tested above the CMC, only 7 · CMC shows CMN at relative
velocities higher than 8 × 10−4 m s−1. Oscillatory forces are not expected at this surfactant
concentration in the aqueous phase, and crystallization should take place even for low
contact forces (=low relative velocities).

Consequently, in addition to the volume fraction of micelles, their stability also plays
a major role. Christov et al. [65] concluded from atomic force microscopy measurements
that Tween®20 micelles are significantly more unstable when exposed to hydrodynamic
shear than, for example, micelles from Brij 35. The micelles dissolve into single molecules
even in cases where only a small force is applied, therefore, a considerably larger number
of single molecules are displaced from the gap between the droplet and the particle, which
results in a greater time requirement for nucleation.

The single aqueous surfactant molecules can also occupy newly formed interfaces. The
droplet spread around the particle and increased its interface for relative velocities higher
than 7.5 × 10−5 m s−1 and c̃H2O

TW20 > 8 × 10−3 mol·m−3. This effect was only observed when
Tween®20 was dissolved in the continuous, aqueous phase and became more dominant
with increasing relative velocities. Depending on the freely available, single molecule
concentration, this newly formed interface is unlikely to be occupied fast enough and, thus,
nucleation took place. Higher relative velocities then triggered crystallization. One possible
reason is the increasing contact force relative to increasing relative velocities. Moreover,
emulsifier could be detached from the droplet/particle surfaces due to the increased shear
forces, resulting in an unoccupied interface.

Furthermore, pH and conductivity measurements (data not shown) revealed an elec-
trical loading for the surfactants’ head groups. Although nonionic emulsifiers were used by
Dudek et al. [12] amongst others, a negative surface charge occurred in their experiments
due to the deprotonated hydroxide groups of the emulsifiers’ head groups. They attribute
their observation of longer mean coalescence times to a stronger rejection of the head
groups at an increased emulsifier concentration. An increase in the negative charge of
oil-in-water emulsions with an increasing Tween®20 concentration has also been reported
by Hsu et al. [66]. The electrostatic repulsion could explain the smaller bridge diame-
ters (Figure 12), increased surfactant concentration in the oil phase and longer induction
times (Figure 13) with an increasing continuous surfactant concentration because a higher
number of surfactant molecules leads to increasing repulsion. Accordingly, the specific
interfacial energy plays less of a role compared to the micelles. This hypothesis is further
supported by the fact that the induction times for the experiments with surfactant dissolved
in the dispersed phase are very similar to those determined without any surfactant.

It is well-known that, for biological systems, nonpolar substances attract each other in
water due to hydrophobic interactions, although the mechanism behind this is not yet fully
understood (e.g., [67]). In the literature, attraction was evidenced within distances ranging
from 100 to 6500 Å [68,69] and even up to around 3.5 mm for rough (super)hydrophobic sur-
faces [70]. Nonetheless, any hydrophobic interactions between n-hexadecane particles and
droplets are attenuated by the micelles to a greater degree in the continuous phase than by
emulsifiers at the interface. The micelles seem to shield the two reaction partners from each
other. When no micelles or only very few single molecules are present in the continuous
phase, the hydrophobic interactions can be detected by the liquid bridge formation.

Krawczyk et al. [71] state that the rupture of the liquid film between two colliding
partners is greatly affected by the phase in which the surfactant is dissolved. This is due to
different surfactant transportation mechanisms to the interface. Surfactants dissolved in the
continuous phase can delay film rupture, because the surfactant must travel from the film
perimeter into the film center, where the lowest interfacial surfactant concentration occurs.
This additional flux can influence the film rupture. Emulsifiers that are dissolved in the oil
phase are required to travel shorter distances and are, therefore, more efficient in equalizing
local specific interfacial energy gradients (as long as the film radius << the droplet radius).

90



Crystals 2021, 11, 1471

The authors describe similar behavior of systems with surfactant in the dispersed phase
and systems without any surfactant. This can also be seen in our measured induction times,
which are similar for systems without emulsifier and with surfactants dissolved in the
dispersed oil phase. Comparable behavior may be explained by Bancroft’s rule [1], which
describes a stable emulsion as a system in which the emulsifier is preferentially dissolved
in the continuous phase.

Another possible reason for limited nucleation could be the absence of a monolayer at
the liquid–liquid interface and the presence of a multilayer or even micelles that attach to
the interface (e.g., [72]). This additional shield could prevent or decrease the inoculation
efficiency of the CMN.

5. Conclusions

Considering all our experimental results, we found that the variation of the locus of
the initial dissolution and the concentration of the emulsifier had a significant influence
on the contact form observed and on the efficiency of the CMN. Importantly, the aqueous
surfactant concentration and the relative velocity between the droplet and the particle
significantly impacted the CMN in the microfluidic system.

We were able to show that increasing surfactant concentration in the dispersed oil
phase can trigger nucleation. In applying these results to industrial melt emulsion pro-
duction, the processes after collision and crystallization must be considered as pivotal for
influencing the particle size distribution and, thus, product properties. The higher the
contact area is, the higher the probability that partial coalescence occurs, and, in the case
of temperature fluctuations during, for example, transportation, coalescence may occur.
Therefore, based on the observations of this study, dissolution of the water-soluble emulsi-
fier in the hydrophobic dispersed phase prior to the experiment can be useful to trigger
CMN. Partial coalescence could also be decreased with high micellular concentrations in
the continuous phase, but, at the same time, CMN also becomes hindered.

Further experiments will test the newly stated hypothesis that the coalescence theory
can be transferred to CMN. The emulsifier, for example, will be varied, and ionic emulsifiers
will be used to investigate a possible ionic repulsion of the head groups. Furthermore,
a differential pressure sensor will be connected to the microfluidic setup to calculate the
contact force needed for crystallization and to determine the dependency of the contact
force on the relative velocity and surfactant concentration. Moreover, experiments that
take place in a new microfluidic device containing a larger liquid reservoir, where droplets
and particle can freely collide without the geometric restrictions of a single channel, are
planned. Similar experimental setups are described in the literature for coalescence-time
experiments [56,73].
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Abstract: In this work, the kinetic parameters, the degrees of initial supersaturation (S0) and the
profiles of supersaturation (S) were determined for the reactive crystallization of K2SO4 from pi-
cromerite (K2SO4

.MgSO4
.6H2O) and KCl. Different reaction temperatures between 5 and 45 ◦C

were considered, and several process analytical techniques were applied. Along with the solution
temperature, the crystal chord length distribution (CLD) was continuously followed by an FBRM
probe, images of nucleation and growth events as well as the crystal morphology were captured, and
the absorbance of the solution was measured via ATR-FTIR spectroscopy. In addition, the ion concen-
trations were analyzed. It was found that S0 is inversely proportional to the reactive crystallization
temperature in the K+, Mg2+/Cl−, SO4

2−//H2O system at 25 ◦C, where S0 promotes nucleation and
crystal growth of K2SO4 leading to a bimodal CLD. The CLD was converted to square-weighted
chord lengths for each S0 to determine the secondary nucleation rate (B), crystal growth rate (G),
and suspension density (MT). By correlation, from primary nucleation rate (Bb) and G with S0, the
empirical parameters b = 3.61 and g = 4.61 were obtained as the order of primary nucleation and
growth, respectively. B versus G and MT were correlated to the reaction temperature providing the
rate constants of B and respective activation energy, E = 69.83 kJ·mol−1. Finally, a general Equation
was derived that describes B with parameters KR = 13,810.8, i = 0.75 and j = 0.71. The K2SO4 crystals
produced were of high purity, containing maximal 0.51 wt% Mg impurity, and were received with
~73% yield at 5 ◦C.

Keywords: potassium sulfate; picromerite; nucleation; crystal growth; supersaturation

1. Introduction

Potassium is one of the three types of macronutrients [1]. Its natural sources are min-
eral salt deposits containing KCl in sylvinite or K2SO4 in kainite or picromerite and natural
brines from salt flats such as Atacama-Chile [2,3] and Uyuni-Bolivia [4]. There are several
known and traditional methods to produce K2SO4 as, for example, the reaction of KCl
with sulphate containing compounds such as H2SO4 [5], Phosphogypsum in an NH4OH
and isopropanol medium [6], Na2SO4 [7,8], and (NH4)2SO4 [9], or from seawater [10] and
leonite or langbeinite minerals to produce intermediate picromerite by hydration and final
transformation to K2SO4 [11].

Producing K2SO4 from MgSO4 and KCl by reactive crystallization in an aqueous
solution involves the formation of picromerite and K2SO4, using the Jänecke projection
that describes the reactions via the phase diagram of the reciprocal quaternary system
K+, Mg2+/Cl−, SO4

2−//H2O at 25 ◦C [12]. The latter also allows estimating the pro-
portions of reactants and products. Jannet et al. [12], Voigt [13], Fezei et al. [14], and
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Goncharik et al. [15] depict the reactive crystallization process based on the underlying
phase equilibria in two stages: first, the formation of picromerite and second, the generation
of K2SO4. The work mentioned above on the conversion processes and the K2SO4 yield
improvement in a batch crystallizer do not explicitly consider the reactive crystallization
kinetics of K2SO4.

Crystallization is the first and most crucial step to produce, purify, and isolate high
purity products in batch and continuous processes, and batch crystallization is one of the
unit operations widely used in the chemical, pharmaceutical, and food industries [16,17].
However, batch crystallization has disadvantages associated with its control and, in partic-
ular batch-to-batch variability, expressed in terms of product purity, crystal morphology,
mean particle size, crystal size distribution (CSD), bulk density, filterability, and flow
properties of the dry solids that depend on the profile of supersaturation achieved during
the crystallization, drying, packaging, and transport process [18–20].

Therefore, to design the operating conditions with optimal control of a crystallizer, the
crystallization kinetics must first experimentally be determined based on the population
density [17]. This requires the collection of CSD data that directly relate the nucleation and
crystal growth events occurring simultaneously. Furthermore, new crystals can result from
two different nucleation mechanisms, classified as primary and secondary nucleation or a
combination of both [18].

Nemdili et al. [21], Bari et al. [22], and Luo et al. [23] measured the metastable zone
width (MSZW) of a K2SO4-water solution by means of a turbidimeter and an ultrasonic
probe and used an ultrasonic and Focused Beam Reflectance Measurement (FBRM) probe,
respectively, to determine mainly the primary nucleation parameters. Bari and Pandit [24]
simulated the order and the primary and secondary nucleation constants of K2SO4 using
the gPROMS program and data from MSZW. Luo et al. [23] concluded that the MSZW of
the potassium sulfate solution increases with the increasing concentration of aluminium
and silicon ions as impurities because they suppress nucleation and block the active sites
of K2SO4 crystals. They reported a nucleation activation energy of 33.99 kJ·mol−1.

In relation to the K2SO4 growth kinetics, Nemdili et al. [21] determined the de-
supersaturation curve of a K2SO4-H2O solution when cooling from 40 to 27 ◦C and using
a seed size of 250–355 μm. They derived the order of growth and concluded that growth
occurs via the spiral growth mechanism. Gougazeh et al. [25] investigated the growth
kinetics of a K2SO4 single crystal under a microscope analyzing the obtained images. They
concluded that the order of growth is not affected by temperature, and the single crystal
growth is governed by the spiral growth mechanism. They specified the activation energy
of growth as 39.4 kJ·mol−1 and claimed that the presence of 5 ppm Cr3+ blocks the active
growth sites of K2SO4. Kubota et al. [26] confirmed this mechanism leading to suppressed
growth. Mullin and Gaska [27] determined the growth kinetics of a K2SO4 single crystal in
two selected directions, width (001) and length (100), finding that the linear growth rate
is greater for axis 001 and minor for axis 100, due to flow effects of the supersaturated
aqueous solution circulating through the cell. Furthermore, they reported that crystal
growth of K2SO4 under the conditions used is diffusion-controlled.

Secondary nucleation occurs in the presence of “father” crystals and their interaction
with themselves, the crystallizer walls, and the agitator. It results from seeding, presence of
dendrites, breakage, and fluid shear forces according to mechanical, hydrodynamic, and
supersaturation forces. In industry, secondary nucleation is the mechanism that governs the
crystallization of soluble substances from a singular solute solution (e.g., salt-water) [28].

Chianese et al. [29] studied the effect of secondary nucleation on CSD for the K2SO4-
H2O system in a seeded batch crystallizer. They found that the generation of fragments
depends on suspension density and supersaturation. They incorporated the effects of
secondary nucleation due to attrition in their model and established that the model does not
predict the experimental behaviour at all. Mohamed et al. [30] simultaneously determined
the kinetic parameters of secondary nucleation and growth of K2SO4 in its aqueous solution
with seeding based on the population density data. They performed the population balance
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and solved the population equilibrium Equation using the “s” plane analysis method. They
correlated the magma density (MT), growth rate (G), solution circulation rate (Q), and
absolute temperature (T). They reported the relative parameters of secondary nucleation
rate (B) according to the model B = KRGiMT

jQkexp(-E⁄RT) with values of relative kinetic
order, i = 0.90, exponent of magma density, j = 0.57, exponent of solution circulation rate,
k = 1.49, and apparent secondary nucleation activation energy, E = −3.36 kJ·mol−1.

The effect of secondary nucleation on CSD is generally determined in binary systems
because supersaturation and seeding can be adequately controlled. However, both primary
and secondary nucleation mechanisms occur in the reactive crystallization process via the
generation of supersaturation by reaction [31]. There, the reaction rate, the narrow variation
in agitation, and the limited transfer of mass to the crystal interface make the study of
secondary nucleation and growth complex. Despite these limitations, it is important to
study secondary nucleation for soluble salts in reciprocal salt pair systems because many
reactions produce intermediate compounds such as double salt hydrates as picromerite to
which another reagent can be added to obtain the desired anhydrous product. Furthermore,
these products can be redissolved to further improve the CSD by controlled cooling. There
are a few related reports in the literature on reactive crystallization for sparingly soluble
salts, such as the works of Taguchi et al. [31], Lu et al. [32] and Mignon et al. [33], but to the
knowledge of the authors not on soluble salts in a reciprocal salt pair system.

Thus, the purpose of this work is to study the reactive crystallization kinetics between
aqueous solutions (aq) of KCl(aq) and MgSO4(aq) (the latter from picromerite) to produce
K2SO4. Reaction temperatures of 5, 15, 25, 35, and 45 ◦C were applied, and initial local
supersaturations and the supersaturation profiles as a function of time were determined.
Population density data in terms of crystal count, length, area, and volume were collected
using an FBRM probe to simultaneously estimate primary (Bb) and secondary (B) nucleation
kinetics, growth (G), and suspension density (MT) over time. Since the CLD measured
by FBRM is related but not similar to the CSD [34], the CLD data was converted to CSD
data based on the works of Heath et al. [35]; Togkalidou et al. [17]; Trifkovic et al. [36];
Óciardhá et al. [37], and, Ajinkya et al. [34]. During reactive crystallization, the absorbance
and temperature of the solution were followed in situ and in real time using ATR-FTIR
and Pt-100, respectively. In addition, the change in ion concentrations was measured, and
images of nucleation and growth events, as well as crystal morphology were captured.

This work contributes to determining the kinetic parameters of nucleation and growth
for the reciprocal salt system under study and the degree of supersaturation based on
the Pitzer ionic interaction parameters for the reactive crystallization process of K2SO4(s).
In addition, this research constitutes a potential tool for producing K2SO4 from picromerite.

1.1. Reaction, Thermodynamic and Crystallization Kinetics Framework
1.1.1. Dissolution and Reaction of Picromerite

The dissolution of picromerite is an incongruent process; it decomposes in the presence
of water according to the following Equation:

K2SO4·MgSO4·6H2O(s)/H2O ↔ nK2SO4(s) + (1 − n)K2SO4(aq) + MgSO4(aq)+ 6H2O(l)/H2O (1)

In a second step, a KCl(aq) solution reacting with MgSO4(aq) from picromerite leads to
the formation of K2SO4(s) product crystals according to Equation (2) which forms the basis
of the crystallization kinetics study in this work.

(1 − n)K2SO4(aq) + MgSO4(aq) + 2KCl(aq) ↔ K2SO4(s) + (1 − n)K2SO4(aq) + MgCl2(aq) (2)

1.1.2. Thermodynamic Supersaturation

The determination of the thermodynamic supersaturation is based on estimating the
activity coefficients of the ionic pair K+-SO4

2− as a function of temperature in a mixture
of electrolytes K+-Mg2+//Cl−-SO4

2−, based on the Pitzer model. The latter considers the
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ionic strength of the electrolyte mixture since supersaturation is the driving force that
promotes nucleation and growth of crystals in crystallization processes.

Pitzer’s model [38–41] requires the binary ionic interaction parameter values of
β
(0)
ij , β

(1)
ij , β

(2)
ij , and C∅

ij for reactant electrolytes and products as a function of temperature,
where i and j represent the ionic pair cation and anion, respectively. The ionic interaction
parameters of KCl(aq), MgCl2(aq), and MgSO4(aq) as a function of temperature are given
in Table 1. They were obtained by Equations (S1)–(S3), whose empirical parameters are
found in Tables S1–S3, established by Holmes et al. [42], De Lima and Pitzer. [43], and
Phutela and Pitzer [44], respectively (see Supplementary Information (SI).

Table 1. Pitzer ionic interaction parameters of electrolytes KCl, MgCl2 and MgSO4 at different temperatures.

Temperature [◦C] Ionic Pair β(0)
ij ·102 β(1)

ij ·102 β(2)
ij C∅

ij ·104

5
K+-Cl− 3.38 18.31 8

Mg2+-Cl− 36.29 157.02 87
Mg2+-SO4

2− 19.49 311.56 −19.88 23

15
K+-Cl− 4.16 20.35 −1

Mg2+-Cl− 35.69 160.81 76
Mg2+-SO4

2− 20.69 324.94 −28.60 20

25
K+-Cl− 4.80 21.88 -8

Mg2+-Cl− 35.11 165.12 65
Mg2+-SO4

2− 21.51 336.63 −32.77 17

35
K+-Cl− 5.33 23.18 −14

Mg2+-Cl− 34.54 165.12 55
Mg2+-SO4

2− 22.09 347.10 −32.97 15

45
K+-Cl− 5.75 24.37 −18

Mg2+-Cl− 33.98 175.30 45
Mg2+-SO4

2− 22.55 356.78 −29.71 13

Once the activity coefficients of the ion pair K+-SO4
2− are determined in the system

K+-Mg2+//Cl−-SO4
2−, they are related to the molal concentration and the thermodynamic

equilibrium constant Ksp of K2SO4, which was determined using the Pitzer model for
isotherms of 5, 15, 25, 35, and 45 ◦C based on solubility data [45]. The Ksp data for K2SO4
estimated in this work are similar to those reported by Jiménez et al. [46] for isotherms
of 15, 25, 35, and 45 ◦C. The Ksp results of K2SO4 found in Table S4 (SI) are replaced in
Equation (3) to obtain the dimensionless degree of supersaturation “S” used in the reactive
crystallization process of K2SO4. Then, S is given by:

S = γ±

(
mv+

+ mv−−
Ksp

)1/v

(3)

where, γ± is the mean activity coefficient corresponding to K2SO4, mv+
+ and mv−− are the

molal concentration of the K+ and SO4
2− ions raised to their respective stoichiometric

coefficients and v is the total coefficient of K+ and SO4
2− (v+ + v−).

1.1.3. Crystallization Kinetics

The CLD measured by the FBRM probe differs from the CSD measured by sieving,
laser diffraction, and PVM. However, using the mean or mode average of the square-
weighted chord length was found to be comparable to conventional sizing techniques for
the range of about 50–400 μm [35]. Therefore, on that basis, it is possible to determine
the population density and then exploit it for crystallization kinetic studies [17,35]. The
mathematical Equations that allow obtaining CSD-based moments from CLD are presented
below [17,35].
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The jth moments from CLD data are calculated with Equation (4) according to
Trifkovic et al. [36]:

μj(t) ≡
∫ ∞

0
Ljn(L, t)dl ≈

FBRM

∑
i=1

Lj
ave,i Ni(Lave,i, k) = Nk (4)

where Li is the chord length, Ni the number of particles in channel i, and k the discrete time
counter. Lave,i is the arithmetic mean between the upper (Li) and lower (Li−1) channel size
and is expressed as:

Lave,i =
Li + Li−1

2
(5)

Trifkovic et al. [36] used the total number of crystals in the entire FBRM size range
(1 to 1000 microns) to calculate the nucleation rate. The number of particles as a function
of time is given by Equation (6).

N(t) =
∫ ∞

0
n(t)dL ≈

FBRM

∑
i=1

Ni,k = Nk (6)

Furthermore, it is possible to determine the nucleation rate as a difference of the total
number of particles at each moment per mass of solvent, according to Equation (7).

Bexp(t) =
1

M(t)
dN(t)

dt
≡ 1

Mk

ΔNk
Δt

= Bexp,k (7)

where Bexp,k and Mk are the nucleation rate and the total mass of solvent in the kth time
interval. From this Equation, the ratio of the particle count to the mass of the solvent can
be considered. However, by adopting Equation (4) to determine the 0th moment, this
would become a summation of CLD of original FBRM data, which does not consider the
conversion from CLD to CSD. According to the report of Heath et al. [35], the population
density is considered via the conversion of CLD to CSD as counts of square-weighted chord
lengths by the following Equation:

Ni,n = Ni,0Cn
i,A (8)

where Ni,n is the number of n-weighted chord length counts in the ith channel, Ni,0 the
count of unweighted chord lengths in the ith channel, and Cn

i,A is the geometric mean
length of the ith channel given by:

Ci,A = (Ci,u·Ci,l)
1/2 (9)

with Ci,u and Ci,l the length of the upper and lower limit of the ith channel, respectively.
Then, by combining Equations (4) and (8), Equation (10) is constituted to determine the
moments based on the population density as a function of time per unit mass of solvent.
M is the mass of the solvent (H2O).

μj(t) ≡
∫ ∞

0
Ljn(L, t)dl ≈

FBRM

∑
i=1

Lj
ave,i Ni,n(Lave,i, k) ∗ 1

M
(10)

Following the previous Equation, moments of the order 0, 1, 2, and 3 can be de-
termined with the units (#/kgH2O), (μm/kgH2O),

(
μm2/kgH2O

)
, and

(
μm3/kgH2O

)
,

respectively as a function of time, also for different degrees of initial local supersaturation
reached at temperatures of 5, 15, 25, 35, and 45 ◦C.

Based on the population balance equation (PBE), different ordinary differential equa-
tions (ODE’s) are obtained that allow for the determination of the nucleation and growth
rate and suspension density with respect to time considering the conversion from CLD to
counts of square-weighted chord lengths, which are presented below.
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Primary nucleation rate.
In the reactive crystallization of K2SO4, primary and secondary nucleation (Bb and

B, respectively) occur, whereas Bb results from the high supersaturation generated by the
reaction. The nucleation rate (B) of K2SO4 is determined based on the 0th moment (μo)
after conversion of the CLD to square-weighted counts [35] (Figures S1 and S2 (see SI)).
Then, the B is estimated using the following Equation [47]:

dμo

dt
= B (11)

In the present work, Bb is related with the initial local supersaturation (S0) since it
has been obtained from the thermodynamic approach when considering the activities of
the species K+ and SO4

2− in the multicomponent system K+, Mg2+/Cl−, SO4
2−//H2O. To

determine the kinetic parameters such as order and rate constant of primary nucleation
rate, the following Equation [48] has been used:

Bb = kb·So
b (12)

where b is the primary nucleation order and kb is the primary nucleation rate constant.
Secondary nucleation rate.
Secondary nucleation usually depends on suspension density (MT) and supersatura-

tion (S). Furthermore, growth (G) is also a function of S. Then, the relationship of B with
G and MT describes the secondary nucleation rate of K2SO4 in the reactive crystallization
process with time and is given as follows [49]:

B = KR·Gi·Mj
T (13)

Their i is the nucleation relative to the order of growth, j the suspension density
exponent, and KR the relative rate coefficient.

Crystal growth rate.
The crystal growth rate (G) of K2SO4 was simultaneously determined from the popu-

lation density data, where G is linked to the 0th and first moment (Figure S3 (SI)), according
to the following Equation [47]:

1
μo

dμ1

dt
= G (14)

With the data of G for different degrees of initial supersaturation S0, the empirical fit
parameters are determined according to [48]:

G = kg·Sg
0 (15)

Crystal suspension density.
The suspension density as a function of time, based on the data of the total volume of

crystals μ3 (μm3) (Figure S5 (SI)), was determined as follows [35]:

dMT
dt

= 3·kv·ρc·G·μ2 (16)

where ρc is the K2SO4 crystals density (2.66 × 10−12 g/μm3), kv is the volume shape factor
(0.69 for K2SO4), and μ2 is the second moment (Figure S4 (SI)). However, the empirical
Equation (17) was specified gravimetrically to corroborate the behaviour of the suspension
density and through the mass balance (Equation (18)) using data from the third moment
as follows:

MTi =
μ3i
μ3 f

MT f . (17)

where μ3i and μ3f are the initial and final total crystal volume, and MTi and MTf are the initial
and final suspension density in the reactive crystallization. The mass balance Equation is
given by [50]:

C(t) = C0 − MTi (18)
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with C0 being the initial concentration of the solute resulting from mixing both reactive
solutions, C(t) the concentration of the solute over time, and MTi as given above.

Secondary nucleation activation energy.
In a chemical reaction, efficient collisions occur between atoms, molecules, or ions.

The ions of the reciprocal system K+, Mg2+Cl−, SO4
2−//H2O require the minimum kinetic

energy to form the active complex specified by the activation energy Ea and expressed by
the Arrhenius Equation:

K = A· exp
(
− Ea

RT

)
(19)

where K is the reaction rate constant, A is the frequency of molecular collisions, R is the
universal gas constant, and T is the absolute temperature. Taking the logarithm, it gives:

lnK = lnA +

(
−Ea

R

)
1
T

(20)

The graphical relationship of lnK versus 1/T is linear, with the slope equals (−Ea/R)
and the intercept lnA. Thus, the activation energy Ea can be obtained from the slope of this
plot. For reactive crystallization, the dependence of the secondary nucleation rate constant
KR on the absolute temperature allows estimating the secondary nucleation activation
energy (E) in [kJ/mol] [30].

2. Materials and Methods

2.1. Reagents

Magnesium sulfate (MgSO4) was purchased from Acros Organic (Geel, Belgium;
purity > 97 wt%), potassium sulfate (K2SO4) from Carl Roth GmbH & Co. (Karlsruhe, Ger-
many; purity ≥ 98 wt%), and potassium chloride (KCl) from Merck (Darmstadt, Germany;
purity 99.5–100 wt%). All three reagents were used as received. Solid picromerite was
obtained by slow evaporation, filtration, and drying. Deionized ultrapure water used as a sol-
vent in all experiments was provided by a Merck Millipore, Milli-Q® Advantage A10 system.

2.2. Experimental Setup and Process Analytical Technology (PAT)

The experimental setup for reactive crystallization studies is shown in Figure 1. The
applied PAT, additional optical process monitoring using the Technobis Crystalline PV
system, and further implemented offline analytics will be discussed below.

 

Figure 1. Scheme of the experimental setup. 1 Temperature control system; 2 Universal stand; 3 250 mL-
Jacketed glass crystallizer; 4 Glass impeller; 5 Reservoir for saturated solution of KCl; 6 Vacuum pump;
7 Buchner flask; 8 Buchner funnel; 9 Pt-100 sensor; 10 Syringe needle; 11 FBRM probe; 12 Overhead
stirrer; 13 ATR-FTIR probe; 14 Disposable syringe filter; 15 Syringe; 16 Data acquisition system.
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2.2.1. Focused Beam Reflectance Measurement (FBRM)

For monitoring the change in the CLD of K2SO4 crystals during reactive crystallization,
the Particle Track S400A FBRM® probe with focused beam reflectance measurement tech-
nology from Mettler Toledo, Gießen, Germany was used. It is based on the backscattering
of a rotating laser beam tracking particles flowing in front of the probe window. Since
particles can be scanned in parts smaller or larger than their average size, the detected
value is called the “chord length”. In this study, the terms chord length distribution and
a “number of crystals” is used to determine the nucleation rate B, growth rate G, and
suspension density MT of K2SO4, but in CLD. The CLD of the crystals was measured in
real time and fell in 100 channels. The CLD by channels varies on a logarithmic scale
from 1 to 1000 μm, allowing a higher resolution of the CLD of particles <100 μm with
the ability to characterize the presence of uni and bimodal particle size distributions. The
counts of CLD data were captured every 10 s during 60 min of reactive crystallization. The
operational variables of the FBRM to collect data consisted in adjusting the FBRM with an
angle of inclination of 82◦ that also acts as a deflector, with the focal position (window)
located above the tip of the impeller at a height less than 8 mm. To ensure the presence of
crystal samples with the impeller speed used, the pulp concentration should not exceed
20 wt/wt%, and the CLD collection was established in fine mode. In addition, mechanical
stirring was kept constant at 317 rpm allowing for a good suspension of crystals. Higher
stirring speed generates vortices, small and large bubbles near the edge of the propellant
and on the surface of the solution, respectively, which is a problem for moment data reads.
All previous operations were based on Heath et al. [35].

2.2.2. Attenuated Total Reflectance-Fourier Transform Infrared (ATR-FTIR) Spectroscopy

The change in absorbance of the solution during reactive crystallization was monitored
in real time using the Mettler Toledo ReactIR™ 15 ATR-FTIR probe (Mettler Toledo, Gießen,
Germany). The probe immersed in the solution measured the absorbance every 60 s during
the 60 min of the reactive crystallization process.

2.2.3. Temperature Measurement

A Pt-100 sensor (Ahlborn Mess- und Regelungstechnik GmbH, Holzkirchen, Germany)
was used to follow the temperature of the solution before and during reactive crystallization.
Temperature data were collected and recorded with a measurement precision ± 0.01 ◦C. The
FBRM-S400A, ATR-FTIR, and Pt-100 probes are shown in Figure 1 as the main components
collecting process data on the reactive crystallization of K2SO4.

2.2.4. Technobis Crystalline PV

For image monitoring of nucleation and growth of K2SO4 crystals, the Crystalline
PV multi-reactor system with particle viewer module (Technobis Crystallization Systems,
Alkmaar, The Netherlands) was used. Images were taken every 20 s during the 60 min
of the reactive crystallization process of K2SO4. Digital photographic images of K2SO4
particles as a function of time are displayed directly on the computer screen.

2.2.5. X-ray Powder Diffraction Phase (XRPD) Analysis

Powder samples of the reactive crystallization products were subjected to XRPD anal-
ysis using a PANalytical X’Pert-Pro diffractometer (PANalytical GmbH, Kassel, Germany)
with an X’Celerator detector and Cu Kα radiation. Samples were measured in a 2-Theta
range of 10–100◦ with a step size of 0.0167◦ and a counting time of 30 s per step.

2.2.6. Chemical Analysis by Ion Chromatography (IC)

The concentrations of K+, Mg2+, Cl− and SO4
2− were determined by ion chromatog-

raphy using the Dionex ICS 1100 IC system (Thermo Fischer Scientific, Dreieich, Germany).
For calibration, standard solutions of known composition were prepared for the anionic
and cationic pairs Cl−-SO4

2− and K+-Mg2+, respectively. These standards allowed deter-
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mining the concentrations of the cations and anions, with priority for Mg2+ as an impurity
in the K2SO4 product crystals to evaluate the product quality.

2.3. Experimental Procedure
2.3.1. Preparation of the Saturated Solution of Magnesium Sulfate from Picromerite

There are two methods to prepare MgSO4(aq) from picromerite: (1) by dissolving the
MgSO4 from the picromerite crystal lattice by addition of water and (2) by isothermal
synthesis. Both methods are based on the phase diagram for the ternary system K2SO4-
MgSO4-H2O at 25 ◦C (see Figure S6 (SI)). In this work, method (2) has been adopted
to prepare MgSO4(aq) from pure reagents K2SO4, MgSO4 and H2O without the need to
prepare the picromerite. Since the dissolution of picromerite is an incongruent process, it
decomposes in the presence of water, according to Equation (1). As a result, a solid phase
of K2SO4(s) is in equilibrium with a saturated liquid phase of K+, Mg2+and SO4

2− ions in
water. The solid potassium sulfate is filtered under a vacuum, and the resulting solution
is used in the K2SO4 reactive crystallization process to determine the kinetic parameters.
For the pulp synthesis according to point C in Figure S6 (see SI), pure reagents K2SO4(s),
MgSO4(s) and H2O(l) were mixed to obtain a synthetic pulp constituted of 11.10, 12.54, and
76.34 wt/wt% of K2SO4, MgSO4, and H2O, respectively.

The pulp synthesis and the generation of the saturated MgSO4(aq) solution from pi-
cromerite was performed in a jacketed vessel. All the reagents were added on a precision
analytical balance (± 1× 10−4 g): 12.9660 g of K2SO4(s), 8.9700 g of MgSO4(s), and 54.5820 g
of H2O(l). The vessel with the reagents was hermetically closed, taken into the thermostat-
ted reactor at 25 ◦C and left stirring for 24 h to reach solid–liquid equilibrium and guarantee
the pulp composition. The solid was separated from the pulp by vacuum filtration, and the
particle-free solution was transferred to another closed vessel maintaining the temperature
in a thermostatic bath. The product K2SO4(s) was allowed to dry at room temperature
under a fume hood for 24 h. This synthesis procedure was repeated for all the reactive
crystallization runs of K2SO4.

2.3.2. Preparation of Saturated Solution of KCl

The KCl(aq) solution reacting with MgSO4(aq) from picromerite gives rise to the forma-
tion of crystals of K2SO4(s) according to Equation (2). A saturated solution of KCl(aq) was
prepared at 25 ◦C with an excess of 1% of KCl(s) to guarantee solid–liquid equilibrium. The
dissolution of KCl(s) in water was carried out separately with magnetic stirring.

2.3.3. Operating Conditions of the Reactive Crystallization Process

The experimentation plan with the operating conditions used is given in Table S5 (SI).
Based on Equation (1), the saturated solution of MgSO4(aq) from picromerite was prepared at
25 ◦C. For all the reactive crystallization runs, the concentration of 457 (g of solute/kg H2O)
was kept constant where the solute concentration was composed only of (1 − n) K2SO4(aq)
and MgSO4(aq) at 25 ◦C, with n = 0.38. On the other hand, the saturated solution of KCl(aq)
was prepared according to Equation (2), the concentration was 343.98 (g solute/kg H2O),
which also remained constant for all reactive crystallization runs.

2.3.4. Mixing of Reagents and Generation of Initial Supersaturation (S0)

For performing reactive crystallization between the saturated synthetic solution of
MgSO4(aq) from picromerite with KCl(aq), it is essential to determine the degree of initial
supersaturation S0 and the supersaturation profile with time S to derive the nucleation rates,
growth rates, and the suspension density during the reactive crystallization of potassium
sulfate at different temperatures.

The initial supersaturation S0 was generated by mixing the MgSO4(aq) solutions from
picromerite at 25 ◦C, and the saturated solution of KCl(aq), also at 25 ◦C. Mixing of both
solutions was carried out at each of the temperatures under study (5, 15, 25, 35, and 45 ◦C)
in the experimental setup shown in Figure 1. In each run, the change of CLD, absorbance
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and temperature was recorded using the FBRM, ATR-FTIR, and Pt-100 probes, respectively.
For offline monitoring of the change of ion concentrations K+, Mg2+, Cl−, and SO4

2− over
time, aliquots of the solution were taken every 2.5 min until 5 min, then every 5 min until
30 min, and finally every 10 min until 60 min. The weight of the aliquots was 0.3291 g
of particle-free solution. At the end of the reactive crystallization process programmed
for 60 min, the crystallized solid was separated from the pulp by vacuum filtration and
dried for 24 h at room temperature. Afterwards, samples of the products obtained were
subjected to XRPD analysis to check the phase identity and to chemical analysis by IC.

For the optical reactive crystallization process monitoring of nucleation, growth, and
crystal morphology via the Crystalline PV particle vision system, the same conditions
described above were applied, with a difference in the reagent amounts. In this case, 4.00 g
of MgSO4(aq) from picromerite with 2.19 g of a saturated solution of KCl(aq) were studied
in a closed vessel using a hook type stirrer at 400 rpm.

3. Results and Discussion

3.1. Absorbance and Temperature in the Reactive Crystallization Process

The results of monitoring the change in absorbance of the solution by ATR-FTIR
spectroscopy are shown in Figure S7 (SI). The absorbance decreases as a function of time as
the reaction progresses and moves to smaller absolute values at lower temperatures, caused
by the lower saturation concentrations of the solute. The absorbance peaks of SO4

2− and
H2O are found in the wavenumber range of 1080–1100 cm−1 and 1645 cm−1, respectively.
The corresponding temperature profiles are shown in Figure S8 (SI). As expected, after the
addition of KCl(aq), stored at 25 ◦C, to the MgSO4 solution at 5, 15, 25, 35, and 45 ◦C, the
temperature in the resulting solution increased for lower reaction temperatures of 5 and
15 ◦C to 10 and 17 ◦C, and, decreased for higher reaction temperatures of 35 and 45 ◦C
to 32.5 and 41 ◦C, respectively, for a short time only. For the reaction isotherm at 25 ◦C,
the temperature remained constant. However, in all cases, in less than 3 min, the initial
reaction temperature is restored except for a slight difference at 45 ◦C.

3.2. Supersaturation Profiles, Reactive Crystallization Images and CLD

The supersaturation as a function of time, S, was determined based on the concentra-
tion of the ions K+, Mg2+, Cl−, and SO4

2−. Assuming that the Mg2+ and Cl− concentrations
in the solution remain constant but K+ and SO4

2− concentrations vary due to the formation
of K2SO4(s) crystals, the concentrations of K+ and SO4

2− were obtained by subtracting those
integrated into K2SO4(s) crystals from those entering the reaction. The molal concentrations
of mK+ , mSO2−

4
, mMg2+ and mCl− obtained were used to determine the activity coefficients

and S, according to Equation (3).
Figure 2 shows the trajectory of S starting from the initial supersaturation S0, images of

solution/crystals captured by Crystalline PV, and the respective CLD as a function of time
during the reactive crystallization of K2SO4 at 5 ◦C. The S0 value in the reaction mixture was
5.15, showing a strong supersaturation as a precondition to initiate nucleation and growth.
After an induction time of ~5 min where the reaction solution reached thermal equilibrium
and became homogenized, the supersaturation decreased as a result of crystallization,
reaching a minimum value of S = 2.30 at 20 min. The Crystalline PV system detected at
1.44 and 5 min of reaction (Figure 2a,b) embryo clouds and tiny pseudohexagonal crystals
due to nucleation and growth. At the same time, after ~5 min, a low CLD in terms of
crystals counted by the FBRM per s <2.5 crystals/s with a chord length of 20–30 microns
and a rather unimodal CLD is determined. Once the driving force has been exhausted,
after 20 min, the supersaturation remains constant and reactive crystallization is finished,
which is corroborated by chemical analysis of the K+, Mg2+, Cl− and SO4

2− shown in
Figure S9 (SI). At ~10 min, Figure 2c shows growing K2SO4 crystals, separated from each
other but overlapping in some parts with defined vertices, maintaining the pseudohexagonal
and orthorhombic morphology. The crystal count reached 25 crystals/s with a chord length
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between 30–40 microns. A few particles between 2 and 5 microns having a crystal count of
8 crystals/s also appear (Figure 2f), thus leading to a bimodal CLD.

Figure 2. Supersaturation S, crystal/solution images and CLD for a reaction isotherm of 5 ◦C as a
function of time at (a) 1.44 min, (b) 5 min, (c) 10 min, (d) 20 min, (e) 60 min and (f) CLD.

With the time at 20 min (Figure 2d), the crystals grow with a considerable presence
of fines whose crystal count reached 42.5 crystals/s in the size range of 30–50 microns
and 15 crystals/s in the range of 2–3 microns, keeping the bimodal CLD. Finally, at 6 min
(Figure 2e), the pulp contains a considerable amount of fines that obstruct the image viewer
of the Crystalline PV equipment; the crystal count reaches 70 crystals/s in the size range of
40–50 microns and 30 crystals/s in the 2–3 microns size range shown in Figure 2f. As seen,
the counts of CLD increase with time, specifying product crystals with a bimodal CLD,
which is attributed to breakage, attrition by friction or collision of crystals, or crystals with
the propeller blades. Thus, crystal count increased but not growth.

At a reactive crystallization temperature of 25 ◦C, an initial supersaturation of S0 = 3.84
is generated (Figure 3), which remains constant for ~10 min and then decreases slowly,
reaching the final S of 2.53 at 30 min. This implies that the supersaturation was consumed in
20 min and the crystallization process was stopped. Figure 3a,b show the presence of very
tiny crystals with a crystal count <2.5 crystals/s in the chord length range of 10–40 microns
(Figure 3e). After 30 min (Figure 3c), it is impossible to identify the crystals’ morphology
due to their tiny sizes, with a crystal count of 20 crystals/s in a chord length range of
20–30 microns and 15 crystals/s with the size of 9–10 microns. After 60 min (Figure 3d),
many tiny crystals are observed with a crystal count of 30 crystals/s between 30–40 microns
size and 18.5 crystals/s between 3–6 microns size. Thus, again a bimodal CLD was developed
as a result of the generation of fine particles from secondary nucleation mechanisms.

Comparing the reactive crystallization processes of K2SO4 at the two temperatures of
5 and 25 ◦C, as expected, the initial degree of supersaturation is greater at lower tempera-
ture and vice versa. As a result, for higher initial supersaturation, de-supersaturation and
induction times were shorter, and crystal growth was enhanced, leading to a defined mor-
phology, and a higher crystal count was reached with bimodal CLD. As the crystal images
provide qualitative proof of the crystallization progress, in this report, the moment data
collected by the FBRM probe were considered to determine the crystallization kinetics. The
supersaturation profiles for all reaction temperatures used are compiled in Figure S10 (SI).
They confirm the reaction crystallization trends discussed above.
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Figure 3. Supersaturation S, crystal/solution images and CLD for a reaction isotherm of 25 ◦C as a
function of time at (a) 1.20 min, (b) 10 min, (c) 30 min, (d) 60 min, and (e) CLD.

The initial supersaturations S0 generated by reactive crystallization in the reciprocal
system are large with values of S0 = 5.15, 4.13, 3.84, 3.54, and 3.24 at 5, 15, 25, 35, and 45 ◦C,
respectively. In contrast, the S0- values used in solution crystallization by cooling methods
for the binary K2SO4-H2O system are usually lower. For example, Bari and Pandit [24]
worked in a range of S0 = 1.07–1.11 when cooling a saturated solution of K2SO4-H2O from
60 ◦C to a temperature between 53–49 ◦C. Gougazeh et al. [25] worked with S ∼= 0.00913
at 50 ◦C and Lyczko et al. [51] with S0 = 1.31 at 30 ◦C. Mohamed et al. [30] used an initial
supersaturation of S0 = 1.07 for a controlled cooling in a temperature range of 63.5 to 24.6 ◦C.
Furthermore, Garside and Tavare [52] applied S0 = 1.09, Mullin and Gaska [27] worked
with S ∼= 1.07 at 20 ◦C, and Garside et al. [53] with S = 1.15 at 30 ◦C. On the other hand, in
reactive crystallization processes of sparingly soluble salts, the S0 generated is much larger
than for the reciprocal salt system studied in this work. Therefore, crystal nucleation and
growth events occur within a few seconds of the induction time. Lu et al. [32] report an
initial supersaturation of S0 = 1596, with an induction time of 26 s at 15 ◦C to crystallize
Mg(OH)2; Taguchi et al. [31] an S0 = 70 with an induction time of 60 s to crystallize BaSO4,
Steyer C. [54] an S0 = 500 to crystallize BaSO4, and Mignon et al. [33] values of S0 = 771 and
960 to crystallize SrSO4 and CaCO3, respectively. This results from the fact that sparingly
soluble salts exhibit minimal values of the thermodynamic equilibrium constant (KSP). For
example, the KSP of BaSO4 is 2.88 × 10−10 (mol/kg)2 at 25 ◦C [31], compared with a KSP of
0.0162 (mol/kg H2O)3 for K2SO4 according to the solubility data [45].

Figure 4 presents the CLDs of K2SO4 crystals after 5 min and the final product after
60 min at the different reaction temperatures investigated. Usually, for an industrial mass
crystallization product, a narrow and unimodal CLD, as far as possible free of fine crystals,
is targeted. However, in the experiments, a unimodal CLD is only observed at the beginning
after 5 min of reaction (Figure 4a), where crystal counts are very low (1 to 4 crystals/s) with
crystal sizes between 10–100 μm and fines <10 μm, which is found for all the isotherms
studied. Likewise, Figure 4b shows the CLDs of the final K2SO4 product with a bimodal
distribution. The region of fines of size <10 μm is specified by crystal counts <2 crystals/s
at 45 ◦C, 30 crystals/s at 5 ◦C, and 10–15 crystals/s for isotherms in-between. In the coarse
region, the size of the crystals is 15–200 μm with crystal counts of 5 crystals/s at 45 ◦C,
70 crystals/s at 5 ◦C, and 25–35 crystals/s for isotherms between 15 and 35 ◦C. The bimodal
distribution is attributed to the effect of secondary nucleation due to the suspension density
or breakage and attrition of the crystals. The difference between Figure 4a,b is related
to uncontrolled depletion of supersaturation during isothermal reactive crystallization.
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Therefore, supersaturation is independent and predominant in reactive crystallization as
the crystals simultaneously grow while others are born due to the motive force. As a result,
the final CLD of the K2SO4 product is not narrow and thus not favourable for subsequent
downstream processes such as filtration, drying, storage and transport, and the resistance
to relative humidity as well due to the presence of fines <10 μm that can generate lumps,
dust release, moisture absorption, etc.

Figure 4. CLDs obtained (a) at 5 min and (b) at 60 min, i.e., the final product, for different reaction isotherms.

In this work, the maximum K2SO4 crystal size obtained according to the semiquan-
titative analysis of CLD was between 70 and 80 μm at 5 ◦C, which is small compared
with crystallization from pure K2SO4-H2O solutions. For example, Bari and Pandit [24]
reported an average size of 286 μm via the isothermal method for low supersaturation and
Bari et al. [22] an average size of 250 μm by the cooling method. Jones et al. [55] received
an average size of 500 μm without fines using seeding and cooling, while via salting out
with acetone, they obtained crystal sizes <350 μm with a greater presence of fines and
agglomerates. It is concluded that reactive crystallization of K2SO4 from the quaternary K+,
Mg2+, Cl−, and SO4

2−system provides smaller crystals as obtained in K2SO4-H2O systems,
which is due to the reaction-inherent high degree of initial local supersaturation.

3.3. Primary Nucleation Rate Bb

To determine the nucleation rate, the CLD data have been converted to CLD counts
square-weighted as a function of time for each reaction isotherm. The results transformed
to moment data of the order 0, 1, 2, and 3 by Equation (10) are shown in Figures S2–S5 (SI).

In the reactive crystallization of K2SO4, primary nucleation (Bb) and secondary nucle-
ation (B) occur, while Bb results from the high supersaturation generated. The nucleation
rate (B) of K2SO4 was determined by Equation (11). Bb is related with S0 since it has been
obtained from the thermodynamic approach when considering the activities of the species
K+ and SO4

2− in the multicomponent system K+, Mg2+/Cl−, SO4
2−//H2O. To determine

the kinetic order and rate constant parameters of Bb, the nucleation rates obtained for each
S0 were averaged and then fitted to Equation (12) presented in Figure 5. The fitting parame-
ters derived are b = 3.61 and kb = 83.68 [#/min·kg H2O] with a coefficient of determination
R2 = 0.89, verifying that the behaviour of Bb is proportional to S0.

The primary nucleation order obtained for the reactive crystallization of K2SO4 is
lower than found for the single solute system K2SO4-H2O, as reported by Bari et al. [22],
with b = 6.5 for the isothermal method (tind). Nemdili et al. [21] reported b = 4.10 and 4.68
when measuring MSZW and tind, respectively. Additionally, Bari and Pandit [24] reported
b = 6.5 and 5.73 when determining MSZW via the conventional method and sonocrystal-
lization, respectively. There, b is a physical parameter that describes the dependence of
the MSZW on the cooling rate regardless of the method used. In contrast, high values for
the primary nucleation order are observed in reactive crystallization kinetics of sparingly
soluble salts, such as SrSO4 and CaCO3 with b = 36.0 and 12.0, respectively, reported by
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Mignon et al. [33]. In this report, the empirical value of b = 3.61 for the reactive crystal-
lization of K2SO4 has no relation to the MSZW but classifies into the range established by
the value of the primary nucleation order for inorganic compounds obtained by cooling,
which, as a general rule, are found between 0.98 and 8.3 [23].

Figure 5. Correlation of the primary nucleation rate with So for reactive crystallization of K2SO4.

3.4. Secondary Nucleation Rate B

The profiles of the nucleation rates B during reactive crystallization of K2SO4 at differ-
ent temperatures are shown in Figure 6. At 5 ◦C (with S0 = 5.15), B decreases from a maxi-
mum of 2.68 × 106 (#/min·kgH2O) at 3 min to a minimum of 8.35 × 105 (#/min·kgH2O) at
20 min, which implies the consumption of supersaturation due to spontaneous nucleation.
The decrease in B is attributed to the presence of crystals within the solution since the
growth of crystals consumes the supersaturation, the concentration resulting from the
suspension density is higher, which is also observed for the 15 ◦C isotherms. However, at
25 ◦C (with S0 = 3.84) B starts with 7.7 × 104 (#/min·kgH2O) at 10 min reaching a maxi-
mum of 8 × 105 (#/min·kgH2O) at ~30 min of crystallization. Clearly B increases, with the
increase being slight and attributed to slow crystal growth consuming less supersaturation.
The concentration resulting from the suspension density is lower, a behaviour also seen for
the 35 and 45 ◦C isotherms. Therefore, it is concluded that the greater S0, the greater is B,
and it is depleted in less time than with less S0. This statement agrees with the report by
Bari and Pandit [24], also referring to reactive crystallization.

Figure 6. Experimental and calculated nucleation rates Bexp [#/min·kg H2O] (symbols) and Bcal (line)
as a function of time for different S0 obtained at 5, 15, 25, 35 and 45 ◦C.
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Once the nuclei appear, they become stable crystals and grow over time. However,
nucleation persists assisted by crystals constituted as suspension density, supersaturation
decreases to a low level, and it is there that secondary nucleation occurs (B). Therefore,
secondary nucleation is often dependent on suspension density (MT) and supersatura-
tion (S). Furthermore, growth (G) is also a function of S. Then, the relationship of B with
G and MT describes the secondary nucleation rate of K2SO4 in the reactive crystallization
process with time and is given by Equation (13). The parameters KR, i, and j are estimated
by adjusting the experimental data of G and MT with time using multiple linear regression
to obtain the secondary nucleation rate calculated (Bcal) for each So.

The results of Bexp and Bcal are shown in Figure 6. A good correlation of secondary
nucleation with G and MT is observed for most of the isotherms. The Bexp and Bcal values have
practically the same tendencies, superimposed, at 5, 15, 25 and 45 ◦C (S0 = 5.15, 4.15, 3.84 and
3.24), with a coefficient of determination of R2 = 0.976, 0.997, 0.998, and 0.979, respectively,
and a slightly lower correlation for the 35 ◦C isotherm (S0 = 3.54), with R2 = 0.943.

The empirical parameters KR, i, and j obtained for each reaction isotherm are compiled
in Table S6 (SI). From the results, it can be concluded that B depends on the density of
the suspension, whose values of j are between 0.20 and 0.80. However, i has values of 1.18,
0.63 and 0.1 for the 5, 15, and 25–45 ◦C isotherms, which is attributed to the fact that B depends
on G implied by the supersaturation, whose value of i is greater than j for isotherms of 5 and
15 ◦C. For the 25–45 ◦C isotherms, i is less than j, suggesting little dependence on B for G. On
the other hand, the KR values show irregular behaviour, as seen in the trends of B in Figure 6.

To finally evaluate secondary nucleation via Equation (13), the G and MT values for
different S0 (Figure 6) were fitted to the following Equation:

B = 13810.83·G0.75·M0.71
T (21)

This general description of secondary nucleation in the reactive crystallization process
of K2SO4 leads to a relatively low coefficient of determination R2 = 0.11. Therefore it is
difficult to attribute the dependence of B to the suspension density or crystal growth rate,
whose values of i and j are 0.75 and 0.71, respectively, and thus, both are close to unity [20].
For the crystallization processes in the single solute K2SO4-H2O system via cooling and
seeding, Mohamed et al. [30] reported i = 0.9 and j = 0.57 and concluded that B depends on
S and MT.

The presence of K2SO4(s) in the reactive crystallization solution contributes to nucle-
ation so that the exponents i and j take on characteristic values. However, the primary
nucleation order (b) depends solely on the degree of supersaturation and the method of
detecting the appearance of nuclei, so the nucleation order is greater than the secondary
one. Bari et al. [22] reported the dependence of secondary nucleation order (b2) on su-
persaturation and MT. They found b2 = 2.25 and b = 6.5 for the K2SO4-H2O system,
obtained by the isothermal method and, as evident, b2 <b. Taguchi et al. [31] observed
in the reactive crystallization process of BaSO4, when mixing two equimolar solutions of
BaCl2 and Na2SO4 at 25 ◦C, that secondary nucleation is influenced by the stirring speed
(Ns), MT and S, whose exponents are 0.98, 0.84 and 1.72, respectively, with a multiple
correlation coefficient of 0.61. The KR parameter implies the dependence of temperature,
hydrodynamics, presence of impurities and the properties of the established crystals. Thus,
the KR data obtained for each reactive crystallization isotherm of K2SO4 is used to estimate
the secondary nucleation activation energy in the following.

3.5. Crystal Growth Rate of K2SO4

The crystal growth rate (G) of K2SO4 was simultaneously determined from the square
weighted CLD data, according to Equation (14). Figure 7 shows the growth rate of K2SO4
crystals as a function of time during the reactive crystallization process for different S0. At
5 ◦C (with S0 = 5.15), G starts with a value of 231.06 μm/min determined at 4.01 min and
reaches a minimum value of 4.94 μm/min after 20 min. The decrease in G is caused by the
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decrease in supersaturation due to crystallization. At 25 ◦C (with S0 = 3.84), G has an initial
value of 101.5 μm/min and decreases over time to 5.30 μm/min at ≈30 min.

Figure 7. The growth rate of K2SO4 as a function of time at different S0 generated by reactive
crystallization isotherms at 5, 15, 25, 35 and 45 ◦C.

As seen in Figure 7, the crystal growth rate is low due to the predominance of 0th.
moment values (μ0) according to Equation (14). It is estimated that the nuclei are in a
metastable state; therefore, the decrease in supersaturation is slight. Then, G becomes
predominant, and S decreases.

As expected, the initial growth rates in the K2SO4 reactive crystallization are signifi-
cantly higher than observed in the binary K2SO4-H2O system. Bari and Pandit [24] reported
a G of 8.82 μm/min at 49 ◦C studying K2SO4 growth by microscopy. Mohamed et al. [30]
reported a maximum growth rate of 6 μm/min at 40 ◦C with seeding, based on popula-
tion balance data measured in the multichannel Coulter Counter. Mullin and Gaska [27]
reported single K2SO4 crystal growth rates of 4.68 and 5.16 μm/min for faces 100 and 001
at 20 ◦C, respectively. In the present report, a maximum growth rate of 231 μm/min was
observed at 5 ◦C for the reciprocal quaternary system K+, Mg2+/Cl−, SO4

2−/H2O using
the FBRM probe in situ, without the need to take samples and without seeding.

With the G data for different degrees of S0, the empirical fit parameters were de-
termined according to Equation (15). As shown in Figure 7, the growth rates steadily
decreased from an initial maximum to a minimum for all isotherms. However, for reaction
isotherms 35 and 45 ◦C, G increased at the beginning and then diminished to the minimum
due to depletion of supersaturation. Thus, the crystals grew, as seen in Figure 2a–c. To
correlate G as a function of S0, the G values of each isotherm were averaged to estimate the
empirical parameters kg and g. Figure 8 shows the correlation and adjustment of G versus
S0, obtaining a value of g = 4.64 and kg = 0.028 (μm/min) with a coefficient of determination
of R2 = 0.761.

In reactive crystallization, the high supersaturation promotes both nucleation and
crystal growth, leading to a fast [31] and relatively uncontrolled decrease in supersaturation.
Thus, g is much higher due to the higher growth rate that implies higher S0. However, in
reactive crystallization processes for sparingly soluble salts, Taguchi et al. [31] correlated
the G of BaSO4 with the stirring speed (N) and S0. They mention that the influence of N
implies the occurrence of growth controlled by diffusion, while the order with respect to
S0 indicates that both diffusion and surface reaction exert some influence on growth rates.
Tavare and Gaikar [47] correlated the growth rate of salicylic acid crystals with solution
concentration and stirring speed. They report that due to the complexity of determining
supersaturation, S was omitted in the correlation. Therefore, the adjusting exponents of
both the concentrations of salicylic acid and the agitation speed prevented the attribution
of any mechanism of influence on growth.
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Figure 8. The fit of the empirical parameters g and kg.

In this report, the value of g = 4.64 is strongly influenced by the initial supersaturation.
When S0 is higher for 5, 15, and 25 ◦C, a higher crystal growth rate is promoted. However,
the growth rate is much lower for S0 at 35 and 45 ◦C. Therefore, when adjusting G vs. S0
(obtained for 5–45 ◦C) to an empirical Equation, the slope is greater than those known for
the K2SO4-H2O systems attributable to growth mechanisms. Thus, for future studies, it is
proposed to develop a strategy that allows determining the growth mechanism of K2SO4,
taking advantage of the generation of supersaturation by reaction and the initial presence
of fine crystals so that a cubic cooling profile can be used to control supersaturation. As a
result, a fairly narrow CSD and acceptable average crystal size [56,57] would be feasible.

On the other hand, there are numerous reports for the K2SO4-H2O system for the
isolated determination of the growth mechanisms in crystallization processes with low
supersaturation controlled by a cooling technique. In these works, generally, the mechanism
that controls the growth of K2SO4 is diffusion [21,25–27].

3.6. Crystal Suspension Density MT

The variation of the suspension density with respect to time was determined by
Equation (16), with the results presented in Figure S11 (SI). However, the absolute suspen-
sion density was identified via empirical Equation (17) to relate the amount by weight of
crystals obtained gravimetrically at the end of reactive crystallization. The results allowed
estimating the amount of potassium and sulfate ions in the solution during the reaction to
later be used to determine the supersaturation profile.

In Figure 9, the absolute suspension densities at different reactive crystallization
isotherms are shown as a function of time. At 5 ◦C (S0 = 5.15), the suspension density
increased linearly from 6.84 g of K2SO4/kg H2O at 6 min to 108.45 g of K2SO4/kg H2O at
the end of the reactive crystallization at 20 min. At 25 ◦C (S0 = 3.84), an increase in MT from
3.95 g of K2SO4/kg H2O at 10 min to 56.68 g of K2SO4/kg H2O at the end of the reactive
crystallization at 30 min is obtained. Thus, the higher S0, the higher the suspension density
reached in less time. The final MT for the isotherms at 15, 35 and 45 ◦C, with the respective
S0 of 4.13, 3.54 and 3.24, were 67.41, 47.03 and 21.29 g of K2SO4/kg H2O, respectively.

The suspension density (MT) targeted by crystallization is limited by the solubility, and
the S0 reached in the system under study. It depends on the crystallization method and is
further affected by the morphology and size distribution of the crystals, filtration demands,
and the cocrystallization of an undesired compound. Mohamed et al. [30] reported an
MT between 58 and 95 (g of K2SO4 crystals/kg H2O) by cooling from 63.5 to 24.6 ◦C, and
75 (g of K2SO4 crystals/kg H2O) at 40 ◦C for a K2SO4-H2O solution with seeding. In this
report of reactive crystallization, a maximum MT of 108.45 g of K2SO4/kg H2O at 5 ◦C was
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obtained and was limited by the potential cocrystallization of another compound from the
reciprocal salt pair.

Figure 9. Suspension density of K2SO4 as a function of time at different S0 generated by reactive
crystallization isotherms at 5, 15, 25, 35 and 45 ◦C.

The product yield was estimated based on the suspension density data at the end of
the reactive crystallization process. For the 5, 15, 25, 35, and 45 ◦C isotherms, the yields
achieved were 72.6%, 45.2%, 37.9%, 31.5%, and 14.3% of K2SO4, respectively. As expected,
the higher the S0 in the system, the higher the yield and the less reactive crystallization
time is required. The yield was determined by relating the amount of K2SO4 obtained
experimentally with that calculated by stoichiometry. The mass balances of the reactive
crystallization experiments established from the suspension density and the solute concen-
tration (as obtained by Equations (17) and (18)) are depicted in Figure S12 (SI). While the
solute concentration decreases, the suspension density increases due to the consumption of
supersaturation by crystallization.

The solid K2SO4 obtained at 5 ◦C represents a solid concentration of 11 wt/wt% in
the pulp, which is highly favourable for process monitoring by FBRM, as recommended by
Senaputra et al. [58], who recommend a pulp concentration not greater than 20 wt/wt%.

3.7. Activation Energy E

As mentioned above, the dependence of the secondary nucleation rate constant KR on
the absolute temperature enables estimating the secondary nucleation activation energy
E via the Arrhenius Equation (20). The results for the reactive crystallization process
studied are presented in Figure 10, specifying the secondary nucleation activation energy as
E = 69.83 kJ·mol−1. However, to obtain E, the KR values were considered as a function of the
temperature that best fit. In addition, the Excel solver has been used under the restrictions of
j ≥ 1 for the isotherms of 5, 15, and 25 ◦C, also to i ≥ 1.5 and 0.12 for the isotherms of 35 and
45 ◦C, respectively, which improves the determination coefficient (R2 = 0.92) in the activation
energy estimation. As seen in Figure 10, the secondary nucleation activation energy is higher
in the 5–25 ◦C segment due to the higher S0 promoting secondary nucleation, while S0 is
lower in the 25–45 ◦C range with the consequence of a lower E.

In general, the secondary nucleation activation energy of 69.83 kJ·mol−1 obtained for
the reactive crystallization process of K2SO4 obeys the principle of positivity. However, it is
believed that the activation energy for reactive crystallization primary nucleation of K2SO4
would be much lower due to the rate K2SO4 nucleated from a crystal-free solution. As there
are no similar works, they cannot yet be compared with other values related to the reactive
crystallization kinetics of soluble salts. However, for reference, Luo et al. [23] reported
the activation energy of primary nucleation for cooling crystallization in the K2SO4-H2O
system to be 33.99 kJ·mol−1, much less than obtained for the secondary nucleation of K2SO4
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by reactive crystallization in this work. On the other hand, for reactive crystallization of a
poorly soluble salt, Lu et al. [32] reported a nucleation activation energy of 73.049 kJ·mol−1

for Mg(OH)2. As seen, when nucleation depends only on supersaturation, the activation
energy of primary nucleation is much lower, implying that nucleation is faster than obtained
in the present report, where the activation energy of secondary nucleation depends on the
density of suspension.

Figure 10. Dependence of the secondary nucleation rate constant KR on the reciprocal reaction temperature.

3.8. K2SO4 Product Quality

The crystals of K2SO4 obtained as a final product in the reactive crystallization ex-
periments were subjected to X-ray diffraction analysis to be compared with the reagents
K2SO4, KCl, and MgSO4 and synthesized picromerite. The diffractograms are compiled
in Figure 11. In addition, the product crystals were analyzed regarding the presence of
Magnesium as an impurity by ion chromatography. As a result, only very small contents
of 0.51, 0.11, and 0.01 wt% of Magnesium were detected in the products of reaction temper-
atures 5, 15, and 25, 35, and 45 ◦C, respectively. The X-ray patterns in Figure 11 and the
low residual Mg amounts in the crystals prove that the K2SO4 obtained is of high quality.
The diffractogram obtained for the K2SO4 product at 5 ◦C exhibits several intense peaks
that correspond to the patterns of K2SO4 and picromerite, verifying the somewhat higher
Mg content in the respective product. K2SO4 is the majority phase, and no other crystalline
phase is present, considering a detection limit of XRPD <1%. The presence of picromerite
peaks might be attributed to mother liquor occluded between the K2SO4 crystals which,
after filtration, crystallizes as picromerite when drying. In this work, the washing process
of the K2SO4 product was omitted. Of course, when including washing after solid–liquid
separation, a further increase of purity is possible but at the expense of yield. The washing
process is essential to improve the quality of K2SO4, as accomplished in the crystallization
process of K2SO4 from the KCl(s) picromerite(s)-H2O system reported by Fezei et al. [12–15].

It is important to mention the presence of the eutectic point in the system, which allows
deriving the lowest feasible crystallization temperature. In this sense, despite the reactive
crystallization of K2SO4 from the multicomponent system K+, Mg2+/Cl−, SO4

2−//H2O,
the remaining solution still contains salts like MgSO4(aq), KCl(aq), and MgCl2(aq) that could
provide more K2SO4 at reaction temperatures below 5 ◦C. The eutectic points of the
salts with solubilities are 7.29 g of K2SO4/100 g of saturated solution at −1.9 ◦C, 19 g of
MgSO4/100 g of saturated solution at −3.9 ◦C, 19.87 g of KCl/100 g of saturated solution
at −10.8 ◦C, and 21.0 g of MgCl2/100 g of saturated solution at −33.6 ◦C [45].
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Figure 11. X-ray powder patterns of K2SO4, MgSO4, picromerite and K2SO4 product obtained at
reactive crystallization temperatures of 5, 15, 25, 35 and 45 ◦C (from bottom to top).

Based on the quality of the K2SO4 obtained by reactive crystallization at 5 ◦C and the
eutectic points mentioned above, they allow working at reactive crystallization temper-
atures below 5 ◦C. In addition, this enables generating higher S0 to improve the process
performance since the eutectic point of K2SO4 is −1.9 ◦C, and it is estimated that this
temperature is even much lower in the presence of K+, Mg2+, Cl−, and SO4

2− ions. In
this regard, Song et al. [59] mention that the solubility of the precipitating compound in a
reactive crystallization process increases in the presence of ions in the system; for example,
for CaSO4, the solubility increases in the presence of Cl−, H+, Ca2+, and SO4

2− ions at 60 ◦C.

4. Conclusions

Based on the research on the reactive crystallization kinetics of K2SO4 from KCl(aq)
with MgSO4(aq) from picromerite, several conclusions can be drawn. The S0 obtained
is inversely proportional to the reactive crystallization temperature of K2SO4 and, the
S0 was sufficient to promote nucleation and crystal growth at all reactive crystallization
conditions used. The CLD obtained at different S0 is unimodal in the first minutes of
reaction and bimodal in the final K2SO4 product. The bimodal CLD can be attributed to
growth, secondary nucleation, and suspension density due to the higher S0 generated by
the reaction. The presence of bimodal CLD’s is a reflection of the secondary nucleation
effect and is unfavourable for subsequent processes such as filtration, drying, storage, etc.
On the other hand, real time images captured during reactive crystallization evidenced the
appearance and growth of crystals with pseudohexagonal morphology.
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Online monitoring of the CLD and using square-weighted CLD counts shows that
Bb, G, and MT are directly proportional to S0. The primary nucleation parameters were
determined with the order b = 3.61 and constant kb = 83.68 [#/min·kg H2O] by correlation
of Bb with S0. The b-value indicates that the primary nucleation strongly depends on the
supersaturation generated by the reaction in the K+, Mg2+/Cl−, SO4

2−//H2O system and
the primary nucleation rate quantification method. In addition, G has been correlated
with S0 to estimate the empirical parameter g = 4.61. The allocation of one of the growth
mechanisms, such as transport and surface reaction, to the mechanism controlling growth
in the performed reactive crystallization of K2SO4 is generally challenging due to the rapid
mass transfer of the solute to the solid phase in reactive crystallization processes. The
K2SO4 crystals obtained were of high quality containing (unwashed) 0.01–0.51 wt% of
magnesium as impurity under the conditions used.

In general, it can be concluded that it was possible to estimate the degree of S0 and the
trajectories of S with time in the K+, Mg2+/Cl−, SO4

2−//H2O system at 25 ◦C by directly
varying the reaction temperature to produce soluble salt crystals like K2SO4. Furthermore,
all the S0 values obtained at different reaction isotherms were sufficient to promote the
crystallization parameters. However, to improve the quality and performance of the crystals’
CSD, it is suggested to apply a programmed cubic cooling profile to the studied system
since the coexistence of crystals/solution, e.g., at 45 ◦C, could replace a seeding stage.
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Summary of empirical parameters of secondary nucleation rate and coefficient of determination at
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Abstract: The paper presents the results of research on the microstructure of bacterial cellulose
(BC-SP) obtained on a medium containing sweet potato peel, which was compared to cellulose
obtained on a synthetic medium containing sucrose and peptone (BC-N). The properties of cellulose
were analyzed using the methods: size exclusion chromatography (SEC), X-ray diffraction (XRD),
scanning electron microscope (SEM), and computer microtomograph (X-ray micro-CT). BC-SP was
characterized by a higher degree of polymerization (5680) and a lower porosity (1.45%) than BC-N
(4879, 3.27%). These properties give great opportunities to cellulose for various applications, e.g.,
the production of paper or pulp. At the same time, for BC-SP, a low value of relative crystallinity
was found, which is an important feature from the point of view of the mechanical properties of the
polymer. Nevertheless, these studies are important and constitute an important source of knowledge
on the possibility of using cheap waste plant materials as potential microbiological substrates for the
cultivation of cellulose-synthesizing micro-organisms with specific properties.

Keywords: bacterial cellulose; crystallinity; polymerization degree; porosity; sweet potato waste

1. Introduction

Bacterial cellulose (BC) is a polymer with great application potential, synthesized by
aerobic micro-organisms. Due to its high mechanical strength, high crystallinity, and a
much greater degree of polymerization than plant cellulose, it has become a promising
polymer for use in various technical fields, and even in medicine.

The main quality parameters of cellulose, determining its desired properties, is the
crystallinity and the degree of polymerization. Allomorph Iα is dominant in the bacterial
polymer. Aleshina et al. [1] indicate that it may constitute from 70 to 100% of the morpholog-
ical composition, and additionally the quality and composition of the culture medium on
which cellulose is synthesized affects its level in cellulose. Skiba et al. [2] reported that the
synthesis of cellulose on unconventional substrates from plant materials causes a reduction
in crystallinity and a decrease in the content of Iα in the polymer. The same authors, refer-
ring to the works of other authors, indicated that cellulose synthesized on a substrate from
agricultural waste in the form of grape bagasse is characterized by a content of allomorph
Iα from 70 to 56%. Another important morphological parameter influencing the high
tensile strength of cellulose is the degree of crystallinity. In addition, this parameter may
vary depending on the method of culturing cellulose-synthesizing micro-organisms [3],
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the types of carbon source and other components of the medium [4], or the procedure
and method of drying [5]. 6. Illa et al. [6] showed that in the case of conventional drying,
the degree of crystallinity of bacterial cellulose was slightly higher than during drying by
lyophilization. Particular attention is paid to the influence of the composition of the culture
medium on the degree of crystallinity of the cellulose. Because the development of low-cost
culture media, on which it will be possible to obtain high-quality polymer, additionally with
high efficiency, can guarantee its commercial application. Xu et al. [7], using a substrate
of sweet potatoes, obtained cellulose with a crystallinity ranging from 83 to 87%. Other
authors report that cellulose obtained on substrates containing agricultural waste in the
form of oil palm leaf juice [8] or sweet sorghum leaves [9] was characterized by much lower
crystallinity.

The properties of bacterial cellulose are also inextricably linked to its degree of poly-
merization, which is much higher than that of its plant-based counterpart and can be up to
20,000 [10]. Like crystallinity, the degree of polymerization of cellulose can be influenced by
various external factors accompanying the synthesis process by micro-organisms. Surma-
Ślusarska et al. [11] obtained cellulose on a substrate with glucose and mannitol with a
degree of polymerization of approximately 1700, while Betlej et al. [12] obtained a cellulose
polymerization degree of 6080 on a substrate with sucrose and peptone.

The conditions for culturing cellulose-synthesizing micro-organisms, including the
composition of the culture medium, have a significant impact on the structural features of
cellulose, which will reflect its properties. One of the key features of a bacterial polymer,
determining its potential utility, is tensile strength and porosity. Porosity seems to be of par-
ticular importance in the case of the use of cellulose in the form of medical dressings, being
gas-permeable and thus preventing the growth of anaerobic bacteria in places protected by
it [13].

However, it should be remembered that the guarantee of the production volume
of bacterial cellulose and its global demand is the reduction of production costs, while
maintaining excellent physical and mechanical properties. According to Rivas et al. [14],
the cost of cultivation on standard microbiological media may account for approximately
30% of the total cost of the process, therefore, efforts should be made to search for al-
ternative sources of nutrients in the processes of microbial cultivation. It seems that a
good alternative to synthetic substrates may be waste from plant production, which are
rich in sugars, proteins, vitamins, and microelements necessary for the development of
cellulose-synthesizing micro-organisms. At the same time, the management and reuse of
plant waste can bring many benefits, including by reducing the costs of exportation and
disposal or the production of new products.

The aim of the study was to investigate the structural features of bacterial cellulose,
such as crystallinity, degree of polymerization and porosity, obtained on the culture medium
from sweet potato peel and to compare them to the characteristics of cellulose obtained on a
semi-synthetic medium containing sucrose and peptone. The indirect goal of the study was
therefore to determine the suitability of plant waste materials, grown in many countries
on a large scale, as a low-cost substrate for the production of high-quality polymer for
various applications. In this way, we indicate environmentally friendly methods of bacterial
cellulose production, which can be used in many industrial areas.

2. Materials and Methods

Bacterial cellulose (BC) was synthesized by micro-organisms known as Symbiotic Cul-
ture of Bacteria and Yeast (SCOBY) grown on two types of media. SCOBY were obtained
from the organic farm Wolanin (Wolanin, Szczawnik, Poland). According to literature data,
the dominant bacterial cultures are the species Acetobacter xylium, A.pasteurianus, A. aceti,
and Gluconobacter oxydans [15], among the fungi yeasts belonging to Saccharomyces, Saccha-
romycodes, Schizosaccharomyces, or Zygosaccharomyces [16] are the those that are dominant.
The test cultures were stored on agar slants containing 0.03% peptone (Biomaxima SA,
Lublin, Poland), 0.05% yeast extract (Biomaxima SA, Lublin, Poland), 2.5% glucose (PPF
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HASCO-LEK S.A., Wrocław, Poland), and 2.5% agar (AphaVit, Biała Podlaska, Poland).
Before starting the experiment, an inoculum of micro-organisms was taken and introduced
into 100 cm3 of a liquid medium containing peptone, yeast extract, and glucose and cul-
tured for 14 days in a heat incubator. During this time, the formation of bacterial cellulose
on the surface of the medium was checked. Cultures were carried out in glass beakers
with a diameter of 5 cm. The test culture was homogenized and used for inoculation of the
media used in the test.

The reference medium contained 10% sucrose (Krajowa Spółka Cukrowa SA, Toruń,
Poland) and 0.03% peptone (Biomaxima SA, Lublin, Poland). The second type of medium
was based on ingredients of vegetable origin (sweet potato peel), treated as waste. The
sweet potato tubers were stored at 4 ◦C before the start of the study. To prepare a broth
medium based on plant material: 200 g of sweet potato peel, varieties ‘Carmen Rubin’,
‘Purple’ and ‘Beauregard’, grown in the field in Żyznów (49◦49′ N 21◦50′ E, Poland) on the
soil of the defective wheat complex, with a slightly acidic reaction (pH = 6.1, in 1N KCl),
suspended in 500 cm3 of water and ground with a blender, model MMBM401W (Bosch,
Gerlingen, Germany). Thus, a homogeneous homogenate was prepared. The individual
sweet potato homogenates were combined and then mixed. The homogenate was then
filtered through the filter paper using a water pump, separating the clear solution from
the solids. A clear solution was used as a microbiological broth medium, divided into
equal portions, and sterilized in a steam autoclave (Spółdzielnia Mechaników SMS, Warsaw,
Poland) for 20 min at 121 ◦C. A total of 1 cm3 of the inoculum was sterile added to both types
of media. Cultures were incubated in a heat incubator (J.P. Selecta Laboratory Equipment
Manufacturer, Barcelona, Spain) for a period of 14 days. The incubation temperature was
26 ± 2 ◦C. After the end of the cultivation time, the cellulose was purified according to
the procedure described by Betlej et al. [17]. Both the cellulose obtained on the standard
medium (BC-N) and the cellulose obtained on the sweet potato peel medium (BC-SP)
were washed several times with distilled water, then rinsed in 0.1% NaOH solutions
(Avantor Performance materials Poland SA, Gliwice, Poland) and 0.1% citric acid (Avantor
Performance Materials Poland SA, Gliwice, Poland). Distilled water was always used
between uses of the individual alkali and acid solutions and at the end of the rinsing
process. The polymer thus prepared was dried at a temperature of 24 ± 2 ◦C in a laboratory
dryer (J.P. Selecta Laboratory Equipment Manufacturer, Barcelona, Spain) until obtaining
the constant mass of the polymer. The total sugar content in individual sweet potato
varieties was presented and described by Krochmal-Marczak et al. [18] in earlier studies
(Table 1). Krochmal-Marczak et al. [19] in other studies reported that the average protein
content in dry matter in the raw material used is 1.35 g 100 g−1, the average content of
vitamin C is 22.86 mg 100 g−1, and macroelements (P, K, Ca, Mg, Na) are 0.26, 2.12, 0.51,
0.13, and 0.19 mg 100 g−1, respectively

Table 1. Total sugars in sweet potato with peel based on studies by Krochmal-Marczak et al. [16].

Cultivars Total Sugars (Average) g kg−1 FM *

‘Purple’ 4.90
‘Beauregard’ 7.42

‘Carmen Rubin’ 9.43
* FM—fresh matter.

2.1. Polymerization Degree and Crystallinity of Bacterial Cellulose

The degree of polymerization of bacterial cellulose was determined by the size ex-
clusion chromatography (SEC) method [20]. The degree of polymerization of bacterial
cellulose were determined according to the methodology described by Antczak et al. [21]
and Waliszewska et al. [22], with changes described by Betlej et al. [12]

The crystallinity of polymer was analyzed using a TUR M-62 X-ray diffractometer
(Carl Zeiss AG, Jena, Germany) with the method described by Betlej et al. [12]. On the basis
of XRD tests, the structural parameters of cellulose were determined:
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- Crystallite size was calculated using the Scherrer equation (Equation (1)):

D =
k·λ

β·cos θ
(1)

where D is the crystallite size perpendicular to the plane; k-Scherrer constant; λ is the X-ray
wavelength; β is the full-width at half-maximum in radians; and θ is the Bragg angle.

- The crystallinity of bacterial cellulose by comparison of the areas under crystalline
peaks and the amorphous curve was determined. Deconvolution of peaks was per-
formed by the method proposed by Hindeleh and Johnson [23].

After the separation of X-ray diffraction lines, the relative crystallinity was deter-
mined by comparing the areas under crystalline peaks and the amorphous curve. Relative
crystallinity (%) was calculated using Equation (2).

Relative crystallinity =
crystalline area

(crystalline + amorphous)area
(2)

2.2. Microstructure of Bacterial Cellulose

The microstructure of bacterial cellulose was examined using a Hitachi scanning electron
microscope, (TM-3000, Hitachi Ltd., Tokyo, Japan). Gold was used as a sputter (Cressington
108 auto sputter coater, Netherlands). The cross-section was observed. The photos of the
samples at accelerating voltages equal to 15 kV were taken with 500 and 1000 magnification,
and the record was saved using SEM software (TM3000, Hitachi Ltd., Tokyo, Japan).

2.3. Porosity Analysis

To examine the porosity of bacterial cellulose, samples were analyzed using X-ray
micro-CT Skyscan 1272 system (Bruker, Kontich, Belgium). The parameters of the process
carried out were as follows: X-ray source, voltage at 40 kV, and 193 μA current. Scans
were done with a rotation step of 0.3◦ and a resolution of 25 μm. NRecon software (Bruker,
Kontich, Belgium) was used to reconstruct cross-section images from μCT projection into
3D images. The determination of porosity was done with the application of CTAnn software
(Bruker). Raw images were binarized at a threshold value of 25–255, and custom processing
with internal plugins (despeckle, ROI shrink-wrap, 3D analysis) were applied for the
selected volume of interest. The images were binarized by means of assigning pixels with
lower intensity as background (air, pores) and pixels with higher intensity as matter. Two
samples of each experimental variant were scanned.

2.4. Statistical Analysis

TIBCO company software (STATISTICA program, version 13, Palo Alto, CA, USA)
was used to conduct the ANOVA analysis. The samples of bacterial cellulose film were
divided into homogenous groups with the use of Tukey’s test (α = 0.05).

3. Results

3.1. Characteristics of the Crystallinity and Degree of Polymerization of Bacterial Cellulose

Bacterial cellulose is a polymer characterized by high crystallinity, which is a decisive
feature influencing the mechanical and physical properties of the polymer. XRD analysis
is a key method for imaging crystallinity to verify the effect of various nutrient media
on the crystallization properties of BC. X-ray patterns of the BC-N and BC-SP polymers
presented in Figure 1 show significant differences in the heights as well as the widths of
the diffraction peaks, which proves some changes in the supermolecular structure. In the
case of BC-N obtained on a standard medium, typical diffraction maxima originating from
the polymorphic variety of cellulose I were observed (Figure 1). The recorded diffraction
peaks at the diffraction angles of 2θ corresponded to the crystal planes (100), (010), (110)
of cellulose type Iα [1]. On the basis of the performed calculations, it has been shown
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that for bacterial cellulose from standard medium the value of the degree of crystallinity
is 65%, which is close to the crystallinity value obtained on Hestrin–Schramm substrates,
so far considered as reference substrates for cellulose-synthesizing micro-organisms [24].
The crystallinity of the cellulose obtained on the sweet potato medium was relatively low
at 27%. Fan et al. [25] also observed lower crystallinity of cellulose obtained on media
containing plant components.

Figure 1. XRD bacterial cellulose obtained from different medium. BC-N—bacterial cellulose from
standard medium, BC-SP—bacterial cellulose from sweet potato peel medium.

The conducted research also showed significant differences in the determined sizes of
crystallites in individual types of cellulose. It can be noted (Table 2) that bacterial cellulose
from sweet potato peel medium is characterized by a much larger crystallite size (70–94 Å
depending on the plane) compared to BC-N cellulose, where the crystallite size is in the
range of approximately 44–56 Å) (Table 2). The reason for this phenomenon can also be
seen as BC-SP is not a pure cellulose. On the subject, information can be found that bacterial
cellulose contains up to 90–95% pure cellulose, the remaining components may be fractions
of other polysaccharides, such as levane [26].

Table 2. Based structural properties of bacterial cellulose obtained from different medium broth.

Parameter BC-N BC-SP

Crystallite size (D) of (100) plane (Å) 44.4 70.3
Crystallite size (D) of (010) plane (Å) 56.4 94.1
Crystallite size (D) of (110) plane (Å) 50.2 77.6

Relative crystallinity (%) 65 27

Parameter BC-N (SD) * BC-SP (SD) *

Molar mass:
Number average Mn (kg/mol) 266 a (29) 336 b (11)
Weight average Mw (kg/mol) 791 a (14) 920 a (55)

Molar mass dispersity Ð 3.01 a (0.41) 2.75 a (0.28)
Polymerization degree DPw 4879 a (98) 5680 b (383)

* SD—standard deviations in parentheses. The different lowercase letters in row show different homogeneous
groups with the use of Tukey’s HSD test with α = 0.05.

Despite its low crystallinity, BC-SP is characterized by a higher degree of polymeriza-
tion compared to BC-N (Table 2). The reason for this can be seen in the greater availability
of saccharides in the sweet potato medium than in the standard medium containing only
sucrose. Sweet potatoes are a rich source of sugars, both mono and polysaccharides [27],
and the latter can be broken down by enzyme into simple sugars, which are then used by
micro-organisms not only for energy purposes but also in the process of polymer synthesis.
In addition, the medium based on plant ingredients is rich in compounds such as vitamins,
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minerals, and enzymes, which can additionally regulate cellular processes or affect complex
enzyme complexes involved in the biosynthesis of the polymer [28].

3.2. Microstructure Identification Using SEM

Figure 2 illustrates the surface cross-sections of bacterial cellulose. The cross-section
of the polymer obtained on the sweet potato peel medium differs significantly from that
obtained on the standard substrate. BC-N has a clearly layered structure in which the
individual layers are significantly folded and clearly visibly separated from each other.
Void spaces between the layers are observed. The cross-section of the BC-SP is completely
different. The individual layers of the polymer clearly adhere to each other, creating a
uniform structure. The cross-section structure is not folded, and the individual layers are
flat and firmly integrated with each other.

Figure 2. Cross-section of bacterial cellulose imaging by SEM with ×500 and ×1000 magnification:
(a) BC-SP; (b) BC-N.

3.3. Porosity of Bacterial Cellulose

Porosity is one of the most important morphological parameters of materials. It is
particularly important for the application of bacterial cellulose in papermaking [29] or as a
medical product [30]. Tang et al. [31] showed that the porosity of cellulose depends not only
on the conditions and method of cultivation but also on the polymer drying process. BC-SP
cellulose was characterized by a smaller number of pores than BC-N cellulose, which may
correlate with a greater degree of polymerization and thus a greater amount of microfibers
and a more compact structure, which was confirmed by SEM tests. The tested polymers
were characterized by exceptionally low porosity (Table 3). The low porosity of the two
types of polymers obtained may also be due to the mild drying conditions. Moreover, as
reported by Tang et al. [31], the carbon sources in the medium also have an effect on the
porous structure of cellulose. The observed morphological changes may be a consequence of
the use of microbiological media with a specific composition. Molina-Ramírez et al. [32] by
examining the different composition of the substrate on the morphology of the synthesized
cellulose using SEM scanning microscopy, showed that the nutrients contained in the
microbiological substrate affect the degree of porosity, which results from the density of the
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cellulose nanofiber network. Studies by other authors have shown that the synthesis of
bacterial cellulose on various types of substrates does not affect the size of the produced
nanofibers, but with some types of substrates a polymer is obtained with a larger amount
of micro- and nanofibrils [33]. The same authors also report that crystallinity is inversely
related to porosity. The larger the crystal size, the smaller the number of pores, which is
consistent with the results of this study.

Table 3. Porosity of bacterial cellulose.

Parameter BC-N (SD) * BC-SP (SD) *

Total volume of pore space 0.43 a (0.09) 0.18 b (0.08)
Total porosity (%) 3.27 a (0.11) 1.45 b (0.22)

* SD—standard deviations in parentheses. The different lowercase letters in row show different homogeneous
groups with the use of Tukey’s HSD test with α = 0.05.

In this study, the authors showed that cellulose obtained on the sucrose medium broth
was characterized by a greater porosity than the polymer synthesized on the medium with
sweet potato medium.

4. Conclusions

Culture media play a key role in the economic viability of bacterial cellulose synthesis.
Striving to lower the costs of cellulose production on a large scale, readily available and
cheap sources of carbon and nitrogen are sought. It seems that waste plant raw materials
can successfully replace commercial microbiological substrates, while significantly reducing
the costs of cellulose production for various applications. The sweet potato peel medium
has proven to be suitable for the synthesis of cellulose with specific quality features. The
research results presented in the paper show that the use of a microbiological medium broth
based on plant-based ingredients as a medium for the synthesis of bacterial cellulose has
an impact on the structural parameters of the polymer. In terms of polymer characteristics,
such as degree of polymerization or porosity, it seems that this type of support is better than
the standard, which is based solely on sucrose and peptone. The obtained polymer was
characterized by a higher degree of polymerization, lower porosity, and a more compact
structure. The degree of polymerization of SP-BC was over 14% higher than BC-N, and the
percentage of porosity of cellulose obtained on the sweet potato substrate was over two
times lower than BC-N. At the same time, from the point of view of crystallinity, the use of
a microbiological medium based on sweet-potato peel gives worse results than on a sucrose
and peptone based microbiological medium, which was only 27%. It can be concluded
that the usefulness of the microbiological medium based on sweet potatoes is desirable,
especially for applications of cellulose that should be characterized by a high degree of
polymerization, and in this direction, it should intensify the process of polymer synthesis.
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Abstract: Eutectic freeze crystallization (EFC) is a novel separation technique that can be applied
to treat brine solutions such as reverse osmosis retentates. These are often a mixture of different
inorganic solutes. The treatment of calcium sulphate-rich brines using EFC often results in gypsum
crystallization before any other species. This results in gypsum scaling on the cooled surfaces of
the crystallizer, which is undesirable as it retards heat transfer rates and hence reduces the yield of
other products. The aim of this study was to investigate and understand gypsum crystallization
and gypsum scaling in the presence of gypsum seeds. Synthetic brine solutions were used in this
research because they allowed an in-depth understanding of the gypsum bulk crystallization process
and scaling tendency without the complexity of industrial brines. A cooled, U-shaped stainless-
steel tube suspended in the saturated solution was employed as the scaling surface. This was
because a tube-shaped surface enabled the introduction of a constant temperature cold surface in the
saturated solution and most industrial EFC crystallizers are constructed from stainless steel. Gypsum
seeding was effective in decreasing the mass of scale formed on the heat transfer surface. The most
effective seed loading was 0.25 g/L, which reduced scale growth rate by 43%. Importantly, this
seed loading is six times the theoretical critical seed loading. The seeding strategy also increased
the gypsum crystallization kinetics in the bulk solution, which resulted in an increase in the mass
of gypsum product. These findings are relevant for the operability and control of EFC processes,
which suffer from scaling problems. By using an appropriate seeding strategy, two problems can be
alleviated. Firstly, scaling on the heat transfer surface is minimised and, secondly, seeding increases
the crystallization kinetics in the bulk solution, which is advantageous for product yield and recovery.
It was also recommended that the use of silica as a seed material to prevent gypsum scaling should
be investigated in future studies.
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1. Introduction

South Africa is an industrialized semi-arid country [1] that produces numerous saline
solutions. Reverse osmosis (RO) is an economical and energy efficient way of treating these
saline solutions. However, a highly concentrated brine stream (reverse osmosis retentate)
is produced in the process, which must be treated before disposal. The brine production
in South Africa is forecast to reach a peak daily production of 17,000 m3/day in 2030
compared to approximately 3000 m3/day in 2010 [2,3].

Conventional brine disposal methods in South Africa include discharging the brine
into lined evaporation ponds, the use of mechanical evaporators, and injecting the brine into
deep wells [3]. The main limitation of these methods is their inability to fully separate the
brine into reusable products. As an example, evaporative methods result in the formation
of a sludge, which is a mixture of salts that needs another disposal method [4]. In contrast,
Eutectic Freeze Crystallization (EFC) is theoretically able to fully separate the brine into its
constituents, thus having an advantage compared to evaporative methods.

Eutectic Freeze Crystallization (EFC) is a novel brine treatment process for separating
the salts from water by cooling the brine to sub-eutectic temperatures. This results in
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the co-crystallization of ice and salts. The ice naturally floats to the top, because it is less
dense than the brine, and the salts sink, because they are denser than the brine, making
the products separable [5]. The salts produced can be sold depending on their purity and
production quantities.

The treatment of calcium sulphate-rich brines, such as reverse osmosis retentates,
using EFC, results in the formation of calcium sulphate dihydrate (gypsum) scale deposits
on the cooled surfaces of the crystallizers and surfaces of ancillary equipment. This is due
to the sparingly soluble nature of gypsum in water. Gypsum scaling is undesirable because
the scale forms an insulating layer on the crystallizer heat exchange surfaces, thus retarding
heat transfer rates and thereby lowering yields. Gypsum scaling also results in frequent
stoppages to clean the scale layer.

Scaling or crystallization fouling is a process in which a deposit forms on a surface.
This is due to either bulk crystallization followed by adhesion onto the surface or hetero-
geneous nucleation and growth on the surface [6]. Gypsum scaling due to adhesion is
common for membrane processes [7–9]. Gypsum scaling on hot surfaces is a result of hetero-
geneous nucleation and growth [10,11]. There is no literature available for gypsum scaling
mechanisms under cooling or freeze crystallization conditions, as previous studies [11–15]
were conducted under heating crystallization conditions due to the recurrence of gypsum
scaling in the handling of geothermal brines for energy production and water distillation.

Heterogeneous nucleation is a form of primary nucleation induced by foreign sur-
faces such as dust and vessel walls [16]. The nucleation energy barrier for heterogenous
nucleation is higher than that for secondary nucleation. Secondary nucleation occurs in the
presence of crystals of the material to be crystallized [17,18]. Seeding with parent crystals
of the solute in a supersaturated solution lowers the nucleation energy barrier for the
dissolved solute particles to crystallize [18].

Seed quality, seed surface area, and seed loading influence the effectiveness of a
seeding protocol. Characteristics such as surface smoothness of seed crystals and the
structural integrity of the seed crystals constitute the quality of the seeds. Jagadesh and
co-workers [19] observed that precipitated potassium seeds were the most effective seed
type to precipitate potassium alum from its solution compared to ground and commercial
potassium seeds. This may have been due to the precipitated seed crystals having fewer
strains in their crystal lattice, which are usually induced through milling. The strains in the
crystal lattice are known to dampen the ability of crystals to grow [20].

Seed loading is a measure of the mass of seeds per unit volume of the supersaturated
solution. The critical seed loading refers to the minimum amount of seeds required to pro-
mote growth without prior nucleation [21]. Doki and co-workers [22] give two correlations
that can be used to determine the critical seed loading for a system. Equation (1) is used to
determine the critical seed loading ratio using the mean seed crystal size, Ls.

C∗
R = 2.17 × 10−6 L2

s (1)

where C∗
R = critical seed loading ratio;

Ls = mean seed crystal size (μm).
Equation (2) is then used to determine the critical seed loading of the system, using

the critical seed loading ratio determined above, as well as the theoretical yield and the
volume of the solution.

C∗
S = C∗

R × WT
V

(2)

where C∗
S = critical seed loading (g/L)

WT = theoretical yield of the salt (g)
V = volume of the solution (L)
It has been found that specific seed surface area plays an important role. Wang and

co-workers [23] showed that 25 μm seed crystals were the most effective in enhancing bulk
crystallization compared to larger crystals; 48 μm and 75 μm.
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Higher seed loading introduces more surface area for nucleation and growth in the
system and thus increases the crystallization rate of the target material. Liu and Nancol-
las [24] observed that the induction time for gypsum crystallization was shortened by
increasing the seed loading from 0.42 to 1.89 g/L. However, the addition of an excessive
number of seeds above the critical seed loading was observed to have no pronounced effect
on gypsum crystallization kinetics [24].

Seeding has been employed in batch crystallization systems to control the crystal size
distribution of the product crystals [19,21,22,25]. It is also an established method to enhance
bulk crystallization of the target salt or ice in the EFC context [26–28]. Bulk crystallization
of gypsum from a reverse osmosis brine was increased significantly when the brine was
seeded with gypsum crystals [29].

A few studies on the use of seeding as a method to prevent scaling have been published.
Adams and Papangelakis [30] observed that introducing gypsum seed crystals at 10 g/L
in a laboratory scale neutralization reactor resulted in a 50% decrease in the mass of
scale formed at 70 ◦C. Wang and co-workers [23] established that seeding was more
effective in preventing scaling in brine transportation pipes compared to brine dilution.
Gainey et al. [31] reported that seeding in evaporators resulted in the elimination of the
calcium sulphate scale at the Rosewell laboratory and pilot plants. The actual details of the
seed characteristics and seed loading were not published.

In this work, seeding was tested as a method to prevent scaling under cooling crystal-
lization conditions. The aim of the study was to investigate and understand the interaction
of gypsum crystallization in the bulk and gypsum scaling on the crystallizer surfaces in the
presence of gypsum seeds.

2. Materials and Methods

2.1. Experimental Equipment

The experiments were conducted using the apparatus shown in Figure 1. A jacketed
and insulated glass crystallizer with a working volume of 1.25 L was used. A U-shaped
stainless-steel tube, 290 mm long with an outer diameter of 3.18 mm, was suspended from
the lid into the supersaturated solution. The tube was maintained at 0.0 ◦C by a Lauda
Proline PP855 thermostatic unit (Lauda, Germany), which circulated polydimethylphenyl-
siloxane (Kryo 51™) through it to cool the solution from 22.3 to 3 ◦C.

The jacket of the crystallizer was maintained at 2.5 ◦C by a Lauda ECO RE1050G
thermostatic unit (Lauda, Königshofen, Germany), which circulated polydimethylphenyl-
siloxane (Kryo 51™, Lauda, Königshofen, Germany) through it. The temperatures of the
bulk solution, coolant into and out of the tube, and coolant into and out of the jacket of the
crystallizer were measured to an accuracy of ±0.01◦C, at 3-s intervals, using platinum resis-
tance thermometers (Pt100) (Tempcontrol, Nootdorp, The Netherlands). The thermometers
were connected to a CTR5000 precision bridge (ASL, Horsham, UK), which communicated
with the computer via the ULog software (Ulog V6, ASL WIKA, Manchester, UK). A 4-blade
pitched-blade impeller, attached to an overhead stirrer, was used to agitate the solution
inside the crystallizer.
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Figure 1. Batch crystallizer with cooled stainless-steel tubing suspended from the lid.

2.2. Feed Solution Preparation

The brine solution was prepared by reacting equal quantities of 0.11 M Ca(OH)2
(Merck, Modderfontein, South Africa) and 0.11 M H2SO4 (Sigma-Aldrich, Modderfontein,
South Africa) in order to prepare a supersaturated calcium sulphate–water solution as
illustrated by the reactions in Equation (3). The average concentration of the feed solution
was 6.13 g/L CaSO4, as shown in Figure 7, resulting in an average starting supersaturation,
S, of 7.71 that was calculated using the Debye–Huckel theory.

Ca(OH)2(aq) + H2SO4 = CaSO4(aq) + 2H2O (3)

Feed solution preparation was not possible through dissolving reagent grade gypsum
powder in de-ionised water because of the sparingly soluble nature of gypsum. The
suspension formed from the reaction was filtered through a 0.22 μm cellulose acetate
membrane (Kimix Chemical and Lab Supplies, Cape Town, South Africa) held by a 250 mL
Merck Millipore glass holder connected to a vacuum pump at room temperature (23.5 ◦C).
However, this filtration step does not completely eliminate nano fraction particles as
determined by Oshchepkov and co-workers [32]. The filtrate was used as feed solution due
to technological limitations to further remove nano-sized particles.

2.3. Seeds Preparation

Gypsum seeds were precipitated by mixing equal quantities of aqueous 0.6 M sodium
sulphate solution (Merck, Modderfontein, South Africa) and 0.6 M calcium chloride solution
(Merck, Modderfontein, South Africa) as illustrated by Equation (4). The resistivity of
deionised water used to prepare both solutions was 10.9 MΩ-cm.

Na2SO4(aq) + CaCl2(aq) + 2H2O = CaSO4·2H2O(s) + 2NaCl(aq) (4)

Calcium chloride solution was added one drop at a time to sodium sulphate solution
at 70 ◦C to allow slow distribution of the supersaturation and precipitation of needle-type
gypsum crystals. This method was adapted from Liu and Nancollas [24]. The suspension
formed was filtered through a 0.22 μm cellulose acetate membrane held by a 250 mL Merck
Millipore glass holder connected to a vacuum pump. Gypsum crystals were repeatedly
washed with 0.50 L of deionised water to remove sodium chloride before they were dried.

2.4. Experimental Procedure

Briefly, 1.25 L of the feed solution was measured and transferred into the crystallizer.
The overhead stirrer was set to 450 rpm, which is equivalent to a Reynolds number, (Re)
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of 4.21 × 105, and the thermostatic units were switched on to start the experiment. Seed
crystals with a mean size of 58 μm were added into the crystallizer at the start of the
experiments in which seeding was employed.

At the end of the experiment, the thermostatic units and the overhead stirrer were
switched off. The tube was removed from the lid and allowed to dry before it was weighed.
The suspension in the crystallizer was filtered using the same apparatus as above and the
filtrate was analysed for sulphate ion concentration.

2.5. Measurement/Analytical Techniques

The sulphate concentration for the feed solution and spent solution was analysed
using the turbidimetric method. In this method, the sulphate ion is converted to barium
sulphate through addition of barium chloride dihydrate (Merck, Modderfontein, South
Africa) and the turbidity of the suspension is measured. A photometer (Merck Spectroquant
Nova 60, Merck, Modderfontein, South Africa) set at a wavelength of 410 nm was used.

The mass of the scale was determined arithmetically from the difference between the
mass of the scaled tube and the mass of the clean tube, which were both measured using
a digital scale (Mettler™ Toledo ML204, Greinfensee, Switzerland) with an accuracy of
±0.0003 g.

Crystal size and morphology of the scaled tube were analysed using a Scanning
Electron Microscope (Tescan™ MIRA3 Rise, TESCAN, Brno-Kohoutovice, Czech Republic).

3. Results and Discussion

3.1. Seed Crystals

Figure 2 shows SEM micrographs of the seeds. The seed crystals were a mixture of the
needle-type habit and prisms.

  
(a) (b) 

Figure 2. Micrographs of the seed crystals. Scale bar = 100 μm in 4.2 (a) and 50 μm in 4.2 (b).

The crystal size distribution of the seed crystals is presented in Figure 3. An average
of three samples was taken and most of the seed crystals (61%) were below 55 μm in size.
The mean size of the seed crystals was 57 μm with a modal size of 26 μm.
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Figure 3. Crystal size distribution of gypsum seed crystals.

3.2. Preliminary Experiments

It was established that the required experiment run time was 4 h for a measurable
mass of gypsum scale to be deposited on the stainless-steel tube. The mass of gypsum scale
recorded was 0.045 g. The bulk solution temperature was 3 ◦C at the time of stopping the
experiment. There was negligible mass of gypsum scale on the inner wall of the crystallizer.
A temperature of 3 ◦C was maintained in all experiments as this allowed the study of
gypsum scaling, testing the effectiveness of gypsum seeding, without the complexity
caused by ice formation.

Figure 4 shows the micrographs of the scaled tube after running the experiment. The
lighter phase represents the stainless-steel tube surface and the darker phase represents
gypsum crystals. There was also a very thin layer of finely grained crystals, which could
have been due to the adhesion of gypsum crystals when the tube was left to dry.

   
(a) (b) (c) 

Figure 4. Micrographs of a scaled tube after running the experiment for 4 h. Scale bar = 100 μm (a),
50 μm (b) and 20 μm (c) respectively.

The micrographs presented in Figure 4 show that the tube was not fully covered with
scale after running the experiment for 4 h. Needle-type crystals grew normal to the plane
of the tube into the bulk solution; although, the expectation was that they would grow
along the cold tube surface, which provided high local supersaturation conditions. This

134



Crystals 2022, 12, 342

was due to the difference in the crystallographic structure of stainless steel and gypsum,
which inhibited the growth of crystals along the plane of the tube. It is also possible that
the integration of gypsum lattice units into the scale crystals that crystallized first on the
tube could have caused the gypsum crystals to grow into the bulk solution. There were
tiny crystals that were lying parallel to the tube, possibly due to the adhesion of crystals
precipitated in the bulk solution or shearing of crystals by fluid motion. The fluid motion
around the tube was turbulent (Re = 4.21 × 105).

The experiment duration was increased further by 6 h to develop an understanding of
how the scale crystals grew. The mass of scale deposited on the tube was 0.080 g and the
final temperature of the solution was 3 ◦C. The longer experiment time did not change the
predominant habit of crystals, with needle-type crystals of varying lengths constituting the
scale layer. Growth of the crystals was also into the bulk solution, which resulted in small
‘islands’ of the tube that were not fully covered with gypsum scale.

An increase in the duration of the experiment to 24 h resulted in an increase in the
mass of gypsum scale that deposited on the stainless-steel tube. However, the increase was
not linear as was the case when the experiment duration was further increased to 48 h from
24 h. This was due to the decrease in the supersaturation of the system with time. Choi
and co-workers [33] asserted that gypsum crystallization rates decrease in batch tests as
the calcium ion concentration decreases. The mass of gypsum scale deposited on the tube
after 24 h and 48 h was 0.179 g and 0.260 g, respectively. Figure 5 shows the increase in the
mass of scale deposited on the tube as the run time was increased.
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Figure 5. Mass of gypsum scale deposited on the stainless-steel tube as a function of time.

Figure 6 shows the micrographs of the scaled tube after 48 h. In the micrographs, the
darker phase represents the stainless-steel tube surface, and the lighter phase represents
gypsum crystals.
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(a) (b) (c) 

Figure 6. Micrographs of a scaled tube after running the experiment for 48 h. Scale bar = 100 μm (a),
50 μm (b) and 20 μm (c) respectively.

Figure 6a shows that the scale layer was predominantly composed of needle-type
crystals varying in length between 40 and 100 μm. Most of the smaller sized crystals were
on the top surface of the scale layer while the larger sized crystals were underneath. This
was possibly because the underlying crystals crystallized first and had more time to grow
and, hence, became larger than the top surface crystals.

Figure 6c shows attachment of smaller sized crystals to the larger crystals. This could
have been due to the underlying crystals serving as growth sites for subsequent scale
crystals. There was crystal twinning during scale layer growth as depicted in Figure 6a,b
(white circles). The twinning may have resulted from the combination of moderate su-
persaturation conditions at the start of the experiment, prolonged growth time, and close
contact with the cold tube surface where heat transfer was the highest.

Analysis of the micrographs of the scaled tube acquired after each preliminary exper-
iment enabled the formulation of a possible mechanism of gypsum scaling on the tube,
even though it was not conclusive. Gypsum scale layer was predominantly composed
of needle-type crystals showing that the stainless-steel tube did not alter its habit under
moderate supersaturation conditions present in the system. This is similar to what was
observed by Amjad [10], although on a brass tube. The phenomenon would support the
notion of gypsum scaling through adhesion. However, the plausible reasons for gypsum
scaling through adhesion were outweighed by those for heterogeneous nucleation and
supported by the micrographs.

It was proposed that gypsum scaling on the stainless-steel tube most likely proceeded
via heterogeneous nucleation followed by growth. The growth of the scale layer crystals
was into the bulk solution. Gypsum scaling was found to begin between 0 and 30 min.
Based on this, it was decided that gypsum seeds would be added at the beginning of
the experiment.

3.3. Effect of Increasing Gypsum Seed Loading on Gypsum Scale Formation

Synthetic gypsum seeds of the type described earlier were used. At the time the
experiments were stopped, the calcium sulphate concentration was on average 5.33 g/L,
which is above the thermodynamic equilibrium concentration of 2.27 g/L at 3 ◦C [34].
Since the calcium sulphate concentration in the spent solutions was double the equilibrium
concentration, more gypsum may have theoretically crystallized from the solution if the
experiments were run for longer. Gypsum crystallization kinetics were generally slow.
Figure 7 is a graphical representation of the changes in solution concentration from feed to
spent solution for 4-h run times plotted on the same axis for the different experiments.
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Figure 7. CaSO4 concentration in solutions as a function of gypsum seed loading.

The graph shows that the average change in concentration between the feed solution
and the spent solution for all seed loadings was 1.0 g/L CaSO4. At seed loadings less than
0.50 g/L, the least average change in concentration of 0.50 g/L CaSO4 was recorded while
at 1.0 g/L this change in concentration was 1.76 g/L CaSO4. The significant concentration
change at higher seed loading was a result of faster gypsum crystallization kinetics.

Figure 8 shows the mass of gypsum scale that deposited on the tube and the mass of
gypsum that crystallized in the bulk solution as a function of gypsum seed loading. The
x-axis is from a minimum value of −0.2 to show the data points at 0.0 g/L. Figure 8 shows
that the mass of gypsum that deposited on the stainless-steel tube was several orders of
magnitude less than the mass of gypsum that crystallized in the bulk solution.

The mass of gypsum that crystallized in the bulk solution increased rapidly as gypsum
seed loading was increased due to faster gypsum crystallization kinetics. The increase in
seed loading increased the available surface area with favourable energetics for gypsum
growth to occur. In addition, the abundance of gypsum crystals in suspension increased
crystal–crystal, crystal–impeller, and crystal–crystallizer surface collisions. These collisions
increased the rate of secondary nucleation, which requires the lowest activation energy;
thus, crystallization kinetics increased. The observed increase in crystallization rates as the
seed loading was increased corroborated the results found by Choi and co-workers [33],
where they observed that the induction time shortened in the presence of seeds compared
to unseeded solutions.

Although the tube was the heat transfer surface area and the coldest part of the
apparatus, causing high local supersaturation, less mass of gypsum crystallized on it than
in the bulk solution. This is because the surface area provided by the tube (28.9 cm2)
was very small compared to that provided by the bulk solution (1415 cm2) and the seed
material. Surface area is a key determinant of crystallization rate processes. The surface
area provided by the bulk solution was calculated using the internal dimensions of the
crystallizer. It was difficult to quantify the surface area provided by gypsum seeds at
the different seed loadings due to technological limitations. In addition, the surface area
provided by the tube had poor energetics for gypsum nucleation and growth compared to
the gypsum seeds.
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A zoomed view of Figure 8 showing the change in the mass of gypsum scale with
increase in gypsum seed loading is presented in Figure 9. The x-axis has a minimum value
of −0.2 to show the data point at 0.0 g/L.
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Figure 9. Seed loading against mass of gypsum scale deposited on the tube.

Figure 9 shows that the highest mass of gypsum scale deposited on the tube in the
control experiment. The mass of scale deposited on the tube decreased in the presence of
gypsum seeds because the added seeds consumed some of the available supersaturation to

138



Crystals 2022, 12, 342

sufficiently low levels to decrease the rate of heterogenous nucleation on the tube, but still
promoting secondary nucleation in the bulk solution. An increase in gypsum seed loading
(specific surface area) decreased the mass of scale up to the seed loading of 0.25 g/L. Beyond
the seed loading of 0.25 g/L, a further increase in gypsum seeds resulted in an increase
in the mass of gypsum scale deposited. Although the mass of gypsum scale deposited on
the tube increased at seed loadings greater than 0.25 g/L, it was still less than the amount
deposited in the control experiment without seeding.

Contrary to expectation, the mass of gypsum scale deposited on the tube when the
critical seed loading was employed was not the lowest. It was anticipated that the mass
of gypsum scale deposited on the tube would be the least at the critical seed loading
because this seed loading is associated with growth without any prior nucleation. Hence, at
seed loadings greater than the critical seed loading the surface area provided by the seeds
would have been in excess compared to the available supersaturation. Instead, the lowest
mass of scale deposited on the tube was realised when a seed loading approximately six
times higher than the critical seed loading (0.25 g/L) was employed. This deviation could
have been because the surface area provided by the critical seed loading was too small to
sufficiently reduce nucleation on the stainless-steel tube surface any further.

In addition, the calculated contact angle for gypsum nuclei to form on a stainless-steel
surface was small. The contact angle calculation was done using Equation (A1) provided
in the Appendix A together with the values from literature which were used (Table A1).
A range of the contact angle was determined since the dispersive component of gypsum
surface free energy was found as a range. The contact angle range found was 16◦ to 50◦.
The lower limit of the contact angle range implies the degree of wetting was high, thus
heterogeneous nucleation of gypsum on stainless-steel occurred easily. The respective
surface energy reduction factors, f (∅), for the contact angles calculated using Equation (A2)
(see Appendix A) were 0.001 and 0.08. This shows that the nucleation work on the stainless-
steel tube which needed to be overcame by the dissolved gypsum molecules was low.

The relative ease of gypsum to heterogeneously nucleate [17,18] on the stainless-steel
tube as determined from the contact angle calculations may have hampered the ability of
gypsum seed crystals to sufficiently reduce heterogeneous nucleation. Figure 9 shows that
increasing gypsum seed loading six times from 0.04 to 0.25 g/L only resulted in a further
25% reduction in scale mass.

At seed loadings greater than 0.25 g/L, the specific surface area provided by the seeds
could have been in excess for this system since the contact angle calculations showed that
the degree of wetting on stainless-steel tube was relatively high, resulting in some of the
seed crystals possibly adhering onto the tube surface. It should be noted that the scaling
mechanism postulated for these experiments in which gypsum seeding was employed is
different to the one for the preliminary experiments where there was no seeding. This is
because the presence of gypsum seeds in relatively high quantities (0.50 and 1.0 g/L) made
adhesion a possibility. However, this may not have been to a great extent since the mass of
scale deposited on the tube in these experiments remained lower than that deposited in the
control experiment.

The total amount of gypsum crystallized from the experiment was computed as the
sum of the mass of gypsum scale and the mass of gypsum crystallized in the bulk solution.
Figure 10 shows the total mass of gypsum crystallized as a function of gypsum seed loading.

The graph shows that the total mass of gypsum crystallized from the solution was
much less than the theoretical yield expected. Theoretical yield was calculated using the
feed solution concentration and the thermodynamic equilibrium concentration at 3 ◦C.
This may have been due to slow gypsum crystallization kinetics stated earlier. Preliminary
experiments, which were ran for 48 h, did not yield a spent solution concentration that is
comparable to the thermodynamic equilibrium concentration.

Figure 11 shows the micrographs of the scaled tube at different seed loadings. The light
phase represents the stainless-steel surface while the dark phase represents gypsum crystals.
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Figure 10. Total mass of gypsum crystallized as a function of gypsum seed loading.

   
(a) (b) (c) 

  

 

(d) (e)  

Figure 11. Micrographs of the scaled tube (a) control experiment, (b) CS = 0.04 g/L , (c) CS = 0.25 g/L,
(d) CS = 0.50 g/L, (e) CS = 1.0 g/L. Scale bar = 100 μm.

The micrographs show that the predominant habit of the crystals that formed the scale
layer was needles. An increase in gypsum seed loading led to fewer scale layer crystals
per unit area of the tube because some of the available supersaturation was consumed
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by the seeds, leaving less available for heterogeneous nucleation and growth on the tube.
Additionally, more gypsum seed crystals meant fewer prism-shaped crystals in the scale
layer, as some of the supersaturation for growth of needle-type crystals into prisms was
consumed by the gypsum seeds.

The growth direction of the crystals that formed the scale layer was comparable to that
which was observed in the preliminary experiments at different durations. Figure 12 shows
the normalized growth rate of the scale layer as a function of seed loading. The minimum
on the x-axis (−0.2) was chosen to ensure the data point at 0.0 g/L would show clearly.
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Figure 12. Normalized gypsum scale growth rate as a function of seed loading.

The graph shows that the normalised scale growth rate followed the same trend as
was observed for the mass of scale deposited on the tube (Figure 9). The normalised scale
growth rate was calculated by dividing the mass of gypsum scale by the product of the
experiment duration and the tube surface area (same divisor). The experiment duration
and the tube surface area were constants, hence the similarity in the trends.

The micrographs of the crystals recovered from the suspension at the end of each
experiment are presented in Figure 13. The light phase represents the gypsum crystals and
the dark phase represents the mounting glue.

The micrographs show that in the control experiment (Figure 13a), the crystals in
the bulk solution were composed predominantly of needle-type crystals. There was evi-
dence of some crystal twinning (white circles). The addition of 0.04 g/L seed crystals to
the system decreased the proportion of needle-type crystals and the degree of twinning
(Figure 13b). As the seed loading was increased, the habit of the crystals transformed from
being predominantly needle-type to prisms. This was because in the absence of seeds, the
supersaturation was relatively high and numerous crystallites were birthed. The available
supersaturation was distributed among the crystallites for their growth, which resulted in
needle-type habit. The presence of seeds and increase thereof possibly reduced the degree
of nucleation and promoted crystal growth resulting in the formation of prisms.
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(a) (b) (c) 

  

 

(d) (e)  

Figure 13. Micrographs of the solid suspension at the end of the experiment (a) control experiment,
(b) CS = 0.04 g/L, (c) CS = 0.25 g/L (d) CS = 0.50 g/L, and (e) CS = 2.01 g/L. Scale bar = 100 μm.

4. Conclusions

Gypsum scale formation on the cooled stainless-steel tube was most likely a result of
heterogenous nucleation and growth. The micrographs of the scaled tube showed that the
rough patches on the stainless-steel tube were nucleation sites for gypsum scale.

Gypsum seeding was effective in decreasing the mass of gypsum scale deposited on
the stainless-steel tube. This was attributed to the gypsum seeds providing a surface area
that had favourable energetics for gypsum crystallization compared to the tube surface.
The most effective seed loading was 0.25 g/L.

The amount of gypsum crystallized in the bulk solution increased as gypsum seed
loading was increased. This was due to the increase in specific surface area that had growth
sites on which gypsum dissolved in solution could crystallize.

These findings are relevant for the operability and control of EFC processes, which
suffer from scaling problems. By using an appropriate seeding strategy, two problems
can be alleviated. Firstly, scaling on the heat transfer surface is minimised and, secondly,
seeding increases the crystallization kinetics in the bulk solution, which is advantageous
for product yield and recovery.

This is of great importance towards scaling-up EFC for industrial applications. Beyond
that, seeding to prevent scaling has potential applicability in other processes where the scale
is regarded a product and/or purity is of importance, thus making addition of polymeric
scale inhibitors undesirable.

5. Recommendation

There is need to investigate the effect of silica as a seed material to prevent gypsum
scale formation. The gypsum crystallized in the bulk solution was still to a greater extent
composed of fines, which poses separation problems in EFC. Silica is a robust and inert
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material that can ideally maintain its structural integrity throughout the experiment. If
gypsum dissolved in solution can crystallize on silica, then there is a possibility of yielding
coarser silica-gypsum crystals that may be relatively easy to separate from ice during EFC.
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Appendix A

γsl = γcs + γclcosθ (A1)

ΔG′
Heterogeneous = f (∅)ΔG′

Homogeneous (A2)

Table A1. Parameters used to calculate contact angle.

Parameter. Value/Range (mJ/m2) Source

Stainless-steel surface free energy, γs 37 [35]

Dispersive component of stainless-steel surface free
energy, γd

s
33.72 [36]

Water surface tension, γl 72.8 [37]

Dispersive component of water surface tension, γd
l 21.8 [37]

Gypsum surface free energy, γg 37 [18]

Dispersive component of gypsum surface free energy, γd
g 25.7–47.1 [37]
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Abstract: The continuous vacuum screw filter (CVSF) for small-scale continuous product isolation
of suspensions was operated for the first time with cuboid-shaped and needle-shaped particles.
These high aspect ratio particles are very common in pharmaceutical manufacturing processes and
provide challenges in filtration, washing, and drying processes. Moreover, the flowability decreases
and undesired secondary processes of attrition, breakage, and agglomeration may occur intensively.
Nevertheless, in this study, it is shown that even cuboid and needle-shaped particles (L-alanine) can be
processed within the CVSF preserving the product quality in terms of particle size distribution (PSD)
and preventing breakage or attrition effects. A dynamic image analysis-based approach combining
axis length distributions (ALDs) with a kernel-density estimator was used for evaluation. This
approach was extended with a quantification of the center of mass of the density-weighted ALDs,
providing a measure to analyze the preservation of the inlet PSD statistically. Moreover, a targeted
residual moisture below 1% could be achieved by adding a drying module (Tdry = 60 ◦C) to the
modular setup of the CVSF.

Keywords: continuous manufacturing; pharmaceutical manufacturing; continuous crystallization;
continuous particle isolation; filtration; washing; needles; drying

1. Introduction

The small-scale production of active pharmaceutical ingredients (APIs) has been
traditionally performed in batch mode, including all process steps from raw material
treatment to the final drug formulation [1–3]. Much effort has been made to mirror the
progress achieved in continuous pharmaceutical reaction technology in the development
of continuous crystallization apparatuses by realizing various concepts [1,4–8]. Since
crystallization steps are included in more than 90% of API manufacturing processes, a
high potential is seen in reliable continuous end-to-end manufacturing processes [5,9,10].
The major benefits of these integrated processes are the elimination of batch-to-batch
variability, an increase in capacity either through parallelization of units or simply through
longer plant run times, and a shorter time-to-market [5,6,11–14]. The latter arises with
the opportunity to directly use the equipment designed in the research and development
of a small-scale apparatus concept. Moreover, high-purity continuous crystallization is
nowadays seen as the first downstream step to selectively determine the final product
properties regarding the particle size distribution (PSD) and particle shape [1,4]. Thus,
preserving the produced quality attributes is a crucial requirement for all subsequent
isolation steps, namely, filtration, washing, and drying to achieve free-flowing particles
usable for secondary processing.

Various research groups using different apparatuses showed recent advances in small-
scale continuous product isolation. Alconbury Weston Ltd. launched the continuous filter
carousel (CFC) to the market. A multitude of current publications shows the potential of
automated, cyclic batch filtration in the CFC [9,15–22]. A second concept, the continuous
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rotary plate filter (CRPF) was invented as part of an integrated continuous manufacturing
pilot plant of Continuus Pharmaceuticals. Recent studies showed the potential of combined
filtration and washing in the CRPF as a part of an end-to-end continuous manufacturing
process [10,23–26].

We developed the modular continuous vacuum screw filter (CVSF) in our research
group and patented this innovative apparatus in 2021 [27]. The CVSF is used to efficiently
perform all necessary product isolation steps after a preceding small-scale continuous
crystallization in a fully continuous operation [27–31]. It provides salient features as
its modularity allows a rapid adaption to varying material systems and throughputs.
The CVSF is designed for a typical API production rate of 250–1000 kg per year, which
can be transferred to an approximated volume flow rate of 10–100 mL min−1 of feed
suspension [28]. It can be used in flexible modular connections of filtration, washing, and
drying modules. The first characterization studies were performed with a well filterable
model system of L-alanine/water resulting in bipyramidal particles [28,29]. For this system,
suitable residual moistures of approx. 1% with a preserved PSD were obtained using two
washing modules without an extra drying module [29]. Moreover, a narrow residence
time distribution of the solid phase (RTDs) was defined as a fundamental requirement
and thus, systematically proven in previous works [28,29]. A narrow RTDs is thereby
explicitly demanded by the American Food and Drug Administration to ensure material
traceability [32]. Furthermore, stable steady-state operation for more than one hour was
demonstrated and product loss was negligible [29].

It is well known that particle bulk porosity, which is mainly defined by the particle
shape and the width of the PSD, highly influences the processability with regard to filter-
ability and solids handling [33]. To illustrate the dependence of particle shape on bulk
properties, an analysis of five parameters (porosity, flowability, flow rate, tensile strength,
and angle of internal friction) was performed by Pudasaini et al. using six different crystal
habits of acetylic salicylic acid [34]. In general, higher aspect ratio shapes result in higher
porosity and lower flowability. On the one hand, a higher porosity may influence the
filterability of the crystals resulting in the potential need for additional modules to reach
targeted residual moistures. On the other hand, a lower flowability may lead to breakage
issues in the CVSF owing to increased compression.

Thereby, solid–liquid separation using filtration is highly dependent on the properties
of the particles used. Besides device-specific constants (e.g., filter area, filter material, and
pressure difference), the dehumidification challenges vary with particle size, cake porosity,
and particle morphology [33]. Regarding the ‘crystal process chain’, these component-
specific parameters are defined mainly by the preceding crystallization step. Thus, CVSF
operability with various particle properties is an essential requirement for widespread
industrial application. The above-mentioned bipyramidal L-alanine particles showed good
filterability and a low breakage tendency due to their approximate spherical structure.
However, for pharmaceutical crystals, smaller particle sizes between 50–500 μm and a
mean particle size of around 80 μm is targeted to enable direct compression while still
enabling dissolution in the human body [35]. Additionally, more anisotropic structures
such as cuboid-shaped or needles-shaped particles are common for APIs [34,36,37]. The
smaller particle size and varying shape result in a more challenging separation task defined
by the filter cake resistance [33,38]. Referring to the Carman–Kozeny equation, higher
residual moisture at the end of the filtration and washing process is expected for decreasing
particle size, due to an increased filter cake resistance [33]. Therefore, a longer deliquoring
time may be necessary. Moreover, for increasing aspect ratios the porosity often increases
because particles with high aspect ratios tend to create high-porosity bulk solids [33]. This
leads to a higher residual moisture at a constant liquid saturation degree after filtration or
washing and therefore more pore liquid (higher free volume due to increased porosity) has
to be evaporated during the subsequent drying process compared with spherical particles.
Furthermore, for more elongated particles, major risks are particle breakage or increased
attrition and agglomeration [39].
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Especially for high aspect ratio particles, challenges regarding the measurement and
evaluation are still remaining, since the calculation of the equivalent diameter deq as
one-dimensional size descriptor is not suitable [39,40]. Therefore, various approaches for
image-analysis-based measurements and simulations were developed in the past [38,40–43].
Especially in the group of Mazzotti [40–42], a multitude of scientific papers were published
introducing the axis length distribution (ALD) as a two-dimensional approach using
automated image analysis. ALDs show the corresponding particles with their respective
major and minor axis lengths in a 2D illustration. From this, a sole qualitative comparison
is possible and statements regarding changes in particle sizes are possible. Nevertheless,
to the best of our knowledge, corresponding quantitative values as known from spherical
particles (e. g., d50, d90–d10) have not yet been determined. However, this is an important
prerequisite to being able to provide a quantitative statement about possible changes of the
particle size before and after particle isolation.

The objective of this study is to demonstrate the broad applicability of CVSF for
particles with varying aspect ratios and mean particle sizes while maintaining PSD and
reducing residual moisture to free-flowing particles. As a first step, a quantitative measure
is introduced enabling comparison of ALDs using 2D image analysis. Afterwards, crystal
suspensions of L-alanine crystallized from aqueous solution with different L-glutamic acid
concentrations were filtered. L-glutamic acid acts as a habit modifier and inhibits crystal
growth selectively so that pure L-alanine crystals with varying shapes and sizes result. The
following requirements are addressed:

1. Maintaining ALD through particle isolation process
2. Reducing residual moisture also for higher aspect ratios

2. Materials and Methods

2.1. Substances Used

As model material system L-alanine/water is chosen. It presents an intensively in-
vestigated system at our group and is well-known regarding multiple properties such as
aqueous solubility, crystal morphology, solids handling, and cooling crystallization behav-
ior. As solely used in previous works regarding the CVSF, this model system is further
used to increase the comparability to the results obtained. L-alanine is purchased from
Evonik Industries AG, Essen, Germany (purity 99.7%). As solvent ultrapure, deionized and
bacteria-free filtered water (Milli-Q® Advantage A10, 0.05 μS cm−1, Merck KGaA, Darm-
stadt, Germany) is used. The solubility curve c∗ of L-alanine/water can by approximated
by Equation (1) [44].

c∗
(

gala gsolution
−1
)
= 0.11238· exp

(
9.0849·10−3·ϑ∗(◦C)

)
(1)

The density of a saturated L-alanine/water solution at ambient conditions (23 ◦C)
is 1042 kg m−3 and the corresponding particle density of pure L-alanine amounts to
1420 kg m−3. To get L-alanine particles with varying particle shapes, L-glutamic acid
(Acros OrganicsTM, purity 99%, Fisher Scientific GmbH, Schwerte, Germany) is added to
the binary system which acts as a habit modifier.

2.2. Experimental CVSF Setup

The experimental setup is schematically shown in Figure 1. The setup is the same as in
our previous study [29] and therefore just briefly summarized here. From a 450 mL borosil-
icate glass suspension vessel equipped with a stirrer, vertical baffles, and a conical-shaped
bottom (all out of borosilicate glass) developed by Lührmann et al. [45], the suspension is
pumped (60 mL min−1) to the CVSFs inlet using a peristaltic pump (Ismatec, Wertheim,
Germany, ISM597D, 2.79 mm Saint Gobain Tygon Tubing). The crystal suspension is dis-
charged through a vertically adjustable outlet tube. Its opening is located 0.5 cm above the
profiled bottom. The distance between the vessel and the pump, as well as the distance
between the pump and the CVSF is 20 cm, respectively. The CVSF is mounted into an
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aluminum frame and consists of two basic elements: tubular, cylindrical modules (A, B1,
and B2) and a rotating custom-made polytetrafluoroethylene (PTFE) screw (outer diameter
25 mm, distance to glass wall 0.2 mm, screw pitch 11 mm, and 33 screw coils for two-stage
washing—11 screw coils per module) for axial transport of the particles in the inner part.
All modules have an inner diameter of 25.4 mm (DN25), a length of 13 cm, and are made
out of borosilicate glass. Porous glass frits (porosity 2, 40–100 μm, ROBU GmbH, Hattert,
Germany) are installed as filter media and vacuum can be applied using vacuum pumps
(Vacuubrand PC2004 Vario and Vacuubrand PC3002 Vario select, Wertheim, Germany). For
axial transport of the particles, the PTFE screw can be rotated using a motor (Osmtec Nema
Co., Ltd., 173 Nm, Nanjing, China). For washing in modules B1 and B2, a low-pressure
flat-fan nozzle (Lechler, 610.145, Metzingen, Germany), adapted to fit into the respective
inlets, is integrated at the top. The outer jackets of all modules are separated to prevent
back-mixing of the withdrawn liquids and thus simplify solvent recovery (not conducted
in this work).

Figure 1. Experimental setup of the experiments with varying particle shapes. The CVSF consists of
the module A (filtration), module B1 (1st washing), and module B2 (2nd washing).

2.3. Experimental Procedures

All experiments with varying particle shape and size are carried out at the same
process conditions, only changing the particle shapes. Therefore, first the production of the
particles with different shapes is described and then the procedure of the CVSF experiments
is explained.

2.3.1. Procedure for Preparation of Inlet Suspension with Particles of Varying Shape

The preparation of L-alanine particles with varying shapes used for preparation of
the inlet suspension includes five steps: crystallization, filtration, washing, drying, and
sample dividing, all of them are performed in batch mode. Batch cooling crystallization of
L-alanine from water is carried out in a 10 L vessel. First, a saturated solution of L-alanine is
prepared at 50 ◦C according to Equation (1) (9000 g water and 1935.5 g L-alanine). To ensure
a crystal-free liquid with a defined temperature, the solution is heated up to 60 ◦C. Having
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stirred the solution at constant temperature for 60 min, a cooling rate of 0.45 K min−1 is set
to the system and cooled down to 20 ◦C. Due to the primary homogenous nucleation, high
cooling rates create a high local supersaturation, resulting in a preferentially high number
of small crystals. The product yield of a single batch crystallization is approx. 450–500 g.
The same procedure is basically chosen to obtain other crystal shapes (cuboids and needles),
but the appropriate amount of L-glutamic acid is added before starting the cooling ramp
from 60 ◦C to 20 ◦C. According to previous work by Saal, L-glutamic acid selectively
influences the crystal growth of L-alanine during batch cooling crystallization [46]. Due
to the zwitterionic character of L-alanine, the additive adsorbs preferentially at a defined
crystal surface, selectively influencing crystal growth. Thus, crystal growth at this particular
surface can be either inhibited or promoted. In the case of L-glutamic acid, selective growth
is more and more inhibited with increasing L-glutamic acid concentration resulting in
smaller crystals with higher aspect ratios, as seen in Figure 2 [47].

Figure 2. Upper half: exemplary QICPIC binary images of (a) bipyramidal—no L-GA impurity,
(b) cuboid—2.9 gL-GA kg−1

water, and (c) needle-shaped 5.8 gL-GA kg−1
water. Lower half: correspond-

ing scanning electron microscope images.

In the case of the L-alanine cuboid habit, the concentration of L-glutamic acid was
chosen to 2.9 gL-GA kg−1

water. In contrast, for the L-alanine needle-shaped habit, an
additive concentration of 5.8 gL-GA kg−1

water was used. Additive concentrations were
selected similarly to the works of Heisel et al. and Saal [46,47]. Besides the addition of
L-glutamic acid, all other crystallization parameters were held constant. The resulting
crystals are harvested, filtrated, washed, and dried so that statistically uniform samples
can subsequently be prepared using a sample divider (described below). Product-isolation
realized by filtration is performed with a sintered glass filter frit by ROBU GmbH, Hattert,
Germany. The porosity of four samples according to ISO 4793-80 with pore sizes from
10–16 μm is used to guarantee retention of the crystals of targeted size fraction (>25 μm). To
remove the mother liquor, a vacuum Nutsche system is used containing the glass filter and a
vacuum pump (Vacuubrand PC2004 Vario, Wertheim, Germany). Retained crystals are then
washed according to the procedure described by Terdenge and Wohlgemuth [48] in order to
minimize the agglomeration of the seed crystals. Therefore, a two-stage washing procedure
is applied. First, a volumetric mixture of 4/1 of ethanol (EtOH) absolute (99.9%, VWR,
Darmstadt, Germany) and water is used as wash liquid. This ratio is defined as the optimal
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ratio to avoid anti-solvent crystallization by maintaining displacement washing [48]. Next,
the filter cake is washed with pure EtOH to improve the washing efficiency. For an evenly
distributed washing film, the solvent is sprayed with the use of an atomizer in both cases.
The amount of washing solvent is chosen in relation to the amount of crystals processed.
Approximately 40 mL of solvent are used per 100 g of crystals. Washed crystals are then
transferred into a drying oven at ambient pressure and 50 ◦C for 24 h. Then, the pre-dried
crystals are further deliquefied in a vacuum oven (Thermo Heraeus, type Vacutherm VT
6060M, Schwete, Germany) at the same temperature for at least 48 h to ensure complete
solvent evaporation. In a final step, four samples of around 120 g each are created using a
rotary sample divider (Fritsch, Laborette 27, Idar-Oberstein, Germany) to enable statistical
comparability. Due to the usage of the rotary divider, each sample is assumed to contain
particles of the same statistical population. The corresponding inlet suspension is then
prepared by filling saturated solution (see Equation (1)) into the suspension vessel and
adding the L-alanine particles of the prepared sample separately.

2.3.2. Procedures of CVSF Experiments

The CVSF is operated with the parameters shown in Table 1, which presents a well-
known operational point with a narrow RTDS [28].

Table 1. Operating parameters for experiments in this study. Qsusp: suspension volume flow rate; ws:
feed solid mass fraction; nscrew: rotational speed of the PTFE screw; Δpset: applied vacuum pressure
difference; and Qwash: wash liquid flow rate.

Operating Parameters Value

Qsusp [mL min−1] 60
ws [wt.%, g gsol

−1] 6
nscrew [rpm] 3
Δpset [mbar] 400

Qwash [mL min−1] 35

The CVSF is set up with three modules to enable two-stage washing as shown in
Figure 1 Assuming an ideal residence time distribution of the solid phase (RTDs), the ideal
solids residence time τCVSF,id, is solely dependent on the operational parameter nscrew.
Thereby, the ideal residence time is derived from the number of helical mounts in the
apparatus Ncoil and the rotational screw speed nscrew. For the modular design, this can be
specified in more detail using the number of helical mounts per module Ncoil,mod and the
corresponding number of modules consisting of Nmod, f iltration and Nmod,washing according
to Equation (2) [29].

τCVSF,id =
Ncoil

nscrew
=

Ncoil,mod ·
(

Nmod, f iltration + Nmod,washing

)
nscrew

(2)

For the CVSF used, Ncoil,mod is 11 [29]. Having reached a steady-state in sole filtration
mode after a run time of 10.5 min (referring to the ideal solids residence time τCVSF,id after
two-stage washing), QICPIC (PSD measurement) and residual moisture samples are taken.
Then, the first washing stage (4/1 EtOH/water) is activated in module B1. After a run
time of 7 min, one-stage washed filter cake is discharged and samples are withdrawn.
Following the same procedure, two-stage washing (EtOH) is applied, and after a run time
of 3.5 min the last samples are taken. Through this experimental procedure, the material
consumption is minimized that only around 120 g of particles are necessary to perform a
single experiment. With the number of particles available, a three-fold determination of the
residual moisture is performed per experiment.
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2.4. Analytics

The dynamic image analysis system QICPIC (resolution 1024 × 1024 pixel, module
M6, Sympatec GmbH, Clausthal-Zellerfeld, Germany), equipped with the liquid dispersion
system LIXELL (Sympatec GmbH, Clausthal-Zellerfeld, Germany) is used for measurement
of particle size at the inlet and outlet of the CVSF. At the respective sampling locations,
suspension (after feed pump) or particles (product particles after CVSF) are collected
(>10,000 particles) in excess of tempered saturated aqueous solution to sufficiently dilute
potential local supersaturation. Each sample is transferred to a stirred vessel, which is
directly connected to the QICPIC measuring cell. The image acquisition and quantifi-
cation of shape descriptors are executed by artificial neural networks implemented in
MATLAB [47,49]. The axis length distribution of the inlet suspension (ALDIN) and axis
length distribution of the product particles (ALDOUT) are measured for needle-shaped and
cuboid L-alanine particles, and possible changes are quantified, as described in Section 3.

Particles leaving the CVSF are analyzed regarding the residual moisture by a procedure
based on loss-on-drying [28,29]. The residual moisture ϕRM is determined using a pre-
drying step in a drying oven for 24 h (50 ◦C) and further drying in a vacuum drying oven
(Thermo Heraeus, type Vacutherm VT 6060M, Schwerte, Germany) at 50 ◦C for 72 h to
ensure gentle solids handling and prevent stirring up of the particles. For that, at least 2 g
of wet sample was collected in a weighed screw cap container. ϕRM is calculated by the
mass of the evaporated liquid ml divided by the corresponding mass of the wet sample,
consisting of the mass of solids ms and mass of liquid ml as shown in Equation (3) [29].

ϕRM

[
g g−1

wet

]
=

ml
ms + ml

(3)

3. Extension of ALD Approach of Non-Spherical Particles

The traditional approach of dynamic image analysis (DIA) for bipyramidal L-alanine
evaluates particles by calculating an equivalent diameter deq for each particle. This one-
dimensional size descriptor is only valid for approximate spherical particles because
the DIA is taken out based on a 2D-projection of the particles [50,51]. With increasing
aspect ratio, the orientation of particles to the camera in DIA highly influences the 2D-
projection and accordingly the size measured by equivalent diameters. This phenomenon is
schematically depicted in Figure 3 for nearly spherical particles and needle-shaped particles
with a high aspect ratio. The grey surfaces represent the projection area measured by DIA
for two different observation angles each. It can be noted that in the case of non-spherical
particles, these areas may differ significantly.

According to this, depending on its orientation to the imaging device, even one
single, non-spherical particle results in different projection areas measured. Therefore, to
accurately measure non-bipyramidal particles by 2D-DIA, two-dimensional size descriptors
are needed [40]. During this work, major and minor axis lengths of the best fitting ellipsoid
are used as size descriptors for each particle analyzed. Initially, to calculate the major
and minor axes, the area and centroid of each 2D-projection are directly calculated by the
same DIA-combined MATLAB routine used in our previous studies [28,29] as introduced
by Heisel et al. [47,49]. An ellipsoid with an equal moment of inertia is fitted to the 2D-
projection based on this data. The corresponding values of major and minor axis length
generate the measured data for each particle based on its 2D-projection [41]. The detailed
procedure of ellipsoid fitting is given in [40,52]. The aspect ratio (AR) is then defined as
the quotient of the major axis length (MAL) and the minor axis length (MIL) according to
Equation (4).

AR =
MAL
MIL

(4)

The result of all ellipsoids measured is the ALD. The major advantage over different
two-dimensional size descriptors such as maximal/minimal Feret diameter is the compen-
sation of irregularities in the 2D-projection or blurred particles [40,41]. It can be stated
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that even for a relatively low aspect ratio of two, a variety of measurements can occur
during DIA. A measurable ALD represents the 2D-projection of the unknown PSD over-
lapped by the Gaussian-distributed orientation of each particle in the flow-through cell, if
flow-induced preferential orientations are neglected. To reduce the influence of random
particle orientation, it is recommendable to analyze a high number of particles for each
measurement [53].

Figure 3. Challenges occurring with 2D-image analysis of non-spherical particles. The grey surfaces
show the measured areas by dynamic image analysis for two different angles of αobservation. The
differences in the resulting PSDs are schematically shown in the left and right corners of the cubic
analytical space.

Although the exact size of particles is not measurable by 2D-DIA, it shows high
potential for application in the analysis of the inlet particle size distribution (PSDIN) and
the outlet particle size distribution (PSDOUT) of CVSF since the main challenge in filtration
is not reaching a targeted particle size but maintaining the PSDIN during critical process
steps, which is a crucial requirement for the performance behavior characterization of the
apparatus. Having depicted the challenges of size determination by DIA for non-spherical
particles, this work aims to develop a shape-independent, PSD-related, analytic routine
to evaluate and quantify changes in the particle size distribution during CVSF operation.
Therefore, an ALD-based approach containing three steps is applied, which is schematically
depicted in Figure 4. The different steps are described in detail, for an exemplary data
set containing needle-shaped L-alanine particles. In the first two steps, the approach of
the group of Mazzotti is applied [40,41]. In the third step, a new quantitative measure is
introduced so that quantitative comparison of two ALDs can be obtained.

In Step 1, the scatter plot is obtained by illustrating DIA raw data. The resolution
limit of the QICPIC used was included in the ALD construction. Based on the equivalent
diameter, lines with equal area regarding an ellipsoid were calculated and all particles
below the resolution limit are excluded. For the QICPIC used, a minimal equivalent
diameter of 25 μm is required for the imaging module to ensure image analysis with ISO-
standard and adequate size analysis [54]. Each point represents one measured particle of
all 38,702 particles (>25 μm) within the sample located by its major and minor axis length.
The right-side half-plane is empty by definition since the MAL is always greater than
(ellipsoid) or equal (circle) to its associated MIL. Since the measurement points are highly
overlapping, a suitable raw data treatment is needed to illustrate and further analyze
DIA-measurements.
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In Step 2 of the routine, a Gaussian kernel-density-estimator is used, which is imple-
mented as the “density dots” function provided by the Origin Pro 2021 software [55]. Of
course, this algorithm could also be applied with many other software solutions. First, for
each data point (Xi, Yi) out of a population of N points, a bivariate Gaussian distribution
Φi according to Equation (5) is created.

Φi =
1

2πbxby
· exp

(
− (x − Xi)

2

2bx2 − (y − Yi)
2

2b2
y

)
(5)

The location parameters Xi and Yi can, in the case of ALD measurements, be defined
as minor axis length and major axis length, respectively. The so-called bandwidths bx
and by are defined as the scales of the Gaussian distribution. The algorithm used in the
“density dots” function relies on minimizing the mean integrated squared error between the
estimator and the underlying distribution. The exact procedure of bandwidth calculation is
based on linear diffusion processes [56]. Having calculated Φi for each data point i, each
Gaussian distribution is scaled by factor N−1 and summed up to create the estimator E
of the population investigated according to Equation (6) [56]. Values of E represent the
corresponding kernel-density of a point defined by its major/minor axis length (x, y).

E
(
x, y, bx, by

)
=

1
N
·

N

∑
i=1

Φi
(
x, y, bx, by

)
(6)

This scaling gives an estimator normed in sample size, and thus a comparability of
estimator values for different populations investigated. This characteristic is a crucial
requirement for applying kernel-density estimators in the analysis of ALDs since the
sample size of DIA-measurements varies inevitably. Having a suitable estimator as a
mathematic tool at hand, E is evaluated at an arbitrary number of k orthogonal grid points.
These grid points allocate a dimensionless kernel-density value to each measurement
point (Xi, Yi) by linear interpolation. High values of E thereby are formed when multiple
measurements occur in a sufficiently close neighborhood. Finally, the 4th root of kernel-
density values is applied to fit the density scale to a color scale. ALD measurements
for cuboid-shaped and needle-shaped L-alanine particles were performed in a maximum
window of 400 μm of major axis length in this work. Thereupon, grid points were chosen
to a number of 400 for each dimension to create an equally spaced grid. Related to the
2D-projection measurement of particles, the calculated kernel-density can be interpreted
as an indicator for the probability to measure a certain point in the ALD. Since particle
orientation to the imaging device is assumed to be Gaussian distributed, deviations in the
probability distribution (kernel density) are mainly formed by the corresponding PSD if
the number of sampled particles is sufficiently high. In other words, the more particles
of a certain size fraction and shape exist, the more probable a corresponding area in the
ALD is. Thus, combining a kernel-density estimator and an ALD offers the potential to
decouple the linkage of Gaussian particle orientation and the underlying PSD. However,
despite the progress, the scope of the ALD is limited to a qualitative comparison between
different ALDs.

This challenge is intended to be overcome in Step 3 of the approach by introducing
a characteristic value to the ALDs. To enable statistical comparability between ALDs, a
characteristic value, which represents the qualitative information of the ALD, is needed,
similar to a d50-value in one-dimensional particle size analysis. Due to the initially described
interpretation as measurement probability in DIA, the k grid points calculated by “density
dots” can be seen as a curved surface. Accordingly, a “center of mass” of the curved
surface can be calculated based on the grid matrix weighted by the belonging measurement
probability Eij. The center of mass is composed of the characteristic major and minor
axis length (MALch, MILch) as “center of mass coordinates” at the corresponding axes
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as shown by the red arrows in Figure 4. MALch and MILch are determined according to
Equations (7) and (8).

MALch =
∑k

j=1 ∑k
i=1 yi·Eij

(
yi, xj

)
∑k

j=1 ∑k
i=1 Eij

(
yi, xj

) (7)

MILch =
∑k

j=1 ∑k
i=1 xi·Eij

(
yi, xj

)
∑k

j=1 ∑k
i=1 Eij

(
yi, xj

) (8)

This approach presents a powerful tool to add “center of mass” to the ALDs, which
allows statistical comparison of ALDs. Hereby, MALch and MILch as coordinates can be
compared by a two-sample t-test for different experiments and different process steps [57].

 

Figure 4. Three step process of the extended approach to analyze ALDs of non-spherical particles
using needle-shaped L-alanine particles as an example. Step 1: Scatter plot of the measured MIL and
MAL values of the sample with 38,702 particles. Step 2: Calculation of probability values with the
function “density dots” of OriginPro 2021 for measured MIL and MAL. Step 3: Determination of the
“center of mass” (red star), quantified by the coordinates of MALch and MILch at the corresponding
axes, enabling comparability between ALDs.

4. Results and Discussion

4.1. Maintaining ALD through Integrated Process

Figure 5 shows the results of the ALDs of the inlet suspension (ALDIN) and of the
product particles (ALDOUT) for cuboid-shaped and needle-shaped L-alanine particles.
A comparably constant ALD (ALDIN = ALDOUT) is achieved for both particle shapes
(compare Figure 5 left and right) processed in the CVSF, which hypothesizes no particle
attrition, breakage, and agglomeration during CVSF operation. Thus, a full maintenance of
ALD is always ensured.

The differentiation between different particle shapes can be made directly by detecting
the areas with high measurement probabilities (red–yellow–green). Attrition or breakage
would become visible by a shift of these areas in the direction of the bisecting line. The
cuboid-shaped particles have an average AR of approximately two (see Figure 5 upper half)
and the needle-shaped particles have an average AR of three to four (see Figure 5 lower
half), which can be additionally observed for the MALch/MILch-values (red stars) and are
in good accordance with the SEM images analyzed (see Figure 2) Low aspect ratio data
points, which indicate a spherical shape, could be caused by complex agglomerates. These
large agglomerates are marginally seen in QICPIC-videos and SEM-images and may be
found predominantly in the upper right corner of the ALD. Due to the low measurement
probability indicated by the blue dyeing in the ALD, these values are negligible in terms of
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MALch/MILch determination. To statistically justify the maintenance of ALDs, a two-sided
two-sample t-test is performed to compare the coordinates MALch and MILch with the
center of mass [57]. Here, no statistically significant (95% confidence interval) change of
MALch and MILch for both cuboid-shaped and needle-shaped particles is observed. This
demonstrates both visually (ALD) and quantitatively (MALch/MILch) that the CVSF is also
suitable for product isolation of higher aspect ratio particles while maintaining product
quality in terms of particle size.

 

Figure 5. Axis length distribution of the inlet suspension (ALDIN, left) and washed product particles
(ALDOUT, right) after two-stage washing: upper half—for cuboid-shaped particles with an average
aspect ratio of 2; lower half—for needle-shaped particles with an average aspect ratio of 3–4.

4.2. Residual Moisture

The residual moistures measured are shown in Figure 6 for the different operating
stages. As a benchmark, the results from our previous study of bipyramidal L-alanine
particles are added [29].
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Figure 6. Averaged residual moistures of the product particles after CVSF operation of bipyramidal
(grey), cuboids (green), and needles (orange).

Based on this figure, different conclusions can be made. First, a general decrease in
residual moisture for all particle shapes investigated can be stated for single-stage washing
and two-stage washing, respectively. Here, the possibility to use the same wash liquid for
all three particle habits shows its full potential. Due to the varying shape by maintaining
the material system, high comparability of the experiments is given. Additionally, all
other influence factors on washing efficiency such as enthalpy of evaporation, solvent
density, solvent surface tension, solvent viscosities, or solubility curves can be set constant.
Second, regarding the sole filtration in CVSF, a high increase in aspect ratio (needles,
AR = 3–4) leads to an increase in the residual moisture compared with bipyramidal particles
(AR≈1). Therefore, in filtration without washing, the higher porosity could induce a
change in residual moisture. Regarding the washing steps, this assumption cannot be
expanded. Here, for the bipyramidal particles, a drastic decrease in residual moisture is
measured, which leads to residual moistures around 1% after two-stage washing, which is
sufficient for further processing in the secondary continuous manufacturing process. In
contrast, the smaller, non-spherical particles (cuboids and needles) remain at a high level of
residual moisture (11.6 ± 1.8% for cuboids, 24.9 ± 1.3% for needles). However, the residual
moistures obtained for non-bipyramidal particles are too high for further processing and
the particles do not leave the apparatus in a free-flowing manner. Instead, attached wet
particle collectives are leaving the CVSF as shown in Video S1 for the cuboid-shaped
particles exemplarily (Solid-Discharge_withoutDrying) in the Supplementary Materials.
Therefore, an additional drying module is required for further deliquoring and will be
introduced in the following section.

4.3. Operation with Added Drying Module

Figure 7 shows the experimental setup of the CVSF with the extended drying module
C. The designed drying module consists of a double-jacketed DN25 glass tube without
a filter medium and has the same length as the other modules A, B1, and B2 (13 cm).
The resulting heat exchanger area is 53.2 cm2. The module’s outer jacket is connected
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to a thermostat (Huber CC-K6, water) via two tangentially mounted GL18 ports. The
temperature is set to 60 ◦C by controlling the tempering medium at the outlet of the module
C. The same operating conditions as before (see Table 1) are used to characterize the drying
behavior. As the rotational screw speed nscrew remains at 3 rpm, the resulting mean drying
time is approx. 3.5 min.

Figure 7. Experimental setup of the experiments with varying particle shapes.

For the cuboid particles, the residual moisture is ϕRM = 0.56 ± 0.30% and for the
needle-shaped particles, the residual moisture is ϕRM = 0.81 ± 0.11%. This result clearly
proves the assumption of a drastic decrease in residual moisture to a sufficient value below
1%, resulting in free-flowing particles after the drying step. The difference in residual
moisture is shown for the cuboid-shaped particles exemplarily in the Video S2 (Solid-
Discharge_withDrying) in the Supplementary Materials. This shows, again, the major
advantage of the modular design of the CVSF. Depending on the particle shape, it may
not be necessary to use the additional drying module C, thus saving time and operating
costs. For more challenging drying tasks, however, it is possible to simply add one or more
drying modules C.

Further investigation of the product particles related to the ALD is necessary, to prove
the preservation of the ALDIN with the added drying module. The same experimental
conditions and analytical evaluations, solely adding the module C, were used for this
purpose. Figure 8 shows the experimental results of the experiments of the ALDs comparing
the inlet suspension with the dried product particles at the CVSF outlet. It can be seen
that the respective ALD are very similar to each other. The respective color ranges can be
identified in the same sections of the ALDs. Nevertheless, slight tendencies of abrasion
and agglomeration are recognizable. Abrasion or disaggregation can be seen in the MALch
values, which decreases from 98 μm to 87 μm (cuboids) and from 129 μm to 121 μm
(needles). Therefore, it seems to be attrition, since particle breakage would probably show
a stronger reduction in MALch. The MILch values remain at a constant level of approx.
50 μm for both particle shapes. In addition, the stronger appearance of the blue areas of the
ALDOUT (ALDs at the right side) is a possible indication of agglomeration. Even if the wash
liquid is selected in such a way that agglomeration can be avoided as much as possible
during the whole crystal process chain, this cannot be completely avoided, especially
during the drying process. For the first washing step, a mixture of ethanol absolute and
water 4:1 (solubility of L-alanine at 25 ◦C: 2.83 g kg−1 [48]) and for the second washing step
pure ethanol absolute (solubility of L-alanine at 25 ◦C: 0.18 g kg−1 [48]) were utilized as
described by Terdenge and Wohlgemuth [48]. Even if the solubility is already very low after
the second washing step, the remaining solute can cause increased agglomeration during
drying due to bridging of single particles to agglomerates. A more detailed investigation
for agglomeration of smaller particles (<100 μm) is challenging based on Figure 8, since
many particles are present in this region (see red–yellow areas of Figure 8) and an increased
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agglomeration would only be recognizable by a color gradient shift in the direction of the
bisecting line or an increase in the corresponding MALch /MILch values. However, this is
not the case here for either cuboids or needles.

μm

Figure 8. Axis length distribution in the inlet suspension (ALDIN, left) and washed product particles
after drying (ALDOUT, right): upper half—for cuboid-shaped particles; lower half—for needle-shaped
particles.

While at first impression there is an increased influence of attrition compared with
agglomeration (reduction in MALch values as described above), this needs to be further
investigated in future work. For this purpose, corresponding ALDs consisting of subpopu-
lations (single particles and agglomerates separately) would be useful. First preliminary
work on this has already been developed by Heisel et al. [47,49] and could be used for this
purpose in the future with appropriate adaptations for smaller agglomerates.

This requirement can also be confirmed by comparing the results to published liter-
ature data. Attrition and agglomeration phenomena occur quite frequently during the
drying processes [58,59] because there is no lubricant, which prevents direct particle–
particle collision. Needles in particular tend to a simultaneous occurrence of abrasion and
agglomeration, as already shown by Lekhal et al. for similar particles (L-threonine) during
agitated drying [39].

In order to investigate this in more detail for CVSF operation, exemplary binary
images are shown in Figure 9. Although no detailed quantitative statement can be made,

158



Crystals 2022, 12, 137

a representative overview is possible. Abrasion, breakage, and agglomeration cannot
be fully excluded, but a maintenance of the product quality in terms of particle shape
and size distribution is clearly recognizable. However, in order to be able to characterize
this statistically in the future for the drying process in the CVSF, systematic experiments
should be carried out with material systems that have a stronger tendency to abrasion and
agglomeration during drying.

Figure 9. Exemplary QIPCIC binary images of the inlet suspension (left), product particles after
two-stage washing (middle, compare ALDOUT of Figure 5), and product particles after washing
and drying (right, compare ALDOUT of Figure 8): upper half—for cuboid-shaped particles; lower
half—for needle-shaped particles.

Comparing the CVSF with industrial drying processes, the major advantage of the
CVSF is the product-friendly drying. Whereas particle–particle collision may occur in
conventional fluidized-bed drying, thus promoting agglomeration and breakage, this can
be prevented to a large extent inside the CVSF. Using the drying module, a combined/mixed
drying process takes place (contact drying by heated double-jacket walls and convection
drying by drawn air of the vacuum pump). At the same time, the particles are conveyed
evenly through the apparatus, whereby on the one hand the drying time is uniform and on
the other hand particle–particle collision can most likely be avoided.

5. Conclusions and Outlook

In this study, full continuous particle isolation, from suspension to dried product
particles, was performed for the first time for particles with varying shapes using the
continuous vacuum screw filter (CVSF). The former calculation of the equivalent diameter
deq as one-dimensional size descriptor is not suitable for the high aspect ratio particles
processed within the CVSF (cuboid-shaped and needle-shaped L-alanine). Thus, an exten-
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sion of the dynamic-image analysis approach was made using the axis length distribution
(ALD) to access potential changes in product quality. To enable a statistical validation of
different ALDs, the center of mass of the probability-weighted ALDs as a characteristic
value was introduced. The corresponding coordinates MALch and MILch were used for
comparison of ALDs. With this tool at hand, reasonable analysis of potential changes in the
ALD for non-spherical particles was possible for the first time.

Even for needle-shaped particles with a high breakage risk, no significant change in
the ALD was shown during filtration and two-stage washing. Due to the decreased particle
sizes caused by the corresponding selective growth-inhibiting batch crystallization process,
an analysis of the agglomeration degree was not possible. Since agglomeration processes
may influence the particle properties of discharged filter cake, a detailed analysis of the
agglomeration degree should be performed in future work.

Regarding the residual moisture, the assumption of higher filter cake resistance result-
ing in higher residual moistures was confirmed. For cuboid-shaped and needle-shaped
particles, residual moistures of >10% (cuboids) and >20% (needles) were obtained after
two-stage washing. Thus, the necessity to add a drying module was shown and residual
moistures below 1%, to produce free-flowing particles, was proven for these particles.
During drying processes, slight indications of attrition, disaggregation, and agglomeration
were visible, which still need to be proven in future work. With the systematic experimental
investigations in this study, a remarkable contribution towards full continuous primary
manufacturing processes was made. The product quality preservation was also shown for
smaller needle-shaped particles and thus enables a significant achievement towards the
industrial applicability of CVSF for small-scale continuous particle isolation, as many APIs
have a needle-shaped morphology. Due to the modular design of the CVSF, it is possible to
adapt very flexibly to the varying requirements of different material systems, thus ensuring
gentle particle isolation at all times.

6. Patents

The CVSF was patented in 2021 as “Rotating-Screw Drying Reactor” as WO2021/
148108 A1.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/cryst12020137/s1, Video S1: Solid-Discharge_withoutDrying.mp4, Video S2: Solid-Discharge_
withDrying.mp4.
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Abstract: The Archimedes Tube Crystallizer (ATC) is a small-scale coiled tubular crystallizer op-
erated with air-segmented flow. As individual liquid segments are moved through the apparatus
by rotation, the ATC operates as a pump. Thus, the ATC overcomes pressure drop limitations
of other continuous crystallizers, allowing for longer residence times and crystal growth phases.
Understanding continuous crystallizer phenomena is the basis for a well-designed crystallization
process, especially for small-scale applications in the pharmaceutical and fine chemical industry.
Hydrodynamics and suspension behavior, for example, affect agglomeration, breakage, attrition, and
ultimately crystallizer blockage. In practice, however, it is time-consuming to investigate these phe-
nomena experimentally for each new material system. In this contribution, a flow map is developed
in five steps through a combination of experiments, CFD simulations, and dimensionless numbers.
Accordingly, operating parameters can be specified depending on ATC design and material system
used, where suspension behavior is suitable for high-quality crystalline products.

Keywords: continuous processing; Archimedes tube; hydrodynamics; suspension behavior; compu-
tational fluid dynamics; flow map

1. Introduction

Continuous crystallization is a promising operation mode for the small-scale pro-
duction (V̇ ≤ 100 mL min−1) of active pharmaceutical ingredients (APIs) and fine chemi-
cals [1–4]. Reaching the steady state in continuous operation is advantageous regarding
the consistency of product quality, e.g., particle size and its distribution. In addition, higher
space-time yield than in batch operation is possible because smaller equipment sizes are
required [2,4]. In order to utilize these advantages, however, the steady state must first
be reached and then maintained [3]. Here, encrustation and blockage of the continuous
crystallizers still remain a major challenge [5].

Existing continuous crystallizer concepts can be classified regarding achievable resi-
dence time and width of residence time distribution (RTD) [6]. For process design, a narrow
RTD of liquid and solid phase is preferable [7], as the position of liquid and solid elements
is predetermined. If the RTD of a continuous downstream process is broad, tracing out-of-
specification material is difficult [7]. Through a narrow RTD in combination with flexible
residence times, defined product particle sizes with narrow particle size distribution (PSD)
can be reached. In this context, we introduced the Archimedes Tube Crystallizer (ATC)
as a promising apparatus concept [6]. The apparatus consists of a coiled tube that rotates
around its horizontal axis. Segmented flow is achieved by a specifically designed inlet tank
that is mounted on the horizontal axis and rotates with the same velocity as the coiled tube.

Crystals 2021, 11, 1466. https://doi.org/10.3390/cryst11121466 https://www.mdpi.com/journal/crystals
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With each rotation, the individual liquid segments are moved through the coiled tube. As
a consequence of this design, the apparatus itself works as a pump. Therefore, the usual
limitations of residence time in tubular crystallizers due to pressure loss do not apply. In
addition, the segmented-flow concept leads to narrow liquid- and solid-phase RTDs which
was demonstrated for a prototype with volumetric flow rates from 3–15 mL min−1 and
residence times from 4–11 min [6].

The next step towards successful particle engineering entails the understanding of
hydrodynamics and suspension behavior. These phenomena are decisive in crystallization
regarding agglomeration, breakage, attrition, and blockage of the employed crystallizer. In
industry, API process development is carried out within set time frames and under material
constraints [1]. To reduce effort in this important time period, apparatus development must
provide detailed information about mixing. Then, the only remaining time-consuming step
is the adaptation to a specific material system.

Hydrodynamics in coiled structures are dominated by secondary flow patterns caused
by centrifugal instabilities [8]. Centrifugal and shear forces move the inner fluid in the
tube outward and the outer fluid inward. The resulting so-called Dean vortices enhance
radial mixing by overlapping the parabolic laminar flow profile. In single-phase flow,
the intensity of secondary flow patterns in coiled structures is characterized by Dean
number Dn that is calculated based on Reynolds number Re for inner tube diameter di,tube
and coiled tube diameter dct as Dn = Re ·√di,tube/dct [8,9]. Thereby, the coiled flow
inverter (CFI) represents an improved helically coiled device design with additional bends
between the helical segments. Due to the additional bends, the direction of the centrifugal
force is changed at each bend so that the existing flow profile is disrupted and reformed
with positive impact on mixing [10].

Air-segmented flow consists, as the name suggests, of a segmented flow of two immis-
cible fluids, specifically air (or another immiscible gas) and the process medium. For slug
formation, usually a mixing piece (e.g., T-junction) is installed to connect process medium
and air supply delivered by individual peristaltic pumps [11]. The flow regime in one
individual slug is characterized by internal circulations, the so-called Taylor vortices [12].
Due to the enhanced flow regime, air-segmented flow hydrodynamics have mostly been
researched as process intensification technique for micro-reactors focusing on heat and
mass transfer enhancement [12,13]. Here, Talimi et al. reviewed prior numerical studies
of hydrodynamics (computational fluid dynamics (CFD)) and outlined the main factors
on flow pattern as bubble length, capillary number Ca, channel curvature (for curved
microchannels), and superficial velocities of the two phases, among others [12]. Gaddem
et al. investigated segmented flow in coiled structures, specifically in a CFI [14]. For this
purpose, they developed a CFD model for the superposition of Taylor and Dean flow to
assess the potential improvement in mass transfer for application as a microscale reac-
tor [14]. To describe the effect of flow superposition, the modified Dean number Dn∗ was
introduced [14].

There are also various studies that describe suspension behavior of particles in the
previously introduced coiled structures and in segmented flow. Tiwari et al. conducted
CFD simulations in a helically coiled device with particles of 1 and 3μm diameter and vol-
ume fraction 0.1 [8]. In the simulations, a deviation in the particle settling zone from tube
bottom to inner bend was observed, which was attributed to increased wall shear stress [8].
Dbouk and Habchi observed hydrodynamics and suspension behavior in helical pipes for
application as static mixer [15]. The investigated particles were monodisperse (particle
size 25–400μm, initial volume fraction 0.25–0.45), spherical, and had the same density as
the Newtonian liquid phase [15]. Under these conditions, better mixing was observed
for increasing particle diameter [15]. Wiedmeyer et al. found a size-dependent residence
time of potash alum crystals in a helically coiled tube crystallizer, that was attributed to
time-dependent secondary flow patterns identified through direct numerical flow simula-
tions [16]. Emerged in the secondary flow, smaller particles take longer flow paths and thus
remain longer in the device than larger particles [16]. For a continuous CFI crystallizer with
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bend angle 90◦, Hohmann et al. investigated the suspension behavior for three test systems
with solid-phase mass fractions between 0.01 and 0.10 gS g−1

Susp and particle size fractions
up to 180–250μm [17]. For the selected material systems, they classified the flow into
three regimes: stagnant sediment, moving sediment flow, and homogeneous suspension
flow [17]. Based on Reynolds number Re and densimetric Froude number Fr, a flow map
was set up for the investigated operating points that were almost completely allocated to
moving sediment flow [17].

For air-segmented or slug flow crystallizers, various studies deal with the qualitative
and quantitative evaluation of crystal suspension homogeneity. In general, two research
groups found that suspension homogeneity is increased at slug aspect ratios lslug/di,tube
near 1 which also leads to smaller product crystals [18,19]. Jiang et al. used an imaging
method based on a stereomicroscope and a video camera for suspension quality evalua-
tion [18]. Later, they refined this method as a real-time imaging method [20]. Due to the
microscope placed in top view, however, the influence of gravity on the growing crystals
was not taken into account. Su and Gao implemented a CFD simulation to evaluate suspen-
sion state and flow trajectory of α-glycine crystals (seed main particle size 8μm, solid mass
fraction 1–3 wt. %) [19]. According to the simulations, the highest crystal flow velocities
were found at high aspect ratios of 2 [19]. However, crystals are prone to sedimentation at
this operating point, so that an aspect ratio of 1 remains the best compromise [19]. In addi-
tion, variation of flow rate did not change the suspension state of the crystals [19]. With the
small size of the particles investigated, this result was expected. Besenhard et al. observed
the homogeneity of crystal suspension from side view [21]. Here, for D-mannitol particles
up to a size fraction of 150–180μm with solid mass fraction 0.1 g/gSol , worse suspension
was observed for bigger particles due to gravity [21]. Homogeneity of suspension was
enhanced by increasing the total volume flow rate [21]. Scheiff and Agar quantitatively
investigated the suspension behavior of heterogeneous catalyst particles (<100μm) in
segmented flow [22,23]. Here, they introduced the Shields parameter Θ, known from sedi-
mentation theory as ratio of drag and gravity, as measure for suspension quality [22]. In
addition, Scheiff developed an image analysis to estimate particle distribution in horizontal
direction [23]. Termühlen et al. extended this image analysis approach for continuous
crystallizer applications by a vertical direction [24]. With this approach, the gravitational
forces on larger particles of material system L-alanine/water with size fractions up to
315–355μm were taken into account as well [24]. Overall, they found that smaller particle
sizes and higher flow rates led to better suspension [24]. Additionally, Termühlen et al.
demonstrated that suspension behavior is decisive regarding a desired narrow PSD [25].
Especially for material systems that tend to agglomerate, such as the employed material
system L-alanine/water, poor suspension led to high agglomeration degrees [25].

Overall, much effort has been invested into the investigation of single- or multiphase
flows in coiled structures or air-segmented flow individually. Thereby, the main focus of
CFD simulations so far is on hydrodynamics for process intensification, in particular on
heat and mass transfer enhancement. By contrast, the evaluation of suspension behavior
is mostly observed experimentally, either qualitatively or quantitatively. Here, initial
approaches exist to characterize suspension behavior in available devices by flow maps
and dimensionless numbers. Altogether, however, there is still a lack of strategy to link the
various approaches to speed up process development.

In this contribution, we introduce our strategy for characterization of hydrodynamics
and suspension behavior in the ATC. For this purpose, we combine CFD simulations of
liquid and solid phases with validation experiments. Our approach to set up a flow map
for the ATC is summarized into a five-step road map. Through the strategic integration
of dimensionless numbers into the development process, simulations and experiments
can be run directly at the appropriate operating points. As a consequence, computational
and experimental effort to set up the flow map is reduced. For the flow map, we focus on
estimating the operating window for well-known sample material system L-alanine/water.
Thereby, we will prove the following hypotheses:
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• CFD simulations of liquid and solid phase can qualitatively predict hydrodynamics
and solid phase suspension behavior.

• It is possible to predict the suspension behavior with a flow map based on dimension-
less numbers.

• Different suspension states in the ATC can be estimated for various operating parame-
ters and crystal product sizes.

In Section 2, materials including the ATC prototype and experimental methods are
summarized. Afterwards, the employed numerical CFD simulation model is described in
Section 3. Subsequently, the CFD simulations of hydrodynamics and suspension behavior
are validated by experimental investigations (see Section 4). Based on experimental and
numerical results, a five-step road map to estimate suspension behavior is outlined and
conducted in Section 5, resulting in a flow map for operating parameter selection.

2. Materials and Experimental Methods

2.1. Materials

Hydrodynamics is visualized by a suspension of reflective Mica flakes in water. These
commercially available pigments are commonly used for the manufacture of paint and
plastics [26]. In addition, Mica/water suspensions as rheoscopic fluid are employed for
flow visualization [27]. Mica flakes are small (dimension around 10μm, 0.1μm thin [27]),
which is demonstrated in the microscope image presented in Figure 1. Due to the reflective
nature of Mica flakes, their nonuniform orientation and local accumulations reveal flow
patterns in the liquid phase [27]. For the validation experiments, a solid content of wsolid =
0.05 gMica 100 g−1

Sol is used. At this solid content, best visualization results were determined
in pre-experiments.

Figure 1. Microscopic image of mica powder in pale silver from Finnabair used in the experiments.

To observe suspension behavior, L-alanine (99.7% purity, Evonik Industries AG, Nan-
ning, China) in ultrapure water (18.2 MΩcm) was selected as material system. The liquid
phase is represented by saturated aqueous L-alanine solution at room temperature ϑ (ap-
proximately 21 ◦C). Thereby, the solubility c∗ of L-alanine in aqueous solution depends on
temperature ϑ according to Equation (1) [28].

c∗(ϑ)
[

gAla · g−1
Sol

]
= 0.11238 · exp(9.0849 · 10−3 · ϑ [◦C]) (1)

As solid phase, L-alanine seed crystals are employed that are prepared according
to Ostermann’s procedure [29]. Here, practicable crystal product sizes attainable in the
ATC comprise sieve fractions 100–160μm and 250–315μm. Figure 2 shows the particle
size distributions of these sieve fractions that were determined with image analysis sensor
QICPIC equipped with Gradis module (both Sympatec GmbH).
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Figure 2. Seed crystal properties described by (a) particle size distributions Q3 and microscopic
images of (b) sieve fraction 100–160μm with mode dmod = 182μm, and (c) sieve fraction 250–315μm
with mode dmod = 364μm.

2.2. Experimental Setup and Procedure

Figure 3a shows the geometric dimensions of the Archimedes Tube Crystallizer (ATC)
and inlet tank employed. In Figure 3b, the ATC is integrated into the whole experimental
setup with feed tanks, periphery, and video box. A 1 L laboratory glass bottle (Schott
Duran) holds the feed solution that is stirred at 500 min−1 with magnetic stirrer RCT basic
from IKA Labortechnik (Staufen, Germany). Mica or L-alanine suspension is provided from
a stirred mixed-suspension mixed-product removal (MSMPR) tank. The borosilicate glass
MSMPR tank with bottom cone and vertically adjustable overflow tube was designed by
Lührmann et al. to ensure that the outlet suspension has a constant solid content [30]. Due
to the bottom cone, however, liquid volume in the tank has to be kept between 200–400 mL
to maintain the homogeneous suspension achieved at stirrer speed 450 min−1.

Figure 3. Schematic depiction of the (a) ATC dimensions (coiled tube length: 315 mm) and (b)
experimental setup for validation experiments. For a more detailed description of experimental
set-up and procedure, compare methods for solid-phase residence time distribution experiments by
Sonnenschein and Wohlgemuth [6].

Feed solution and suspension are conveyed to the ATC by a peristaltic pump type
Reglo-Digital MS-2/6 from Ismatec (Wertheim, Germany). Thereby, the periphery is
oriented vertically for solid phase transport and composed of three parts with 4.2 mL liquid
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volume: tubing from tracer input to pump (silicone, di = 3 mm), pump’s tubing (Tygon®,
di = 2.79 mm), and tubing from pump to inlet tank (silicone, di = 3 mm).

In addition, a video box is set up to record hydrodynamics and suspension behavior
in the last tube coil. Black PVC panels shield the apparatus from ambient light and a
single LED light source is used for particle illumination. To prevent other tube coils from
showing through the last tube coil, black cardboard is inserted between the second to
last and last tube coil. Then, a video camera from Canon type EOS M6 is placed in front
of the last tube. For the experiments, the ATC is operated with feed solution first until
steady state is obtained. After that, the feed solution tank is disconnected to connect the
feed suspension tank. Once the suspension has reached the last tube coil, the steady state
is reached after another five tube coils. Then, videos of hydrodynamics and suspension
behavior are recorded.

The operating window for investigations of hydrodynamics and suspension behav-
ior (summarized in Table 1) is transferred from residence time distribution experiments at
rotational speed nATC = 4–12 min−1 and filling degree ε = 0.25–0.35 and offers residence
times between τ = 4–11 min [6]. Hydrodynamics is investigated by a 22-factorial Design of
Experiments (factor levels (−1) and (1), 4 experiments in total). To investigate suspension
behavior, the experimental plan is extended to include material system parameters: solid
content wsolid is varied, whereas particle sieve fraction is kept constant. Here, wsolid is
set to 1–5.1 gAla · 100 g−1

Sol . These values represent the initial and end concentrations of a
possible (seeded) cooling crystallization from 50 to 20 ◦C in the ATC. Initially, “worst-case”
sieve fraction 250–315μm is chosen for the experiments as larger particle sizes sediment
more quickly than smaller particles due to gravity. To gain an overview of the influence of
these parameters on the suspension state, a 23−1 fractional factorial Design of Experiments
with three center point experiments (factor levels (−1), (0), and (1), 7 experiments in total)
is conducted.

Table 1. Design of Experiments to evaluate hydrodynamics and suspension behavior: rotational
speed nATC, filling degree ε, and solid content wsolid.

Factor\Factor Level (−1) (0) (1)

nATC

[
min−1

]
4 8 12

ε [−] 0.25 0.3 0.35
wsolid

[
gAla · 100 g−1

Sol

]
1 3 5.1

3. Modeling

The numerical simulations performed in this work are related to the open-source
CFD solver package of FeatFlow [31], which is a Finite Element Method (FEM)-based flow
solver employing higher-order isoparametric Q2/P1 elements for the velocity and pressure,
respectively. This flow solver has already been successfully used in the framework of
numerous numerical benchmarks ranging from single phase flows [32] up to multiphase
flows involving liquid and/or gaseous phases [33]. Moreover, the benchmark computations
provided by Münster [34] have shown the use of the flow solver in combination with
Fictitious Boundary Method (FBM) also in the framework of particulate flows by means of
two-way coupled (passive) solid particles up to flows governed by the mechanical motion
of the immersed (active) solid objects like micro-scallops [35].

Having the objectives of the here targeted simulation framework in mind, which is the
ability to predict a suspension formation of the solid phase for the given geometrical and
process parameters, the general flow solver is extended by a one-way coupled Lagrangian
Particle Tracking (LPT) capable for resolving the inter-particle and wall–particle inelastic
collisions. As the characteristic particle sizes subjected to the performed studies are in the
order from 180μm up to 360μm, and only up to a very low volume fraction (<6%), the
one-way coupled realization of the LPT offers itself as a reasonable compromise between
computational accuracy and computational effort. A similar construction of a one-way
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coupled mathematical model has been recently presented by Xiao et al. [36] for the simula-
tion of particle-laden boundary layers for the identification of particle pattern formation.
According to this one-way coupled solution strategy, only particle motion is influenced
by the flow of the surrounding liquid flow, but not the other way around. The particle
motion respects the influence of drag and buoyancy but also the collision of the individual
particles with each other but also with the physical walls bounding the liquid slug during
its transportation in the Archimedes tube. Accordingly, in each time step, the particles are
subjected to the force balance with respect to buoyance and drag force, as follows:

mp
dU p

dt
=

1
2

ρ f CD | U − U p | (U − U p)Ap + (ρp − ρ f )gVp (2)

where U is the local fluid velocity, mp is the mass of the particle, ρp and ρ f are the densities
of solid particle and of the fluid, respectively. Vp and Ap are the corresponding volume
and area of the particle projected in the flow direction, which in case of considering the
presence of strictly spherical particles, are dependent only on the particle diameter dp.
Special attention is paid only on the drag coefficient CD which relies as well on the presence
of spherical particles for which the Schiller-Naumann [37] model is applied in the form of

CD =
24

Rep
(1 + 0.15Re0.687

p ) (3)

which provides a reliable correlation for the particle Reynolds number Rep =
ρ f dp |U−U p |

η f
,

being lower than 1000, which is fulfilled in all the later considered cases.
The update of the particle center position xp by means of its calculated velocity U p

from the force balance above is performed by a first order semi-implicit scheme, as follows:

xi+1
p = xi

p + U i+1
p Δt (4)

where the local velocity vector U is sampled at the corresponding particle center point xi
p

by the help of an octree-based algorithm identifying the respective element containing the
particle center and is subsequently interpolated by taking advantage of the higher-order
Q2 finite element interpolation function.

Due to the subsequent treatment of collision mechanisms, the time steps applied in
the force balance are chosen to be sufficiently small to prevent the divergence of resulting
collision steps. The potentially arising collisions are carried out by means of an inelastic
collision model, i.e., in case of collision of a particle pair there are no repulsive forces
to be resolved, instead the particles are carried to a touching position; furthermore, the
particle velocity U p is set to the local fluid velocity U. The model described here is a rather
inaccurate model in case of dense particle suspensions; however, it has the necessary accu-
racy in case of simulation of particle suspensions with small volume fraction of particles,
matching the targeted operating conditions of this work. Additionally, the collision scheme
is extended by the collision of particles with the solid walls of the simulation domain
to avoid the loss of particles through the outer walls of the simulation domain. Particle
collision might be strongly promoted by the dominant gravitational forces, especially in
case of operating conditions characterized by small Shield’s parameters. For this purpose,
the surface triangulation of the fluid domain is utilized in combination with an efficient
distance computation mechanism taking advantage of the related octree mechanisms.

The particular realization of the simulations is performed by means of a two-stage
simulation framework. Accordingly, in the first stage, the determination of the underlying
flow field is achieved for the prescribed operating conditions, which in this case is dictated
by the rotational speed of the Archimedes screw. To this end, a predefined geometrical
representation of the liquid slug is used, which is geometrically parametrized, on the one
hand, by the walls of the Archimedes screw and by spherical surface representations at
the two free-surface ends of the slugs. As a potential two-phase simulation by means of
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the front-tracking extension of the flow solver [38] would have required the treatment of
triple phase (solid/liquid/gaseous) contact lines and considerably large computational
efforts, a reduced but efficient single phase approach has been adopted by describing the
gas/liquid interfaces in form of spherical surfaces. The corresponding curved surface
segments Γslip have been subjected to a free slip boundary condition in terms of uΓ,slip
to allow the creation of the respective recirculation patterns transporting the particles on
the resulting trajectories. The boundaries of the fluid domain Γwall being aligned with
the Archimedes tubing are assigned to Dirichlet boundary conditions dictated by the
rotational movement of the tubing. According to the applied transformation with respect
to a translational frame of reference, aside for the primary rotational speed components,
also the axial velocity components are prescribed to be non-zero, as follows (see Figure 4):

uΓ,wall =

⎛⎜⎝−2π y nATC

+2π x nATC

P nATC

⎞⎟⎠ (5)

where nATC is the rotational speed and P the pitch distance of the coiled tubing.

Figure 4. Geometrical representation of the liquid slug with the respective boundary conditions.

The simulations in case of low rotational speeds reach fully stationary flow fields.
However, for high rotational speeds, slightly oscillating nearly periodical flow fields are
attained in a spatially refined mesh convergence framework. Accordingly, a sequence of suc-
cessively refined hexahedral meshes is used, so that the temporally converged solution of
the coarser resolution mesh is prolongated to its finer resolution counterpart until the norm
of the velocity difference between the two subsequent levels has decreased below 10−3.
For the simulation cases characterized by low rotational speeds (4–12 min−1), a resolution
level 2 solution (∼10,000 elements) turned out to be sufficient, while for the cases with high
rotational speeds (25–50 min−1), the solution on a resolution level 3 (∼80,000 elements)
was necessary.

The above-described velocity solutions are applied to the subsequent particle tracing
simulations (2nd stage), where the cases attributed to low rotational speeds are simulated
on a stationary velocity field. The cases exhibiting instationary (but nearly periodical)
behavior are simulated on the extracted periodical velocity fields. For this purpose, the
corresponding flow simulation results are analyzed with respect to the periodicity of the
flow. In the second step, the solutions of the individual timesteps within the estimated
period are saved and provided in an infinitely looped fashion to the particle simulation
tool. As the computational mesh in all cases is considered to be stationary, the velocity field
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between the individual outputs is linearly interpolated for the respective subtimesteps
during the particle tracing simulations.

4. Validation of Simulation

In this section, hydrodynamics and suspension behavior are simulated and validated
according to the experimental plans introduced in Section 2.2. In the images provided, the
flow behavior is difficult to recognize in some cases. Therefore, the corresponding videos
to each flow visualization image are supplied in the Supplementary Material.

4.1. Hydrodynamics

Figure 5a shows the simulated fluid velocities at the exemplary operating point at
nATC = 12 min−1 and ε = 0.25 in the last coil of the ATC tubing. Due to the occurring
pressure profile in the apparatus (compare Sonnenschein and Wohlgemuth [6]), the liquid
segment in the last tubular coil is displaced by 25◦ in rotating direction. This displacement
is irrelevant for the non-gravity consideration of hydrodynamics but is considered for the
simulation of suspension behavior in Sections 4.2 and 5.2. The scale in Figure 5a displays
velocity magnitude, whereas the arrows indicate flow direction and magnitude by different
arrow lengths. The CFD simulation shows fluid entrainment at the tube wall in rotating
direction. At the rear interface, the entrained fluid flow is decelerated, reversed, and then
accelerated at the tube’s center in reverse direction. This behavior is reflected by the fluid
flow visualization experiment in Figure 5b. Here, green arrows and overlay were used to
emphasize the flow in rotational direction, whereas a yellow arrow and overlay indicate
flow in reverse direction. Both visualizations show a flow regime dominated by Taylor
vortices typical for slug flow. In the CFD simulation, another detail that can be seen is
that the center of the reverse flow is shifted towards the outer bend at the front side of the
slug. This observation is typical for Dean vortices and becomes more pronounced at higher
flow velocities. This deviation, however, is too small to be recognized in the experiment.
Overall, flow behavior of simulated and experimental case are similar for this and the
other investigated operating points (provided as Figures S1–S4 accompanied by videos
in the Supplementary Material). Thus, the CFD simulation is a valid representation of
hydrodynamics.

Figure 5. Hydrodynamics at exemplary operating point nATC = 12 min−1 and ε = 0.25 in panel
(a) CFD simulation and (b) experiment with Mica powder. The corresponding video for panel (b) is
supplied in the Supplementary Material.

4.2. Suspension Behavior

Figure 6 displays the respective suspension behavior in the last tube coil at the op-
erating points specified in Table 1. Thereby, Figure 6a,b shows CFD simulations and
experiments for particle size dp = 364μm, respectively. Figure 6c presents additional
simulations for smaller particle size dp = 182μm. Over the whole investigated operating
window, the CFD simulations predict accumulation and settling of the particles at the slug’s
rear end, independent from solid content, rotational speed, and filling degree (compare
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Figure 6a). At the rear end, the particles recirculate as they follow the hydrodynamic flow
field: At the tube wall, particles are entrained in rotational direction until they reach the
rear interface. Here, the particles are accelerated in reverse direction. Variations in filling
degree ε lead neither to an improvement nor to a deterioration of the suspension state.
The same particle behavior is observed in the experiments, as visualized in Figure 6b. In
addition to the recirculation zone, particles aggregate at the rear interface. This behavior
may result from small velocities at the interface in combination with particle inertia. An-
other reason could be particle adsorption to the interface. This phenomenon is caused
by interfacial tensions and has been investigated for liquid/liquid slug flow applications
with phase-boundary catalysis [39] or water/air slug flow with polystyrene spheres [40].
In the simulations, the particles are distributed over a wider horizontal range than in the
experiments. This observation can be explained by the simplifications made for the CFD
simulations due to

1. the assumed uniform (and spherical) particle size distribution of the dispersed phase
which might contradict to the experimental realization, and

2. the insufficient support of the adopted one-way coupled model for the accurate
description of the particle dynamics in case of formation of locally dense particle
patters, which then results in lacking the feedback of the dispersed phase back on the
continuous fluid phase.

The validity of the simulation results is restricted only for the respective parameter
spaces where the particle dynamics is corresponding to the dispersed flow scenarios.
The numerical simulations characterized by the particular operation conditions, resulting
in a formation local accumulation of particles, are clearly outside of the validity of the
model, and therefore the dynamics of the particles experienced under such conditions
is to be treated with caution. However, the dynamics before reaching these critical flow
patterns is marginally still covered by the respective one-way coupled realization, as
the hydrodynamic forces acting on the individual particles together with the particle–
particle and particle–wall interactions are decisive for the formation of the resulting particle
dynamics, which in the final consequence is then modeled without a sufficient support of
the here adopted one-way coupling model.

Overall, CFD simulations can be employed to describe suspension behavior. How-
ever, the selected operating range is insufficient for the objective to gain an overview
of suspension states. Thus, further targeted CFD simulations are conducted to specify
the operating range. Particle size dp (correlating to in-flow direction projected particle
area Ap and particle volume Vp) has a major impact on the particle force balance (compare
Equation (2)). Reducing the particle size by half (dp = 182μm), however, still leads to par-
ticle recirculation zones at the slug’s rear end, where the particles accumulate (Figure 6c).
Another major impact on the force balance is the local fluid velocity Up, that depends
on the hydrodynamics induced by rotational speed nATC for a fixed ATC design. In the
investigated operating window, the flow profile is dominated by Taylor vortices typical for
air-segmented flow. By increasing rotational speed, this profile might be superpositioned
by Dean vortices leading to increased suspension. Here, process understanding is necessary
to evaluate these effects and estimate reasonable ATC operation and design parameters.
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Figure 6. Suspension behavior observed (a) in CFD simulations with dp = 364μm at varying filling
degrees ε, (b) in experiments with dmod = 364μm (sieve fraction 250–315μm) at varying filling
degrees ε, and (c) in CFD simulations with dp = 182μm at filling degree ε = 0.25. Correspond-
ing individual figures and accompanying videos are supplied in the Supplementary Material as
(a) Figures S5–S9, (b) Figures S10–S14, and (c) Figures S15–S18.

5. Five-Step Road Map to Set Up a Flow Map for Suspension Behavior Estimation

The previously presented experiments and simulations uniformly showed the same re-
sult: The accumulation of particles at the slug’s rear end. Thus, suspension behaviour in the
investigated operating window can be summarized as qualitative suspension state “particle
accumulation”. However, to set up a flow map for the Archimedes Tube Crystallizer (ATC),
information regarding further suspension states is necessary. In the apparatus development
of the ATC, the challenge is to gain process understanding as early as possible, with as
little effort as required. As a solution, the simulations of hydrodynamics and suspension
behavior are combined with dimensionless numbers. Thereby, the dimensionless numbers
provide a good first shot at possible operating regions and thus reduce computational and
experimental effort. Additionally, the gained process understanding can later be used to
transfer the flow map to other ATC designs and additional material systems. Our strategic
approach to this flow map is summarized in five steps as visualized in Figure 7.
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Figure 7. Five-step road map to estimate suspension behavior. The individual steps are carried out
by computational fluid dynamics simulations (CFD) or experimentally (EXP).

In Step 1, hydrodynamics are simulated to understand air-segmented flow in coiled
structures. Here, the impact of both flow regimes (separately and in combination) on parti-
cle suspension is discussed based on extracted velocity profiles. In Step 2, the suspension
behavior is simulated and all previous and current results are classified into four quali-
tative suspension states analogous to Scheiff’s definitions for slug flow applications [23].
Step 3 includes the assignment of dimensionless numbers to describe hydrodynamics and
suspension state. Through this approach, the observed flow phenomena become calculable
and can be used to set up a flow map for the ATC in Step 4. Finally, Step 5 contains the
validation of the flow map.

5.1. Step 1: Simulate Hydrodynamics and Evaluate Velocity Profiles

This step’s aim is the extraction of velocity profiles to understand superposition of
Taylor and Dean flow and possible impacts on suspension behavior. Therefore, hydrody-
namics are simulated in the extended operating window for nATC = 4–50 min−1. Apart
from the previous simulations at 4 and 12 min−1, further simulations are conducted at 25,
37.5, and 50 min−1 to save computational effort and cover the whole operating window at
the same time.

Figure 8 shows the velocity profiles at different angular positions in the slug for filling
degree ε = 0.25, exemplarily. Thereby, the total slug length at filling degree ε = 0.25
corresponds to angles 0–90◦. For the comparison between rotational speeds, velocity is nor-
malized with the average circumferential speed vcirc,av calculated according to Equation (6).
Thereby, vcirc,av is the product of rotational speed nATC and corrected coiled tube diam-
eter dck, which accounts for curvature by including coiled tube diameter dct, inner tube
diameter di,tube, wall thickness s, and pitch distance P in the calculations [6].

vcirc,av = nATC · π · dck = nATC · π · (dct + di,tube + 2s) ·
(

1 +
(

P
π · (dct + di,tube + 2s)

)2
)

(6)
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Figure 8. Velocity profiles for different rotational speeds nATC at filling degree ε = 0.25 for angular
positions (a) 22◦, (b) 43◦, and (c) 65◦.

For segmented flow, the basic velocity profile is the Poiseuille flow profile that can
be calculated according to Equation (7) [41]. Here, the velocity vPF at a certain radius r
depends on the average circumferential speed vcirc,av and inner tube radius ri,tube.

vPF(r) = 2 · vcirc,av ·
(

1 − r2

r2
i,tube

)
− vcirc,av (7)

From this equation, radius r0,PF is determined as radius at which velocity is equal to
zero (compare Equation (8)).

r0,PF =
1√
2

ri,tube (8)

Poiseuille velocity profile and radius r0,PF are included in Figure 8 as gray line and
horizontal dash-dotted line, respectively. For rotational velocity nATC = 4 min−1, the ATC
velocity profile is identical to the Poiseuille velocity profile at all angular positions. Thus,
segmented flow is the dominating flow regime at this operating point.

At angular position 22◦ (Figure 8a), it can be seen that the maximum velocity peak is
shifted towards the outer tube wall with increasing velocity. The same tendency is observed
at angular position 43◦ (Figure 8b). By contrast, the maximum velocity peak is shifted
towards the inner tube wall with increasing velocity at angular position 65◦ (Figure 8c).
These observations represent the superposition of the Poiseuille flow profile by Dean
vortices and consequently an increase in mixing efficiency. At angular position 22◦, the
overlaying Dean vortices could be beneficial for suspension behavior. Here, r0, the radius
at which velocity is equal to zero, is shifted closer to the outer tube wall compared to r0,PF
from rotational speed nATC = 25 min−1 upwards. Thus, the zone for particle entrainment
in rotational direction is reduced by half. However, this angular position is not decisive for
particle transport as the particles mostly accumulate at the rear end of the segment (compare
Section 4.2). There, at angular position 65◦, r0 is reduced at the inner tube wall, where
the impact on the particles is smaller. Nevertheless, the maximum velocity shift towards
the outer tube wall is already visible in the center of the slug at angular position 43◦.
Thus, the positive effect of the Dean vortices on mixing might be larger than expected. In
addition, the presented velocity profiles have only been extracted in radial direction. In
other directions, increase of mixing efficiency by Dean vortices is expected as well.

5.2. Step 2: Simulate Suspension Behavior and Classify Qualitative Suspension State

In this step, suspension behavior is simulated and classified into qualitative suspension
states for the extended operating window from nATC = 4 to 50 min−1. Thereby, the investi-
gated rotational velocities are selected analogously to Section 5.1 for filling degree ε = 0.25.
The previously employed particle diameters dp = 182μm and dp = 364μm and solid
fractions wsolid = 1–5.1 gAla · 100 g−1

Sol (see Section 4.2) are selected again for comparison as
possible crystal product diameters and solid contents of a cooling crystallization process.
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According to the proposed qualitative suspension states, all previous experiments
and simulations (compare Figure 6) are classified as not suspended (red), as the particles
settled and accumulated completely at the rear end of the segment. Figure 9 shows the
simulation results at higher rotational speeds for the large (dp = 364μm, Figure 9a) and
small (dp = 182μm, Figure 9b) particle diameters.

Figure 9. Suspension behavior observed in CFD simulations for (a) dp = 364μm and (b) dp = 182μm.
Corresponding individual figures and accompanying videos are supplied in the Supplementary
Material as (a) Figures S19 and S20 and (b) Figures S21–S26.

The simulations for particle size dp = 364μm show an increasing distribution of
the crystals in horizontal direction (yellow) at the highest investigated rotational speed
of nATC = 50 min−1 (compare Figure 9a). For all other simulated cases, the particles
still accumulate at the rear end of the slug (red). These results are similar, even for
different solid contents. For particle size dp = 182μm, the increasing distribution in
horizontal direction (yellow) is already visible at nATC = 25 min−1 (compare Figure 9b).
For nATC = 50 min−1, the particles even start to distribute along the vertical axis (dotted
green) as well. In all cases, a particle recirculation vortex can be identified at the rear
half of the slug. The particles follow the fluid streamlines while sedimenting due to
gravity. As soon as the particles reach the entrainment zone at the tube wall, they are
accelerated towards the rear interface in rotational direction. In summary, it seems that
particle gravitation has such a strong influence that only small particles can be suspended.

5.3. Step 3: Assign Suitable Dimensionless Numbers to Describe Hydrodynamics and
Suspension Behavior

Using the simulation results for hydrodynamics and suspension behavior, suitable
dimensionless numbers are calculated and evaluated in this section. The initial focus is
on hydrodynamics. In the ATC, it is assumed that the combination of hydrodynamics in
coiled structures and air-segmented flow has to be considered.

In coiled structures, the magnitude of secondary flow patterns is described by Dean
number Dn as ratio between inertial and centripetal to viscous forces (Equation (9)) [8].
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Dn depends on Reynolds number Re and the geometry of the coiled tubing given by inner
tube diameter di,tube and coiled tube diameter dct.

Dn = Re ·
√

di,tube

dct
(9)

For the ATC, Re is calculated according to Equation (10) with average circumferential
velocity vcirc,av, fluid density ρ f , and viscosity η f .

Re =
ρ f · vcirc,av · di,tube

η f
(10)

A time scale of Dean flow can be calculated based on the average velocity of the Dean
vortices vDn and a representative secondary flow path lDn [14]. This time scale is beneficial
for the later discussion on superposition of Dean and air-segmented flow. Equation (11)
was derived semi-empirically by Bayat and Rezai for vDn [42] and also employed by
Gaddem et al. [14] in the description of a coiled flow inverter with segmented flow.

vDn = 0.031 · η f

ρ f · di,tube
· Dn1.63 (11)

The representative circulation path lDn is determined according to Equation (12)
found in [14]. Hereby, the Dean vortex shape is approximated by a half-circle with diame-
ter di,tube/

√
2.

lDn =
di,tube√

2
·
(

1 +
π

2

)
(12)

With these quantities, Dean flow recirculation time τDn is calculated as described by
Equation (13), also from the work in [14].

τDn =
lDn
vDn

(13)

The flow pattern in air-segmented flow is described as Taylor flow. Taylor flow
recirculation time τTaylor depends on the average circumferential velocity vcirc,av and slug
length lslug (compare Equation (14)) from in [14,41]. lslug, in turn, is given by filling degree ε
and corrected coiled diameter dck.

τTaylor =
2 · lSlug

vcirc,av
=

2 · ε · π · dck
vcirc,av

=
2 · ε

nATC
(14)

Gaddem et al. combined the time scales of Dean and Taylor flow to the modified Dean
number Dn∗ for segmented flow in coiled structures (compare Equation (15)) found in [14].

Dn∗ =
τTaylor

τDn
· Dn (15)

Dn∗ compares mixing in radial direction (Dean vortices) to mixing in angular direction (Tay-
lor vortices). If τDn > τTaylor, mixing in angular direction is faster than in radial direction.
If τDn < τTaylor, mixing in radial direction is faster.

The correlations just outlined are summarized in Figure 10 for the considered operating
window. By plotting the ratio of Dn∗/Dn, it becomes directly apparent, according to
Equation (15), which mixing process is predominant: angular mixing for Dn∗/Dn < 1
and radial mixing for Dn∗/Dn > 1. For filling degree ε = 0.25, mixing in angular
direction is faster than in radial direction below 12 min−1. This observation coincides
with the velocity profiles presented in Figure 8, where the typical Dean vortex shape is
discernible above this rotational speed. For filling degree ε = 0.35, mixing in radial
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direction is already faster than angular mixing below 12 min−1. This observation is due
to the longer slug length (higher filling degree) compared to the same representative
circulation path of the Dean vortex. The superposition of Dean vortices on Taylor vortices
might also affect suspension behavior through the increase in mixing efficiency. Thus,
qualitative suspension states in the ATC flow regime could be reached at lower rotational
speeds than predicted on the basis of segmented flow alone.

Figure 10. Rotational speed nATC and ratio of Modified Dean number Dn∗ to Dean number Dn for
filling degree ε = 0.25 (solid black line) and ε = 0.35 (dashed gray line). Reynolds number Re is
calculated for water as liquid phase.

Suspension behavior in segmented flow can be evaluated based on Shield’s parame-
ter Θ, the ratio of drag, and gravity, provided in Equation (16) [23]. Thereby, Θ depends on
fluid viscosity η f , density difference between fluid and particle Δρp f , average circumferen-
tial velocity vcirc,av, particle diameter dp, and gravity g.

Θ =
9 η f vcirc,av(

dp/2
)2Δρp f g

(16)

Scheiff investigated the qualitative suspension behavior of catalyst particles with
dp = 10–100μm and ρp � ρ f [23]. For these material system properties, he specified the
following boundaries for Shield’s parameter Θ to estimate the four qualitative suspension
states mentioned above (compare Figure 7) [23]:

• Θ 
 10: Particles settle/accumulate completely at rear end of segment (red).
• 10 ≤ Θ ≤ 30: Horizontal distribution degree increases, but gravity shifts particles to

lower vortex (yellow).
• 30 ≤ Θ ≤ 180: Particles suspended predominantly in lower vortex, vertical distribu-

tion degree increases (dotted green).
• Θ > 180: Gravity overcome, particles distributed uniformly in upper and lower

vortex (green).
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Figure 11 shows these limits in combination with the already classified suspension
states (red, yellow, dotted green, green) for the particle sizes investigated in Sections 4.2 and 5.2.

Figure 11. Rotational speed nATC and Shield’s parameter Θ for selected particle sizes at filling
degree ε = 0.25. Suspension states are classified according to Figure 7.

For particle diameter dp = 182μm, qualitative suspension states up to increasing
vertical distribution (dotted green) can be reached within the specified operating window.
For particle diameter dp = 364μm, rotational speed must be higher than 50 min−1 to
even achieve a horizontal distribution of the particles (yellow). The ideal, homogeneous
suspension state (green) is not achieved in either case. Overall, the observed suspension
states fit the proposed boundaries. Nevertheless, the Shield’s parameter Θ has limitations:
Neither solid content, particle shape, slug length (filling degree), or influences of the coiled
structure are taken into account.

5.4. Step 4: Set Up Flow Map

To set up a flow map, the ratio of Modified Dean number to Dean number Dn∗/Dn
and Shield’s parameter Θ are combined. Dn∗/Dn from hydrodynamics is shown com-
plimentary to point out areas where enhanced suspension behavior is expected due to
superpositioned secondary flow patterns, whereas Θ is used to describe the suspension state.
Both dimensionless parameters depend on material system, ATC design, and operation.

Dn∗/Dn is calculated according to Equation (17) that results from inserting
Equations (13) and (14) into Equation (15). Here, the highest impact on the magnitude of
Dn∗/Dn is given by filling degree ε and corrected coiled tube diameter dck. dck is calculated
based on coiled tube diameter dct according to Equation (6).

Dn∗

Dn
= 0.22 ·

(
ρ f

η f

)0.63

︸ ︷︷ ︸
Material system

· d0.445
i,tube · d0.815

ck︸ ︷︷ ︸
Design

· ε · n0.63
ATC︸ ︷︷ ︸

Operation

(17)
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Equation (18) represents the Shield’s parameter adapted to the ATC by inserting
Equation (6) into Equation (16). Particle size dp is the decisive factor for suspension quality,
followed by corrected coiled tube diameter dck and rotational speed nATC.

Θ = 113.1 · η f

Δρp f
· d−2

p︸ ︷︷ ︸
Material system

·g−1 · dck︸︷︷︸
Design

· nATC︸ ︷︷ ︸
Operation

(18)

The flow map visualized in Figure 12 shows the dependencies of the selected dimen-
sionless parameters on rotational speed nATC and particle diameter dp for coiled tube
diameters (a) dct = 50 mm and (b) dct = 200 mm. As already explained in Section 5.3, ra-
tios Dn∗/Dn < 1 imply faster angular than radial mixing. Thus, in this operating range,
the previously defined boundaries for Shield’s parameter Θ to estimate the qualitative sus-
pension state are directly transferable. For ratios Dn∗/Dn > 1, faster radial than angular
mixing is expected. Here, enhanced suspension behavior might be observable. In addition,
the necessary rotational speed for amplified radial mixing decreases with increased coiled
diameter (compare Figure 12a,b). Here, slug length increases due to the larger dct, with di-
rect impact on the ratio of slug to Dean vortex length. Overall, whether ratios Dn∗/Dn > 1
are already sufficient to improve suspension has not been determined yet.

Figure 12. Calculated ratio of Modified Dean number Dn∗ to Dean number Dn versus Shield´s
parameter Θ in dependence of rotational speed nATC and particle diameter dp according to
Equations (17) and (18) for (a) dct = 50 mm and (b) dct = 200 mm; constant values: filling degree
ε = 0.25, η f = 0.001 Pa s, ρ f = 1043 kg m−3 and ρp = 1420 kg m−3.

Whereas small particles with dp = 91μm can already be distributed horizontally (green)
at rotational speed nATC = 12 min−1, large particles with dp ≥ 364μm are expected to
settle over the whole operating window of the ATC with dct = 50 mm (compare Figure 12a).
To reach a higher suspension state for a given material system with specified particle size,
rotational speed nATC or coiled tube diameter dct needs to be increased. However, an
increase in rotational speed causes a decrease of residence time in the apparatus and thus
leads to a shorter crystal growth time. Therefore, increasing the coiled tube diameter is
the preferable choice as visualized in Figure 12b. To suspend particles with double the
size, coiled tube diameter must be enlarged by factor 4 according to Equation (18). For this
ATC design, particles with dp = 182μm reach horizontal distribution (green) at rotational
speeds below nATC = 12 min−1.
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Step 5: Validate Flow Map

Flow map validation is conducted at a suitable operating point at the transition
between two qualitative suspension states. As no suspension is expected in the investigated
operating region of nATC = 4–50 min−1 for sieve fraction 250–315μm (dmod = 364μm),
sieve fraction 100–160μm (dmod = 182μm) is selected for the experiment. For this particle
size, the transition from fully horizontally distributed (yellow) to a vertically distributed
suspension state (dotted green) is estimated at Shield’s parameter Θ = 35 or rotational
speed nATC = 40 min−1. Solid content wsolid is not considered in the developed flow
map (compare Equations (17) and (18)). Thus, the selected operating point is investigated
for two solid contents (compare Section 2.2) to exclude potential impacts.

Figure 13 illustrates the suspension state at the selected operating point.

Figure 13. Experimental suspension state for dmod = 182μm at nATC = 40 min−1 and ε = 0.25
for (a) solid content wsolid = 1 gAla · 100 g−1

Sol and (b) solid content wsolid = 5.1 gAla · 100 g−1
Sol .

Corresponding individual figures and accompanying videos are supplied in the Supplementary
Material as (a) Figure S27 and (b) Figure S28.

For the lower solid content (Figure 13a), particles are horizontally distributed as pre-
dicted. Furthermore, the particles are almost completely vertically distributed, thus the
qualitative suspension state is close to homogeneous suspension. In addition, a particle
recirculation vortex is visible at the rear half of the slug that was also calculated in the CFD
simulations presented in Figure 9b. For the higher solid content (Figure 13b), the parti-
cles are no longer recognizable individually but rather seem homogeneously distributed
in both directions. In this case, the higher solid content leads to particle overlapping.
Thus, differences in particle distribution are difficult to record by camera. Nevertheless,
higher suspension states might be reached by increasing the solid content due to particle
swarm effects.

Overall, the observed suspension behavior in the validation experiments was better
than expected, as almost homogeneous suspension (green) was reached at the selected
operating point. This deviation reveals the suitability of the combination of the selected
dimensionless numbers. The supplemental information gained from hydrodynamics with
ratio Dn∗/Dn is beneficial to describe the flow enhancement through Dean vortices. For
operating point nATC = 40 min−1, for example, radial mixing is twice as fast as angular
mixing already. As a consequence, suspension quality is improved as well.

6. Conclusions and Outlook

A study to characterize hydrodynamics and suspension behavior in the small-scale
Archimedes Tube Crystallizer (ATC) was conducted. To set up a flow map for the ATC, a
five-step roadmap was introduced. In this approach, Computational Fluid Dynamics (CFD)
simulations and experiments were integrated with dimensionless numbers to reduce
experimental and simulative effort by conducting only target-oriented investigations. The
flow map developed can be applied to estimate operating parameters for a selected material
system and ATC design based on the targeted crystal product size.

For a continuous cooling crystallization process in the ATC, low rotational speeds may
be required to achieve the necessary residence time for sufficient crystal growth. However,
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the required residence time is strongly dependent on the crystal growth rates of the material
system. In general, by increasing the coiled tube diameter, larger particles can be obtained
with sufficient suspension as well. Nevertheless, the required qualitative suspension state
to avoid agglomeration in a cooling crystallization has yet to be determined.

In the future, a dimensional analysis should be conducted to develop dimensionless
numbers that include both mixing and material-specific effects, such as solid content and
particle shape. In addition, the CFD simulation tool developed in this contribution could
be extended with a suitable population balance model to describe interrelations between
suspension behavior and agglomeration. Thereby, the simulations could be enriched to
include particle size distributions and further particle effects.

Supplementary Materials: The following are available at https://www.mdpi.com/article/10.3390/
cryst11121466/s1, Figures S1–S28 and corresponding videos to the figures.
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Abbreviations

The following abbreviations are used in this manuscript:

Ala L-alanine
API Active pharmaceutical ingredient
ATC Archimedes Tube Crystallizer
CFD Computational fluid dynamics
CFI Coiled flow inverter
EXP Experiments
FBM Fictitious Boundary Method
FEM Finite Element Method
LPT Lagrangian Particle Tracking
PF Poiseuille flow
PSD Particle size distribution
RTD Residence time distribution
Sol Solution
Susp Suspension
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Abstract: A review is presented on fifty years of research on crystallization in fluidized bed reactors
(FBRs). FBRs are suitable for recovery of slightly soluble compounds from aqueous solutions, as it
yields large, millimeter sized particles, which are suitable for reuse and permits low liquid residence
times in the timescale of minutes. Full-scale applications for water softening have been applied since
the 1980s, and since then, new applications have been developed or are in development for recovery
of phosphorus, magnesium, fluoride, metals, sulfate, and boron. Process integration with membrane,
adsorption, and biological processes have led to improved processes and environmental indicators.
Recently, novel FBR concepts have been proposed, such as the aerated FBR for chemical-free pre-
cipitation of calcium carbonate, the seedless FBR to yield pure particulate products, a circulating
FBR for economic recovery and extended use of seeds, as well as coupled FBRs for separation of
chiral compounds and FBRs in precipitation with supercritical fluids. Advances are reported in the
understanding of elementary phenomena in FBRs and on mathematical models for fluid dynam-
ics, precipitation kinetics, and FBR systems. Their role is highlighted for process understanding,
optimization and control at bench to full-scale. Future challenges are discussed.

Keywords: fluidized bed reactor; homogeneous granulation; crystallization from solutions; precipitation;
wastewater treatment; water softening; phosphorus removal; struvite; chiral separations

1. Introduction

Industrial crystallization from solutions is applied as a separation operation or as a
means of synthesizing particulate products. Four crystallization methods exist, depending
on how the solution interacts with its environment to promote the formation of the solid
phase: cooling, evaporative, antisolvent and chemical reaction crystallization. The choice of
the crystallization method is primarily based on thermodynamics of multiphase systems [1],
meaning the solubility of the crystallizing compound plays a dominant role. Moderately
and highly soluble compounds are preferably processed by either cooling or evaporative
crystallization because respectively a high yield and a low energy consumption are feasible.
Unacceptably low yields would result for slightly soluble compounds, so for this class
of compounds either chemical reaction (precipitation) or antisolvent crystallization is
applied. The latter finds use only when high valued compounds are involved, as the cost
of separating and recycling the antisolvent is high, so most slightly soluble compounds are
processed by chemical reaction crystallization.

Precipitation equipment usually involves rapid mixing of the reactants (timescale of
seconds or lower) followed by a long period (timescale of hours) when particles are allowed
to develop until they meet requirements for downstream separation from the liquid. The
rapid mixing step takes place either in a static mixing device or in a high turbulence zone
within the crystallizer. The crystallizer may be a gently stirred tank or a static vessel. The
logic behind this process arrangement is related to the kinetics of elementary phenomena
of crystallization of slightly soluble compounds. In the mixing step fast primary nucleation
(timescales << 1 s) and slow crystal growth (typically 10−8 to 10−10 ms−1) take place,
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leading to particles in the nanometer to micrometer size ranges. In the crystallizer, such
small particles ripen, i.e., they recrystallize, often as a different polymorph, and form large
settleable agglomerates. Such agglomerates are difficult to dewater and retain impurities
originally present either on their surface or in entrapped solution.

In fluidized bed reactors, the undesirable processing and quality issues of nanometer-
and micrometer-sized particles are circumvented by the introduction of large, millimeter-
sized seeds in fluidization. Precipitates are either formed directly upon the seeds or formed
in solution and subsequently adhere to the seeds. Due to its large particle size, the product
may be easily separated from the solution while retaining little moisture. The precipitate
forms an important proportion of particulate, so economic recovery of the material is often
possible. The liquid residence time is of only a few minutes, so the process is suitable for
treatment of large streams.

An important issue in FBR design is the need to maximize retention of the precipitate
on the seeds, thus minimizing solute loss as fine particles with the exiting solution. Much
like in other precipitation options, FBR process design depends on specific features of
each crystallizing system. Early industrial applications of FBRs were based on calcium
carbonate crystallization for water softening [2,3], in calcium phosphate precipitation of
phosphorus removal from domestic wastewaters [4,5] and in metal salts precipitation for
heavy metal removal from industrial wastewaters [6,7]. Full-scale experiences have also
been developed with an improved design, the circulating FBR, for softening of industrial
water [8] and drinking water [9]. In the last decade, the interest in the topic has much
increased, as Figure 1 illustrates. A few reviews have been done on specific applications
of FBRs, such as in water softening [10,11] and phosphorus removal from waste streams
by struvite crystallization [12,13]. An extensive and comprehensive review on FBRs has
been published recently [14]. In this contribution, the fundamentals of the processes and
process modeling work will be presented first. Then a range of applications for FBRs
in the classic configuration as briefly explained above will be explored. Next, it will be
shown how FBRs may be integrated with other unit operations to yield solutions to specific
separation problems. Improved FBR concepts that have been proposed in recent years will
be highlighted. Finally, challenges for the future will be discussed. Compared to previous
publications, process fundamentals are covered in more depth, whereas integration of FBRs
with other unit operations and improved reactor design concepts are new, so the present
contribution offers a fresh improved cross section of FBR technology.

 

 
(a) (b) 

Figure 1. Number of peer reviewed publications by year (a) and by country (b). Source: Scopus,
August 2022.
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2. Fundamentals of FBRs and Mathematical Modeling

2.1. Main Features of FBRs and Performance Indicators

FBRs are used to separate a target compound from a liquid stream by chemical reaction
crystallization. In its classic configuration (Figure 2a), reactants are mixed with the stream
at the bottom of a fluidized bed. The bed is fed with seeds of a suitable size both for
fluidization and for easy separation from the liquid downstream from the FBR. The seeds
composition is often different from the crystallizing compound. Crystallization of the
target compound takes place either directly upon the seed particles or in solution. In the
latter case, most of the freshly formed precipitate adheres to the seeds. Two indicators
conveniently characterize FBR performance (Figure 2b). The conversion χ is the proportion
of the incoming target compound that converts to the solid phase and the recovery η gives
the proportion of the incoming target compound that is retained in the seeds. Consequently,
the target compound not retained in the seeds leave the system either in solution with mass
fraction 1 − χ or as fine particles with mass fraction χ − η. It is desired to attain the highest
possible conversion and a recovery that approaches the conversion, that is, most of the
converted compound attaches to the grains. The conversion is controlled by the amount
of chemicals added. Since FBRs are applied for low solubility compounds, conversions
approaching 1.0 are feasible, but in some cases lower values result because a supersaturated
solution leaves the crystallizer or because the formation of fines is minimized for a condition
of partial conversion. Terminology in the literature is sometimes confusing, the terms
removal, efficiency, crystal efficiency, granulation, among others, are used to mean either
recovery or conversion. When the seeds are of the same composition as the crystallizing
compound, or in case of an unseeded FBR, the term homogeneous FBR or homogeneous
granulation FBR are commonly used. Grown seeds are usually called pellets, grains or
simply particles.

 

(a) (b) 

Figure 2. Fluidized bed reactor (a) and the performance indicators conversion χ and recovery η (b).

2.2. Elementary Processes of Crystallization

The first step in precipitation is the generation of supersaturation by rapid mixing of
reactants with the influent at the lower part of the FBR. Two limiting behaviors may be
distinguished with respect to the genesis of particle formation in FBRs depending on the
supersaturation in the region where reactants are mixed and the metastable zone width
of the solution. In the first one, the local supersaturation falls within the metastable zone
width, so the main elementary process in the FBR is crystal growth upon the grains, possibly
associated with epitaxial growth. This behavior is approached in practice for crystallization
of calcium carbonate [15,16]. As an example, Figure 3 shows calcite crystals in a pellet
from a full-scale reactor. In the second type of behavior, the local supersaturation exceeds
the metastable zone, and primary heterogeneous nucleation takes place in solution at the
bottom of the bed, so recovery occurs by aggregation of the resulting fine particles with
the grains as they ascend within the bed. This behavior is usually found for compounds
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with extremely low solubility, such as amorphous calcium phosphate [17], nickel sulfide
and copper sulfide [18], and nickel/cobalt sulfide mixtures [19]. Figure 4 illustrates this
mechanism by the measurement of the fine particles’ concentration profile in the fluidized
bed: the fines are formed at the bottom and subsequently disappear as they aggregate upon
the grains as they ascend. Struvite appears to exhibit intermediate behavior [20,21]. Fine
particles may also be created by grains abrasion, particularly for seeds of large size or in
regions of high turbulence, such as in the zone of reactants mixing. Abrasion may be easily
noticed by a rounded shape and smooth surface of the grains, as illustrated in Figure 5a
for grains collected from the bottom of a FBR. Figure 5b shows that grains at the top of the
same bed, where turbulence is lower. In the absence of abrasion, particles display a rough,
irregular surface. During start up, when the bed is filled with bare seeds, heterogeneous
nucleation of the target compound upon the seeds surface controls recovery, which is lower
than at steady operation. Such induction period usually last a few minutes [22] to a few
hours [17].

 

Figure 3. Photomicrograph in thin section of a pellet from a full-scale FBR. The small, clear particle at
the center is the seed. The rest of the particle are calcite crystals displaying concentric layering and
stellate clusters of coarser calcite. Field of view: 4 mm. Source [16].

Figure 4. Conversion (χ), recovery (η), and fines (χ − η) along bed height (expressed as residence
time in the bed), suggesting that fines are formed at the bottom and subsequently adhere to the grains.
Source: [23].
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(a) (b) 

Figure 5. SEM view of (a) a highly abraded grain collected from the bottom of a FBR and (b) a
non-abraded grain collected from the top of the same bed. The compound is amorphous calcium
phosphate. Source: [24].

The specific surface area of the particles, expressed in m2 per m3 fluidized bed is
an important parameter in FBR design because a high value allows fast consumption of
supersaturation that would otherwise promote undesired primary nucleation in solution
as opposed to crystal growth upon the seed grains. Additionally, a high superficial velocity
implies efficient use of the reactor volume for crystallization.

Mathematical models for elementary phenomena of a FBR are summarized in Table 1.
Models that consider thermodynamic equilibrium and chemical speciation in solution are
useful for establishing conditions for crystallization of the desired target compound [25]
without coprecipitation of unwanted compounds [24] and to assess the influence of ligands
on precipitation [26]. They also help to determine whether effluents leave the crystallizer
as a supersaturated solution [27]. Particle growth and crystal growth kinetics in FBRs
have been determined which are helpful for design, be it a kinetic expression for a two-
step crystal growth as function of supersaturation [28,29] or an empirical correlation
for the particle growth rate that includes dependencies for supersaturation, particle size
and superficial velocity [30,31]. A kinetic model for aggregation of amorphous calcium
phosphate allowed an improved understanding of the FBR operation [17]. A CFD-based
population balance model has been developed to represent the nucleation and crystal
growth at the bottom of a FBR [32]. The model predicts local supersaturations and particle
sizes for calcium phosphate.

Table 1. Mathematical models for elementary phenomena in FBRs. Equilibrium: indicates that solubil-
ity, supersaturation and in some cases solution speciation are considered. Growth: indicates whether
molecular crystal growth (indicated as “crystal”) or overall particle growth, which encompasses
crystal growth, aggregation and abrasion (indicated as “particle”) are considered.

Crystallizing Compound Elementary Phenomena Authors Year Refs.

CaCO3 Equilibrium, crystal growth Hu et al. 2017 [15]

CaCO3 Equilibrium, crystal growth Rankin et al. 1999 [16]

Ca phosphate Equilibrium, crystal growth, aggregation Seckler 1994 [17]

NiS–CoS Equilibrium, particle growth, aggregation Lewis et al. 2006 [19]

Struvite Equilibrium, metastable zone width, crystal growth Bhuiygan 2008 [20]

Ca phosphate Equilibrium Seckler et al. 1996 [24]
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Table 1. Cont.

Crystallizing Compound Elementary Phenomena Authors Year Refs.

Ca phosphate Equilibrium Montastruc et al. 2003 [25]

Struvite Equilibrium Iqbal et al. 2008 [26]

Struvite Equilibrium Xu et al. 2019 [27]

CaCO3 Equilibrium, crystal growth Tai et al. 1999 [28,29]

CaF2 Equilibrium, particle growth Aldaco et al. 2007 [30,31]

Ca phosphate Equilibrium, nucleation, crystal growth,
macromixing Seckler et al. 1995 [32]

2.3. Liquid Solid Fluidization

Liquid solid fluidization is encountered in elutriation, leaching, crystallization of
moderately soluble compounds, etc. Generally, a homogeneous bed of increasing height
develops for superficial velocity’s varying between the minimum fluidization velocity and
the terminal falling velocity of the particles [33]. Table 2 summarizes mathematical models
for fluidization in FBRs. Kramer et al. [34] have compared several models for predicting
the voidage of monodispersed calcite particles to a wide range of experimental conditions.
The best fitting was found for their explicit model of the form ε = ε(Re, Fr), with ε, Re and
Fr representing the bed voidage, the Reynolds and the Froude number, respectively. They
have also suggested that such an explicit, simple model is the most suitable approach for
monitoring and control of full-scale processes. Ye et al. [35] have used a CFD model to
show that particles recirculate within the bed.

Table 2. Mathematical models for fluidization in FBRs. 1 Dimension 0D indicates that voidage is
calculated in a homogeneous bed; 1D and 3D indicate particle segregation in one dimension (bed
height) and three dimensions, respectively. 2 Particle segregation indicates whether particles are
homogeneously distributed within the FBR, segregated by size, or by both size and density.

Crystallizing Compound Dimensions 1 Particle Segregation 2 Authors Year Reference

CaCO3 0D None Kramer et al. 2020 [34]

Struvite 3D None Ye et al. 2017 [35]
1D Size Toyokura et al. 1973 [36]

NaBO3·4H2O 1D Size Frances et al. 1994 [37]
1D Size Shiau et al. 2001 [38]
3D Size Al-Rashed et al. 2009 [39]
3D Size Al-Rashed et al. 2013 [40]

Struvite 3D Size Rahaman et al. 2018 [41]

Ca phosphate 1D Size and density Seckler 1994 [17]

CaCO3 1D Size and density van Schagen et al. 2008 [42]

Enantiomers 3D Size Kerst et al. 2017 [43]

Particles of different sizes usually segregate, larger particles occupying lower portions
of the fluidized bed. Segregation however is not perfect, so polydisperse materials occupy
each axial position within the bed. This behavior has been addressed by Toyokura et al. [36]
with an axial-dispersion model, whereas Frances et al. [37] and Shiau et al. [38] have
used a mixed-tank in series approach. Al-Rashed et al. [39,40] have indicated with CFD
simulations that the voidage and particle size changes both with axial and radial position
within Oslo-fluidized bed crystallizers. In addition, upon scaleup at constant superficial
velocity, voidage decreases due to cessation of fluid circulation flows. In a cylindrical bench
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scale crystallizer, both CFD and experiments have yielded a size-segregated bed with little
dispersion [41].

If particle size and density vary, as is the case when the seeds and the crystallizing
compound have different densities, stratification is more complex. Kennedy and Bret-
ton [44] have considered that the driving force for segregation is the difference between
the slip velocity of a given particle and the upward fluid velocity and included an axial
dispersion coefficient that counteracts segregation. This basic idea has been pursued later
with improvements in solution and accuracy [45,46]. Gibilaro et al. [47] established that
the particles distribute in the bed in such a way that the potential energy is minimized.
Seckler [17] has developed a mathematical model using this concept to adequately describe
the composition and size of particles as functions of the height in a bench scale bed with
sand pellets covered with amorphous calcium phosphate. Van Schagen et al. [42] have
noticed that fluidization models do not accurately represent experimental data for calcium
carbonate crystallization in pilot and industrial units. They have assumed that particles
which size and density promote a higher pressure drop occupy a lower position in the bed.
They have concluded that the calibrated Richardson Zaki model is the most accurate. Using
this model, operational constraints have been established in terms of minimal and maximal
pellet size at the bottom, for given superficial velocity and temperature. They have found
that such operational constraints are often violated in practice, so they have recommended
to use the model and to measure pressure drop at the bottom of the bed, instead of pressure
drop of the total bed, as is usual.

2.4. Mathematical Models for the FBR Process

Models that describe the FBR process are summarized in Table 3. They combine
fluid dynamics, mass balances, equilibrium, and crystallization kinetics, with time and
special coordinates as independent variables. Models that describe the recovery and the
grain size as functions of time and bed height have been proposed for crystallization of
calcium carbonate [48], struvite [49–51], potassium struvite [52], calcium phosphate [53,54],
gypsum [55,56], and tetrahydrate sodium perborate [37]. Precipitation is often modelled
with the surface-controlled crystal growth rate with an expression of the type,

G = kg(S − 1)g (1)

where S is the supersaturation ratio, S = c/ceq, with c and ceq (kg·m−3) as the active
component concentrations in the supersaturated solution and in equilibrium, respectively,
kg and g are fit parameters, the latter being the growth order. Sometimes diffusion is
considered the controlling mechanism for particle growth, so Equation (1) takes the form,

G = kd
(
c − ceq

)
(2)

The mass transfer coefficient kd has both been determined experimentally in a FBR [20]
or estimated with semi-empirical correlations, such as the Froessling equation that relates
the numbers of Sherwood, Reynolds and Schmidt [28]:

Sh = 0.6Re
1
2 Sc

1
3 (3)

Most often, particle abrasion and fines aggregation upon the grains are lumped into
Equation (1), whereas primary nucleation is neglected. The removal of the active component
from solution relates to the particle (overall) growth rate G with the mass balance for a
horizontal slice of the bed,

dc
dh

∼ ρsolidGu−1dA (4)

where h (m) is the bed height, dA (m2) is the interfacial area of the grains, u (m·s−1) is the
superficial velocity and ρsolid is the solid density (kg·m−3). The value of dA is derived from
a fluid dynamics model, for which a fully segregated bed is the most straightforward option.
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The calculations are performed for each differential slice of the bed at each time interval
starting at the moment of seeds addition, implying that G, c and A are functions of h and t,
G = G(h,t), c = c(h,t), A = A(h,t). The recovery after a certain period of operation is calculated
from the value of c at the top of the bed, whereas the grains size L = L(h,t) is calculated from
the seeds size and integrating G(h,t) with time for each horizontal slice. Fines leaving the
bed from the top are neglected. This type of model is useful for design when complemented
by experimental data on bench or pilot-scale FBRs, as it is restricted to an operating range in
which primary nucleation is negligible. It is suitable for systems in which recovery largely
depends on crystal growth, such as in calcium carbonate and gypsum-based systems, but
not for systems in which primary nucleation in solution and subsequent aggregation with
the grains are the dominant phenomena, such as calcium phosphates.

Table 3. Mathematical models for FBRs. 1 Growth: indicates whether molecular crystal growth
(indicated as “crystal”) or overall particle growth, which encompasses crystal growth, aggregation
and abrasion (indicated as “particle”) are considered. 2 Dimensions 0D indicates that the independent
variables are respectively particle size (L) and time (t); 1D indicates that they are L, t, and the bed
height; 3D relates to models in L, t, and the three spatial dimensions. 3 Particle segregation indicates
whether particles are homogeneously distributed within the FBR or segregated by size, or by both
size and density.

Crystallizing
Compound

Growth 1 Dimensions 2 Particle
Segregation 3 Other Phenomena Authors Year References

Struvite Particle 0D None aggregation Bhuiyan et al. 2008 [20]

CaCO3 Crystal 0D None Tai et al. 1999 [28]

CaCO3 Crystal 1D Size and density Van et al. 2008 [48]

Struvite Particle 1D Size Rahaman et al. 2014 [49]

Struvite Particle 1D Size Rahaman et al. 2008 [50]

K struvite Crystal 1D Size Zhang et al. 2017 [52]

Ca phosphate Crystal 1D Size Fluid mixing,
aggregation Montastruc et al. 2003

2004 [53,54]

Gypsum Crystal 0D None Choi et al. 2021 [55,56]

Ca phosphate Crystal 3D Size Macromixing Seckler et al. 1995 [32]

CaCO3 Crystal 1D Size and density van Schagen et al. 2006 [57,58]

Struvite No 3D None Nucleation,
Macromixing Ye et al. 2018 [59]

Struvite Crystal 3D Size Macromixing Rahaman et al. 2018 [41]

BaCO3 Crystal 3D Size
Nucleation,

Micromixing,
aggregation

Moguel et al. 2010 [60]

CaCO3 Crystal 0D None CO2 stripping Segev et al. 2013 [61]

Enantiomers Crystal 1D Size Nucleation, Breakage Mangold et al. 2017 [62]

Enantiomers Crystal 1D Size Nucleation, Breakage Gänsch et al. 2021 [63]

Van Schagen et al. [57,58] have developed a model for process control of softening in
full-scale FBRs based on crystal growth rate and complete grains segregation. A nonlinear
model-predictive controller determines the values of the manipulated variables to keep
the pellet size and bed height within desired range under varying operational conditions.
They have found optimal values for the pellet size and for the bypass ratio (part of the
influent is diverted because the FBR exceeds softening specifications) while maximizing
bed height (to reduce residual supersaturation). The approach has been considered robust
to inaccurate measurements.

Ye et al. [59] have developed a model for a FBR in three dimensions at unsteady state.
The multiphase flow was modelled with a commercial Reynolds-averaged Navier-stokes
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CFD code and particle mean sizes were determined with the moments transformation of
the population balance. Crystal growth and primary nucleation kinetics with the literature
parameters for struvite have been adopted. Phosphorus removal at various process condi-
tions compared favorably with bench scale experiments, and a split inlet of reactants was
suggested as useful for improved control of the supersaturation. The model is useful for
performance evaluation and geometry optimization of FBRs in which aggregation is not
an important phenomenon. It does consider the formation of small particles in solution.
Rahaman et al. [41] have also developed a CFD model for struvite crystallization and com-
pared it to pilot experiments. Moguel et al. [60] have developed a CFD model for barium
carbonate precipitation in a FBR that included micromixing limited chemical acid–base
instantaneous reaction, solution speciation, phase equilibrium, and kinetics for nucleation,
growth, and aggregation. The model has been compared to pilot-scale experiments.

3. Applications

3.1. Calcium Carbonate

Calcium carbonate crystallization is applied in central softening of drinking water as
it reduces scaling in household appliances and surfaces and reduces the need for cleaning
agents and laundry detergents. Even though the FBR process requires energy and chemicals,
it has been shown to be environmentally positive from life cycle assessment [64] and from
a cost benefits [65] perspective. In addition, carbon capture in the crystallized calcite and
dissolution of CO2 into the softened water offers net carbon benefits of softening. The net
total carbon footprint of drinking water softening in the Netherlands is estimated to be
−0.11 Mton CO2 eq./yr. [66].

Calcium carbonate crystallization in a FBR is the first and most developed application
of FBR technology. It has already received reviews in the nineties [10,11,67], as well as
a recent one [14]. Pilot studies and industrial scale applications of FBRs started in the
1970s [2,3]. In the present day there are full-scale units located in the Netherlands [34,68,69],
in Saudi Arabia, in the United States of America [70], and in China [8,9]. An overview of full-
scale and pilot-scale applications of FBRs is given in Tables 4 and 5, respectively. A full-scale
circulating FBR has been used for softening of tower water in a thermal power plant [8],
where softening enabled an increase in water circulation ratio from 4.5 to 9, to reduce anti
scaling additive consumption by 30% and to use the pellets in the desulfurization unit of
the power plant. The same FBR design has led to improved performance of full-scale in
terms of hardness removal, time interval for pellets withdrawal, and cost [9].

The process is driven by adding a base to increase the water pH to values between 9
and 11. Calcium hydroxide is often used because of its low cost and to provide calcium
if carbonate is originally in excess. If calcium is in excess, some sodium carbonate may
be added [71]. Pellets are mainly constituted by calcite. This was for example the case for
16 water types at eight Danish drinking water treatment plants [72]. Besides calcite, they
contained impurities, such as strontium, magnesium, iron, and sodium, each contributing
with up to 1.3% of the pellet mass. The influent water composition did not change the
calcium carbonate mineralogy but did correlate with the concentrations of many (but not
all) impurities in the pellets. Quartz sand seeding material contributed with up to 15% of
the pellet mass. The grains’ low specific surface area of ≤0.32 m2/g limits its potential use
as soil amendment in agriculture [72]. In another study [71], garnet seeds were covered
with calcium carbonate (97%) and magnesium hydroxide (3%). The polymorph aragonite
was the main mineral in grains produced in a homogeneous (unseeded) FBR [73].

Rankin and Sutclife [16] have characterized the microstructure of calcite covering sand
seeds in an industrial softening FBR. They have identified concentric banding inside the
particles associated with perturbations in growth conditions induced by changes in pH
inside the reactor. They have also found that individual “calcite crystals grow orthogonally
from the surface of the seeds and in optical continuity across the concentric bands” and that
“stellate clusters of larger crystals cross-cut these bands”. Consequently, crystal growth
is the dominant process in particle formation, with a growth rate of the order of 0.1 mm
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per day. A two-step growth model has been suggested [28], as well as semi-empirical rate
laws for growth rate dependency of the supersaturation [15,74]. Most calcium and total
hardness crystallize at the lowest part of the bed, within a bed height of about 1 m [8,11].

Fines lost with the effluent may result from abrasion of the pellets or from heteroge-
neous nucleation in solution. In a study with eight real groundwater types in a circulating
FBR [71], fines were found to be predominantly calcium carbonate and magnesium carbon-
ate particles. Fines formation could be hindered if Ca2+ < 180 mg/L, Mg2+ < 70 mg/L, and
pH < 11.

Mathematical models have been developed for several aspects of a softening FBR,
such as fluidization; see Section 2 in this manuscript.

3.2. Calcium Phosphates

Calcium phosphates crystallization is mostly applied to remove phosphate from
wastewaters that would otherwise cause eutrophication of surface waters. Early studies on
calcium phosphate precipitation in a FBR have been developed from bench to industrial
scale [4,5,75]. The calcium phosphate compound formed in FBRs is an amorphous phase
that may be represented by the chemical formula Ca3(PO4)2 [23]. The process is controlled
by aggregation of primary particles upon the seeds [23], so P recovery is improved by
using multiple reactant inlet points to avoid high local supersaturations and to enhance
aggregation [76]. A poorly crystalline hydroxyapatite is formed sometimes [77], probably
by recrystallization of amorphous calcium phosphate at a low supersaturation and a long
residence time [78]. A commonly used seed material is quartz sand, which provides an
inert surface for phosphorus nucleation and retention in the bed. Seeding with MgO
grains is more effective as it produces alkalinity near the grain surface, which promotes
precipitation of carbonates and phosphates upon them [77]. Many wastewaters contain
calcium and carbonate, which tend to co-precipitate with calcium phosphate, as the rise in
pH is the driving force for precipitation of both compounds. The effect of carbonate on P
recovery is controversial. Not only has a positive effect been found [79], but also a negative
one [24]. Magnesium has been found to suppresses undesirable CaCO3 coprecipitation [77].
Magnesium may also precipitate as Mg3(PO4)2·22H2O, yielding a feasible process for
phosphorus removal for waters with a low calcium content (Ca/P < 0.8 mol mol−1) [24].
Fluorapatite, Ca10(PO4)6F2, may also precipitate in alkaline conditions upon phosphate rock
and calcite seed particles [78]. Optimal conditions for phosphorus and fluoride removal
are an upflow velocity of 0.12 m·min−1, Ca:P:F molar ratio of 10:4:1.

A thermodynamic model for calcium phosphates precipitation for FBR conditions
shows that for pH values below 7.3 dicalcium phosphate is formed, for higher pH val-
ues amorphous calcium phosphate develops [25]. Equilibrium modeling has also been
applied to select conditions where coprecipitation of unwanted salts are avoided [24]. Such
models offer possibilities for improving recovery, increasing product purity, and reducing
effluent pH.

3.3. Struvite

Struvite (NH4MgPO4·6H2O) crystallization has received much attention in the context
of wastewater treatment because it offers the possibility of simultaneously removing two
commonly encountered nutrients, phosphorus and nitrogen. Bench scale studies have
started in the turn of the millennium [80–84], and since then, pilot studies [26,85–91] as well
as full-scale applications have been reported [92–94]. A FBR process is nowadays explored
commercially with the tradename Ostara® [95].

Siciliano et al. [96] have recently published an extensive review that includes struvite
crystallization in FBRs. The treated wastewater should not contain less than ~50 mg P/L,
which roughly corresponds to the solubility of struvite. For this reason, this process
has been studied for wastewaters containing high concentration of nutrients, such as
swine [27,51,86,97–101] and chicken [102] wastewater, sludge lagoon wastewater [82],
wastewater from vacuum toilet systems [103], wastewaters from industrial processes that
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use phosphoric acid, such as in the manufacture of electronics [104] and activated car-
bon [88], and wastewater from the dairy industry [105]. For effluents with low P content,
it is possible to treat them with phosphorus-accumulating microorganisms, which subse-
quently release P in a higher concentration suitable for struvite crystallization, as is the case
for supernatants from anaerobic digestion processes [20,49,50,80,83,84,89,90,94,106–108]. If
the wastewater contains potassium, such as in source-separated urine, it is convenient to
have potassium struvite (KMgPO4·6H2O) as the target compound [52,87,109].

In the classic FBR configuration, phosphorus removal values above 90% are commonly
found. Residence times vary within the range of a few minutes to a few hours due to
recirculation of the effluent. Superficial velocities are generally within the range of 1
to 4 m·min−1. Alkaline pH values, typically 8 to 10, are required to shift the chemical
equilibrium of the reactions involving H+, H3PO4, H2PO4

−, HPO4
2− and PO4

3− toward
the latter species, which make up the crystal lattice of struvite. Magnesium is added
stoichiometrically or in some excess, i.e., Mg:P molar ratios of one or slightly above it, to
assure low concentration of the target compounds N and P. Seeding may be performed with
struvite itself [104], with sand [81,110] or calcium phosphate [111], to yield a sub-millimetric
particulate struvite product. Many process variations have been proposed to improve
recovery, reduce chemicals’ consumption, improve the quality of the struvite product, and
reduce the residence time. They are addressed in Sections 4 and 5 in this manuscript.

Bhuiygan et al. [20] have studied the kinetics of struvite crystallization for conditions
relevant for FBRs. They have determined the induction time as a function of supersat-
uration and the metastable zone width. Additionally, crystal growth rate kinetics have
been determined in a bench scale fluidized bed. They have concluded that nucleation
may be triggered at the bottom section of the bed and that the fresh crystals ascend to the
top section, where a lower relative velocity should be provided so they do not escape the
bed. As they grow, they gradually descend to lower portions of the bed. Nucleation and
crystal growth rates have been determined in a mixed suspension crystallizer [112]. Ye
et al. [113] have analyzed the morphology of struvite aggregates formed in unseeded jar
tests. They have found that large, compact, mechanically strong aggregates are formed at a
low phosphorus concentration and mild alkalinity. Fromberg and collaborators [21] have
experimentally determined induction times and zeta potentials in struvite crystallization.
They have concluded that a high recovery in FBRs might be attained by keeping a low
supersaturation, because it results in low zeta potential values that favor agglomeration of
primary nucleated struvite crystals upon the seeds. Consistent with these predictions, Gosh
and collaborators [114] have experimentally determined that struvite recovery increases
as the supersaturation decreases. Fang et al. [115] have conducted batchwise precipita-
tion of struvite to determine its settleability, which is important for fines formation in
FBRs. Ostwald ripening of struvite is suggested to explain why larger crystals develop at
higher temperatures.

3.4. Other Phosphates

Besides calcium phosphate and struvite, other phosphates have been crystallized
in FBRs. Barium hydrogen phosphate, BaHPO4, and barium oxide, BaO, have been
formed [116]. A Ba recovery of 98% was achieved at a pH of 8.5, a Ba/P molar ratio
of one, and a superficial velocity of 0.46 m·min−1. The addition of seeds had no effect on Ba
recovery. Shih and collaborators [117] have added several alkaline earth metals but no seeds
to remove phosphate from an electronics manufacturing wastewater with a high inlet P
concentration of 100 ppm. It has been found that the pH determines the pseudopolymorph
formed: a mixture of monetite (CaHPO4) and brushite (CaHPO4·2H2O) is recovered at
pH 4.5, whereas hydroxyapatite (Ca5(PO4)3(OH)) is formed at pH 7.5. Strontium and bar-
ium hydrogen phosphate (SrHPO4 and BaHPO4) crystalize at pH 4, whereas Sr5(PO4)3(OH)
and Ba5(PO4)3(OH) are produced at pH 8. Magnesium phosphate crystallizes as newberite
(MgHPO4) and bobierrite (Mg3(PO4)2). Cobalt precipitates as Co3(PO4)2.8H2O and a
mixture of cobalt and nickel, with the latter crystallizing as Cu2(PO4)OH, by mixing two
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wastewaters from the semiconductor industry [118], one containing cobalt, the other one
phosphate. EDTA and citrate ions, which are commonly found in these wastewaters, reduce
recovery substantially.

3.5. Fluoride

Effluents containing fluoride are generated in fertilizer production (580–1680 ppm),
optoelectronic and aluminum electroplating (100–6500 ppm), in municipal sewage treat-
ment plants (5000–10,000 ppm), in aluminum trifluoride manufacture, and in groundwater
(references given in [119]). The target compound chosen depends on the effluent specifica-
tion in terms of fluoride concentration. Fluorite (CaF2) is convenient for many industrial
wastes as it yields effluents with ~10 ppm F− at room temperature or ~5 ppm F− at 80 ◦C.
Cryolite (Na3AlF6) is sometimes considered as an intermediate step as it yields effluents
with concentrations an order of magnitude higher. Fluorapatite has been considered for
even lower effluent concentrations of about 2 ppm, such as for groundwater treatment
aiming at drinking water supply [78,120]. A life cycle assessment study shows that fluorite
(CaF2) precipitation in a FBR compares favorably with precipitation in mixed tanks [121].

Calcium fluoride precipitates upon heterogeneous seeds by addition of a calcium
source (calcium chloride or calcium hydroxide) at pH values in the range of 3 to 12.
A neutral pH is preferred to avoid coprecipitation of compounds, such as phosphate
and carbonate, which would take place at an alkaline pH. As an example, a FBR for
calcium fluoride precipitation has been applied for wastewater from a rare-earth smelting
wastewater [22]. Using silica sand as seeds, recoveries above 90% have been achieved with
a particle size of about 1.5 mm. The superficial velocity was 2.4 m·min−1, the recycle ratio
of the effluent was 0.8.

The formation of CaF2 fines is sensitive to supersaturation [122]. It has been largely
avoided by keeping the saturation index (defined as the logarithm of the ratio of ion
product to solubility product) at the bottom of the reactor below 3.5 [123]. Alternatively,
it has been suggested to limit the supersaturation by using fluoride concentrations lower
than 150 ppm at the bottom of the FBR after mixing of reactants [124]. If the influent
concentration is higher, a recirculation stream may be applied, provided that fines in this
stream are removed by filtration. If reintroduced into the FBR, the fines reduce recovery
because they do not aggregate with the pellets, instead they promote crystallization of CaF2
onto their surfaces [122]. Calcium fluoride precipitation has been applied even for high
influent concentrations of 5.000 ppm F− [119]. In such cases, another option, which has
been applied at a pilot-scale, is to use two FBRs in a series, the first one recovers 70% of
the fluorite as cryolite, the latter separates 90% of the remaining fluoride as its calcium
salt [125]. Cryolite is formed upon addition of sodium hydroxide and aluminum hydroxide
at pH values in the range of 2.5 to 7 [125].

Silica sand is suitable as a substrate for CaF2 crystallization but not for economic use
of the pellets in HF production, as part of the fluoride is lost as silicon tetrafluoride gas.
Consequently, crystallization upon calcite grains has been proposed [124]. If conducted at
an adequate pH, the seeds partly dissolve to form additional CaF2 and release CO2. After
230 h operation, it is possible to recover pellets containing 97% CaF2 and only 3% calcite.
This process has been yielded F− recoveries of 70 to 80% [126].
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3.6. Metal Carbonates, Hydroxides, and Oxides

Application of FBRs for metals removal at full-scale has been realized since the 1980s to
treat wastewaters from the metal plating, chlor-alkali, and other industries [6,7]. Relevant
target metals were Cu, Ni, Co, Zn, among others. Metal precipitation as a carbonate is
convenient because high recoveries are attainable, the metal may be readily recovered
by acidification of the grains, and carbonate has a positive buffering effect on the treated
water [6]. Recirculation is required for high influent concentrations. If the wastewater
contains suspended solids, filtration upstream of the FBR is needed; otherwise, such solids
act as seeds that promote formation of fine particles that are not retained in the FBR bed [6].
A list of the studies on metal removal with a FBR and some key processes and equipment
parameters are given in Table 6.

Lewis [19,132] has found that both molecular growth and aggregation contribute to
recovery from measurements of fines concentration along the bed height for the aqueous
nickel hydroxy-carbonate system. She has also found that it is possible to favor growth by
increasing the number of feed points and the effluent circulation rate, thereby increasing
the recovery from 60 to 95%. For copper sulfide, the supersaturation was much higher, so
this strategy was not effective, and recoveries were about 10% [19]. She has also found
that low supersaturation results in decreased particle roughness, which reduces fines
generation by abrasion of the grains. Lee et. al. [133] have studied the formation of copper
carbonate in a FBR. They have found that particles formed by primary nucleation in solution
aggregate to the seeds, forming a deposit that is porous and prone to abrasion. They have
proposed to use low superficial velocities to reduce turbulence in the bed and to increase the
specific surface of the grains. They have found that primary nucleation could be reduced by
effective mixing of reactants at the bottom. A recovery of 96% was achieved. Lertratwattana
et al. [134] have recovered copper from wastewater as the hydroxycarbonate of copper,
malachite. The homogeneous FBR operated in two conditions to increase recovery: in the
first 6 days a pH of 6.5 provided a low supersaturation suitable for initial development of
the seeds, followed by a pH of eight. Lv et al. [131] have used a two-stage FBR to attain 96%
recovery on a quartz seeded FBR. Wei et al. [135] have investigated CuCO3 precipitation in
a bench scale seeded FBR for 174 days. The removal efficiency was stable at 95%, but when
the inlet supersaturation was allowed to increase, the efficiency decreased to 60–80% due to
the generation of fines by primary nucleation in solution and seeds breaking. Adjusting of
process conditions brought the system to the previous performance, showing the long-term
feasibility of copper recovery. Copper and phosphate present in a wastewater from the
semiconductor industry were removed as the basic phosphate Cu2PO4OH by increasing
the solution pH to 6 in a homogeneous FBR [136].

Nickel hydroxy carbonate with chemical formula Ni(OH)CO3 has been formed in
FBRs at a pH of 9.7 via primary nucleation in solution followed by aggregation with seeds
as well as by crystal growth upon the seeds. Reducing local supersaturation with multiple
reactant feed points has increased recovery up to 99% [19,132]. At a higher pH value of
10.7 nullaginite, Ni2(OH)2CO3 has also led to a high recovery in a homogeneous FBR [137].

Lead recoveries of 99% have been found attainable as the carbonate salt at pH values of
8 to 10 and a carbonate-to-lead molar ratio of 3, using either heterogeneous seeds [138,139]
or lead carbonate seeds with 0.057 mm in size prepared in a separate batch setup [140]. The
same recovery has been found for a much less concentrated solution (0.19 mM) at the pH
and carbonate-to-lead ratio just mentioned. Sand has been used as seed at a recycle ratio
of 0.67.

A limited number of studies exist for other metals. Zinc has been precipitated as a
mixture of hydrozincite, Zn5(CO3)2(OH)6, and amorphous Zn compounds in a homoge-
neous FBR at a CO3:Zn molar ratio of 1.2 and a pH of 7.2 [141]. It has been found that ferric
and chloride ions result in less crystalline solids and lower recoveries. The homogeneous
FBR has yielded higher recoveries than FBRs seeded with hydrozincite and with silica
sand. Wastewater from the aluminum industry has been treated with a homogeneous FBR
to precipitate crystalline aluminum oxide with stoichiometry Al2.66O4 at pH 10.4 [142];
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see details in Section 5 of this manuscript. Other metals removed with a FBR are silver
carbonate [143] and titanium dioxide [144].

For wastewaters containing a mixture of heavy metals, effluent concentrations are
slightly higher than in the case of a single metal [6]. Zhou et al. [145] have removed the
metals Cu, Ni and Zn in a single FBR as the metal hydroxides at pH 9 with recovery of 95%.
Lee et al. [146] have recovered the metals Cu, Pb, and Ni as carbonates and hydroxides. The
pH value in the effluent of the FBR ranged from 8.7 to 9.1. Sequential FBRs have been used,
with most of the metal ions being collected in the first reactor. Depending on solubilities
and concentrations, it may be possible to selectively separate one or more metals [6].

3.7. Metal Sulfides

Metal sulfides precipitation in FBRs is deemed difficult because they involve extremely
high supersaturations that promote the formation of colloidal, highly charged particles [18].
In spite of these difficulties, high recoveries of copper sulfide have been attained using a
semicontinuous mode and calcium coated seeds [147]. In addition, arsenic trisulfide, As2S3,
has been removed with a high recovery after jar tests and experimental determination
of the metastable zone width of the process [148]. Mixtures of cobalt and nickel sulfides
were allowed to react with Na2S in a FBR to yield recoveries of about 90% [149] without
recirculation. Recoveries could be increased by using gaseous H2S as reactant in a bubble
FBR because slow gas dissolution has prevented local high supersaturation [149]. The
process has been found suitable for wastewaters containing ~200 ppm metals but not for
~2.000 ppm.

3.8. Sulfate

Sulfate is commonly found in surface waters and in industrial waters, such as in ore
beneficiation, paper mills, and fertilizer facilities. It forms scaling compounds that negatively
interfere with water processing and with wastewater treatment with membrane operations.
Sulfate also causes corrosion in sewers and negatively interferes with anaerobic wastewater
treatment due to the action of sulfate reduction to sulfide by microbial action [150].

Sulfate removal in FBRs may be conducted with gypsum crystallization by reaction
with added calcium chloride [151]. Recovery of gypsum in FBRs is probably controlled
by crystal growth and abrasion of the grains [152]. Either alkaline or acid conditions may
be chosen, which offers a good window to control coprecipitation of other impurities in
the wastewater. For example, an influent solution containing sulfates of calcium, magne-
sium, and sodium with 1.1 mM total sulfate, has yielded grains containing both gypsum
and magnesium hydroxide [153]. Ammonium or aluminum in solution favors a higher
conversion [150]. Bare sand grains are not effective as a growth/aggregation substrate for
gypsum, so in batch operation an initial period of low recovery may take place [154], while
for continuous operation this material may be used. Another option is to use gypsum as
seeds [151], as crystals of about 100 μm are easily developed in the FBR itself or in another
crystallizer type. Seeding with silica or gypsum are equally effective for recovery [153]. For
an influent concentration of 160 mM, optimal conditions are a Ca/SO4 molar ratio of 1.48,
a superficial velocity of 0.032 m·min−1 and a recirculation-to-feed ratio of 32, which yields
a sulfate conversion of 82% and recovery of 67% [150]. Gypsum crystallization in FBRs is
sometimes applied aiming at calcium removal [56].

3.9. Boron

Boron removal may be accomplished by adding hydrogen peroxide and a divalent
metal to convert boric acid into a slightly soluble perborate salt. This chemistry has
been applied to a homogeneous FBR to precipitate calcium perborate compounds [155].
Additionally, barium from another wastewater has been used as a reactant, having either
silica sand or a waste-derived mesoporous aluminosilicate. The latter seed type was
found superior due to its ability to adsorb barium ions on its surface, which promote
heterogeneous nucleation of the target boron compound on its surface [156].
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4. Integration with Other Unit Operations

4.1. FBR and Membrane Operations

Membrane operations, such as reverse osmosis and electrodialysis, are applied for
water reuse within industry and as part of wastewater treatment. The water recovery is
often limited by scaling of slightly soluble contaminants upon the membrane surfaces. Con-
sequently, removing scaling components upstream of the membrane operation or between
membrane stages leads to improved water recoveries. Precipitation techniques are so far the
only options developed to a full-scale, the FBR has the advantages of a reduced footprint,
chemical demand, and sludge generation, in spite of a higher capital cost [164]. The combi-
nation of FBRs with membranes has been applied for the treatment of wastewater [165],
brackish groundwater [55,56,127,164,166], and drinking water [167,168]. Usually, the target
compound is calcium carbonate [70,128,167,169,170], but other compounds may also be
separated, such as calcium sulfate dihydrate [56], a mixture of calcium carbonate and nickel
hydroxide [171], a mixture of calcium carbonate and magnesium compounds [165], as well
as calcium phosphate [172].

Membranes have also been used to improve the performance of the FBR. In analogy
with the membrane assisted suspension crystallizer originally proposed by Sluys et al. [173],
Li and collaborators [128] have immersed an ultrafiltration membrane in the fluidized bed,
so only the solution leaves the crystallizer.

Nanofiltration of seawater has been used to produce a low-cost magnesium solution, as
this element is present at high concentrations in the oceans (∼1400 mg/L) and is efficiently
rejected by nanofiltration membranes. The solution has been fed to a FBR to crystallize
struvite, NH4MgPO4·6H2O, reducing the cost of the process for treating the supernatant
of a domestic-sludge dewatering facility [107]. As seawater contains other impurities
for which nanofiltration rejection is variable, FBR pH and magnesium dosage had to be
adjusted to avoid both undesirable calcium phosphate precipitation, and sodium and
chloride excessive wastewater salinity. For a nanofiltration rejection of 90%, more than 90%
of P removal was achieved, and the struvite purity was ∼95%. Struvite precipitation was
conducted in the presence of an antifouling agent, which was added to the NF brine to
prevent the clogging of the NF membrane.

4.2. FBR and Adsorption

FBR and adsorption are combined by using an adsorber as seeds in the FBR. The
method allows faster adsorption than in a fixed bed and potentially uses a waste as an ad-
sorbate. The disadvantage is that the adsorbed compound is not recovered in concentrated
form. Lee et al. [174] have seeded a FBR with the sludge from a water clarifier. Over 90% of
the copper in the wastewater was removed by simultaneous adsorption and precipitation
of copper hydroxide upon the sludge particles. During removal from organic compounds
by Fenton oxidation and adsorption, simultaneous precipitation of Fe(III) hydroxides upon
the seeds substantially reduced downstream sludge formation [175–178].

4.3. FBR and Absorption for Carbon Capture from Air

A proprietary process has been proposed [179] in which CO2 is absorbed from air
with a KOH solution to form a K2CO3 solution; see Figure 6. This solution is treated with
Ca(OH)2 in a FBR to separate CO3 as CaCO3 and to recover the KOH solution. The FBR
yields the calcium carbonate as large particles that upon calcination are converted into the
desired concentrated CO2 suitable for further processing or storage and a solid CaO stream.
This oxide then converted into Ca(OH)2 that returns to the FBR. The FBR differs from those
used in water softening because the carbonate concentration is much larger, ~0.5 against
~0.005 M, and the pH is higher. It has been found that for pH values in the range of 12
to 14 vaterite is formed, whereas for lower values calcite is the dominant polymorph, but
carbonate recovery is not significantly affected by the pH [180].
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Figure 6. Process for carbon capture from air involving a FBR. Source [179].

4.4. FBR and Biological Process for Treatment of Acid Mine Drainage

Wastewater derived from mining operations are typically acidic and contain sulfate
and metals that must be removed before discharge to surface waters. Sulfate reducing
bacteria may produce hydrogen sulfide that subsequently reacts with metals to form metal
sulfide precipitates. The reader is referred to nice reviews on this topic [181,182], here just a
brief description is given. Biological sulfate reduction and chemical reaction crystalliza-
tion may be simultaneously conducted in a fluidized bed bioreactor. This configuration
has advantages in relation to other bioreactors because it offers a large surface area for
microorganism growth, high mass transfer rate, among others. Much like in a conventional
FBR, the metal sulfide precipitate may be found on the surface of the (biofilm) seeds, in the
effluent as fine particles or in solution. The concentration in solution is usually very low
because of the low metal sulfides solubilities. When an inverted fluidized bed design is
used, the precipitates may be collected separately from the biomass. The inverted bed is
designed with biofilm carriers of low density, so the influent flows downward, with the
biomass being collected at the top and the metal precipitate at the bottom. It is also possible
to precipitate the metals in a separate reactor, for instance, upstream from the biological
FBR by recirculation of the effluent containing sulfide or H2S. Metal sulfides precipitation
is advantageous in comparison to conventional metal hydroxide precipitation because
the required hydraulic retention times are lower, the effluent concentration is an order of
magnitude lower, and the sludge is more compact and easier to dewater.

5. Improved FBR Concepts

5.1. Aerated FBR

Segev et al. [127] have proposed to crystallize calcium carbonate in a FBR by simply
inserting an air stream into the fluidized bed. This is an improvement in relation to the well-
developed softening operation which promotes crystallization with the aid of a chemical,
usually calcium hydroxide. Calcium carbonate precipitation relies on the pH increase
promoted by the release of part of the carbonate originally in solution as CO2 to the air
stream. This route is feasible only for solutions with a high carbonate content. The authors
propose to apply the process in desalination of brackish waters for production of drinking
water and to aid reverse osmosis operation by removing scale-forming calcium carbonate.
A mathematical model for the process has been developed that is useful for design [61].
CO2 stripping with air has also been used for pilot-scale decarbonation of geothermal
waters [129], to keep a high pH during struvite crystallization in a FBR [110], for phosphate
removal from dairy and swine wastewater as struvite or mixtures of struvite and calcium
carbonate [100], and as a means of improving fluid dynamics during recovery in copper
removal from metal industry wastewater [131].

5.2. Circulating FBR

Hu et al. [9] have introduced an annular zone within the cylindrical fluidized bed to
promote circulation of the grains; see Figure 7. Consequently, the particle size does not
vary with bed height. The authors conclude that this configuration requires a reduced bed
height and allows for an improved recovery and an extended discharge time of grains.
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Experimental data for two industrial scale units have been presented [8,9]. Another modifi-
cation of the bed, including three concentric sections, has been applied for simultaneous
removal of calcium, magnesium, and silica [130] by dosing precipitation agents (NaOH and
MgO) and flocculants (aluminum sulfate and polyacrylamide). Circulation of the grains
within the bed is also promoted by adding one of the reactants through a nozzle in the
upward direction [97]. The upper part of the bed may have a conical shape to provide a
settling zone, so only the smallest particles leave the system in the overflow. Recirculation
of the FBR effluent has also been applied to retain part of the fine particles in the bed [97].

Figure 7. Circulating fluidized bed introduced by Hu et al. [9].

5.3. Homogeneous FBR

The basic idea of a classic FBR is to allow compounds that would otherwise develop
as micrometer-sized particles to attach to large seed particles of a suitable support material.
However, for some systems it has been shown that, even in the absence of seeds, it is
possible to develop submillimeter- or millimeter-sized particles of the target compound
in the FBR. During the startup period, which may last a few hours to a few days, a low
superficial velocity and a high recirculation ratio of the suspension leaving the reactor may
be required. Glass beads of a few centimeters in diameter are often added at the bottom
at the point of the reactants addition to prevent clogging and formation of bubbles [157].
Once a fluid bed develops, operation is like a seeded FBR, with the advantage that the
particles are constituted by the pure target compound. This type of crystallizer is known as
homogeneous granulation FBR. Applications of homogeneous FBRs described in Table 6
encompass crystallization of fifteen compounds and their mixtures. Recoveries are generally
above 90% and grains sizes range from 0.1 to 1 mm, thus similar to classic FBRs. The
superficial velocities are highly variable; in general, they lie within the range of 0.05 to
0.5 m·min−1. So far, the processes have been developed to the bench scale. Aluminum
removal as bayerite (aluminum hydroxide) was conducted at a pH of 9.2 and a molar ratio
of H2O2/Al of 2 [157]. A low superficial velocity 0.22 m·min−1 was used at the start to
allow for growth of the fluidized particles, which were retained in an upper section of
the bed with a diameter twice the man crystallizer body. Later, a superficial velocity of
0.5 m·min−1 and a recirculation-to-feed ratio of three were used. In another application,
aluminum oxide with stoichiometry Al2.66O4 developed as 0.25 mm sized granules, but a
startup period of 11 days was required [142]. Calcium fluoride has also been removed with
large recovery even for high influent concentrations of 10,000 ppm F− [119]. A calcium
carbonate recovery of 90% and compact granules of 1 to 2 mm have been obtained, with the
pH being the most important variable not only for recovery but also for particle size, shape,
and crystallinity [73,158]. Zinc wastewater from the mechanical industry wastewater was
treated to yield a recovery of about 90%, but chloride and ferric ions reduced the recovery
and the granule size and wee incorporated in the particles [141]. Thin-film transistors liquid
crystal display industry produces a phosphate-rich effluent, which yielded magnesium
phosphate as a mixture of salts [111]. Barium removal with phosphates yielded different
solid compounds depending on the pH. Homogeneous and seeded processes resulted in
the same high recovery of 98% [116].
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5.4. Separation of Enantiomers

Cooling crystallization is commonly applied for the separation of enantiomers from
racemic mixtures. Crystallization of the desired enantiomer is promoted by seeding with
the same material in a mixed suspension. Batch operation is usually applied for flexibility,
but continuous configuration is potentially more economical and meets more stringent
product quality demands. A continuous selective crystallization process has been pro-
posed [183,184] that consists of two crystallizers, one for each enantiomer. The liquid
recirculates among the two crystallizers, so its composition does not change much while
allowing for a substantial yield. The FBR has been proposed as an alternative crystal-
lizer [62] with some advantages. A slightly conical geometry enhances particle segregation
by size, enabling extraction of the product of desired particle size in a conveniently located
outlet port. Additionally, small particles that formed in solution, possibly of the undesired
enantiomer, are readily removed with the upflowing liquid and redissolved in the feed
tank. Further, particles larger than the product are removed from the bottom, crushed,
and reinserted in the FBR as seeds, exempting the need for a dedicated unit for seeds’
preparation. The process has also proven to offer higher yield (in mass of product per hour
per volume crystallizer) than a batch process for the enantiomers of asparagine monohy-
drate [63,185]. CFD-DEM modeling has been applied to improve reactor geometry [43,186].
Besides enantiomers, also other stereoisomers (positional isomers OABA and PABA) could
be continuously separated in FBRs [187].

5.5. FBR with Supercritical Fluids

Supercritical CO2 has found increased use as an antisolvent for the production of
micro- and nanoparticles in the pharmaceutical and food applications [188]. In the so-called
RESS process (rapid expansion of supercritical solutions), the target compound is initially
dissolved in supercritical CO2 and precipitates as the fluid expands upon flowing through
a nozzle. In the SAS process (supercritical antisolvent), the target compound is initially in a
solution with a solvent and precipitates upon mixing with supercritical CO2. The nanopar-
ticles are not used as such, instead microencapsulated or nanoencapsulated particles are
required to provide desirable bioavailability or surface properties [188]. Production of such
capsules in FBRs combined with the RESS and SAS processes received attention in recent
years. Fluidization with supercritical CO2 has been found to obey well known correlations
for fluidization [189]. The FBR-RESS process proposed in 1985 [190] consists of a circulat-
ing fluidized bed with an internal nozzle at the center of the riser, which provides rapid
expansion of a supercritical fluid solution. The fluid in expansion provides fluidization
of seeds and promotes precipitation of the target compound upon the seeds. The method
has been applied for five compounds that mimic actual active pharmaceuticals on micro-
crystalline cellulose seeds, which is a well-known excipient, suggesting that the method
may be applied to many active compounds [191]. In the FBR-SAS process, the supercritical
CO2 is added at the bottom of the fluidized bed through a sintered plate distributor to
provide fluidization of excipient particles. A solution of the active compound is added at
the bottom, where it mixes with CO2 and precipitates upon the excipient particles [192].
The method has been applied to the deposition of the active compound narigin on the
excipient microcrystalline cellulose [192], curcumin on lactose [193], curcumin and poly
(vinyl pyrrolidone) on microcrystalline cellulose (MCC, 175 μm), corn starch (15 μm) and
lactose (<5 μm) [194], and sirolimus on microcrystalline cellulose, lactose, and sucrose [195].
It has been suggested that the approach could be transferred to other industries where
release is important, such as agrochemical, cosmetic, and food [192].

6. Conclusions

In fluidized bed reactors, the undesirable processing features of micrometer-sized
particles are circumvented by the use of large, millimeter-sized seeds. The resulting large
particles may be easily separated from the solution and used as a valuable product. Liquid
residence times of only a few minutes are commonly found, so the process is suitable for
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treatment of large streams. Full-scale applications for softening of drinking water are in
use since the 1980s. Since then, full-scale units were implemented for phosphate removal
from wastewaters as struvite and calcium phosphate, as well as for metal removal from
wastewater. Full-scale experiences exist with the improved design of the circulating FBR for
softening of industrial water and drinking water. Additionally, new applications have been
developed or are in development for recovery of fluoride, sulfate, boron, among others.

Process integration with other unit operations have been proposed to address a number
sustainability demands, as shown in the following examples. In desalination and in water
treatment for reuse with zero liquid discharge, metals precipitation in the FBR are combined
with membrane processes to reduce scaling upon membrane surfaces, thereby reducing
energy demand. FBRs seeded with an adsorbent offer perspective of improved recovery
and use of waste materials as seeds. Aiming at carbon capture from air, calcium carbonate
precipitation in FBRs is combined with absorption and calcination operations to form an
efficient closed system. In the treatment of acid mine drainage, metals sulfide precipitation
in FBRs are integrated with biogenically produced H2S and HCO3 with low energy and
chemicals demand.

Recently, novel FBR concepts have been proposed: the aerated FBR allows chemical-
free precipitation of calcium carbonate for wastewaters containing high carbonate content;
a seedless FBR, known as the homogeneous granulation FBR, yields a pure particulate
product; the circulating FBR offers economic recovery of the target compound and ex-
tended utilization of the seeds; coupled FBRs have been developed for separation of
chiral compounds; FBRs with supercritical fluids precipitate core-shell particles suitable as
pharmaceutical formulations.

Fundamental studies have elucidated the elementary steps of crystallization in FBRs.
Crystal growth is the dominant process for the formation of calcium carbonate, whereas
agglomeration is important for calcium phosphate, metal sulfides and struvite particles.
Grains in a FBR have varying density and size, so they tend to segregate to minimize
the potential energy, but they also mix due to turbulence. These phenomena have been
incorporated in population, mass, and energy balances to describe certain experimental
systems. Consequently, mathematical models have been extensively used for process
improvement, optimization, and control of bench, pilot, and full-scale units.

7. Future Perspectives

Crystallization of a few compounds in FBRs is well established, but many opportuni-
ties exist to expand the list of crystallization systems to be applied at full-scale. To this end,
many existing nice studies linking fundamentals and mathematical models with pilot-scale
experiments might serve as inspiration to support the development of robust processes
with sufficient maturity for scaleup.

There is room for the development of new applications of FBRs by integration with
other unit operations such as membrane, adsorption, and absorption. In such cases,
knowledge of FBR behavior for existing compounds will have to be extended to new
conditions. When precipitation occurs simultaneously to adsorption and microorganisms’
growth, little attention has so far been paid to the precipitation aspects of the process.

Recent promising developments such as the aerated FBR and the homogeneous gran-
ulation FBR have so far been developed to the bench scale, more research on a larger scale
and on the fundamentals of these processes are needed. The circulating FBR has already
been applied in full-scale for calcium carbonate precipitation, extension for other systems
would be welcome.

The fluidization behavior of calcium carbonate seeded systems has been thoroughly
studied. For other systems, more research is needed on the morphology, shape, and
mechanical properties of the particles. The residence time of solids is in the order of days
or even months, so long duration experiments are needed.

FBR mathematical models usually consider simple precipitation kinetics fitted to
experiments with lumped parameters. A better knowledge is needed on the true kinetics of
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crystal growth, agglomeration, and abrasion. The roles of primary nucleation in solution,
crystal growth upon the grains, and grains’ abrasion on FBR performance is not always
well understood. Additionally, many FBR processes include recirculation of the effluent, so
fine particles are introduced in the reactor, contributing to recovery in poorly understood
ways. “Single pass” performance indicators for FBRs, which would be useful for both
process understanding and design, are scarce. Studies considering the true supersaturation
along the bed height and about the metastable zone width would help elucidate the true
kinetics in FBRs.

Funding: The author gratefully acknowledges the financial support of the RCGI—Research Centre
for Greenhouse Gas Innovation, hosted by the University of São Paulo (USP) and sponsored by
FAPESP—São Paulo Research Foundation (2014/50279-4 and 2020/15230-5 Project 66 GHG-3) and
Shell Brazil, and the strategic importance of the support given by ANP (Brazil’s National Oil, Natural
Gas and Biofuels Agency) through the R&D levy regulation. The author also acknowledges the
funding of FAPESP, Process numbers nº 20/15230-5, 17/19087-0, 14/14289-5.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Lewis, A.E.; Seckler, M.M.; Kramer, H.; Van Rosmalen, G.M. Industrial Crystallization: Fundamentals and Applications; Cambridge
University Press: Cambridge, UK, 2015; ISBN 9781107280427.

2. Gledhill, E.G.; McCanlis, A.W.H. Softening of chalk well water and river water in a pellet reactor followed by upward flow sand
filtration. Water Treat. Exam 1970, 19, 51–69.

3. Hilson, M.A.; Law, F. Softening of bunter sandstone waters and river waters of varying qualities in pellet reactors. Water Treat.
Exam 1970, 19, 32–50.

4. Van Dijk, J.C.; Braakensiek, H. Phosphate Removal by Crystallization in a Fluidized Bed. Water Sci. Technol. 1985, 17, 133–142.
[CrossRef]

5. Seckler, M.M.; Bruinsma, O.S.L.; Van Rosmalen, G.M.; Van Dijk, J.C.; Delgorge, F.; Eggers, J. Phosphate removal by means of a full
scale pellet reactor. In Proceedings of the 11th Symposium Industrial Crystallization, Garmisch-Partenkirschen, Germany, 18–20
September 1990.

6. Schöller, M.; van Dijk, J.C.; van Haute, A.; Wilms, D.; Pawłowski, L.; Wasag, H. Recovery of Heavy Metals by Crystallization in
the Pellet Reactor, a Promising Development. Stud. Environ. Sci. 1988, 34, 77–90. [CrossRef]

7. Scholler, M.; van Dijk, J.C.; Wilms, D. Recovery of heavy metals by crystallization. Met. Finish. 1987, 85, 31–34.
8. Hu, R.; Huang, T.; Wang, T.; Wang, H.; Long, X. Application of Chemical Crystallization Circulating Pellet Fluidized Beds for

Softening and Saving Circulating Water in Thermal Power Plants. Int. J. Environ. Res. Public Health 2019, 16, 4576. [CrossRef]
9. Hu, R.; Huang, T.; Zhi, A.; Tang, Z. Full-scale experimental study of groundwater softening in a circulating pellet fluidized reactor.

Int. J. Environ. Res. Public Health 2018, 15, 1592. [CrossRef]
10. Van Ammers, M.; Van Dijk, J.C.; Graveland, A.; Nuhn, P.A.N.M. State of the art of pellet softening in the Netherlands. Water

Supply 1986, 4, 223–235.
11. Harms, W.D.; Robinson, R.B. Softening by fluidized bed crystallizers. J. Environ. Eng. 1992, 118, 513–529. [CrossRef]
12. Liu, Y.; Kumar, S.; Kwag, J.-H.; Ra, C. Magnesium ammonium phosphate formation, recovery and its application as valuable

resources: A review. J. Chem. Technol. Biotechnol. 2013, 88, 181–189. [CrossRef]
13. Le Corre, K.S.; Valsami-Jones, E.; Hobbs, P.; Parsons, S.A. Phosphorus Recovery from Wastewater by Struvite Crystallization: A

Review. Crit. Rev. Environ. Sci. Technol. 2009, 39, 433–477. [CrossRef]
14. Gui, L.; Yang, H.; Huang, H.; Hu, C.; Feng, Y.; Wang, X. Liquid solid fluidized bed crystallization granulation technology:

Development, applications, properties, and prospects. J. Water Process Eng. 2022, 45, 102513. [CrossRef]
15. Hu, R.; Huang, T.; Wen, G.; Yang, S. Modelling particle growth of calcium carbonate in a pilot-scale pellet fluidized bed reactor.

Water Supply 2017, 17, 643–651. [CrossRef]
16. Rankin, A.H.; Sutcliffe, P.J.C. Morphology, chemistry and growth mechanisms of calcite concretions from an industrial water-

softening process: Implications for the origin of natural ooids in sediments. Proc. Geol. Assoc. 1999, 110, 33–40. [CrossRef]
17. Seckler, M.M. Calcium Phosphate Precipitation in a Fluidized Bed. Ph.D. Thesis, Delft University of Technology,

Delft, The Netherlands, 1994.
18. Mokone, T.P.; van Hille, R.P.; Lewis, A.E. Metal sulphides from wastewater: Assessing the impact of supersaturation control

strategies. Water Res. 2012, 46, 2088–2100. [CrossRef] [PubMed]
19. Lewis, A.E. Fines Formation (and Prevention) in Seeded Precipitation Processes. KONA Powder Part. J. 2006, 24, 119–125.

[CrossRef]
20. Bhuiyan, M.I.H.; Mavinic, D.S.; Beckie, R.D. Nucleation and growth kinetics of struvite in a fluidized bed reactor. J. Cryst. Growth

2008, 310, 1187–1194. [CrossRef]

210



Crystals 2022, 12, 1541

21. Fromberg, M.; Pawlik, M.; Mavinic, D.S. Induction time and zeta potential study of nucleating and growing struvite crystals for
phosphorus recovery improvements within fluidized bed reactors. Powder Technol. 2020, 360, 715–730. [CrossRef]

22. Zeng, G.; Ling, B.; Li, Z.; Luo, S.; Sui, X.; Guan, Q. Fluorine removal and calcium fluoride recovery from rare-earth smelting
wastewater using fluidized bed crystallization process. J. Hazard. Mater. 2019, 373, 313–320. [CrossRef]

23. Seckler, M.M.; Bruinsma, O.S.L.; Van Rosmalen, G.M. Phosphate removal in a fluidized bed—I. Identification of physical processes.
Water Res. 1996, 30, 1585–1588. [CrossRef]

24. Seckler, M.M.; Bruinsma, O.S.L.; Van Rosmalen, G.M. Calcium phosphate precipitation in a fluidized bed in relation to process
conditions: A black box approach. Water Res. 1996, 30, 1677–1685. [CrossRef]

25. Montastruc, L.; Azzaro-Pantel, C.; Biscans, B.; Cabassud, M.; Domenech, S. A thermochemical approach for calcium phosphate
precipitation modeling in a pellet reactor. Chem. Eng. J. 2003, 94, 41–50. [CrossRef]

26. Iqbal, M.; Bhuiyan, M.I.H.; Mavinic, D.S. Assessing struvite precipitation in a pilot-scale fluidized bed crystallizer. Environ.
Technol. 2008, 29, 1157–1167. [CrossRef] [PubMed]

27. Xu, K.; Ge, L.; Wang, C. Effect of upflow velocity on the performance of a fluidized bed reactor to remove phosphate from
simulated swine wastewater. Int. Biodeterior. Biodegrad. 2019, 140, 78–83. [CrossRef]

28. Tai, C.Y.; Chien, W.-C.; Chen, C.-Y. Crystal growth kinetics of calcite in a dense fluidized-bed crystallizer. AIChE J. 1999,
45, 1605–1614. [CrossRef]

29. Tai, C.Y. Crystal growth kinetics of two-step growth process in liquid fluidized-bed crystallizers. J. Cryst. Growth 1999,
206, 109–118. [CrossRef]

30. Aldaco, R.; Garea, A.; Irabien, A. Modeling of particle growth: Application to water treatment in a fluidized bed reactor. Chem.
Eng. J. 2007, 134, 66–71. [CrossRef]

31. Aldaco, R.; Garea, A.; Irabien, A. Particle growth kinetics of calcium fluoride in a fluidized bed reactor. Chem. Eng. Sci. 2007,
62, 2958–2966. [CrossRef]

32. Seckler, M.M.; Bruinsma, O.S.L.; Van Rosmalen, G.M. Influence of Hydrodynamics on Precipitation: A Computational Study.
Chem. Eng. Commun. 1995, 135, 113–131. [CrossRef]

33. Richardson, J.F.; Backhurst, J.R.; Harker, J.H. Coulson & Richardson’s Chemical engineering. In Particle Technology and Separation
Processes; Buterworth Heinemann: Oxford, UK, 2002; Volume 2.

34. Kramer, O.J.I.; de Moel, P.J.; Padding, J.T.; Baars, E.T.; El Hasadi, Y.M.F.; Boek, E.S.; van der Hoek, J.P. Accurate voidage prediction
in fluidisation systems for full-scale drinking water pellet softening reactors using data driven models. J. Water Process Eng. 2020,
37, 101481. [CrossRef]

35. Ye, X.; Chu, D.; Lou, Y.; Ye, Z.-L.; Wang, M.K.; Chen, S. Numerical simulation of flow hydrodynamics of struvite pellets in a
liquid–solid fluidized bed. J. Environ. Sci. 2017, 57, 391–401. [CrossRef] [PubMed]

36. Toyokura, K.; Tanaka, H.; Tanahashi, J. Size Distribution of Crystals from Classified Bed Type Crystallizer. J. Chem. Eng. Jpn. 1973,
6, 325–331. [CrossRef]

37. Frances, C.; Biscans, B.; Laguerie, C. Modelling of a continuous fluidized-bed crystallizer effects of mixing and segregation
on crystal size distribution during the crystallization of tetrahydrate sodium perborate. Chem. Eng. Sci. 1994, 49, 3269–3276.
[CrossRef]

38. Shiau, L.-D.; Lu, T.-S. Interactive Effects of Particle Mixing and Segregation on the Performance Characteristics of a Fluidized Bed
Crystallizer. Ind. Eng. Chem. Res. 2001, 40, 707–713. [CrossRef]

39. Al-Rashed, M.; Wójcik, J.; Plewik, R.; Synowiec, P.; Kuś, A. Multiphase CFD modeling-scale-up of Fluidized-Bed Crystallizer.
Comput. Aided Chem. Eng. 2009, 26, 695–700. [CrossRef]
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