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1. Introduction

The Internet of Everything (IoE) is a concept that refers to the interconnectivity of
various devices, objects, and systems, which can communicate and exchange data to enable
intelligent decision making. Wireless networks are at the forefront of IoE and they continue
to advance, meeting the growing demands of the digital age. In this article, we summarize
ten recent research articles that highlight the advances in IoE wireless network technology.

This collection of articles published in Electronics encompasses a wide range of top-
ics related to emerging technologies. The articles include research on vendor-managed
inventory mechanism based on the SCADA of the Internet of Things, in-memory comput-
ing architecture for a convolutional neural network, face prediction system for missing
children in a smart city safety network, anomaly electricity usage behavior in residence
using autoencoder, cloud-edge-smart IoT architecture for speeding up the deployment
of neural network models, generative adversarial network and diverse feature extraction
methods to enhance the classification accuracy of tool-wear status, classifying conditions of
speckles and wrinkles on the human face using a deep learning approach, repetition with
learning approaches in massive machine-type communications, GDPR personal privacy
security mechanism for smart home systems, and the development of an autonomous
vehicle training and verification system. These articles demonstrate the rapid advances
being made in the field of electronics and highlight the potential for these technologies to
impact on our daily lives.

In recent years, advances in technology have led to many exciting developments in
the field of electronics. From smart city safety networks to autonomous vehicle training
systems, researchers are constantly working on innovative solutions to complex problems.
In this summary, we will discuss some of the latest research articles published in the
Electronics journal.

2. Brief Description of the Published Articles

First, Kao and Chueh [1] proposed a vendor-managed inventory mechanism based
on the SCADA of the Internet of Things Framework. This mechanism allows for vendors
to monitor and manage the inventory levels of their customers in real time, enabling an
efficient supply chain management.

Second, Huang et al. [2] presented an in-memory computing architecture for a convo-
lutional neural network based on the spin orbit torque MRAM. This architecture improves
the performance of the neural network while reducing energy consumption.

A study by Wang et al. [3] focus on the development of a face prediction system for
missing children in a smart city safety network. The system uses deep learning techniques
to predict the appearance of a missing child’s face based on their current age and gender.

Another article by Tsai et al. [4] describe a method for detecting anomaly electricity
usage behavior in residences using an autoencoder. By analyzing electricity usage pat-
terns, the system can identify abnormal behavior that may indicate a potential safety or
security issue.

Electronics 2023, 12, 2164. https://doi.org/10.3390/electronics12102164 https://www.mdpi.com/journal/electronics
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Hsu et al. [5] propose a cloud-edge-smart IoT architecture for speeding up the de-
ployment of neural network models using transfer learning techniques. The proposed
architecture allows for the efficient deployment of machine learning models on edge de-
vices, reducing the need for expensive cloud infrastructure.

Chen et al. [6] present an application of generative adversarial networks (GANs) and
diverse feature extraction methods to enhance the classification accuracy of tool-wear status.
The study demonstrates the effectiveness of GANs in generating high-quality samples for
training machine learning models.

An article by Chang and Tsai [7] focuses on the classification of conditions of speckles
and wrinkles on the human face, using a deep learning approach. The proposed method
achieves a high accuracy in identifying these conditions, which can be useful in cosmetic
and medical applications.

Chen et al. [8] discuss the use of repetition with learning approaches in massive
machine-type communications. The study proposes a framework for training machine
learning models in resource-limited environments, such as those found in Internet of Things
(IoT) devices.

Jhuang et al. [9] present a GDPR personal privacy security mechanism for smart home
systems. The proposed mechanism provides enhanced security and privacy protections for
personal data in smart home environments.

Finally, Wu et al. [10] describe the development of an autonomous vehicle training and
verification system for teaching experiments. The system allows for the safe and efficient
training of autonomous vehicles in real-world scenarios.

3. Conclusions

In conclusion, these articles demonstrate the wide range of applications for electronics
in modern society. From machine learning and deep learning techniques, to smart city safety
networks and autonomous vehicles, researchers are constantly pushing the boundaries of
electronics technology possibilities.

Conflicts of Interest: The author declares no conflict of interest.
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Abstract: In recent years, with the rise of the Internet of Things (IoT) and artificial intelligence (AI),
intelligent applications in various fields, such as intelligent manufacturing, have been prioritized. The
most important issue in intelligent manufacturing is to maintain a high utilization rate of production.
On the one hand, for maintaining high utilization, the production line must have enough materials
at any time; on the other hand, too many materials in stock would greatly increase the operating
cost of the factory. Therefore, maintaining sufficient inventory while avoiding excessive inventory is
an important key issue in intelligent manufacturing. After the factory receives the order, it would
issue the manufacturing order to the production line for manufacturing. The capacities of different
production lines are different. If the Supervisory Control And Data Acquisition (SCADA) system
based on the IoT framework can be used to monitor the capacity of each production line, in addition
to estimating the capacity, the usage of key materials can also be accurately estimated through
AI; when the quantity of key materials is below the safety stock, the manufacturer can actively
notify the supplier and request for replenishment. This is a Customer-to-Business (C2B) safety
stock management model (i.e., the vendor-managed inventory, VMI), which combines AI and IoT.
In particular, in the case of consumer electronics, because their life cycles are short and they are
vulnerable to market fluctuations, the manufacturer must adjust the production capacity. This study
will propose to construct a SCADA system based on the IoT, including the capacity of the production
line, materials inventory, and downstream order requirements, and use the Artificial Neural Network
(ANN) to accurately predict inventory requirements. In this study, through the factory, a SCADA
system based on AI and IoT will be constructed to monitor the factory’s manufacturing capacity and
predict the product sales of downstream manufacturers, for the purpose of facilitating the analysis
and decision-making of safety stock. In addition to effectively reducing the inventory level, in
essence, the purpose of this study is to enhance the competitiveness of the overall production and
sales ecosystem, and to achieve the goal of digital transformation of manufacturing with AI and IoT.

Keywords: Internet of Things; SCADA; Customer-to-Business; vendor-managed inventory; Artificial
Neural Network; digital transformation

1. Introduction

Intelligent manufacturing is an important application under Industry 4.0. In particular,
after the outbreak of the COVID-19 pandemic, the monitoring system can be quickly set
up through Artificial Intelligence Plus the Internet of Things (AIoT), and the management
can be conducted remotely, for the purpose of reducing the cases of human-to-human
transmission. Specifically, in response to the rise of the Internet of Everything (IoE), factories
generally construct SCADA systems based on the IoT. This study proposes a safety stock
management model (i.e., the VMI), with a view to improving the utilization and the on-time
delivery of the factory itself. In addition, the AI prediction is conducted by interfacing
with the product sales data of downstream manufacturers. Thus, the consumption of

Electronics 2022, 11, 881. https://doi.org/10.3390/electronics11060881 https://www.mdpi.com/journal/electronics
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key materials and inventory requirements can be effectively estimated; when necessary,
the manufacturer can actively report the quantity demanded to upstream key material
suppliers, so that they can quickly provide sufficient inventory. This is also the intelligent
application of intelligent factories in Industry 4.0: C2B safety stock services that integrate
the value chain.

In the past, the production mode of the factory was that after the retail industry
placed a purchase order to the manufacturing industry, the factory would schedule the
production line for production, then issue the manufacturing order, and place the orders
for materials separately, and the operation process was all manual operation. However,
with the popularization of AI and IoT technologies, the C2B model has also emerged. C2B
stresses the customer engagement business model, and the customer engagement C2B
model would take the application of AIoT as the implementation model/approach. In the
C2B model, firstly, the sales data of downstream manufacturers would be collected from
the factory side through IoT services, which would be combined with SCADA data for
analysis. Then, AI is used to estimate the usage of key materials and indicate whether
they are sufficient or not (the notice is sent to upstream manufacturers or connected to
upstream manufacturers’ MES/SCM systems). This allows us to achieve a management
model of key materials safety stock, improving the on-time delivery of production lines,
and implementing the C2B service model that integrates downstream manufacturers. In
this study, under the model of C2B integrated manufacturing order arrangement and
management, SCADA is used to acquire information on the production line capacity,
and combined with the sales prediction of downstream manufacturers, the usage of key
materials and parts can be accurately estimated, thus practicing the management mode of
C2B safety stock of key materials.

2. Literature Review

In the production model of consumer electronics, the manufacturing industry takes
orders and then the factory manufactures the consumer electronics. However, in the fu-
ture, the production characteristics of electronics will gradually move towards a trend of
small-quantity but diverse electronics, which requires the ability to adjust the capacity of
the production line with high flexibility. In the manufacturing industry, it is a standardized
process to manufacture products after taking orders, for the purpose of delivering the prod-
ucts on time. In particular, the key raw materials for the products are generally stocked,
because if there are no key materials in the production process, the production will be
seriously delayed. However, the procurement specialists of different factories procure raw
materials from the supply chain partners. In addition to long procurement times and slow
response times at the supply side, there is no standard for raw material preparation quanti-
ties. These problems may cause excess inventory or insufficient material preparation, thus
increasing the cost of the supply chain. The manufacturing industry has also begun to assist
production management through various information and communication technologies
(ICTs): predicting the quantity of materials demanded based on the orders of downstream
manufacturers, which is an application that uses sales prediction to assist in estimating
capacity requirements. In the past, the prediction model was mainly manual, which also
resulted in the application effect of prediction in most enterprises being lower than ex-
pected [1]. Generally speaking, the manufacturing industry cannot grasp the sales status of
downstream manufacturers. If the quantity of key materials cannot be estimated, it will
cause the hoarding or shortage of key materials. The hoarding of materials would increase
the cost of the enterprise, while the shortage of materials would make the enterprise unable
to deliver the products on time. Thus, the enterprise would lose its competitiveness [2].

The production processes in the manufacturing industry consist of such steps as
order taking, material requirement exploration, material and part management, material
procurement, factory production, transportation management, and delivery. However,
from the perspective of the strategy of the entire product value chain, the manufacturing
industry responsible for production in the value chain should establish close integration
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with upstream suppliers and downstream customers to form a collaborative supply value
chain. Collaborative Planning, Forecasting, and Replenishment (CPFR) [3,4] is a value
chain collaboration model. CPFR focuses on efficiency, so the practice of Just-In-Time (JIT)
is promoted and discussed [5–7]. JIT can reduce costs and waste, while it can increase
flexibility and many interactions [8–10], such as delivery time and delivery quantity.

In addition, from the perspective of the manufacturing industry, the manufacturing
industry is facing the trend of market globalization. The manufacturing industry does
everything possible to reduce the costs of production and product development. Therefore,
predicting the upstream material quantity based on the downstream orders is a collabora-
tion that saves manufacturing costs, and it is also regarded as a C2B [11,12] model. This is
particularly true for consumer electronics due to the high market volatility. Furthermore,
the degree of digitalization of the manufacturing industry is not high, the basic environ-
ment is still in great demand, and the establishment rate of intelligent software is not high.
Therefore, the top priority for using CPFR in the manufacturing industry is to transform
the traditional supply chain into digital and intelligent information and communication
services [13,14], interface the systems, and use the joint prediction model to predict the
material inventory [15], with a view to improving the efficiency of collaboration.

In terms of safety stock management, some studies have used the PHLX Semicon-
ductor Sector Index to predict the safety stock [16], which is a method of analysis and
prediction based on the financial index. There are also related academic studies that use
various indicators to analyze the material inventory, which is taken as a management
model, but this mode is difficult to apply to the production of products that have nothing
to do with financial indicators. In addition, the preparation time and delivery time of the
order, the delivery time of the goods, and the preparation time of the goods are known as
the lead time of the order, and the lead time can also be used as an estimation model for
safety stock [17,18]. Analyzing the safety stock from the supplier’s operation processes,
using the relationship between industry indicators and demand [19], and so on, are all
related research topics within safety stock management. The tools used include MACD [20],
calculation of the demand index (DI) [19], and exponential moving average (EMA) [21].

This study proposes a mechanism based on CPFR to predict the safety stock in light
of the orders or sales data at the downstream of the value chain, the utilization of the
production line, and the usage of key materials. In this study, the basis for safety stock
is sales prediction. With respect to a literature review on the studies on sales prediction,
some scholars proposed the grey correlation analysis, in which the analysis is conducted by
combining with the neural network [22]; in addition, [23,24] other scholars also proposed
a new prediction model using the evolutionary neural network, the effect of which is
better than that of the traditional neural network. Compared with the ARIMA prediction
method [25], the fuzzy logic rules [26–28], as well as the inference mechanism [29–31] and
the statistical model, the neural network does not need to specify a specific function type,
and the data are not limited to a certain statistical distribution assumption, thus having
more application space in the prediction. The data used for these analyses will be sales
data at the downstream of the value chain, the data collected by IoT devices in factories,
and the data from SCADA [32–34] monitoring systems. There will be no shortage of key
materials under the safety stock prediction model of this study.

3. Proposed Architecture and Method

In this section, the overall framework of safety stock, the pre-processing of data
analysis, and the prediction model will be explained.

3.1. System Framework

The SCADA system is important and essential in improving the production yield,
digital transformation, and data retrospect of the manufacturing industry, and enhancing
its competitive strengths, etc. However, in a traditional SCADA system, due to factors such
as the fact that the consoles on the production line cannot provide the Application Program-
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ming Interface (API) and it is not easy to implement function expansion and subsequent
maintenance, it is difficult for small-sized manufacturing industries to accept the tradi-
tional SCADA framework. Therefore, the construction of a cloud-based SCADA system,
suitable for traditional small- and medium-sized manufacturing industries, would help
the manufacturing industry to conduct operations management. To take the framework of
the Internet of Things as the foundation, i.e., to transmit the data sensed and collected by
the Internet of Things to the application layer through the network (i.e., the cloud-based
SCADA system), is to improve the traceability of production data. The method proposed
in this study can estimate the production capacity based on production data and, combined
with the data of downstream manufacturers, conduct sales predictions. Predicting the
required inventory based on the AI analysis of the data, the production line can maintain a
high utilization rate.

The overall framework proposed in this study consists of two parts, as shown in
Figure 1. The first part is the cloud-based solution for SCADA; the purpose of the SCADA
solution in this study is to collect production process data in order to estimate produc-
tion capacity, which includes the required IoT hardware and the corresponding real-time
monitoring system. The second part is to intelligently analyze and estimate the required
key materials by integrating the sales data of the suppliers, so as to provide the purchase
reference for safety stock.

 

Figure 1. The architecture based on the SCADA of Internet of Things framework.

The first part is the cloud-based solution for SCADA. At the device level, the online
IoT sensing device of production would transmit the data back to the SCADA system
through the client data agent application, which would be set up on the gateway (GW). In
order to identify which networked device senses and collects the data, the client data agent
application has a simple pairing mechanism. In addition, in order to more easily manage
the data collected by the client data agent application at the device level, the SCADA
application includes authentication and behavior monitoring, etc. As shown in Figure 2,
the factory side uses a variety of IoT devices for monitoring. Various sensing devices have
different signal sources and data formats, different network addresses, and even different
temperature units (Fahrenheit/Celsius). Previously, to solve this problem, it was necessary
to write customized reading methods and control instructions for each IoT device on the
GW side and convert the data format correctly. In this study, it is designed to standardize
various signals and data formats and interface the signals through agents. The work items
related to the device agent application interface are as follows:

• Analyze the device control signals and data signals (sequence signals). Develop
the application for processing the underlying serial communication at the firmware
layer, read different device communication interfaces according to different serial
communication properties, and process control signals and data signal sequences, as
well as maintain the status of intelligent devices, record the occurrence of events, and
process error exceptions.
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• Normalize the read and write formats and customized instructions, and design the
data sheet. Design the standard data/instruction data format. Textualize the data
read content. Do not judge the data content, but provide them to the upper level for
processing. For the received instructions, decompose them in accordance with the
specifications, and transmit them to the corresponding signal control layer.

• Determine the GW intermediary data format. Implement the upper layer data pro-
cessing and control instruction logic, and convert the standard instruction into the
corresponding address of each intelligent device. Then, provide the upper layer ap-
plication, which can, through function calls, easily perform device setting, device
testing, data reading, status notification, control instruction transmission, and instruc-
tion execution result return, without considering the actual corresponding address of
the device.

 
Figure 2. The SCADA system.

In the upsurge of the COVID-19 pandemic, there are still hackers who continue to in-
vade information systems, which causes security concerns. If the centralized authorization
mechanism of the information system is used for MQTT devices, the OAuth-based frame-
work can be used. OAuth 2.0 supports decoupling authorization servers from resource
servers (such as MQTT servers). When one uses OAuth 2.0, the client would provide its
credentials to the authorization server, which then performs authentication checks and
returns the access token that allows access to the resources, and then the access token is used
to connect with the MQTT server. The MQTT server typically validates the access token
by communicating with the authorization server, and then grants access to the resources.
Each IoT gateway itself is associated with an independent unique ID, which will be used to
generate a registration pairing exclusively for this IoT gateway, so that the user can directly
register this IoT gateway on the cloud platform when deployed in the actual application
field. In the database of the cloud platform, the datagram of each IoT gateway, including
device registration model application and data format conversion, will be processed in
the database. Finally, the data will be synchronized to the Data Mart of VMI Intelligent
Analysis through HTTPS APIs and web hooks for analysis.

3.2. Prediction Method

Manufacturers’ factories have their own management methods. Most of them rely on
on-site personnel to adjust the management methods in light of their experience. There are
no data for specific improvement. It is also easy to cause instability in production capacity
due to communication gaps, and it is impossible to effectively promise the delivery status to
downstream customers. In this study, the data sensed by the IoT device, such as the material
barcode, operator identification card, production machine number, and manufacturing
order number, are transmitted back to the cloud-based SCADA system through the agent.

Then, the learning-to-rank method is used to predict the change in production capacity
to estimate the quantity of key materials demanded for production. The eigenvalues of
analysis are transmitted from the data collected by SCADA to the Data Mart. (Table 1)
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Table 1. Characteristic data for estimating production capacity.

Data Type Description Effect 1

Historical value of production
capacity last week

Use historical data as the
benchmark for estimating

production capacity
Depends on. . .

Historical value of production
capacity 52 weeks ago

Product remake ratio
High product remake ratio,

and reduced production
capacity load

Negative

Production lead time
Long production lead time,
which affects production

capacity
Negative

Machine utilization High machine utilization will
increase production capacity Positive

Operator’s productivity
The operator operates the

machine, which will greatly
affect the production capacity

Depends on

1 Positive/negative effect on production capacity.

Because the factory SCADA has data records (log) for the materials and parts, the
production capacity data of SCADA in this study are collected for 52 weeks, i.e., data
covering a whole year. After estimating the production capacity of the week, an alert
can be issued for the safety stock of key materials. The production capacity estimation
method proposed in this study is based on the concept of AdaBoost, and a series of
rough rules are weighted and combined to obtain highly accurate rules. Its advantages
include the following: (1) it is easy to implement; (2) the classification accuracy is high.
Its disadvantages include the following: (1) it is easily disturbed by noise, which is also a
disadvantage of most sorting or classification algorithms; (2) the execution effect depends on
the selection of weak classifiers. AdaBoost is most suitable for processing large-dimensional
characteristic data, because it can generate detection results with high efficiency and
high detectivity.

This study employs AdaBoost, which can dynamically adjust the ranking of data
weights, turn the ranking problem into binary, and improve the part of updated data
weights. The essence of weight is that the more the data are not classified correctly, the
higher the weight of the data is. In other words, not only the order of data in the correct
ranking but also the distance of data in the correct ranking are considered. Then, the data
point is ranked first if the concordant is positive (representing the high ranking of the data
point) and the data point has the smallest weight coefficient (the farthest from the center
of gravity). The data point is ranked second if the concordant is positive and the weight
coefficient is next (the next farthest away from the data point), and so on.

Dt+1
(
xi, xj

)
=

Dt
(
xi, xj

)
exp

(
1 − αt

(
1 − ddt

(
xi, xj

)))
Zt

, i f . . . concordant . . . , (1)

Dt+1
(
xi, xj

)
=

Dt
(
xi, xj

)
exp

(
αt
(
ddt

(
xi, xj

)))
Zt

, i f . . . discordant . . . (2)

When it is concordant: i f , dt
(
xi, xj

) ∗ d∗
(
xi, xj

)
> 0

When it is discordant: i f , dt
(
xi, xj

) ∗ d∗
(
xi, xj

)
< 0

where, ddt
(
xi, xj

)
=

∣∣dt
(
xi, xj

)− d∗
(
xi, xj

)∣∣
dt
(
xi, xj

)
= ht(xi)− ht

(
xj
)

d∗
(
xi, xj

)
= h∗(xi)− h∗

(
xj
)
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At the same time, the pair difference of the ideal ranking function h* is considered,
and then the difference from the subtraction represents the similarity between the weak
learner and the correct ranking. The two cases of concordant and discordant are discussed
separately. The learning-to-rank method is used to find out which week’s production
capacity in the 53 weeks is the closest to that of the estimated week, and the closest one is
ranked first. This study uses the ranking similarity as a means to estimate the production
capacity. However, there is still a lack of important data to estimate the safety stock of key
materials, i.e., the order quantities of downstream manufacturers. However, usually, the
order quantities cannot be estimated, so this study estimates how much production volume
may be required in the future from the sales prediction of downstream manufacturers, and
then calculates the key materials that may be required. Because the SCADA production
capacity estimation collects 52-week historical data, the sales data are also analyzed using
52-week data. (Table 2)

Table 2. Characteristic data for sales prediction.

Data Type Description Data Source

Historical value of sales
volume last week

Used as the benchmark for
estimating production capacity

POS data of downstream
manufacturers

. . .

Historical value of sales
volume 52 weeks ago

Promotion information Are there any special offers this
week?

Manual seedingTraditional festivals covered Whether they include New Year’s
Day, Mother’s Day, and Christmas

Winter and summer vacations Whether it is winter or summer
vacation

Data analysis requires data normalization to compress the data. In other words,
dimensionality reduction is performed through PCA, and the eigenvalues with a high
correlation with the prediction target are reserved as the dependent variable of sales
prediction. Among the many eigenvalues, eliminating the variables with low correlation
to sales is called data preprocessing. After data preprocessing, the sales data, discount
data, traditional festivals covered, and winter and summer vacations in the previous week,
previous 4 weeks, previous 8 weeks, and previous 12 weeks are important variables, so
they are selected as the eigenvalue variables of the prediction model.

In this study, the prediction model employs the Back-Propagation Neural Network
(BPN) of artificial intelligence. BPN is used by many scholars for prediction analysis. BPN
includes an input layer, a hidden layer, and an output layer. The model uses the hidden
layer to convert the data of the input layer into the nonlinear function, and then the hidden
layer is converted again in the output layer. BPN has been used in research in other fields.
The steps used in this study are briefly described as follows:

Training stage hidden layer:

neth = ∑
i

W_xhih·Xi − θ_hh (3)

Hh = f
(
netj

)
=

1
1 + exp−neth

(4)

and ΔW_xhih = ηδhXi + α·ΔW_xhih, Δθ_hh = −ηδh + α·Δθ_hh.
The output is W_hyhj = W_hyhj + ΔW_hyhj, θ_yj = θ_yj + Δθ_yj.
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Hh is the output vector, ΔW is Wij, which mimics the strength of the connection
between the i-th and j-th neurons, and δ is the amount of difference between the processing
unit connected to W and the upper-level processing unit.

In the validation stage, the error function of the network is minimized, and the learning
quality of the model is generally adjusted by using the formula error function. In this
study, the execution result of the proposed prediction model is compared with the usage of
key materials in the production line capacity prediction. After deducting the usage of key
materials of the order in the prediction model of the deep learning model from the usage
of key materials, if it is lower than the threshold value, it indicates that the key materials
will soon be short, i.e., the stock is unsafe, and the key materials shall be ordered from the
suppliers of the key materials; on the contrary, the key materials are still within the scope
of safety stock.

4. Experience Result

After the rise of the Internet of Things, many emerging electronics are moving towards
customized production. Factory production is characterized by a small quantity/variety
and high added value, which requires high flexibility to adjust the production line capacity.
After the order is established, the electronics will be manufactured according to the manu-
facturing order, and the factory will receive the order, customize the electronics, issue the
manufacturing order, and deliver the electronics. In the future, consumer electronics will
require a highly customized production strategy; the management of key materials and
parts required for production is very important, especially the safety stock management of
key materials.

This study takes consumer electronics as the experimental subject, uses the IoT to
transmit production data to the SCADA cloud-based application system under the afore-
mentioned framework, and then extracts and analyzes the data from the SCADA cloud-
based application system. The weekly production capacity data and product remake ratio
from 1 week to 52 weeks are obtained from the Work In Process (WIP) tracking system of
its single production line, the production lead time is obtained from the automatic Material
Control System (MCS), and the machine utilization and operator’s productivity are ob-
tained from the Engineering Data Collection (EDC) system. After the expected production
capacity is finally estimated, the quantities of key materials in the Material Requirements
Planning (MRP) system are compared. Each group of data in this experiment is on a weekly
basis, with a total of 106 groups of data (which means the data in 106 weeks). There are a
total of 53 groups of data (the data in 53 weeks) in one year, so there are 2 years of data.
Among them, the data of a complete year are used as the training data, while the other
53 groups of data are used as the validating data. In order to estimate the production
capacity through the ranking, we need to have a group of estimated data, and then compare
this group of data with the 53 groups of data for the ranking. This group of estimated data
will be set by the experts in light of their experience. In the future, the estimated value can
be given by the factory director or manager under actual circumstances. The histogram in
Figure 3 is the training data, the triangle legend of the line chart is the estimated production
capacity using the ranking method of Learning-To-Rank, and the circle legend of the line
chart is the validating data. The method proposed in this study can be observed from
Figure 3: (1) The estimated production capacity is roughly in line with the trend of the
validating data; (2) The production capacity peaks in the first and fourth quarters, and
troughs in the third quarter. In the section of data validation, the Mean Absolute Percentage
Error (MAPE) and Mean Absolute Error (MSE) are used for comparing the prediction error
value. In other words, the model trained with the data of the previous year is used to
compare the prediction error value with the data of the second year. Judging from the
errors in the table below (Table 3), for estimating production capacity, the prediction model
of Learning-To-Rank is feasible.

10



Electronics 2022, 11, 881

 

0

100

200

300

400

500

600

0

100

200

300

400

500

600

train predict valid

Figure 3. Validation and predicted data.

Table 3. Comparison of the models for estimating production capacity.

Prediction
Model

MSE MAPE

Training Data Validating Data Training Data Validating Data

Time Series
Regression 68.36% 60.51% 5.26% 5.94%

This Study 58.66 50.26 4.05% 5.03%

After extracting the data from the SCADA cloud-based application system and es-
timating the production capacity, the sales of downstream manufacturers are predicted.
Most of the downstream manufacturers are the brand players or retailers. The brand
players provide products to the retail terminals, while the retailers will sell directly. In the
sales prediction, the overall sales will be predicted. In other words, the brand players and
retailers are integrated:

Retailers = (R1, R2, R3, . . . , Rn).
R1 All eigenvalue data FR1 = (FR1,1, FR1,2, FR1,3, . . . , FR1,n).
R2 All eigenvalue data FR2 = (FR2,1, FR2,2, FR2,3, . . . , FR2,n). and so on.
All downstream manufacturers training data set Df = (F1, F2, F3, . . . , Fn)

Df =

⎡
⎢⎢⎣

FR1,1 + FR2,1 + FR3,1 . . . FRn,1
FR1,2 + FR2,2 + FR3,2 . . . FRn,2

. . .
FR1,m + FR2,m + FR3,m . . . FRn,m

⎤
⎥⎥⎦ (5)

After collecting the characteristic data of sales, this study uses the aforementioned
neural network for training, and compares the predicted value and the order value with
the sales quantity, to observe the effect of the prediction model. The order value here refers
to the total quantity ordered from the manufacturers.

1. The ratio of purchase orders to sales
2. The ratio of forecasting to sales

It can be found from Figure 4 that, with respect to the sales prediction for one year (a
total of 53 weeks) that is conducted according to this model, the neural network predication
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of this method is completely consistent with the sales trend. It is validated that the proposed
prediction model can provide effective sales prediction.
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Figure 4. Comparison of prediction methods.

The histogram is the percentage of the difference between the prediction and sales in
the proposed model, while the zone chart is the percentage of the difference between the
order and sales. The closer the percentage of the difference is to 0, the more it can reduce
the stock of the brand player or retailer, and the more accurate the manufacturing demand
that can be provided to the factory will be. As can be seen from the data in the diagram,
for the proposed model, the difference between the predicted value and the sales value
is smaller.

The research method has been able to effectively estimate the production capacity
and predict the sales of the downstream brands and the retail industry. It is reasonable
to assume that after the sales performance improves, there will be more orders to the
factory. After the number of orders to the factory increases, the production capacity must
be increased to meet the quantities of products in the corresponding orders. Then, the
added production capacity will lead to a shortage of materials, especially key materials.
We only discuss one key material here.

Taking the mobile phone as an example, the panel is the most important key material.
Therefore, after deducting the quantity that can be produced by the production capacity
from the quantity of products in the sales prediction, the result will be the output to be
added. In other words, the key material may be in short supply. Then, the factory should
use the API of the SCADA system to directly and automatically order the key material
from the upstream material supplier, and request the upstream supplier to provide the key
material, to ensure that the production capacity is uninterrupted and the high utilization
rate of the production line is maintained. The histogram in Figure 5a is the estimated
output based on the production capacity and the predicted sales, and the line chart is the
result of the estimated production capacity minus the predicted sales, so it is the estimated
remaining stock of key materials. It can be seen from Figure 5a that although the estimated
remaining quantity of key materials per week remains within plus or minus 20%, it can be
found from the accumulative histogram of remaining key materials in Figure 5b that there
is a serious shortage of key materials in the second quarter. At this time, the shortage of key
materials is the safety stock that the factory should replenish. Lewis (1982) stated that the
model predictive ability of MAPE is good between 10% and 20%. Thus, the results of this
study are good. The SCADA framework and analysis model in this study can identify the
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shortage in advance, so that the factory can replenish the safety stock as soon as possible,
thus effectively improving the utilization of the production line.
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Figure 5. Comparison of key materials safety stock under production capacity and sales prediction:
(a) Difference between estimated production capacity estimates and sales prediction; (b) Accumula-
tion of the difference between production capacity estimates and sales prediction.

The ARIMA model has been one of the most well-accepted methods in the study of
time series forecasting. In recent years, BPN has also proven to be valuable for time series
prediction applications, especially for non-linear models with very significant processing
capabilities. This is because BPN processes the time series problem by predicting the p + 1
values from the data of the p value. The BPN only uses information on autoregressive and
ignores information on moving average. Therefore, the model combination of LSTM may
be a better approach for the prediction study related to time series problems.

5. Conclusions

The Internet of Things (IoT) has now evolved into the Internet of Everything (IoE),
which makes all applications more diverse and efficient. The typical application of the
IoT is the intelligent factory: the sensing object of the factory will store the sensed data
through the network to the application layer (i.e., the cloud-based SCADA system) for
monitoring. However, in addition to monitoring, the application of the IoT in the factory
can also result in many value-added applications, such as the intelligent analysis of safety
stock. In this study, the data, including the product remake ratio, production lead time, and
operator’s productivity, are stored in the cloud-based SCADA system through the IoT. The
production capacity is estimated through the machine learning of a weak classifier. After
collecting the sales data of downstream brand players and retailers, the neural network
is used for training and sales prediction, and then the sales prediction and production
capacity are compared. If the predicted sales volume is much larger than the current
production capacity of the factory, it indicates that downstream manufacturers will increase
the number of orders, and the factory is bound to improve the production capacity and
add key materials, so as to manage the safety stock in this model. This study proposes
a safety stock management model using the IoT and AI, which integrates downstream
demand and its own production capacity for analysis through the Internet service, and
provides a reference for the safety stock of key materials. Meanwhile, this is a C2B model of
“customers participating in enterprise operation and management”, and it is also a model
for enterprises to use the Internet of Things to develop innovative services and achieve the
goal of the digital transformation of manufacturing with AI and IoT. Thus, the issue of VMI
should be temporal. The future directions of related research would be to compare time
series forecasting method models, recurrent neural networks, or time series regarding their
performance with the proposed methods.
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Abstract: Recently, numerous studies have investigated computing in-memory (CIM) architectures
for neural networks to overcome memory bottlenecks. Because of its low delay, high energy efficiency,
and low volatility, spin-orbit torque magnetic random access memory (SOT-MRAM) has received
substantial attention. However, previous studies used calculation circuits to support complex cal-
culations, leading to substantial energy consumption. Therefore, our research proposes a new CIM
architecture with small peripheral circuits; this architecture achieved higher performance relative
to other CIM architectures when processing convolution neural networks (CNNs). We included
a distributed arithmetic (DA) algorithm to improve the efficiency of the CIM calculation method
by reducing the excessive read/write times and execution steps of CIM-based CNN calculation
circuits. Furthermore, our method also uses SOT-MRAM to increase the calculation speed and reduce
power consumption. Compared with CIM-based CNN arithmetic circuits in previous studies, our
method can achieve shorter clock periods and reduce read times by up to 43.3% without the need for
additional circuits.

Keywords: convolution neural network; computing in memory; processing in memory; distributed
arithmetic; MRAM; SOT-MRAM

1. Introduction

Machine learning (ML) models, such as convolutional neural networks (CNNs) and
deep neural networks (DNNs), are widely used in real-world applications. However, neural
network structures have also increased in size, causing a bottleneck in the Von Neumann
accelerator architecture. More specifically, the CPU must retrieve data from memory before
processing it and then transfer it back to memory at the end of the computation in a Von
Neumann architecture. This leads to additional energy consumption during data transfer,
which reduces the energy efficiency of computing devices [1]. Furthermore, limited memory
bandwidth, high memory access latency, and long memory access paths limit inference
speeds and cause substantial power consumption regardless of the performance of the logic
circuit. However, in-memory computing can effectively overcome the bottlenecks in the
Von Neumann architecture. The CIM architecture can achieve low memory access latency,
parallel operation, and ultra-low power consumption, and close access to the arithmetic
logic unit of the CIM architecture can overcome the bottlenecks of the Von Neumann
architecture [2].

The error rate of visual recognition by CNNs declined from 28% in 2010 to 3% in
2016 to become better than the 5% error rate in manual (i.e., human) visual recognition [3].
CNNs have been integrated into embedded systems to solve image classification and
pattern recognition problems. However, large CNNs may have millions of parameters
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and require up to tens of billions of operations to process an image frame [4]. Therefore,
accelerating the convolution operation yields the greatest improvement in performance.
Iterative processing of the CNN layers is a common design feature of CNN accelerators.
However, the intermediate data are too large to fit on the chip’s cache, and accelerator
designs must, thus, use off-chip memory to store intermediate data between layers after
processing. Due to the computational requirements of Internet of Things (IoT) and artificial
intelligence (AI) applications, the cost of moving data between the central processing unit
(CPU) and memory is a key limiter of performance.

CPU and GPU performance growth is approximately 60% per year; however, the
performance increases in memory reach only up to 7% each year [5]. The data transfer
rate in memory is insufficiently fast for the computational speed of the CPU; thus, the
CPU is typically “data hungry.” Although deep learning processor performance has grown
exponentially, most power consumption occurs during the reading and writing of data.
Thus, the efficiency of the accelerator has little effect on performance.

In the field of hardware design, the computing units, such as GPUs, CPUs, and
isolated memory modules, are interconnected with buses; this design has entailed multiple
challenges, such as long memory access latency, limited memory bandwidth, substantial
energy requirements for data communication, congestion during input and output (I/O),
substantial leakage power consumption when storing network parameters in volatile
memory. Additionally, because the memory used for AI accelerators is volatile memory,
data are lost if power is lost. Therefore, overcoming these challenges is imperative for AI
and CNN applications.

To design a hardware CNN accelerator with improved performance and reduced
energy consumption, CIM CNN accelerators [5–7] constitute a viable method to overcome
the “CNN power and memory wall” problem; these accelerators have been researched
extensively. The key concept of CIM is the embedding of logic units within memory
to process data by leveraging inherent parallel computing mechanisms and exploiting
higher internal memory bandwidth. CIM could lead to remarkable reductions in off-chip
data communication latency and energy consumption. In the field of algorithm design,
several methods have been proposed to break the memory wall and power wall; these
include compressing pretrained networks, quantizing parameters, using binarization,
and pruning. Additionally, Intel’s Movidius Neural Compute Stick is a hardware NN
accelerator for increased computing performance. In contrast, our approach is based
on the MRAM CIM architecture, but the Movidius Neural Compute Stick is an onboard
computing architecture. Compared to onboard computing architectures, MRAM CIM-
based architectures significantly reduce the costs associated with data exchange between
storage and memory. Our architecture has several key advantages, including non-volatility
(no data loss in the absence of power), lower power consumption, and higher density.
With the increasing demand for on-chip memory on AI chips, MRAM is emerging as an
attractive alternative.

This paper follows the same assumptions in the existing works [5,8] and primarily
focuses on methods of reducing hardware power consumption in edge computing without
software algorithms. We designed a CIM CNN accelerator that is compatible with all the
aforementioned algorithms without modifying the hardware architecture. Notably, we do
not tackle the influence of slower peripherals to CNN.

Our contributions can be summarized as the follows:

• Integrate a DA architecture with the CIM to achieve faster speeds, fewer reads and
writes, and lower power consumption.

• Optimize CNN operations and complete calculations in fewer steps.
• Integrate the DA architecture with the CIM and magnetic random access memory

(MRAM) techniques to replace the original circuit architecture without off-chip mem-
ory. All calculations are performed on the cell array; thus, low latency can be achieved.

• Parallelize the CIM process using calculations in a sense amplifier to reduce power
consumption and accelerate calculations.
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The rest of this paper is organized as follows. Section 2 describes background and
related work. We then describe the details of proposed architecture in Section 3. We provide
the experimental process and results in Section 4. Finally, the conclusion is presented in
Section 5.

2. Background and Related Work

2.1. CNN

CNN [9] is a combination of a feature extractor and a category classifier. The architec-
ture uses shared kernel weights, local receptive fields, and spatial and temporal pooling
to ensure invariance with respect to shift, scale, and distortion. Moreover, novel layers
have been developed, such as the normalization layer and the dropout layer. CNN models
typically have a feed-forward design; each layer uses the output of the previous layer as
its input, and its calculation are output to the next layer. CNNs typically comprise three
primary types of layers: the convolution (CONV) layer, the pooling layer, and the fully
connected (FC) layer.

The convolutional layer is the main layer of a CNN. Each output pixel is connected to
a local region of the input layer; this connection is called the receptive field. The receptive
field can be defined as the window size of the region in the local input that produces a
feature. These connections scan the entire image in the input feature map by extending a
fixed-size window along the length and width of the entire image. The displacement of
the window (i.e., the overlap of the receptive fields in both the height and width) typically
has a value of 1 and is shared with the kernel weight. The processes of convolution is
a 2D operation in which the shared kernel weight is multiplied element-wise with the
corresponding receptive field. These element-wise operations require numerous executions
of the multiplication and addition operations.

An input layer typically contains multiple channels, and the sum of all the channels
is the result of the convolution. Pixel y at position (x, y) in the convolution result for n is
given as follows.

sum = ∑Ni−1
i=0 ∑

Ny−1
j=0 ∑Kx−1

k=0 w(n)[i][j][k]× in[i][x + j][y + k] (1)

y(n)[x][y] = f (sum + b[n]) (2)

Therefore, if input data are extended to three dimensions of length, width, and depth,
each 2D kernel must correspond to a depth.

The pooling layer can reduce the results of feature extraction but retain important
features, typically reducing the image size by half. The pooling layer is generally placed
following the convolutional layers. Average pooling and max pooling are two common
pooling methods. In average pooling, the average value of the local field in each input
feature map is calculated, whereas in max pooling, the maximum of the local field parameter
is selected and pixels are output. Moreover, the number of output feature maps in the
pooling layer must be equal to the number of input feature maps. Reducing the parameters
can increase the efficiency of system operations; thus, a pooling layer is typically used
when building neural networks.

The pooling layer is typically follows the convolutional layer, and the fully connected
layer generally constitutes the final layers. The fully connected layer is usually a classifier
that flattens the result to one dimension by converting it into a single vector that is used as
the input of the next layer. The weight of the next FC layer is used to predict the correct
label, and the output of the last fully connected layer is the final probability of each label.

Each of the three CNN layer can perform useful calculations; thus, our research
combined these three layers to construct a highly accurate CNN model.

2.2. Spin-Orbit Torque MRAM

Spin-orbit torque MRAM (SOT-MRAM) [10] is the generation of MRAM following
spin transfer torque MRAM (STT-MRAM). The main difference between STT-MRAM and
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SOT-MRAM is that SOT-MRAM uses a more energy-efficient material called spin hall
metal (SHM). SHM causes a rotating Hall effect on the application of a write current; this
Hall effect creates a spin-torque switch on the magnetic channel of the free layer. SOT-
MRAM does not require substantially more write current than STT-MRAM does because
the area in which the current flows through SHM is relatively small. SOT-MRAM also has
separate read and write paths, which can improve read and write speeds. Thus, we used
SOT-MRAM circuit architecture.

An SOT-MRAM cell comprises two word lines, namely the read word line (RWL)
and write word line (WWL); two bit lines, namely the read bit line (RBL) and write bit
line (WBL); one source line (SL); and two access transistors. The details of SOT-MRAM
operation are as follows.

On a rising write signal, the write current from the WBL flows in, and the WWL signal
simultaneously activates the access transistor. Thus, the write current can flow through
the access transistor. For a written value of 0(1), the current changes from SL(WBL) to
WBL(SL). The direction of the free layer’s magnetic field can be changed by the spin Hall
effect, which is generated by the different current directions.

If the direction of the changed magnetic field is parallel (anti-parallel) to the fixed mag-
netic field, the effective resistance of the MTJ is RP (RAP), which has low (high) impedance.
By connecting SL to GND and connecting the switch voltage source (Vwrite) to WBL, the
direction of the write current can be changed directly.

On a rising read signal, the induced current passes through RBL. The sensing current
then passes through the bit cell when the RWL signal switches on the transistor on the RBL
side. To read the bit cell, the sense amplifier senses the voltage of the BL. The sensed current
and the resistance of the bit cell are known when SL is grounded. Finally, the voltage value
of BL can be calculated by the product of the sensing current and the effective resistance
(RP and RAP) of the unit.

2.3. Memory Comparison

Table 1 presents the characteristics of different types of memory for comparison [11].
The read/write speed of MRAM is similar to that of SRAM and DRAM, but the read power
consumption is substantially lower than both DRAM and SRAM. In addition, MRAM is
nonvolatile memory; thus, MRAM does not consume any energy outside of I/O operations,
and data are not lost when power is disconnected. MRAM also has advantages in its
manufacture over DRAM and SRAM in that it can be combined with an original digital
circuit by adding a masking layer. In the future, MRAM may be able to replace the cache or
flash memory in microcomputer units (MCUs). Therefore, MRAM is suitable for the design
of CIM circuit architecture.

Table 1. Characteristics of memory architectures for comparison.

Methods MRAM SRAM DRAM Flash FeRam

Read Speed Fast Fastest Medium Fast Fast

Write Speed Fast Fastest Medium Low Medium

Array Efficiency Med/High High High Med/Low Medium

Future Scalability Good Good Limited Limited Limited

Cell Density Med/High Low High Medium Medium

Nonvolatile Yes No No Yes Yes

Endurance Limited Infinite Infinite Limited Limited

Cell Leakage Low Low/High High Low Low

limited Yes Yes Limited Limited Limited

Complexity Medium Low Medium Medium Medium
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2.4. Computing Bit-Wise Logical Operations in SOT-MRAM
2.4.1. Energy Efficient Method of AND/OR Operations in SOT-MRAM

A physics-based compact model for a three terminal PMTJ is proposed in [12], which
models the magnetic, electrical, and thermal behaviors of a PMTJ controlled through
SOTs. It considers the effects of both damping-like and field-like SOTs on device behavior.
Moreover, the model tackles the dynamic behavior of the self-heating process within the
device. However, the compact model does not design in-memory computing architecture
for a convolutional neural network based on spin-orbit torque MRAM. After that, an energy
efficient method of AND/OR operations in SOT-MRAM [8] is proposed, which is the first
generation of MRAM using a changing magnetic field to change its internal resistance to
store a bit (0 or 1). When a fixed current is input to read 0 or 1, different voltages can be
obtained. Thus, if a current is input to two MRAMs, four different voltages are obtained, as
presented in Figure 1b. The AND and OR results of these two cells can be obtained and can
achieve CIM in the design of sensing amplifiers. However, this method of reading two cells
simultaneously has disadvantages. As presented in Table 2, the voltage difference between
two cells, namely voltage gap, is approximately 1 mV but can be as low as 0.5 mV. This
slight gap is a substantial challenge for designing sense amplifier (SA) and also reduces
the robustness of this circuit. Therefore, we adopted the circuit presented in Figure 1a to
overcome this problem.

Figure 1. SOT-MRAM circuit for CIM [8]. (a) depicts an improved circuit with lower read and write
current; the circuit is also more robust when executing CIM operations. (b) presents a conventional
circuit that requires a larger current for reading and writing when performing CIM operations to
achieve the same robustness as the improved circuit.

Table 2. Read results for the circuit in Figure 1b (1: RAP = 6000 (ohm), 0: RP = 3000, input current
1 μA).

Read Value of Two Cells Parallel Resistance (ohm) Read Voltage (mV) Voltage Gap (mV)

00 1500 1.5 -

01 2000 2 0.5

10 2000 2 1

11 3000 3 1

First, the voltage of the cell is measured. This voltage is used to determine whether
the input current is I1 or I0, and the ratio of I1 to I0 is equivalent to the ratio of RAP to RP.
As indicated in Table 3, the voltage difference is larger, and the calculation can, thus, be
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more robust. Figure 2 reveals that, for the same read current, the voltage gap required by
the circuit of Figure 1a is greater than Figure 1b, indicating that the circuit has a greater
robustness. Therefore, low current and low power consumption can be used to set the same
voltage threshold.

Figure 2. Differences between circuits in (a,b) during execution and operation.

Table 3. Read result of the circuit of Figure 1a (1: RAP = 6000 (ohm), 0: RP = 3000 (ohm), I1 = 1 μA,
I0 = 0.5 mA).

Reading Value of Two Cells Reading Voltage (mV) Voltage Gap (mV)

00 1.5 mV -

01 3 mV 1.5 mV

10 3 mV 3 mV

11 6 mV 3 mV

2.4.2. Majority Operation

The majority function returns an output of 1 if more than two signals of the three inputs
are 1. The truth table of the majority logic operation is presented in Table 4. According to
Table 4, the result of majority logic is equivalent to the Cout of a full adder. Therefore, this
characteristic can be used to implement a full adder in memory.

Table 4. Truth table of the majority function.

A B Cin Cout

0 0 0 0

0 0 1 0

0 1 0 0

1 0 0 0

0 1 1 1

1 0 1 1

1 1 0 1

1 1 1 1

2.4.3. Majority Decision in Memory

Kirchhoff’s circuit law indicates that the input current at a node is equal to the
output current at a node; this property can be used to implement a current adder. By
matching with a corresponding Vre f , the majority result can be obtained, as presented in
Figure 3. Therefore, Cout in memory can be quickly obtained after the majority operation
is performed.
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Figure 3. Voltage distribution of majority, where V_ref = 1.35 mV.

2.5. IMCE

IMCE [5] is a method from a paper published by Angizi et al. in 2018 [5]. The method
uses bitwise in-memory computing to execute calculations. The method requires 32 steps to
execute an AND operation for a 3-bit value. For each row, a bit count and shift are required.
The total is then summed to complete a 4 × 4 convolution. In addition, the bitwise in-
memory computing requires additional circuits that increase the power consumption of
the critical path. The advantage of the method proposed in this paper is that weight and
data are stored in the same memory to facilitate calculation. However, this method requires
additional circuits and more cycles to complete the calculation in memory. Overall, the
power consumption and critical path of ICME are much greater than those of our method.

2.6. Energy-Efficient CIM Architecture

Kim et al. formulated another method in 2019 [8]. Their method first executes an
AND operation to obtain partial sums, and it then uses a full adder circuit to complete
all steps in sequence. If multiple bit lines are executed together, the final result must be
calculated through the outer processing of tempsum1 + tempsum2 << 1. The advantage of
the method is that it can run the full adder in memory without the use of additional circuits,
but it requires more cycles to complete. The read and write operations must be executed
numerous times, and the control of the method is also complicated. These shortcomings
cause the data to be read slowly from the CPU, which is partly because the data are stored
in the same destination address, meaning that each address can only read one data.

3. Proposed Architecture

Distributed Arithmetic (DA) was first introduced by Croisier et al. in 1989 [13]. It is
an effective method of operations based on memory access and is effectively a bit-serial
operation. The execution time depends on the clock speed, read/write speed of the memory,
and the length of the operation bit. Figure 4 presents a DA circuit.

Figure 4. DA circuit.

Let us consider the convolution of two N-point vectors xi and a fixed coefficient vector
h, which is expressed as follows:
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y = ∑N−1
i=0 xihi, (3)

where h = [h0, h1, h2. . . , h(n−1)] and the input vector os x = [x0, x1, x2. . . , x(n−1)]. Let us
assume that xi is expressed in B-bit two’s complement representation as follows.

xi = −xi + ∑B−1
j=1 xij2−j (4)

By substituting (3) in (4), the output y can be expressed in an expanded form
as follows.

y = ∑N−1
i=0 xi0hi + ∑B−1

j=1 [∑
N−1
i=0 xijhi]2−j (5)

Because hi is constant, there exist 2n possibilities for ∑N−1
i=0 xijhi for j = 1, 2, . . . , (B − 1).

However, these values can be calculated and stored in memory ahead of time. Thus, we
can obtain a partial sum by the bit sequence as the address of the read memory. Therefore,
the inner product can be calculated through an accumulation loop of B shifter-adders and
by reading the value of the corresponding bit sequence. In our method, DA and the CIM
structure are combined to overcome the challenges of the aforementioned model [14].

3.1. Integral Architecture

Figure 5 presents a memory circuit comprising eight banks. Each bank comprises
16 mats, and each mat has four cell arrays of size 16 × 1024 for a total of 1 megabyte.
The control circuit can only control eight banks simultaneously. Each operation can run
16 parallel mats operations, and each mat has 4 cell arrays. In addition, each cell array can
perform four 3 × 3 convolutions simultaneously; thus, the memory architecture can execute
64 convolutions in parallel.

Figure 5. Circuit architecture of memory.
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3.2. Achievements Made by the New Architecture

Figure 6 presents our proposed CIM circuit architecture integrating a DA circuit
architecture in memory without any digital circuits, such as a full adder or shifter circuit,
to implement a DA calculation algorithm. In addition, the CIM architecture requires no
additional weighting data; correspondingly, placing the results data and the buffer register
on the same cell array can reduce both data access time and power consumption. The
execution speed depends on the clock frequency, read speed of memory, and length of the
calculation unit. Therefore, the novel CIM architecture performs faster than the traditional
DA architecture and has lower power consumption because of the operations performed
in memory.

Figure 6. Our CIM circuit architecture.

Due to the advantages of the DA algorithm, the precalculated partial sum can be
stored in the memory, and the shifter adder can then be used to accumulate the sum of each
part. Therefore, our approach uses only a shifter adder and does not require a multiplier
with a long critical path or a large area. Our new CIM architecture avoids the lengthy
execution steps and additional circuits required by previous methods.

The main components of the DA architecture circuit are the read-only memory (ROM),
reg buffer, full adder, and shifter. The following section describes the structure, operation,
and implementation of these components to achieve the DA architecture in memory.

3.2.1. Build ROM and Register (Reg) Buffer in the Memory

MRAM is nonvolatile memory, and its read speed is similar to that of DRAM; thus,
MRAM is suitable as the storage unit for a DA architecture. To increase the efficiency
of in-memory calculation execution and to achieve lower latency and read/write power
consumption, the weighted memory and buffer register stored in the CIM are placed on
the same cell array shown, as presented in Figure 7. In addition, these defined memory
sizes can be changed because the entire memory space, not only one specific part of the
memory, can complete CIM operations.
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Figure 7. Storage unit configuration.

3.2.2. Shifter

Because the shifter is unavailable in traditional memory, our method adds N-Metal-
Oxide Semiconductor (NMOS) and P-Metal-Oxide Semiconductor (PMOS) to the SA circuit
architecture, as presented in Figure 8. This change enables the output of the SA to be
written into different columns based on shifter control without reading data out of the cell
array or rewriting; these processes would otherwise extend the read/write time.

Figure 8. Shift circuit.

3.2.3. Shifter Full-Adder

This unit is used to complete a full adder operation. First, it calculates MAJ(A,B,Cin)
to obtain Cout and obtain a sum in parallel in the following step. Then, (A ⊕ Cin)⊕ B
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is performed to obtain sum-reg. Finally, the left shift to the sum is executed for the next
shift-adder operation, as presented in Figure 9.

Figure 9. Steps of the shift adder.

4. Experimental Process and Result

4.1. Experimental Process

The simulation was divided into three stages, as presented in Figure 10. First, the
Hspice tool was used to obtain a circuit level result. Second, the result was sent to the
Nvsim model for simulation by using the memory architecture-level data obtained in
stage 1. Subsequently, read/write power consumption and the memory delay were sent
to GEM5 to execute system-level calculations. After these three stages of simulation, the
written LeNet-5 algorithm could be executed in GEM5 to obtain the read/write power
consumption of the entire algorithm. In our simulation, the parameters are set as follows.
We considered the setup of our SPICE and process file, referring to references [15,16],
respectively, with read voltage = 6 mV, current = 1 uA, and register = 6 kΩ. For the setup of
NVSIM, we choose 1 MB memory with 8 banks, in which each bank has 16 MATs; each MAT
has 4 cell arrays; and each cell array is 16 × 1024 bits in size. Additionally, we considered
accelerators using 16-bit gradients; we select MNIST as our benchmark dataset, along with
the LeNet-5 NN architecture. For the CNN layers of each 32 × 32 image, we developed
a bitwise CNN with six convolutional layers, two average pooling layers and two FC
layers, which are equivalently implemented by convolutional layers. After collecting this
information, we could conduct comparisons using the experimental data. The detailed
process of each stage is described in the following paragraph.

Figure 10. Experimental architecture.
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4.1.1. SOT-MRAM Simulation

The SOT-MRAM model is built at the circuit level. The MRAM model used in our
research is the same as that presented in [17]. That study’s authors provided the SOT-
MRAM Verilog-A model file that is used to facilitate simulations and verifications of the
real-world performance of MRAM memory. Figure 11 presents the simulation results of
MRAM Verilog-A in Cadence Virtuoso.

Figure 11. Simulated waveform of an MRAM cell.

4.1.2. Processand Sensing Amplifier (SA)

We used NCSU FreePDK 45 nm [16] to simulate the SA circuit architecture and the
digital circuit synthesis in Hspice. In addition, we chose StrongARM Latch [18], which
consumes zero static power and has low latency. Thus, it is suitable for edge computing in
the CIM architecture presented as Figure 12.

Figure 12. StrongARM Latch.

4.1.3. Nvsim

Nvsim [19] is a circuit-level model used to estimate the performance, energy, and area
of new nonvolatile memory (NVM). Nvsim supports various NVM technologies, including
STT-MRAM, PCRAM, ReRAM, and traditional NAND flash; thus, it was used and was
modified to match the architectures we chose for simulation.
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4.1.4. Gem5

Gem5 [20] is a modular discrete event-driven simulator for a full-system that combines
the advantages of M5 and GEMS. M5 is a highly configurable simulation framework that
supports a variety of ISAs and CPU models. In addition, GEMS complements the features
of M5 by providing a detailed and flexible memory system, including multiple cache
consistency protocols and interconnection models. It is a highly configurable architecture
simulator that integrates multiple ISAs and multiple CPU models. In our experiment, we
used a single-core Arm A9 CPU clocked at 2 Ghz as the CIM CPU for simulation analysis.
Figure 13 presents the entire simulation process in Gem5. First, C code was compiled into a
binary file, and Gem5 was then used to simulate the binary file and obtain a states.txt file
containing data on the simulated CPU cycles and the read/write times of memory. Then,
CPU power consumption could be obtained with the Mcpat tool.

Figure 13. Simulation of an A9 processor running with LeNet-5.

4.2. Experimental Result
4.2.1. IMCE vs. Our Method

We analyzed the number of access times in reading, writing, and overall reading/writing
separately; the results were then compared with those in previous IMCE studies. Figure 14
presents the convolution algorithm used for this comparison. The input image data and
weight were both 8-bit. Figure 15 present three comparisons of reading and writing times.
For reading times only, as presented in Figure 15a, we observed that our method is 49.9%
faster that IMCE. As presented in Figure 15b, our method was 22.7% faster than IMCE
in writing times. Finally, with regard to overall reading/writing times, as indicated in
Figure 15c, our method was 43.3% faster than IMCE overall. This improvement was due to
the use of the DA algorithm to substantially reduce the number of reads and, thus, reduce
the power consumption during CIM by replacing multiplication with a lookup table.

Figure 14. Convolution process.

29



Electronics 2022, 11, 1245

Figure 15. (a) Reading times, (b) writing times, and (c) comparison.

4.2.2. Traditional Non-CIM Architecture and CIM Architecture

To determine whether the CIM architecture can effectively reduce computing power
consumption, we used a non-CIM architecture and the CIM architecture to run the same
NN as presented in Figure 16; this algorithm was also used in our experimental anal-
ysis. The main focus of our research is the ConV operation; therefore, the FC layer in
the NN handled the CPU operation, and the CIM circuit architecture handled the ConV
operation. Table 5 presents a comparison of the power consumption of the two archi-
tectures. Figure 17a shows the comparison of CPU power consumption. The difference
is primarily because the convolution operation consumes the most power. In the CIM
architecture, the convolution operation is moved to memory. Thus, the CPU does not
perform the convolution operation, greatly reducing power consumption. Figure 17b
illustrates the memory power consumption for comparison. CIM architecture can minimize
the data transmission path and more greatly reduce the total memory power consumption.
Moreover, because convolution has been moved to memory and also further reduced
power consumption, the total read/write power consumption of the memory was lower.
Figure 17c presents a comparison of the total power consumption, revealing that the CIM
circuit architecture has lower overall power consumption.

Figure 16. LeNet-5 NN architecture.
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Figure 17. (a) CPU, (b) memory, and (c) overall.

Table 5. Comparison of non-CIM architecture and CIM architecture.

- Arm A9 Arm A9 + CIM

CPU 23.43 0.5837034

CPU Memory 0.23 0.0006997

CIM 0 0.1459011

Total Power 23.66 0.7303042

4.3. Discussion

Our CIM architecture can be used for CPUs, GPUs, FPGAs, and ASIC in different
design manners. In-memory computing has two advantages: making computing faster
and scaling it to potentially support petabytes of in-memory data. In-memory computing
utilizes two key technologies: random-access memory storage and parallelization. When
the CPU/GPU processes data from the main memory, frequently used data are stored in
fast, energy-efficient caches to enhance performance and energy efficiency. However, in
applications that process large amounts of data, most data are read from the main memory
because the data to be processed are very large compared to the size of the cache. In
this case, the bandwidth of the memory channel between the CPU/GPU and the main
memory becomes a performance bottleneck, and a lot of energy is consumed to transfer
data between the CPU/GPU and the main memory. To alleviate this bottleneck, the channel
bandwidth between the CPU/GPU and main memory needs to be extended but if the
current CPU/GPU’s number of pins has reached its limit, further bandwidth improvement
faces technical difficulties. In a modern computer structure where data storage and data
calculation are separated, such a memory wall problem will be inevitably raised. Our CIM
architecture is used to overcome the aforementioned bottleneck by performing operations
in memory without moving data to the CPU/GPU. Additionally, our CIM architecture can
also be implemented in FPGA or as an ASIC design under the assumption that the MRAM
can be well taped out.

5. Conclusions

We proposed a new SOT-MRAM-based CIM architecture for a CNN model that can
reduce both power consumption and read/write in comparison with conventional CNN
CIM architectures. In addition, our method does not require additional digital circuits,
enabling the MRAM cell to retain the advantages of memory for data storage. By conducting
a series of experiments, compared with the ICME method [5], our proposed method
reduces read times by 49.9%, write times by 22.7%, and overall read/write times by 43.3%.
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Additionally, we evaluated that a CIM model running on an Arm A9 CPU can significantly
reduce power consumption. In this paper, we did not tackle the changing magnetic
field of MRAM. We used highly configurable architecture simulators SPICE, NVSIM, and
GEM5 models to evaluate our proposed SOT CIM-based architecture. Quantifying the
changing/switching magnetic field of the MRAM is an open issue. In the future, we will
collaborate with industries to realize it.
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Abstract: Cases of missing children not being found are rare, but they continue to occur. If the child
is not found immediately, the parents may not be able to identify the child’s appearance because
they have not seen their child for a long time. Therefore, our purpose is to predict children’s faces
when they grow up and help parents search for missing children. DNA paternity testing is the most
accurate way to detect whether two people have a blood relation. However, DNA paternity testing
for every unidentified child would be costly. Therefore, we propose the development of the Face
Prediction System for Missing Children in a Smart City Safety Network. It can predict the faces
of missing children at their current age, and parents can quickly confirm the possibility of blood
relations with any unidentified child. The advantage is that it can eliminate incorrect matches and
narrow down the search at a low cost. Our system combines StyleGAN2 and FaceNet methods to
achieve prediction. StyleGAN2 is used to style mix two face images. FaceNet is used to compare
the similarity of two face images. Experiments show that the similarity between predicted and
expected results is more than 75%. This means that the system can well predict children’s faces
when they grow up. Our system has more natural and higher similarity comparison results than
Conditional Adversarial Autoencoder (CAAE), High Resolution Face Age Editing (HRFAE) and
Identity-Preserved Conditional Generative Adversarial Networks (IPCGAN).

Keywords: face aging; generative adversarial network; StyleGAN2; FaceNet; missing child

1. Introduction

We will divide this paper into three subsections to describe the introduction: “Status of
Missing Children’s Cases”, “Problems of Current Face Aging Methods”, and “Contribution”.

1.1. Status of Missing Children’s Cases

According to the Federal Bureau of Investigation’s National Crime Information Center
(NCIC) Missing Person and Unidentified Person Statistics, there will be 365,348 children
missing in the United States in 2020 [1]. According to the National Crime Agency’s Missing
Persons Statistics, it is estimated that over 65,800 children will go missing between 2019
and 2020 [2].

From the above statistical results, it is known that there has always been a situation
of missing children. Therefore, we built the Face Prediction System for Missing Children
to predict the face of children when they grow up and help parents or police search,
detect, and identify missing children. Moreover, we applied our system to the Smart City
Safety Network. According to S. P. Mohanty et al.’s description [3], a smart city includes
smart infrastructure, smart transportation, smart energy, smart health care, and smart
technology. The key to transforming traditional cities into smart cities is information and
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communication technology (ICT). Smart cities use ICT to solve a variety of urban problems.
In addition, M. Lacinák et al. emphasized the importance of safe cities [4,5]. They describe
that every smart city must also be a safe city, and a safe city should be regarded as a part
of a smart city. A safe city system should include the following features: smart safety
systems for surveillance, search, detection and identification, etc. The purpose of our
system conforms to the concept of smart city safety, and then we use the concepts of IoE
and AIoT to implement our system and form a network. More details can be found in
Section 3.

To predict future faces currently, face aging image generation methods in the field
of machine learning can be used. However, the existing face aging model only considers
the facial features that only older people have. In fact, head size and genetics can also
affect appearance. Therefore, current face aging methods cannot well predict children’s
faces when they grow up. Section 1.2 describes the problems of current face aging methods
in detail.

1.2. Problems of Current Face-Aging Methods

We refer to many face-aging image generation methods, such as CAAE [6] extended
by VAE, F-GAN [7], HRFAE [8] and IPCGAN [9] extended by GANs. Details can be found
in Section 2.3. Overall, these face-aging methods add or smooth some irregular wrinkles on
the face, making the generated results appear older or younger. However, these methods
do not work for children under 12; they only work for adults. According to medical
research [3–10], the period from 0 years old to adolescence is the fastest-growing period
for human beings. The appearance (including facial appearance, body shape, etc.) will
change greatly. Therefore, if we only consider the facial features that only older people
have and do not consider other factors (such as head size and genetics, etc.), it is impossible
to predict children’s faces when they grow up.

Figure 1 illustrates the problems of current face-aging methods. In Figure 1, (a) is the
original image, whose age is between 0 and 20 years old, while (b)~(d) is the face image
converted by using the original image through the Group-GAN model; (b) is between 20
and 40 years old, (c) is between 40 and 60 years old, and (d) is over 60 years old.

Figure 1. Group-GAN face aging results.

We can see from Figure 1 that the child and the adult are transformed from (a) to
(b)~(d), respectively. Two problems arise during this transition:

1. The difference between the child and adult transition from (a) to (b) is small, especially
when the child (b) does not look like they are between 20 and 40 years old. The reason
is that most aging models only consider the facial texture and do not consider that the
head’s size will also change with age;
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2. The result of a child’s transition from (a) to (d) is very unnatural, while the transition
of an adult from (a) to (d) is relatively natural. The reason is not only because the
size of the head is not taken into account, but also because people grow most rapidly
before puberty (children under the age of 12), so the appearance changes very greatly.
Therefore, it is not enough to only consider the facial texture for face prediction.

Overall, because existing aging models only consider the appearance characteristics
that older adults have, they cannot predict children’s future faces.

We propose a Face Prediction System for Missing Children. In addition to taking
into account the facial features of children before their disappearance, it also considers the
facial features of their blood relatives. According to genetics [10–13], life on earth mainly
uses DNA in the blood as genetic material so that the offspring will have the parent’s
traits (traits including appearance and disease, etc.). In addition, according to Mendelian
inheritance [14,15], human looks are mainly determined by genetics, which means that
children are born with traits such as appearance and diseases that are part of their parents.
Our system takes into account human genetics and then estimates and predicts children’s
future faces. It is a more reasonable estimate than other aging models. No one has proposed
this prediction method to date.

1.3. Contribution

Suppose a parent wants to search, detect and identify their child from a group of
unidentified children. If every unidentified child had a DNA paternity test, there would be
a lot of cost and time waiting for the test. If parents used our system, they could quickly
confirm the possibility of blood relation with any unidentified child. Additionally, there
are the following benefits:

• We can directly eliminate this pairing when our system’s face prediction image and any
child’s face image are low in similarity. This is useful for narrowing down the search;

• When our system’s face prediction image and any child’s face image are high in
similarity, we can use this pairing and then conduct the DNA paternity test. It is faster
and less expensive than DNA paternity testing for every unidentified child.

Overall, we have the following two contributions:

1. Our system takes into account the facial features of children’s blood relatives, and
the output predictions are approximately 75% more similar to the expected results.
When parents search for missing children, our system helps to eliminate low similarity
matches and narrow the search;

2. Parents can quickly and inexpensively confirm the possibility of blood relation with
any child.

2. Related Work

2.1. Generative Adversarial Networks (GANs)

GANs [15–17] are unsupervised learning networks trained only through images with-
out labels. A GAN is mainly composed of a generator and discriminator network. The final
goal of a GAN is for the generator to randomly create real-looking images that cannot be
distinguished from training images. Many scholars have developed different methods and
applications based on the concept of GANs. For example, in the field of image generation,
the Progressive GAN [18] proposed by NVIDIA Tero Karras et al. can randomly generate
high-resolution images. There is also StyleGAN [19] proposed in 2019, which follows the
training network of Progressive GAN and has the function of style conversion, which can
control the changes of different styles of images.

However, due to the droplet and phase artifact problems in StyleGAN, StyleGAN2 [20]
was proposed in 2020 to solve the above problems and make the output results more
natural. StyleGAN has had a huge impact on image generation and editing, and many
scholars have used StyleGAN for different studies. For example, Image2StyleGAN [21,22],
SEAN [23], Editing in Style [24], StyleFlow [25], Pixel2style2pixel [26], StyleCLIP [27]

37



Electronics 2022, 11, 1440

and StyleMapGAN [28] are all image generation and editing methods developed based
on StyleGAN.

Figure 2 is the generator architecture of StyleGAN [18–20]. The generator of StyleGAN
consists of the mapping network and the synthesis network. The mapping network is a
non-linear network using an 8-layer MLP. Its input is the latent code (or latent variable) z in
latent space Z, and the output is the intermediate latent code (or dlatents) w in intermediate
latent space W. The latent space is simply a representation of compressed data in which
similar kinds of data points will be closer in the latent space. Latent space is useful for
learning data features and finding simpler data representations for analysis. We can
interpolate data in the latent space and use our model’s decoder to ‘generate’ data samples.
The purpose of the mapping network is to convert the input z to w. Because the use of
z to control image features is limited, a mapping network is needed to convert z to w,
which is used to reduce the correlation between features and to control the generation of
different images.

Figure 2. Generator architecture of StyleGAN [18–20].

The synthesis network is used to generate images of different styles and add affine
transformation A and random noise B to each sub-network layer. A is used to control the
style of the generated image, which can affect the pose of a face, identity features, etc. B
is used for the details of the generated image and can affect details such as hair strands,
wrinkles, skin color, etc.

Figure 3 shows the style mixing result of StyleGAN. Sources A and B are pre-trained
models using StyleGAN to project the images into the corresponding latent space. Finally,
the images are directly generated by the latent code. The coarse styles from source B
mainly control the coarser low-resolution features (no more than 8 × 8), affecting posture,
general hairstyle, facial shape, etc. The middle styles from source B mainly control the finer
features of the middle resolution (16 × 16 to 32 × 32), including facial features, hairstyles,
opening or closing of eyes, etc. The fine styles from source B mainly control the relatively
high-quality, high-resolution features (64 × 64 to 1024 × 1024), affecting the color of eyes,
hair, and skin.
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Figure 3. Examples that were generated by a mixture of Source A and B latent codes using Style-
GAN [19,20].

Table 1 shows the training results of StyleGAN and StyleGAN2. The ↑ indicates that
higher is better and ↓ that lower is better. In 2020, StyleGAN2 improved the shortcom-
ings of SyleGAN, including the droplet and phase artifact problem, and enhanced the
quality of SyleGAN, including weight demodulation, path length regularization and no
progressive growth. Because StyleGAN2 can generate higher quality images and train
faster, this study mainly uses the pre-trained model of StyleGAN2 for style mixing and
image projection processing.

Table 1. Training results of StyleGAN [19] and StyleGAN2 [20].

Configuration
FFHQ, 1024 × 1024

FID ↓ Path Length ↓ Precision ↑ Recall ↑
A Baseline StyleGAN [19] 4.40 212.1 0.721 0.399
B + Weight demodulation 4.39 175.4 0.702 0.425
C + Lazy regularization 4.38 158.0 0.719 0.427
D + Path length regularization 4.34 122.5 0.715 0.418

E + No growing,
new G & D arch. 3.31 124.5 0.705 0.449

F + Large networks
(StyleGAN2 [20]) 2.84 145.0 0.689 0.492

The “ + ” in the table represents the experimental results based on StyleGAN (A) plus (B) to (F) configurations.

2.2. FaceNet

FaceNet [29] is a unified framework for solving recognition and verification problems
proposed by Google. According to Florian Schroff et al., FaceNet mainly uses convolutional
neural networks to analyze face information and project the information into Euclidean
space. The similarity between the two can be directly calculated by calculating the distance
in the space. In 2015, FaceNet received the highest accuracy score of 99.63% in LFW [30]
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and received attention for this. At present, the development of face recognition and
verification is quite mature, including OpenFace [31], Deep-Face [32], VGG-Face [33,34],
DeepID [35–38], ArcFace [39] and Dlib [40], all of which have over 90% accuracy. The
highest accuracy face-recognition model today is VarGFaceNet [41]. We used Euclidean
distance (L2) to calculate distance and converted it into similarity.

2.3. Image Generation Method of Face Aging

In the field of image generation, variational autoencoder (VAE) [42] and generative
adversarial network (GAN) [17] methods are the mainstream.

2.3.1. VAE

Research methods extended by VAE include the adversarial autoencoder (AAE) [43,44],
the conditional adversarial autoencoder (CAAE) [6], and the conditional adversarial con-
sistent identity autoencoder (CACIAE) [45], etc. AAE is a training method that combines
the encoder-decoder idea of VAE and the generator-discriminator of GAN. CAAE is a
face-aging method proposed by Z. Zhang et al. It builds a discriminator based on AAE to
make the generated images more realistic. CAAE can learn the face manifold and achieve
smooth age progression and regression so that the results can appear more aged or younger.
In addition, the CACIAE proposed by Bian et al. can reduce the loss of identity information,
making the results more realistic and age-appropriate. In the experimental results, our
system is compared with CAAE. Since CAAE only considers facial lines, it cannot predict
the appearance of children when they grow up.

2.3.2. GANs

The methods of synthesizing face images using GANs can be divided into two cate-
gories: translation-based and condition-based.

Translation-Based Method

The translation-based face image synthesis method converts any set of style images
into another set of style images. This concept first came from Cycle-GAN [46], proposed by
Zhu et al. Its advantage is that it does not require the pairing of two collection domains,
making it available for face-style transfer, unlike pix2pix [47], which must have two or
two. Only paired data can be used for training. The disadvantage is that it can only be
converted between two domains, so later, Choi et al. proposed StarGAN [48], which can
learn multiple domains and solve Cycle-GAN’s problem.

In terms of face-aging models, Palsson et al. proposed F-GAN [7], based on the
style transfer architecture developed by Cycle-GAN. F-GAN combines the advantages
of Group-GAN and FA-GAN. When the age span is large (about 20 years old or more),
because the effect is better, Group-GAN is used for face conversion, and FA-GAN is used
on the contrary. The problem with F-GAN is that it cannot be converted naturally, and the
image quality is low. After 2018, because StyleGAN provides an FFHQ dataset, it became
easier to generate high-quality images, but it has artifact problems. Subsequently, Shen
et al. proposed InterFaceGAN [49], which can semantically edit the learned latent semantic
information (for example, changing age, gender and angle, etc.) and repair the artifacts in
the image, making the resulting image more natural. Although it produces higher-quality
images, it is not suitable for predicting the appearance of children because it only takes into
account the texture of the face.

Condition-Based Method

The condition-based face image synthesis method can be regarded as a supervised
GAN. It adds an additional condition to the generator’s input and the discriminator. The
condition can be a label or a picture, etc. The function guides the generator and the dis-
criminator towards training on this condition. This concept first came from cGAN [50–52],
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proposed by Mirza et al. It has a better effect than the original GAN, so it has been widely
used in the future.

In terms of face-aging models, Wang et al. proposed IPCGAN [9], an architecture that
successfully generates new synthetic face images and preserves identities in specific age
groups. It generates realistic, age-appropriate faces and guarantees that the synthesized
faces have the same identity as the input image. In the experimental results, our system is
compared with IPCGAN. Since IPCGAN only changes the facial lines, it cannot predict the
appearance of children when they grow up.

In addition, HRFAE [8], proposed by Yao et al., combines age labels and latent vectors
and can be used for face age editing on high-resolution images. The core idea is to create
a latent space containing face identities and a feature modulation layer corresponding to
the individual’s age and then combine these two elements so that the generated output
image is the specified target age. In the experimental results, our system is compared with
HRFAE. Because HRFAE only considers facial lines, it cannot predict the appearance of
children when they grow up.

3. Method

We propose a Face Prediction System for Missing Children, whose purpose is to predict
children’s future faces. It allows parents to quickly and inexpensively confirm the possibility
of blood relation with any child. When parents search for missing children, our system
helps to eliminate low similarity matches and narrow the search. Our system considers the
respective features of the following two face images to predict the future face, including
face images of the child before the disappearance and face images of the blood relatives.
Our system combines StyleGAN2 and FaceNet methods to achieve prediction. StyleGAN2
is used to style mix two face images. FaceNet is used to compare the similarity of two face
images. The input is an image of the missing child available before the disappearance and
multiple images of family members related by blood. The output is a prediction result.
More details can be found in Sections 3.1–3.4.

At the application level, we apply our Face Prediction System for Missing Children
and the issues of searching for missing children to the concepts of IoE and AIoT, as shown
in Figure 4, which will be described in detail below.

Figure 4. Our system is applied to the concepts of IoE and AIoT [53,54].

On the left side of Figure 4 is the IoE that combines machine-to-machine (M2M),
people-to-people (P2P), and people-to-machine (P2M) connections. The difference between
IoE and IoT is that IoT only focuses on the pillar of things, while IOE includes four pillars,
namely things, people, process and data. IoE is the intelligent connection of the four
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pillars. The definition of the process is to provide the right information to the right person
or machine at the right time to make the connection between people, things, and data
more valuable. M2M is defined as the transmission of data from one machine or thing to
another machine, including sensors, robots, computers, mobile devices, etc. These M2M
connections can be considered IoT. P2P is defined as the transmission of information from
one person to another. At present, P2P is mainly realized by mobile devices (such as PCs,
TVs, and smartphones) and social networks (such as Facebook, Twitter, and LinkedIn).
P2M is defined as the transmission of information between people and machines. People
conduct complex data analysis through machines to obtain useful key information and
help people make informed decisions. The following will explain the application mode of
our system with the concepts of M2M, P2P and P2M.

• M2M: The user uses a device with a photographing function to transmit the photos
of the children before going missing and the photos of their relatives to our system
through the cloud network to predict the faces of the missing children and finally
transmit the prediction results to the user through the cloud network (the above
process can also be regarded as AIoT, as shown on the right side of Figure 4);

• P2P: Family members and friends of the missing children or police can publish relevant
information about the missing children (including the time of disappearance, the place
of disappearance, the photos before the disappearance and the predicted images from
our system, etc.) to social media through mobile devices and social networks, hoping
to be known and shared by netizens. The aim is to find the witnesses of the incident or
people who know the context of the incident, who will provide relevant information
to their families or police to assist in the arrest of the murderer;

• P2M: Family members, friends or police officers of missing children can use our system
to predict the face of missing children at their present age and use the prediction
results as one of the clues. Then, they can spread the image through TV, newspapers,
magazines and various social media to let more people know about the case, and let
people recall and judge whether they have seen this person. Finally, if people have
clues, they can provide criminal clues to the police to help solve the case.

Our system mainly combines StyleGAN2 and FaceNet methods. StyleGAN2 is used
to mix two images, and FaceNet is used to compare the similarity of the two images. The
architecture of this system will be described in detail below.

3.1. Overview of the System Architecture

Figure 5 shows a flowchart of the image processing steps, divided into three main
parts: data preprocessing, phase 1: filtering the best new face image, and phase 2: predicting
the age and appearance of a missing child.

• Data preprocessing: This is used to take a single face image from the original image
and output the dlatents for each face image. We will need the dlatents of each face
image to use StyleGAN2 for face mixing. At the beginning of the first and second
phases, we load the dlatents, and then proceed to mix the two images;

• Phase 1—filtering the best new face image: This is used to mix the two relatives with
the highest similarity with the missing child. The face mixing result will have the
appearance characteristics of the above two relatives. Finally, the system will select
the best new face from multiple mixing results;

• Phase 2—predicting the age and appearance of a missing child: This is used to mix
the best new face and the image of the missing child so that the face mixing result has
not only the appearance characteristics of the missing child but also the appearance
characteristics of the above two relatives. Finally, the system will select the best
prediction result from multiple mixed results.

The details of these three parts will be described in order below.
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Figure 5. Flowchart of image processing steps.

3.2. Data Preprocessing

Data preprocessing consists of the following two steps:

1. Dlib Face Alignment Module: This module aligns and crops each face in the missing
child’s available image;

2. StyleGAN2 Project Image Module: Each face image is subjected to StyleGAN2 projec-
tion processing, and finally, the projected image and dlatents file are obtained. These
data will be required as input during the first and second phases.

3.2.1. Dlib Face Alignment Module

Figure 6 shows the flowchart of the Dlib Face Alignment Module, which mainly
corrects and truncates each face in the original image and outputs it as a face image of size
1024 × 1024. The Dlib Face Alignment Module contains three functions: ‘Face Detector’,
‘Facial Landmark Predictor’ and ‘Face Alignment’.

Figure 6. Dlib Face Alignment Module Flowchart.

• Face Detector: Each face in the original is detected and labelled with a number;
• Facial Landmark Predictor: The 68 landmarks of each face are predicted;
• Face Alignment: The image is rotated so that the landmarks of the eyes are horizontally

aligned, then the face image is captured and the image is resized to 1024 × 1024.
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3.2.2. StyleGAN2 Project Image Module

Figure 7 shows the StyleGAN2 projection process, whose input is an image of a missing
child (the child in Figure 6). The Projection image is a function provided by StyleGAN2,
which can iterate continuously on an input image (missing child face), producing a very
similar one (a projection). In Figure 6, the projected image when iteration is 1 is the projected
image after StyleGAN2 training, which is the default image of StyleGAN2. When iterating
the 1000th time, the result of the projected image is very similar to the input image (missing
child face), so we stored the dlatents this time as a NumPy file to be used for StyleGAN2
style mixing or interpolation in the future.

Figure 7. StyleGAN2 projection image process.

3.3. Phase 1: Filter the Best New Face Image

The first phase of the system is mainly to filter the best new face images. The input
data is a projected image of a missing child and several projected images of family members.
The output is an image of the best new face, one of the 36 mixed faces. There are four
modules in the first processing phase: the Similarity Sequence Module, StyleGAN2 Style
Mixing Module, FaceNet Face Compare Module and Best New Face Filter Module.

3.3.1. Similarity Sequence Module

The Similarity Sequence Module focuses on selecting the two family members most
similar to the child from multiple family members. The missing child is first compared with
each family member using FaceNet. All the similarities are ranked in descending order,
and the images of the top two family members with the highest similarities are output.

3.3.2. StyleGAN2 Style Mixing Module

The StyleGAN2 Style Mixing Module inputs the top two dlatents with the highest
similarity in the first phase, and after the StyleGAN2 style mixing process, a total of
36 mixed new faces will be generated. For example, Figure 8 is the StyleGAN2 style
mixing result.
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Figure 8. StyleGAN2 Style Mixing result.

3.3.3. Best New Face Filter Module

The Best New Face Filter Module mainly filters one of the 36 new faces mixed by
StyleGAN2 as the best new face. In the first phase, this module mainly uses the similarity
percentage metric to evaluate the advantages and disadvantages of 36 new faces. These 36
new faces 〈n1, n2, n3, · · · , n36〉 will get a weight W1,nk , respectively. Then the system will
rank W1,nk from small to large, and the minimum minW1,nk is the best new face.

W1,nk = W1,Pnk
+ W1,Snk

(1)

W1,Pnk
=

∣∣PC,Top1 − Pnk ,Top1
∣∣ =

∣∣∣∣∣ SC,Top1

SC,Top1 + SC,Top2
− Snk ,Top1

Snk ,Top1 + Snk ,Top2

∣∣∣∣∣ (2)

W1,Snk
=

∣∣SC,Top1 − Snk ,Top1
∣∣+ ∣∣SC,Top2 − Snk ,Top2

∣∣ (3)

Here, Equation (1) is the formula for weight W1,nk (refer to Table 2 for symbolic
meaning), which mainly calculates the similarity percentage of W1,Pnk

and similarity of
W1,Snk

between children and 36 new faces. Then, W1,Pnk
and W1,Snk

is added and called the
Similarity Percentage Metric. Equation (2) is the similarity percentage W1,Pnk

, which mainly
calculates PC,Top1 and PC,Top1. The smaller the gap between the two, the better, indicating
that the percentage value of the two is closer. Equation (3) is the similarity of W1,Snk

; the
smaller the formula, the better, indicating that the new face image is more similar to the
family. After calculating W1,nk , the system will sort each weight, and the smallest weight
minW1,nk is the best new face.

Table 2. Symbol Definition.

Symbol Meaning

nk
〈nk〉36

k=1 = 〈n1, n2, n3, · · · , n36〉, where n represents the generated new face
image, and k is the item.

W1 and W2
W1 represents the weight value of the first phase;
W2 represents the weight value of the second phase.

Sx,y
Represents the similarity comparison value of x and y.
0 ≤ x, y ≤ 100.

Px,y1 or Px,y2 Represents the similarity proportion value of Sx,y1 or Sx,y2 among Sx,y1 and Sx,y2.

Top1 and Top2 Top1 Family members with the highest similarity to the child;
Top2 Family members with the second-highest similarity to the child.

C Missing child.

B Best new face.
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3.4. Phase 2: Predicting the Age and Appearance of a Missing Child

The second phase of the system focuses on predicting the current age of the missing
child. The input data are the best new face and the missing child image, and the output
data are the prediction result. A total of four modules were used in the second phase of pro-
cessing, in the order of Data Preprocessing, StyleGAN2 Style Mixing Module, FaceNet Face
Compare Module and Best New Face Filter Module. The two modules, Data Preprocess-
ing and StyleGAN2 Style Mixing Module, operate in the same way as the corresponding
modules in Phase 1, while the other modules are different.

3.4.1. FaceNet Face Compare Module

The FaceNet Face Compare Module mainly compares the best new face and the
missing child image with each new face in the second phase. Finally, it records the similarity
comparison information in the JSON file for subsequent analysis.

3.4.2. Best New Face Filter Module

The Best New Face Filter Module mainly selects the best prediction result from 36
new faces in the second phase. In the second phase, the similarity percentage is mainly
used to evaluate the advantages and disadvantages of 36 new faces. These 36 new faces
〈n1, n2, n3, · · · , n36〉 will get a weight W2,nk , respectively. Then the system will rank W2,nk
from small to large, and the minimum minW2,nk is the best new face.

W2,nk =
∣∣SC,B − Snk ,B

∣∣ (4)

Equation (4) is the formula for weight W2,nk (refer to Table 2 for symbolic meaning),
which is the similarity gap between 36 new faces and the best new face. The smaller W2,nk
is, the more it means that the new face will be more similar to the best new face. After
calculating W2,nk , the system will sort each weight and the smallest weight minW2,nk is the
best new face.

4. Experiment

Figure 9 shows the experimental results of this system. The input data for this exper-
iment were obtained from members of the same family. The first column in Figure 9 is
the image of missing children. These three images are of different people; they are about
3 years old. The second column is images of family members or relatives of the missing
children; the third column is our system, which contains the first and second phases. The
input in the first phase is an image of the missing child available before their disappearance
and multiple images of family members who are related by blood (dotted box in Figure 9),
and the output is the best new face image, which is a mixed image of the facial features
of two blood relatives. The input in the second phase is an image of the missing child
available before their disappearance and an image of the best new face. The fourth column
is the predicted results (output) of our system; the fifth column is the similarity comparison
between the predicted result and the expected result, and the sixth column is the expected
output, which is the ground truth, the faces of the missing children at the age of 20. The
system mainly uses the face compare function provided by SKEye [55] for similarity com-
parison, and its similarity comparison refers to Algorithm 1. The predictions of the three
sisters were compared to the expected output, and the results were 77%, 76% and 77%,
respectively.
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Figure 9. A comparison experiment of the similarity between the predicted image and the ex-
pected image.

From the physical appearance, it is difficult for humans to identify the gender of
children under the age of three. We observe the child in the second row in Figure 9; she
looks like a male, and the predicted image also looks like a male, but this does not affect
the final similarity comparison of our prediction system. Because our system excludes
human subjective judgments (including hairstyles) and only compares the similarity of
facial features, the system will not be misled by physical appearance.

Algorithm 1 SKFace [55] Feature Comparison

Input: F1: Features of the first face; F2: Features of the second face;
Output: S: Similarity between F1 and F2;
1: Load F1 and F2;
2: Get F1 and F2 base64 code;
3: Verify whether F1 and F2 are recognized;
4: Calculate the distance between F1 and F2;
5: F1 and F2 are converted into similarity S.

Figure 10 shows the comparison diagram of our system, CAAE [6], HRFAE [8] and
IPCGAN [9]. The first line is the input child image; Line 2 is the expected output; Lines 3~6
are the prediction results of the system, CAAE, HRFAE and IPCGAN and the similarity
comparison results with the expected output. The similarity can correspond to Table 3. It
can be seen from Figure 10 that, compared with other aging models, this system can produce
more natural and high-resolution images, and the prediction accuracy is the highest, about
more than 75%, which means that this system can well predict the appearance of children
when they grow up.

Our system works for non-special families, direct blood relatives, and images with
intact and undamaged faces. The following will list the conditions that do not apply
because these reasons may result in low similarity:

• Special family, including half-brothers and half-sisters, etc.;
• Non-direct blood relatives, including an aunt’s husband, uncle’s wife and cousins, etc.;
• Incomplete or damaged face image, including poor image quality and face injuries,

angles that are too skewed, expressions that are too exaggerated, etc.;
• Twins.
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Figure 10. Comparison diagram of our system.

Table 3. Similarity comparison results of our system.

Input Expected
Similarity between Input and Expected

Our CAAE [6] HRFAE [8] IPCGAN [9]

77% 68% 73% 74%

76% 33% 61% 68%

77% 72% 67% 74%

5. Conclusions

This study proposes a Face Prediction System for Missing Children, which can enable
parents to quickly confirm whether they have the possibility of a parent-child relationship
with any missing child, hoping to help parents find the missing child. The system combines
FaceNet and StyleGAN2 methods to predict the appearance of missing children at their
present age through similarity comparison and style mixing. Finally, we compare this
system with other aging models, including CAAE, HRFAE and IPCGAN. Experiments
show that this system has the highest prediction accuracy compared with other aging
models, and the prediction results are of higher picture quality and natural.
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Abstract: Due to the climate crisis, energy-saving issues and carbon reduction have become the top
priority for all countries. Owing to the increasing popularity of advanced metering infrastructure
and smart meters, the cost of acquiring data on residential electricity consumption has substantially
dropped. This change promotes the analysis of residential electricity consumption, which features
both small and complicated consumption behaviors, using machine learning to become an important
research topic among various energy saving and carbon reduction measures. The main subtopic of
this subject is the identification of abnormal electricity consumption behaviors. At present, anomaly
detection is typically realized using models based on low-level features directly collected by sensors
and electricity meters. However, due to the significant number of dimensions and a large amount
of redundant information in these low-level features, the training efficiency of the model is often
low. To overcome this, this study adopts an autoencoder, which is a deep learning technology,
to extract the high-level electricity consumption information of residential users to improve the
anomaly detection performance of the model. Subsequently, this study trains one-class SVM models
for anomaly detection by using the high-level features of five actual residential users to verify the
benefits of high-level features.

Keywords: energy saving; carbon reduction; advanced metering infrastructure; low-voltage users;
anomaly detection; autoencoder

1. Introduction

Owing to the depletion of fossil energy and increasingly serious global warming
problems, the effective decrease in fossil energy consumption and energy and carbon
reduction has become a common concern for governments and enterprises around the
world. According to the data from the Bureau of Energy, Ministry of Economic Affairs
of Taiwan, sectors that consumed the most energy in Taiwan were the industrial (55.9%),
service (17.7%), and residential sectors (17.6%). The data clearly indicated that the electricity
consumption of the residential sector was the third highest, only slightly lower than that of
the service sector. Therefore, if the electricity consumption of the residential sector can be
effectively reduced, considerable energy-saving benefits will be achieved. However, unlike
the industrial and service sectors that comprise medium and large users, the residential
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sector comprises a large number of small users (approximately 13.2 million non-business
users and 1.03 million business users of low-voltage meters). In addition, the electricity
consumption behaviors of different users vary significantly, complicating the development
of a universal energy-saving strategy for residential users. Fortunately, in recent years,
information and communication technology has developed rapidly; mobile devices, mo-
bile networks, and Internet of Things (IoT) devices have gained a significant amount of
popularity. Furthermore, power companies have actively promoted the advanced meter-
ing infrastructure (AMI) and smart meters to replace the existing mechanical meters for
understanding the power-load behavior of low-voltage users quickly and efficiently.

The cost of collecting the electricity consumption data of low-voltage users decreases
every year, and related energy management systems and devices are gradually imple-
mented. Despite this, residential users lack the motivation to apply energy saving and
carbon reduction measures and introduce home energy management systems (HEMS) due
to the low electric valance in Taiwan. Therefore, some research [1–13] has begun using
machine learning techniques to collect and analyze the electricity consumption data of
residential users and establish artificial intelligence (AI) models to provide appropriate
and tailored energy-saving suggestions. Among them, if a mechanism can identify the
abnormal electricity consumption behavior of residential users and propose appropriate
energy management or saving suggestions, it will be particularly effective in improving
user motivation in terms of energy-saving measures. Therefore, various anomaly detec-
tion techniques for the energy consumption of residential users and buildings have been
proposed and discussed.

At present, the studies predominantly use the low-level feature data (i.e., the row data
without being extracted), including electricity consumption data and associated features
(temperature and humidity, summer/non-summer months, working/non-working days,
etc.) to train machine learning models. However, the significant number of dimensions and
a large amount of redundant information of these low-level features can compromise the
training performance of subsequent anomaly detection algorithms. Although techniques
such as principal component analysis (PCA) and feature selection can be adopted to
improve this issue, how to provide a more efficient solution is still an important research
topic. Therefore, this study further discusses this topic. In summary, this study wants
to improve a method to extract the essences of the low-level features by using a deep
neural network-autoencoder. That is, this study wants to use the autoencoder to extract
the high-level features (i.e., code in the autoencoder) from the low-level features of the
electricity consumption data of residential users. As the high-level features can decode
to the original low-level features and the dimensions of the high-level features are less
than those of the low-level features, the high-level features are more representative of the
power consumption behaviors of users. That is, the high-level features are the essence of
the user’s power consumption data. This study uses the actual power consumption data of
the five resident users to execute the experiments to verify whether using the high-level
features to train the anomaly detection algorithm can benefit performance over using the
low-level features. We use an anomaly detection algorithm, one-class SVM, to train the
two anomaly detection models with the high-level and low-level features, respectively, and
then analyze the performances of the two models to verify the feasibility of the proposed
high-level feature extraction method.

The remainder of this paper is organized as follows. Section 2 reviews the related
literature and technologies, Section 3 describes the research methods and processes, and
Section 4 reports the implementation of the function and result comparison. Section 5
provides a conclusion and recommendations for future research topics and directions.

2. Background

This chapter first reviews the relevant literature on anomaly detection and then briefly
explains the machine learning techniques used in this study, particularly the autoencoder
and one-class SVM.
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2.1. Anomaly Detection

As early as the 19th century, the statistical community had already started detecting
anomalies in data. Anomalies are also referred to as outliers, biases, inconsistencies, and
exceptions [14]. Anomalies typically include (1) point, (2) contextual, and (3) collective
anomalies. The detection of point anomalies is the most simple and common anomaly
detection method and strategy. However, rather than a pattern, point anomalies often
represent a noise and consequently possess a low practical value. Alternatively, contextual
anomalies are typically analyzed in a specific time sequence and spatial data to determine
abnormal behaviors in the specific context, whereas collective anomalies often analyze
group data comprising multiple pieces and evaluate whether the resultant model is anoma-
lous. The occurrence of contextual anomalies depends on the availability of contextual
attributes in the data. Therefore, when point anomaly detection is supplemented with con-
textual anomaly detection or part of the group data are categorized as contextual attributes,
both point and collective anomalies are considered equivalent to contextual anomalies.
Consequently, during anomaly detection, most studies convert anomaly events to contex-
tual anomalies for analysis and processing. Anomaly detection strategies can be divided,
according to the inclusion of labels in the analysis datasets, into three types: (1) supervised,
(2) unsupervised, and (3) semi-supervised.

The primary techniques adopted by the existing literature to detect abnormal power
consumption behaviors include [15] (1) anomaly detection models based on regression
models, (2) anomaly detection models based on classifiers, and (3) others. This section
divides anomaly detection techniques for electricity consumption according to their type
and provides a brief review and description.

Anomaly detection models based on regression models first train the regression model
using historical power-related data and then use the model to predict future consumption.
An anomaly is detected upon a large deviation between the predicted and actual values
(for example, the actual value is greater than the predicted threshold). Zhang et al. [16]
developed an abnormal electricity load detection model based on a linear regression model
and used its predications as the baseline. Power consumption data were considered
abnormal when either significantly lower or higher than the threshold. Although the study
provided a load anomaly detection solution that incorporated environmental factors, it
could not accurately identify anomalies for residential users owing to their sensitivity to
temperature. In addition, as the model was only trained with environmental factors, it
might be inapplicable in an environment with a constant annual temperature. Alternatively,
Zhou et al. [17] proposed an anomaly detection model based on a hybrid prediction model.
The hybrid model integrated the ARIMA model with the ANN model, compensating the
prediction error of the former in nonlinear regression and providing the advantages of both
linear and nonlinear models. Although this approach improved the prediction accuracy, the
anomaly detection strategy used was excessively simple and required further improvement.
To eliminate detection errors caused by simple detection methods, Luo et al. [18] proposed
an anomaly detection model based on dynamic regression. Instead of a fixed threshold,
the model could calculate a dynamic, adaptive threshold for the difference between the
predicted and actual loads during anomaly detection. The proposed dynamic-detection rule
could improve the accuracy of anomaly detection. However, because the study used the
results of the prediction model as the only reference for anomaly detection, an independent
detection mechanism was lacking for anomaly detection, risking a decrease in anomaly
detection accuracy when the prediction value was inaccurate. Fenza et al. developed a drift-
aware methodology for detecting anomalies in smart grids [19]. Historical data were used
to train the long short-term memory (LSTM) and then to determine the anomaly detection
thresholds from the prediction error trends obtained by the LSTM over time. As the study
aimed to explore the abnormal load profile of users, the basis of anomaly detection was the
error trend rather than the error between the predication and actual result for a specific
time. Inayah et al. [20] used SARIMA and ANN models to predicate power consumption
of the college buildings, and they adopted the difference between the actual and prediction
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values to identify the anomaly events. Then, the results of the experiment proved that
the ANN model has a better performance than the SARIMA model. Additionally, it is
noteworthy that this kind of anomaly detection technology can also be used to protect
the cybersecurity issue. For example, Zhang et al. [21] proposed a robustness assessment
framework for wind power, and they evaluated the performances of the six forecasting
models in terms of protection against the false data injection attack.

Anomaly detection models based on classifiers can be further divided into supervised
and unsupervised/semi-supervised models according to the type of classifier. Jokar et al.
developed an anomaly detection model for power theft based on supervised learning [22].
During the training process, the k-means cluster analysis algorithm and silhouette coef-
ficient determined the number of patterns in the dataset, and an SVM-based classifier
learned the normal and abnormal patterns. Pinceti et al. [23] conducted a model compar-
ison study, during which different supervised learning models detected abnormal load
redistribution events. After comparing kNN, SVM, and RNN models, the study suggested
that the performance of the kNN model was superior. Fang et al. [24] adopted the extreme
learning machines and the ensemble learning strategy to design a supervised learning
anomaly detection system for various users (i.e., the low-voltage non-resident, the low-
voltage resident, the high-voltage resident, and the photovoltaic user). Wang et al. [25]
proposed a semi-supervised learning anomaly detection model, sample efficient home
power anomaly detection (SEPAD), in which the k-means and z-score function [26] were
used to point out the suspicious data, and a semi-SVM based pattern matching algorithm
was proposed to identify anomaly power consumption events. Hosseini et al. [27] focused
on the appliance-level anomaly detection and trained the classification modes by using
the operation patterns for the refrigerators depending on the semi-supervised learning
strategy. Fan et al. [28] proposed a building electricity anomaly detection model based
on unsupervised classification to reduce the training cost lower than that of supervised
learning-based models. The study first determined the primary load frequency of users
using spectral density analysis and features affecting the electricity consumption behavior
using a decision tree, and then calculated the anomaly score of each event using the autoen-
coder, which is an unsupervised learning model, and ensemble learning. An event was
defined as an anomaly if its anomaly score was higher than the preset threshold. Pereora
et al. [29] developed an autoencoder-based unsupervised anomaly detection model for de-
tecting anomalies in solar power generation. They also applied a variational self-attention
mechanism to improve the performance of the autoencoder. Although anomaly detection
techniques based on unsupervised learning do not require additional training to identify
abnormal data, and therefore have a low training cost, evaluating their detection results
is difficult due to the lack of reference labels [30]. Additional analysis (such as normal
distribution analysis, data visualization analysis, and consulting domain experts) is often
required to verify that the specific event is an anomaly.

Others include Janetzko et al. [31], who used the visual analysis to identify the anomaly
power consumption events. The study [32] adopted the Hilbert-Huang transform and
instantaneous frequency analysis to analyze the hidden anomaly events in commercial
buildings. Cabrera et al. [33] adopted an anomaly detection method based on rule-based
learning to analyze the waste of electricity in school buildings. They reduced the number
of features using data mining methods and introduced various rules to identify wasteful
behaviors. Li [34] uses statistical methods and clustering algorithms to identify the anomaly
power consumption events in the short-term and long-term time scale data, respectively.

2.2. Autoencoder

An autoencoder [35,36] is an unsupervised learning algorithm in deep learning. The
model is trained by defining the data (X) and output data (Y). According to the neural
network architecture, an autoencoder comprises an encoder and decoder, which have
neural networks with the same number of neurons. The encoder converts the input data
into high-level features (Z) through the hidden layer, and the decoder reconstructs these
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high-level features into input data through the hidden layer. The autoencoder aims to
restore the high-level features of the input data as much as possible using the decoder. Its
loss function often uses mean squared error (MSE) or cross-entropy losses. Two common
autoencoder structures exist: undercomplete autoencoders whose number of neurons in the
hidden layer is smaller than or equal to that in the decoder, and overcomplete autoencoders
whose number of neurons in the hidden layer is larger than or equal to that in the decoder.
Basic autoencoder structures comprise three fully connected layers: an input, hidden, and
output layer. Both the number of hidden layers and its number of neurons can be adjusted
to improve the model performance.

2.3. One-Class SVM

One-class SVM is an unsupervised algorithm [37–39]. As the name suggests, it classi-
fies incoming training data into one category. A decision boundary is first learned using
the characteristics of these normal samples, which are then used to determine the similarity
between the new and training data. Abnormal data are identified when they exceed the
boundary. If the kernel function adopts the Gaussian Redial Basis (RBF), features of the
training data are first projected to high dimensions and then projected back to the original
data dimension once the largest segmentation platform, the hyperplane, is determined in
the high dimension. The one-class SVM algorithm is similar to that of two-class SVM. The
only difference is that the former searches for the hyperplane that contains all the normal
training data instead of the hyperplane that splits training samples into two categories.

3. Research Methods

This chapter describes the research methods and processes (Figure 1). Data from a full
year of electricity consumption of lower-voltage residential users were analyzed to assess
whether the proposed method could effectively detect abnormal electricity consumption
behaviors. The details of the research methods and process are listed below.

 
Figure 1. Research structure and process.

3.1. Data Preprocessing

Although the sources of the electricity consumption data of low-voltage users were
predominantly smart meters and home energy management systems, the collected data
could still have noises, outliers, or missing values owing to the noise and short-term failure
of sensors during communication and data transmission. These noisy and abnormal data
could affect the subsequent model training and performance and must therefore be filtered
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and processed prior to model training and analysis. As assigning missing value and
restoring abnormal data (e.g., using the regression model) could compromise the accuracy
of model establishment, abnormal and missing data were directly deleted in this study,
that is, the electricity load data of a day was deleted upon the presence of any missing or
abnormal value. Furthermore, because the international electric power industry routinely
used 15 min as the sampling frequency of user electricity load data, this study resampled
the original load data to 1 record/15 min using data averaging. During data preprocessing
and after the removal of missing and abnormal values, to accelerate model training and
increase model accuracy, a min–max normalization was performed to convert the data to a
range of [0:1], the formula of which is:

si
norm =

si
original − smin

smax − smin

where si
original is the i-th original sample data, smin and smax the minimum and maximum

values of the original sample, respectively, and si
norm the normalized value of the i-th sample.

Finally, the normalized data were then divided into a training and test dataset at a ratio
of 80:20.

3.2. High-Level Feature Extraction

To facilitate the identification of abnormal electricity consumption behaviors, the
study used the autoencoder for feature extraction. The autoencoder then encoded and
compress the features of the 96 daily electricity load records to obtain low-dimensional
electricity load features. This study adopted the multilayer undercomplete autoencoder
as the primary high-level feature extraction model, which compressed and extracted the
original low-level features (i.e., 96-dimensional features) into two-dimensional high-level
features. Figures 2 and 3 present the model architecture, in which the intention of the
first and the second dimensions of input and out shapes are the batch size and input size,
and the term “None” in the first dimension means the batch size depends on how many
samples we give for training.

Figure 2. Structure of the autoencoder model.
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Figure 3. Structures of the encoder (left) and decoder (right).

Here, this study analyzes the time complexity of this network model to briefly obtain
a time complexity formula. We know that the time complexity of matrix multiplica-
tion for Mij × Mjk is O(i × j × k). In the forward propagation, from the i-th layer to the
(i + 1)-th layer, a matrix multiplication and an activation function must be computed. The
time complexity of matrix multiplication is O

(
ni

neuron × ni+1
neuron × nsample

)
, where ni

neuron

(ni+1
neuron) denotes the number of neurons in the i-th ((i+1)-th) layer, and nsample is the num-

ber of samples used to train the network. Due to the element-wise operation, the time
complexity of the activation is O

(
ni+1

neuron × nsample

)
. Therefore, the total time complexity

is O
(

ni
neuron × ni+1

neuron × nsample + ni+1
neuron × nsample

)
≈ O

(
ni

neuron × ni+1
neuron × nsample

)
. For

all networks, the time complexity is O

(
nlayer

∑
i=1

(
ni

neuron × ni+1
neuron

)× nsample

)
, where nlayer

denotes the number of layers in the network model. In the backward propagation, from
(i + 1)-th layer to the i-th layer, we must compute the error signal matrix by an element-
wise multiplication operation, use a matrix multiplication to compute the delta weights,
and then adjust the weights by using element-wise operation. Therefore, the total time
complexity is O

(
2 × ni+1

neuron × nsample + ni
neuron × ni+1

neuron × nsample + ni
neuron × ni+1

neuron

)
≈

O
(

ni
neuron × ni+1

neuron × nsample

)
which is the same as the time complexity in the forward

propagation. Thus, the total time complexity of the network model in both propaga-

tions is O

(
nlayer

∑
i=1

(
ni

neuron × ni+1
neuron

)× nsample × nepoch

)
, where nepoch denotes the number of

training iteration.

3.3. One-Class Classifier Training

Once high-level feature extraction is completed, a one-class classifier trained the model
to detect abnormal electricity consumption behaviors. As a type of classifier, the one-class
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classifier primarily uses single-class samples for model training, allowing the model to
identify a new event and determine whether it belongs to the specific class of events.
A positive result indicates that the new event belongs to the class whereas a negative
result indicates that the new event does not belong to the class. The one-class classifier
cannot provide further information on which class it belongs to. This study adopted the
one-class SVM algorithm as the one-class classifier. As the proportion of the abnormal
power consumption behaviors of general users was normally low, the study assumed that
abnormal behaviors accounted for 2% of the overall load and used this assumption to
train the model. In addition, to verify whether the proposed high-level feature extraction
method could effectively escalate the anomaly detection efficiency of the one-class classifier,
the study also used low-level features to train the anomaly detection model and compared
its performance with that of the model trained using high-level features.

3.4. Performance Comparison

Owing to the lack of labels, anomalies detected by unsupervised strategies often had a
low explanatory power. As insufficient evidence was available for proving whether the
identified anomalies were true anomalies, domain experts should assist in the detection.
Therefore, this study used data visualization to analyze the performances of models trained
using high-level and low-level features. During data visualization, cluster analysis was
adopted to determine the main load pattern of users among the electricity loads of normal
consumption behaviors identified by the model. In addition, abnormal electricity consump-
tion behaviors and characteristics identified by the two models were compared and their
differences were analyzed to assess the pros and cons of the model trained using high-level
features. The k-means++ algorithm was used during cluster analysis to determine the main
electricity consumption characteristics of users, and a silhouette coefficient determined the
appropriate number of clusters. Finally, the center point of each cluster was defined as
the load characteristics of users, plotting its range using the Q1 and Q4 of the quartile to
evaluate the usefulness of the abnormal electricity consumption detection model.

According to the steps and procedures, the study collected a full year of electricity
consumption data of five congregate residences and performed data preprocess, high-
level feature extraction, abnormal electricity consumption detection model training, main
electricity consumption feature extraction, and performance analysis and evaluation, the
results of which are described in the next chapter.

4. Results and Discussion

The data sources of this empirical research were five residences randomly selected
from 200 residential users who had installed energy management systems. Data were
collected at a frequency of one electricity consumption record per minute (for a total of
1440 records per day) between 1 January 2020 and 31 December 2020. The study then
resampled the data to one record per 15 min (for a total of 96 records per day) using data
averaging to match the main measurement unit adopted by power companies in Taiwan.
Personal information was removed prior to data acquisition.

Subsequently, during model training, the epochs of the autoencoder was set to 10,000.
MSE was chosen as the loss function owing to its sensitivity toward extreme values, and
adaptive moment estimation (ADAS) was selected as the optimizer. Figure 4 presents
the evaluation results of the trained model. According to the time complexity formula
in Section 3.2, we can obtain the time complexity of each user’s autoencoder model is
approximately O

(
236).
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Figure 4. Learning curves of model loss in the five autoencoder models.

The anomaly detection model was then trained by the one-class SVM using the high-
level and low-level features of five residences. The dates of all detected anomalies were
labelled for subsequent visualization analysis. The study used the one-class SVM algorithm
in the scikit-learn, version 1.0.2, during implementation. The kernel parameter of the model
was set to linear, the gamma to auto, and all nu values to 0.02 (that is, anomalies accounted
for 2% of the sample dataset). The remaining parameters were the default value. Next, the
k-means of the cluster analysis, silhouette coefficient, and quartiles were calculated to plot
the primary electricity load behavior of individual users. This was concluded by plotting
the load profiles of the abnormal electricity consumption behaviors of users detected by
high-level and low-level features as well as their main load behaviors to compare the
performances of the two models.

Figures 5–9 show the anomaly power consumption events for the five tested residential
users detected using high-level and low-level features. In the graphs, the green curve
denotes the central value of the primary load behavior of users, the light green and grass
green areas denote the Q1–Q4 range of the corresponding electricity consumption feature,
and the red curve denotes the abnormal electricity consumption load. The plots on the left
are anomalies detected using low-level features, whereas those on the right are anomalies
detected using high-level features. The figures of the individual anomaly event are given
in Appendix A.
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Figure 5. Load profiles of the main and abnormal electricity consumption events of User 01.

Figure 6. Load profiles of the main and abnormal electricity consumption events of User 02.

Figure 7. Load profiles of the main and abnormal electricity consumption events of User 03.
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Figure 8. Load profiles of the main and abnormal electricity consumption events of User 04.

Figure 9. Load profiles of the main and abnormal electricity consumption events of User 05.

Note that the electricity consumption behaviors of the five residents can be divided
into two groups. An analysis of the primary difference between the two groups indicated
that the major contributing factor was temperature, because high-load anomalies mostly
occurred in summer months, and low-load anomalies in non-summer months. Here,
the definition of summer and non-summer months is the same as that used by power
companies in Taiwan, that is, summer months span from the start of June to the end of
September, and the remaining months are non-summer months.

Visualization analysis clearly indicated that anomalies detected using high-level fea-
tures were often extreme power consumption behaviors displayed as sharp rises or falls.
These anomalies demonstrated significantly more distinctive features than those of the
main load behaviors of the user, making it highly likely that they were real anomalies. In
contrast, anomalies detected using low-level features were predominantly load behaviors
lower than the main load behaviors of the user. However, such events were likely normal
electricity consumption behaviors created when the user was not at home that day. In
addition, the direct use of low-value features could not effectively identify obvious and
rapidly changing load behaviors (i.e., anomalies detected using high-level features). It
is noteworthy that there is a minor performance difference between using low-level and
high-level features in the experiment of User 05. To classify the point, we analyze the
load profiles of User 05 clearly and find that the load profile of User 05 has a property
compared with the other users; that is, User 05 has a more regular power consumption
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behavior than others. Therefore, this study can infer that the anomaly detection model
using high-level features has a better performance than using low-level features under
the situation in which the user has irregular power consumption behavior. Due to the
randomness of power consumption behaviors in most users, the performance of anomaly
detection using high-level features in general is better than using low-level features.

5. Conclusions

This study trains an autoencoder model and uses the network model to extract the low-
level features (96-dimension features) of the residential power consumption data to be the
high-level features (two-dimensional features) for improving the performance of abnormal
power consumption behavior detection models for residential users. The experiments are
implemented to prove that the anomaly detection model using the high-level features is
more performance than the model using the low-level features in terms of identifying the
abnormal power consumption behaviors of residential users. If the proposed technology
can be integrated into the home energy management system (HEMS), HEMS can provide
the appropriate energy-saving suggestions at a suitable timing due to the more accurate
rate of anomaly behavior detection.

However, because the study adopted an unsupervised learning method to establish the
anomaly detection mechanism, its explanatory power of abnormal electricity consumption
behaviors remains insufficient. In addition, this study only uses visualization analysis to
evaluate the performance of the anomaly detection models, and only the basic autoencoder
model is used and evaluated. Therefore, how to improve the explanatory power of the
output results of the anomaly detection model, how to find the explore quantitative indica-
tors and methods that can more accurately compare the performances between the models
trained using high-level and low-level features, and further using the more advanced
deep learning model to improve the performance of anomaly detection models will be our
future work.
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Appendix A

To clearly represent each anomaly power consumption event indicated by the models
using the low-level and high-level features, the individual load profiles of each user are
shown in this appendix. Here, the green curve also denotes the central value of the primary
load behavior of users, the light green and grass green areas indicate the Q1–Q4 range
of the corresponding electricity consumption feature, and the red curve is the abnormal
load profile.
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Figure A1. Load profiles of each abnormal electricity consumption events of User 01 using the
low-level features.
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Figure A2. Load profiles of each abnormal electricity consumption events of User 01 using the
high-level features.
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Figure A3. Load profiles of each abnormal electricity consumption events of User 02 using the
low-level features.
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Figure A4. Load profiles of each abnormal electricity consumption events of User 02 using the
high-level features.
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Figure A5. Load profiles of each abnormal electricity consumption events of User 03 using the
low-level features.
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Figure A6. Load profiles of each abnormal electricity consumption events of User 03 using the
high-level features.
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Figure A7. Load profiles of each abnormal electricity consumption events of User 04 using the
low-level features.
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Figure A8. Load profiles of each abnormal electricity consumption events of User 04 using the
high-level features.
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Figure A9. Load profiles of each abnormal electricity consumption events of User 05 using the
low-level features.
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Figure A10. Load profiles of each abnormal electricity consumption events of User 05 using the
high-level features.
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Abstract: Existing edge computing architectures do not support the updating of neural network
models, nor are they optimized for storing, updating, and transmitting different neural network
models to a large number of IoT devices. In this paper, a cloud-edge smart IoT architecture for
speeding up the deployment of neural network models with transfer learning techniques is proposed.
A new model deployment and update mechanism based on the share weight characteristic of transfer
learning is proposed to address the model deployment issues associated with the significant number
of IoT devices. The proposed mechanism compares the feature weight and parameter difference
between the old and new models whenever a new model is trained. With the proposed mechanism,
the neural network model can be updated on IoT devices with just a small quantity of data sent.
Utilizing the proposed collaborative edge computing platform, we demonstrate a significant reduction
in network bandwidth transmission and an improved deployment speed of neural network models.
Subsequently, the service quality of smart IoT applications can be enhanced.

Keywords: deep learning; transfer learning; lightweight neural network; edge computing

1. Introduction

With the rapid development of mobile broadband network communications and artifi-
cial intelligence technology, smart video networking services are becoming more and more
popular. In order to satisfy the needs of large amounts of data and low transmission delays
for video networking devices, edge computing architectures have emerged. The trend
of artificial intelligence computing is moving from cloud computing to edge computing
that uses a decentralized architecture to shorten the delay of network transmission and
accelerate the processing speed of real-time computation. Different computing tasks are
processed hierarchically and computing is completed close to the data source or client side
to shorten network transmission delays and quickly obtain data analysis results. Edge
computing speeds up the response speed of application services through the concept of
computing layering and provides a better user experience. To meet the requirements of
artificial intelligence (AI) services, the trend of AI computing is moving from cloud plat-
forms to distributed edge computing. Existing edge computing frameworks, such as fog
computing, cloudlet, and mobile edge computing, still have many shortcomings [1].

The need to deploy machine learning models on edge devices is growing rapidly.
Edge AI allows inference to be run locally without connecting to the cloud, reducing the
data transmission time and making the inference process of neural network models more
efficient. Many vendors offer AI edge computing deployment platforms for IoT devices,
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e.g., Microsoft Azure IoT Edge [2], AWS Greengrass [3] Google’s Cloud IoT Edge [4], and
IBM Watson IoT Platform Edge [5]. Microsoft Azure IoT Edge is built upon Azure IoT
Hub that offers a centralized method of managing Azure IoT edge devices and deploying
the neural network models to the edge devices. Users that prefer to perform AI tasks at
the edge rather than in the cloud can use this service, in which IoT devices can spend less
time sending data to the cloud server by shifting AI tasks to the edge. The workflow of
deploying machine learning (ML) models on the Azure IoT Edge platform [6] is as follows:
first, create Azure resources; second, configure Edge device; third, build the ML model into
the docker image; fourth, deploy the ML model to the IoT Edge; fifth, test the ML module;
and finally, tear down resources. In the third step, the user develops an ML model, builds
it into a docker image, and registers it into an Azure Container Registry (ACR). In the
fourth step, the user deploys modules (running containers from docker images registered in
ACR) to the IoT edge device. In the Microsoft Azure IoT Edge architecture, when a neural
network model is retrained, the entire neural network model file must be repackaged into a
new docker image and then deployed to IoT devices, which is time consuming and requires
a large data size to encapsulate the neural network model into the docker image file.

Larger and more diverse data are being gathered as various sensors are placed in
mobile phones, vehicles, and buildings. How the diversity and large size of sensor data
integrates into artificial intelligence (AI) solutions is an interesting topic of research [7].
Hence, how to provide a better service experience for users has become an important issue
for intelligent AI services.

Traditional machine learning methods include supervised learning, unsupervised
learning, and semi-supervised learning. One of the problems with the main visual neural
network model of supervised learning is that training a new model from scratch requires a
lot of data. If there are not enough training data, the trained neural networks are often prone
to overfitting. However, in many application environments, due to various restrictions, it
is hard to collect enough training samples for the neural network to effectively converge.
Transfer learning technology can solve the overfitting problem of insufficient image samples.
It usually starts by initializing a new neural network that retrieves the trained neural layer
and weight information in advance from the publicly available high-performance neural
network models, and then performs local weight updates. The pre-trained neural network
can provide the trained feature weights as an advanced feature extractor. Transfer learning
can also be applied to the training of lightweight neural network models, which can be
implemented in hardware accelerators; the last layer of the target domain neural network
can be quickly retrained and inferred on the hardware of the networked devices [8,9].

Transfer learning is the process of using feature representations from a pre-trained
model to avoid having to train a new model from the ground up. Pre-trained models
are typically trained on large datasets, which are common benchmarks in the fields of
computer vision and natural language processing [10]. Transfer learning has a number of
advantages when it comes to the construction of machine learning models. The weights
calculated by the pre-trained models can be used as part of the training process for a new
model. Generalized information can be transferred across the two neural network models
if they are designed to accomplish similar tasks. When pre-trained models are used in
a new model, the required computing resources and training time can be reduced [11].
Meanwhile, in the case of only having a tiny training dataset, transfer learning technologies
can utilize the weights from the pre-trained models to train the new model and solve new
challenges. Transfer learning has been effectively used in a variety of machine learning
applications, including text sentiment classification [12] and image classification [13,14].

The main purpose of this paper is to develop a collaborative edge computing platform
that aims to solve the problems of (1) deploying large numbers of neural network models
to IoT devices and (2) reducing the computing resource requirements of cloud servers.
With the advance of deep learning algorithms, the file size of the trained model is growing
larger and more parameterized in order to increase the prediction accuracy, which creates a
deployment issue. When a large number of edge AI computing devices update the new
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models, the amount of data transmission required is considerable. For neural network
models trained with transfer learning technologies, these models will share some of the
same weights and parameters. Based on this characteristic, we propose a new model
deployment and updating mechanism for solving the problems of deploying large numbers
of neural network models to IoT devices. Whenever a new model is trained, the proposed
mechanism will compare the feature weight and parameter difference between the old
and new models. After the new neural network model is trained, the feature weights are
encapsulated into a neural network model patch file after processing through a difference
comparison (diff). By dispatching the neural network model patch file to all edge IoT
devices for new model updating, only a small amount of data are required to be transmitted
to the edge device, and the entire neural network model can be updated. As a result, the
amount of data transmission can be significantly decreased for updating edge devices
that already have the same shared pre-trained models. A collaborative model publish
system is also proposed to assist the delivery and update of neural network models,
reducing backbone bandwidth requirements. In order to evaluate the performance of the
proposed model deployment and update mechanism, two different neural network models
are used to evaluate the performance of the proposed system. The experimental results
show that the proposed deployment and update mechanism can significantly lower the
bandwidth requirement in model data transmission volume. Meanwhile, the computing
resource requirements of cloud servers can be reduced with the proposed collaborative
edge computing platform.

2. Related Works

Commercial cloud-based deep learning systems, such as Amazon Rekognition, usually
require users to upload their personal data to a remote server for high-quality inference
processing. However, uploading all data to a remote location may result in massive data
transfers [15] and potential privacy risks [16]. Edge computing is a distributed computing
architecture that moves the operations of applications, data, and services from the central
node of the network to the edge nodes on the network logic for processing. Edge computing
includes the following elements: (1) Proximity is in the Edge: Communication between edge
nodes is faster and more efficient than communication with remote servers. (2) Intelligence
is in the Edge: With the continuous enhancement of the computing power of sensors and
smart video networking devices, edge nodes can make autonomous decisions and make
immediate responses to the sensed data. (3) Trust is in the Edge: Much sensitive data are
usually stored in personal devices (edge nodes). Therefore, trust relationships and sensitive
data must also be managed manually at the Edge. (4) Control is in the Edge: Computing,
data synchronization, or storage can be selectively allocated or delegated to other nodes
or cores, and controlled by edge devices. (5) Humans are in the Edge: Human-centered
design should place humans in a control loop, allowing users to control their data. Edge
computing decomposes large-scale services that were originally handled by central nodes,
cuts them into smaller and easier-to-manage parts, and distributes them to edge nodes
for processing. As the edge node is closer to the user terminal device, it can speed up the
processing and transmission of data and reduce transmission delay [17].

There are three main types of edge computing implementation architecture, which
can be classified into fog computing, cloudlets, and mobile edge computing (MEC) [18].
Fog computing is a decentralized computing architecture based on fog computing nodes.
Fog nodes consist of multiple elements, including routers, switches, network access points,
IoT gateways, and set-top boxes. These nodes can be deployed anywhere between network
architectures. Because these nodes are close to the edge of the network, fog computing
can provide good real-time transmission quality. The abstract layer of fog computing can
mask the differences between the devices, unify the resources of the devices, and form a
resource pool that can be used by the upper layer. The edge network is very close to the end
user, and the sensing data will be calculated directly at the fog computing nodes without
uploading to the cloud computing center. Fog computing makes full use of a large number
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of smart devices located at the edge of the network. Although the computing resources
of individual devices are limited, a large number of devices can play a significant role in
a centralized manner. Fog computing can use various heterogeneous networks, such as
wired, wireless, and mobile networks, to connect different network devices, which can
solve the network delay problem of cloud computing [19]. Scholars such as Beck introduced
the classification and architecture topology of Mobile Edge Computing [20], as well as
emerging technologies and applications of Edge content delivery and aggregation.

Many mobile devices now incorporate a large number of artificial intelligence applica-
tion services, such as face recognition and voice translation. However, these mobile devices
have very limited resources, such as limited battery power, network bandwidth, and com-
puting storage capacity. Most artificial intelligence application services upload data to a
cloud computing server, use the powerful computing and storage capabilities of the cloud
computing center to process and store the data, and then send the computing results back
to the mobile devices. However, with the development of the Internet of Things and the
rapid growth of mobile devices, the transmission of large amounts of data to the cloud
computing center can easily cause backbone network congestion, and network latency has
become the bottleneck of cloud computing. Therefore, some scholars have proposed the
concept of cloudlets. Cloudlets are resource-rich hosts or clusters of hosts. They are placed
at the edge of the network and placed on the network closest to the mobile devices [21]. In
this way, data can be sent to cloudlets for processing and return the results. At the same
time, calculations that cannot be completed by the cloud nodes can be transferred to the
cloud computing center for processing by the cloud server. Cloudlets have the following
characteristics: (1) Proximity: cloudlets are very close to mobile devices and can be reached
through one hop of the network. (2) Resource-Rich: compared with fog computing nodes,
cloudlets are specially deployed computing or data storage nodes, and their computing
and data storage capabilities are much higher than those of fog computing [21].

Edge computing architectures such as fog computing, cloudlets, and MEC still have
much room for improvement in the implementation of artificial intelligence application
services. The traditional edge computing architecture and collaborative algorithms do not
support the training update of deep neural network models and the pre-trained network
models; therefore, how to provide an efficient edge server that supports various neural
network model updates has become a major issue for the successful deployment of large-
scale artificial intelligence application services.

3. System Architecture

Figure 1 shows the proposed Cloud-Edge Smart IoT architecture and model publish
system for speeding up the deployment of neural network models with transfer learning
techniques. The proposed cloud AI server uses transfer learning technology to retrieve the
pre-trained neural layers and the weight information and then updates the local weights of
the newly trained neural network model. A model publish system is developed to help
the neural network model delivery. After the new feature weights have been trained, the
cloud AI server uses the proposed model publish system to encapsulate the new feature
weights into a neural network model patch file, i.e., the diff part. Then, the model patch
file is transmitted to the edge servers. When an edge server receives the new model patch
file, the edge server stores the patch file into its cache storage space and then notifies its
nearby smart edge IoT devices for neural network model updating. When the nearby smart
edge IoT devices receive the notification, the IoT devices then send model update requests
to download the new model patch file and update their local neural network models if
the old models exist. In this way, it is no longer necessary to transmit big-data-volume
neural network model files; the cloud server only needs to transmit small-data-size neural
network model patch files to smart edge IoT devices with the help of edge servers. When
an edge IoT device receives the patch file, the weights can be updated in combination with
the existing models within the edge IoT device. With the help of the proposed collaborative
edge computing platform, network bandwidth transmission requirements can be greatly
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reduced, and the deployment speed of neural network models can be improved. This
section describes the proposed model publish system for speeding up the deployment of
neural network models with transfer learning techniques.

Figure 1. The proposed Cloud-Edge Smart IoT architecture and model publish system for speeding
up the deployment of neural network models with transfer learning techniques.

3.1. The Model Publish System for Speeding Up the Deployment of Neural Network Models with
Transfer Learning Techniques

Figure 2 illustrates the training mechanisms of deep neural networks (DNNs). One
or more Hidden Layers (HLs) and Output Layer (Ols) are trained with the input dataset.
Figure 2a represents the traditional machine learning (ML) mechanism, and various datasets
are used to independently train separate models on given problems. Every trained model
has a separate set of parameters, and no knowledge that can be shared between models.
Subsequently, the entire neural network model must be retrained each time new data are
collected, which takes a lot of training time and computing resources. Figure 2b represents
the transfer learning mechanism; users can train new models using existing knowledge
(features, weights, etc.) from pre-trained models and even solve problems such as having
less data for the newer task. The most significant advantages of transfer learning are
resource savings and increased efficiency while training new models [22]. Meanwhile,
some weights and parameters could be shared by neural network models trained with
transfer learning technologies. Based on this feature, we propose a new model deployment
and updating mechanism to address the issues associated with deploying large numbers of
neural network models to IoT devices.

In the proposed system architecture, once new data are collected and a neural network
model needs to update its weights, the cloud AI servers use the same basic neural network as
that on the edge IoT devices to perform weight update training through the transfer learning
technologies to generate a new neural network model. After the new neural network model
is trained, the feature weights that have been preprocessed and trained are encapsulated into
a neural network model patch file after processing through a difference comparison (diff)
with the help of the proposed model publish system. The model publish system will use the
existing neural network model’s weights to dispatch the neural network model patch file to
all edge IoT devices for model updating through the help of edge servers.
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Figure 2. The training mechanisms of deep neural networks (DNNs): (a) traditional machine learning
(ML) and (b) transfer learning.

Figure 3 shows the workflow chart of the proposed model diff/patch mechanism.
When new data are collected, the cloud server trains the new neural network model with
system configurations. If a model is suitable for use with transfer learning technologies,
then the model is trained with a configured pre-trained model. Otherwise, the model is
trained from scratch. Once a new model has been trained, the system checks to see if the
previous model already exists for the same AI task. The system employs the diff tool to
identify the differences between the old and the newly trained models if an old model is
present. Then, a model patch file is created to contain all of the model’s different pieces.
The model patch file is delivered to IoT devices through the help of edge servers. If no old
model exists in the cloud storage system, the new trained model file is delivered. Finally, all
IoT devices update the existing old model with the new model patch file or have a whole
new model file and perform the new AI task.

Figure 3. The workflow chart of the proposed model diff/patch mechanism.
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3.2. The Cloud-Edge Smart IoT Architecture

This section explains the system model used in the proposed cloud-edge-Smart IoT
architecture. Assume that there are N edge servers and each edge server has M child Smart
IoT nodes in the cloud-edge Smart IoT network. Figure 4 shows the timing diagram of the
proposed cloud-edge Smart IoT architecture, where TRupload represents the time required
by a user to upload the labeled data to the cloud AI server; TRtrain_model represents the
model training time required by the cloud AI server; Ttm represents the start time of model
training on the cloud AI server; Tdm denotes the start time of the diff old model on the
cloud AI server if an old model exists; TRdiff_model denotes the model diff time processed
at the cloud AI server. Assume that an edge server’s average available bandwidth for
downloading a model from the cloud server is denoted as BWcloud_edge and the average
model size is denoted as Modelsize. Tce denotes the start time of dispatching a new model to
an edge server. Let TRcloud_edge denote the transmission time of dispatching a new model to
the edge server, which is equal to:

TRcloud_edge = TRnoti f y_edge + TRrequest_edge +
Modelsize

BW cloud_edge
(1)

where TRnotify_edge denotes that the cloud server notifies an edge server that a new model
is trained completely, and TRrequest_edge denotes that the edge server sends a new model
update request to the cloud AI server. Assume that a Smart IoT node’s average available
bandwidth for downloading the model from the edge server is denoted as BWedge_IoT, and
Tei denotes the start time of dispatching a new model from the edge server to a Smart IoT
node. Let TRedge_IoT denote the transmission time of dispatching a new model from the
edge server to a Smart IoT node, which is equal to:

TRedge_IoT = TRnoti f y_IoT + TRrequest_IoT +
Modelsize

BW edge_IoT
(2)

where TRnotify_IoT denotes that the edge server notifies a Smart IoT node that a new model is
trained completely, and TRrequest_IoT denotes that the Smart IoT node sends the new model
update request to the corresponding edge server. Tpi denotes the start time of patching the
new model in the Smart IoT node. The total model patch time in the Smart IoT node is
denoted as TRpatch_IoT. In the proposed Cloud-Edge-Smart IoT architecture, the total time
TRtotal for updating a new model to N*M smart edge IoT devices is equal to:

TRtotal = TRupload + TRtrain_model + TRdi f f _model + N ∗ TRcloud_edge + N ∗ M ∗
(

TRedge_IoT + TRpatch_IoT

)
(3)

Figure 4. The timing diagram of the Cloud-Edge-SmartIot Architecture.

After the new model is patched completely, the edge IoT device can start the AI
inference tasks. Let Tii denote the start time of the inferencing object with the new patched
model in the Smart IoT node. The total inferencing time in the Smart IoT node is denoted as
TRinference_IoT; Tr denotes the latest time to obtain the inferenced result at the Smart IoT node.
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4. System Evaluations

In the proposed collaborative edge computing platform, we use the Django frame-
work [23] to implement the neural network model publish server and use the Celery
framework [24] to perform the model diff task in the background; the Redis broker [25]
server is used to store the Celery tasks. In Celery, task queues are used to distribute work
across threads and machines. Dedicated worker processes constantly monitor task queues
for new work to perform. Celery usually uses a broker, i.e., Redis broker, to help clients and
workers talk to each other through messages. A Celery system can have multiple workers
and brokers, allowing for high availability and horizontal scaling.

Using a publish/subscribe model, the MQTT protocol [26] provides a lightweight
method of messaging. The MQTT protocol is appropriate for Internet of Things messaging,
such as with low-power sensors and mobile devices. In the proposed collaborative edge
computing platform, when a neural network model diff task is completed, the Mosquito
MQTT broker [27] server is used to notify the edge servers to download and update the
existing model. After the edge server downloads the model, it will notify the edge IoT
devices to update the local neural network model through the Mosquito MQTT broker
server. Each IoT device in the proposed platform comes with a pre-installed client system,
which will automatically monitor the MQTT messages, update the AI model, and hand
off control to the AI task for making inferences after the model is updated. Figure 5
shows the detailed workflow of the neural network model publish process in the proposed
collaborative edge computing platform.

Figure 5. The detailed workflow of the neural network model publish process in the proposed
collaborative edge computing platform.

In the experiment, a model publish server used in the experiment utilized an Intel(R)
Core (TM) i9-9900K CPU @ 3.60 GHz, 64 GB RAM, a GeForce RTX 2080 Ti video card,
a 512 GB SSD, and the operating system of Ubuntu 20.04.3 LTS. The experiment uses
the Google Colab (Colaboratory) deep learning platform for model development with
TensorFlow 2.5 and the Keras framework. The basic neural network test models used are
MobileNet v2 [28] and VGG-19. MobileNet v2 enhances mobile model performance across
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many benchmarks and model sizes, which is built on an inverted residual structure. In the
intermediate expansion layer, MobileNet v2 filters features using lightweight depthwise
convolutions [28]. The VGG-19 is a deep learning convolutional neural network (CNN)
architecture for image classification, with 16 convolutional layers and 3 fully connected
layers [29]. Common convolutional neural network models, such as MobileNet v2 and
VGG-19, are frequently utilized as pre-training network models for various transfer learning
tasks. Consequently, these two network pre-training models are employed to implement
image classification tasks in the experiment with the dataset of the custom six persons’
dataset captured by a home camera, as shown in Figure 6.

Figure 6. The custom 6 persons’ dataset captured by a home camera: (a) frame difference result and
(b) motion detection result.

Figure 7 illustrates the structure and parameters of the neural network test models
based on MobileNet v2 and VGG-19 models. The pre-trained model is reused by simply
removing the final layer and using it to classify new image categories. Layers are added to
a model that has already been trained and they are frozen to prevent losing the information
they contain during future training processes. On top of the frozen layers, trainable layers
are added. In the test model based on the MobileNet v2 pre-trained model, the total params
are 2,626,854; the trainable params are 368,870 and the nontrainable params are 2,257,984. In
the test model based on the VGG-19 pre-trained model, the total params are 20,172,070; the
trainable params are 147,686 and the nontrainable params are 20,024,384. The trained neural
network model is saved with the TensorFlow model file format, which includes variable
index (variables.index), variable value (variables.data-00000-of-00001), and GraphDef
(*.pb) files. The GraphDef (*.pb) format contains serialized data and calculation graphs
of protobuf objects. The operating system of the computer equipment used by the client
is ubuntu, and the file difference comparison (diff ) and neural network model patch file
merge test are performed. In the experiment, the difference comparison tool used is hdiffz,
and the correction tool used in the neural network model patch file is hpatchz [30]. The
experiment explores the original model size of the neural network model, the size of the
neural network model patch file after the difference comparison, and the data saving ratio.
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Figure 7. The structure and parameters of the neural network test models based on MobileNet v2
and VGG-19 models. (a) The test model based on MobileNet v2 model. (b) The test model based on
VGG-19 model.

The experiment needs to upgrade the related files of the neural network model, vari-
able index (variables.index), variable value (variables.data-00000-of-00001), and GraphDef
(*.pb) files. After the difference comparison of model files (diff ), the model publish server
generates neural network model-related patch files. Then, the neural network model-
related patch files are packaged and transmitted to edge servers and edge IoT devices.
After the new neural network model is updated on the edge IoT devices, the new neural
network model can be loaded for inference and prediction. The experimental results are
shown in Table 1.

Table 1 shows the relevant file sizes of the MobileNet v2 and VGG-19 neural network
models after transfer learning with the six categories of person images. Among them, the
neural network-related files after diff comparison are based on the MobileNet v2 neural
network. With the transfer learning techniques, the models share the same weights of
the basic neural network model, which can reduce the transmission data after differential
comparison. The VGG-19 neural network model has up to 19 layers, and its basic neural
network model variable value reaches 80,109,019 bytes. After the differential comparison,
only 1,778,387 bytes need to be transmitted, which greatly reduces the need to transmit the
total amount of model data. The new neural network model with MobileNet v2 transfer
learning can save up to 72.93% of data, while the new neural network model with VGG-19
transfer learning can save data as much as 97.76%.
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Table 1. The experimental results of image classification with diff and patch.

Image Classification (6 Persons)

Number of images in dataset 289
Number of dataset categories 6

Training set/test set ratio 8:2

Basic Neural Network Model-mobilenetv2

Basic neural network model pb model size 3,217,201
Basic neural network model variable index size 16,627
Basic neural network model variable value size 9,125,379

Model name-mobilenetv2_6persons (based on mobilenetv2)

Model PB model size after transfer learning 4,350,337
Model variable index size after transfer learning 15,979
Model variable value size after transfer learning 15,979

Neural network pb model size after difference comparison 380,385
Neural network variable index size after difference comparison 4306
Neural network variable value size after difference comparison 4,464,323

The ratio of data saved after difference comparison 0.7293753813
The diff processing time 1.376 s

The patch processing time 0.004 s

Basic Neural Network Model-vgg19_base

Basic neural network model pb model size 353,484
Basic neural network model variable index size 2285

Basic neural network model variable value 80,109,019

Model name-vgg19_6persons (based on vgg19_base)

Model PB model size after transfer learning 537,634
Model variable index size after transfer learning 3434
Model variable value size after transfer learning 81,885,560

Neural network pb model size after difference comparison 64,741
Neural network variable index size after difference comparison 1243
Neural network variable value size after difference comparison 1,778,387

The ratio of data saved after difference comparison 0.9776240877
The diff processing time 8.439 s

The patch processing time 0.013 s

The generated neural network model-related files, i.e., variable index (variables.index),
variable value (variables.data-00000-of-00001), and GraphDef (*.pb) files, are all compared
with the original file with the SHA256 checksum, which verifies whether it is consistent or
not after the patch update. The experimental verification monitors the checksum codes of
the neural network model-related files, which are all correct, indicating that all the neural
network model-related files are successfully deployed and updated. The time required
for comparing (diff) the different file part among the new model with the six categories of
person images and the original MobileNet v2 model is about 1.376 s and the patch time
required for recovering (patch) the new model with the MobileNet v2 patch file is about
0.004 s in the experiment machine. The time required for comparing (diff) the difference
among the new model with the six categories of person images and the original VGG-19
model is about 8.439 s and the patch time required for recovering (patch) the new model
with the VGG-19 patch file is about 0.013 s in the experiment machine.

For investigating the system performance, the edge IoT node number is changed from
100 to 1000 for evaluating the simulation performance. In the simulation environment
setup, the number of edge servers is set to 4; the available download bandwidth from a
cloud server to edge server is set to 100 Mbps; the available download bandwidth from an
edge server to an edge IoT is also set to 100 Mbps. The cloud to edge server’s propagation
delay is set to 300 ms and the edge server to edge IoT node’s propagation delay is set to
30 ms. Figure 8 shows the simulation results. Label ‘vgg_cloud’ means that for a cloud
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server to transmit the VGG-19 model to 1000 edge IoT devices, it needs about 13,237 s. For
the proposed diff model publish system, it only needs about 225 s to deploy new VGG-19
models to 1,000 edge IoT devices. For MobileNet v2, a similar result can be observed. The
simulation results show that the proposed collaborative edge computing platform can
speed up the deployment of artificial intelligence services.

Figure 8. The simulation results of the proposed collaborative edge computing platform.

5. Discussion and Conclusions

Edge AI makes it possible to execute AI inference tasks locally without connecting
to the cloud. Machine learning models must be quickly deployed on edge devices. Many
cloud service providers provide AI edge computing deployment platforms for IoT devices,
including Microsoft Azure IoT Edge [6], AWS Greengrass [3], Google’s Cloud IoT Edge [4],
and IBM Watson IoT Platform Edge [5].

When a neural network model is trained in the Microsoft Azure IoT Edge architecture,
the complete neural model file must be repackaged into a new docker image before being
deployed to IoT devices, which takes time and requires a sizable amount of data [6].
Machine learning models that are created, trained, and optimized in the cloud and run
inference locally on devices are part of AWS IoT Greengrass [3]. Data gathered from the
IoT devices can be sent back to AWS SageMaker where they can be used to continuously
improve the quality of machine learning models [31]. AWS IoT Greengrass is capable
of deploying components to IoT devices. Each IoT device operates on a combination of
the software from the deployments that target the devices. Deployments to the same
target device, however, overwrite any previous deployment components there. When a
deployment for a target device is updated, the outdated components are swapped out for
the updated components [32].

Google IoT Core contains two modules: (a) Device Manager allows users to set-up,
authenticate, configure, and control IoT devices remotely; (b) Protocol Bridge operating
with MQTT and HTTP protocols is in charge of service connectivity. Cloud Pub/Sub data
are redirected to Google cloud services. For edge computing and AI in the Google IoT
ecosystem, Google’s Cloud IoT Edge is performed via its branded Edge TPU chip [33]. With
the Coral platform for ML at the edge, Google’s Cloud TPU and Cloud IoT are enhanced to
offer an end-to-end (cloud-to-edge, hardware + software) infrastructure that makes it easier
for clients to develop AI-based solutions. The Coral platform offers a full developer toolkit
in addition to its open-source TensorFlow Lite programming environment, allowing users
to create models or retrain a number of Google AI models for the Edge TPU, combining
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Google’s experience in both AI and hardware. However, the deployment method is not
extensively defined [34].

IBM Edge Application Manager (IEAM) is designed specifically for edge node manage-
ment to minimize deployment risks and to manage the service software lifecycle on edge
nodes fully autonomously. Software developers develop and publish edge services to the
management hub. Administrators define the deployment policies that control where edge
services are deployed. IEAM publishes an existing Docker image as an edge service, creates
an associated deployment pattern, and registers IoT edge nodes to run that deployment
pattern. Similar to Microsoft Azure IoT Edge [6], the complete neural model file must be
packaged into a new docker image before being deployed to IoT devices, which takes time
and requires a sizable amount of data [35].

Existing edge IoT deployment platforms do not take into account the issue of shar-
ing pre-trained models when deploying trained models, which leads to significant data
consumption. Our work is different from the above system, and the proposed Cloud-Edge
Smart IoT architecture and model publish system aims to solve the problems of deploy-
ing large numbers of neural network models to IoT devices and reducing the computing
resource requirements of cloud servers. Only a small amount of data are required to be
transmitted to all edge IoT devices for new model updating, and the entire neural network
model can be updated. Existing edge computing architectures do not support updating
the weights of various neural network models, nor are they optimized for storage, updat-
ing, and transmission of various neural network models for a large number of edge IoT
devices. The proposed collaborative edge computing platform uses pre-trained neural
layers and weight information to train and update the neural network model. Through
differential comparison, the edge server only needs to send a small-part neural network
model patch file to complete the deployment of new neural network models on IoT devices.
The experimental results show that the proposed neural network model weight comparison
mechanism can speed up the deployment of artificial intelligence services.

Author Contributions: Conceptualization, T.-H.H.; software, T.-H.H.; data curation, T.-H.H.; method-
ology, T.-H.H. and Z.-H.W.; validation, T.-H.H., Z.-H.W. and A.R.S.; writing—original draft, T.-H.H.;
writing—review and editing, A.R.S. All authors have read and agreed to the published version of
the manuscript.

Funding: This research was funded by the Ministry of Science and Technology (MOST), Taiwan,
Grant Nos. MOST 110-2221-E-218-018 and MOST 109-2221-E-218-019.

Acknowledgments: The authors wish to express their gratitude to the Ministry of Science and
Technology (MOST) for support this research.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Ai, Y.; Peng, M.; Zhang, K. Edge computing technologies for Internet of Things: A primer. Digit. Commun. Netw. 2018, 4, 77–86.
[CrossRef]

2. IoT Edge|Cloud Intelligence|Microsoft Azure. Available online: https://azure.microsoft.com/en-us/services/iot-edge/ (ac-
cessed on 22 June 2022).

3. AWS IoT Greengrass Documentation. Available online: https://docs.aws.amazon.com/greengrass/index.html (accessed on 22
June 2022).

4. Google Cloud IoT-Fully Managed IoT Services. Available online: https://cloud.google.com/solutions/iot (accessed on 22 June 2022).
5. IBM Watson IoT Platform. Available online: https://internetofthings.ibmcloud.com/internetofthings.ibmcloud.com (accessed on

22 June 2022).
6. Zhang, Y. Deploy Machine Learning Models on Azure IoT Edge. Available online: https://github.com/microsoft/deploy-

MLmodels-on-iotedge/commits?author=YanZhangADS (accessed on 22 June 2022).
7. Weiss, K.; Khoshgoftaar, T.M.; Wang, D. A Survey of Transfer Learning. J. Big Data 2016, 3, 9. [CrossRef]
8. Leroux, S.; Bohez, S.; Verbelen, T.; Vankeirsbilck, B.; Simoens, P.; Dhoedt, B. Transfer Learning with Binary Neural Networks.

arXiv 2017, arXiv:1711.10761.
9. Pan, S.J.; Yang, Q. A Survey on Transfer Learning. IEEE Trans. Knowl. Data Eng. 2010, 22, 1345–1359. [CrossRef]
10. Transfer Learning for Machine Learning. Available online: https://www.seldon.io/transfer-learning (accessed on 21 June 2022).

89



Electronics 2022, 11, 2255

11. Transfer Learning Guide: A Practical Tutorial with Examples for Images and Text in Keras. Available online: https://neptune.ai/
blog/transfer-learning-guide-examples-for-images-and-text-in-keras (accessed on 21 June 2022).

12. Wang, C.; Mahadevan, S. Heterogeneous Domain Adaptation Using Manifold Alignment. In Proceedings of the Twenty-Second
International Joint Conference on Artificial Intelligence, Barcelona, Spain, 16 July 2011; AAAI Press: Palo Alto, CA, USA, 2011;
Volume 2, pp. 1541–1546.

13. Li, W.; Duan, L.; Xu, D.; Tsang, I.W. Learning with Augmented Features for Supervised and Semi-Supervised Heterogeneous
Domain Adaptation. IEEE Trans. Pattern Anal. Mach. Intell. 2014, 36, 1134–1148. [CrossRef] [PubMed]

14. Zhu, Y.; Chen, Y.; Lu, Z.; Pan, S.J.; Xue, G.-R.; Yu, Y.; Yang, Q. Heterogeneous Transfer Learning for Image Classification. In
Proceedings of the Twenty-Fifth AAAI Conference on Artificial Intelligence, San Francisco, CA, USA, 7 August 2011; AAAI Press:
Palo Alto, CA, USA, 2011; pp. 1304–1309.

15. Shi, S.; Wang, Q.; Xu, P.; Chu, X. Benchmarking State-of-The-Art Deep Learning Software Tools. In Proceedings of the 2016 7th
International Conference on Cloud Computing and Big Data (CCBD), Macau, China, 16–18 November 2016.

16. Zhang, Q.; Yang, L.T.; Chen, Z.; Li, P.; Deen, M.J. Privacy-Preserving Double-Projection Deep Computation Model with
Crowdsourcing on Cloud For Big Data Feature Learning. IEEE Internet Things J. 2017, 5, 2896–2903. [CrossRef]

17. Garcia Lopez, P.; Montresor, A.; Epema, D.; Datta, A.; Higashino, T.; Iamnitchi, A.; Barcellos, M.; Felber, P.; Riviere, E. Edge-centric
Computing: Vision and Challenges. ACM SIGCOMM Comput. Commun. Rev. 2015, 45, 37–42. [CrossRef]

18. Dolui, K.; Datta, S.K. Comparison of Edge Computing Implementations: Fog Computing, Cloudlet and Mobile Edge Computing.
In Proceedings of the 2017 Global Internet of Things Summit (GIoTS), Geneva, Switzerland, 6–9 June 2017.

19. Bonomi, F.; Milito, R.; Zhu, J.; Addepalli, S. Fog Computing and its Role in the Internet of Things. In Proceedings of the MCC
Workshop on Mobile Cloud Computing, Helsinki, Finland, 17 August 2012.

20. Beck, M.T.; Werner, M.; Feld, S.; Schimper, S. Mobile Edge Computing: A Taxonomy. In Proceedings of the 6th International
Conference on Advances in Future Internet, Lisbon, Portugal, 16–20 November 2014.

21. Satyanarayanan, M.; Bahl, P.; Caceres, R.; Davies, N. The Case for Vm-Based Cloudlets in Mobile Computing. IEEE Pervasive
Comput. 2009, 8, 14–23. [CrossRef]

22. Sarkar, D. (DJ) A Comprehensive Hands-On Guide to Transfer Learning with Real-World Applications in Deep Learning.
Available online: https://towardsdatascience.com/a-comprehensive-hands-on-guide-to-transfer-learning-with-real-world-
applications-in-deep-learning-212bf3b2f27a (accessed on 22 June 2022).

23. Django. Available online: https://djangoproject.com (accessed on 5 December 2020).
24. Celery-Distributed Task Queue. Available online: https://docs.celeryproject.org/en/stable/#celery-distributed-task-queue

(accessed on 8 November 2020).
25. Redis. Available online: https://redis.io/ (accessed on 9 March 2021).
26. MQTT Version 3.1.1. Available online: http://docs.oasis-open.org/mqtt/mqtt/v3.1.1/os/mqtt-v3.1.1-os.html (accessed on 4

July 2022).
27. Eclipse Mosquitto. Available online: https://mosquitto.org/ (accessed on 10 March 2021).
28. Sandler, M.; Howard, A.; Zhu, M.; Zhmoginov, A.; Chen, L.-C. MobileNetV2: Inverted Residuals and Linear Bottlenecks. In

Proceedings of the 2018 IEEE/CVF Conference on Computer Vision and Pattern Recognition, Salt Lake City, UT, USA, 18–22 June
2018; pp. 4510–4520.

29. Simonyan, K.; Zisserman, A. Very Deep Convolutional Networks for Large-Scale Image Recognition. In Proceedings of the 3rd
International Conference on Learning Representations, ICLR 2015, San Diego, CA, USA, 7–9 May 2015.

30. HDiffPatch. Available online: https://github.com/sisong/HDiffPatch (accessed on 10 May 2021).
31. AWS Greengrass Machine Learning Inference-Amazon Web Services. Available online: https://aws.amazon.com/greengrass/ml/

(accessed on 25 June 2022).
32. Deploy AWS IoT Greengrass Components to Devices-AWS IoT Greengrass. Available online: https://docs.aws.amazon.com/

greengrass/v2/developerguide/manage-deployments.html (accessed on 25 June 2022).
33. Making Sense of IoT Platforms: AWS vs. Azure vs. Google vs. IBM vs. Cisco. AltexSoft. Available online: https://www.altexsoft.

com/blog/iot-platforms/ (accessed on 25 June 2022).
34. Edge TPU-Run Inference at the Edge. Available online: https://cloud.google.com/edge-tpu (accessed on 25 June 2022).
35. Transform Image to Edge Service. Available online: https://prod.ibmdocs-production-dal-6099123ce774e592a519d7c33db8265e-

0000.us-south.containers.appdomain.cloud/docs/en/eam/4.3?topic=SSFKVV_4.3/OH/docs/developing/transform_image.
html (accessed on 25 June 2022).

90



Citation: Chen, B.-X.; Chen, Y.-C.;

Loh, C.-H.; Chou, Y.-C.; Wang, F.-C.;

Su, C.-T. Application of Generative

Adversarial Network and Diverse

Feature Extraction Methods to

Enhance Classification Accuracy of

Tool-Wear Status. Electronics 2022, 11,

2364. https://doi.org/10.3390/

electronics11152364

Academic Editor: Martin Reisslein

Received: 1 June 2022

Accepted: 26 July 2022

Published: 28 July 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

electronics

Article

Application of Generative Adversarial Network and Diverse
Feature Extraction Methods to Enhance Classification Accuracy
of Tool-Wear Status

Bo-Xiang Chen, Yi-Chung Chen *, Chee-Hoe Loh, Ying-Chun Chou, Fu-Cheng Wang and Chwen-Tzeng Su

Department of Industrial Engineering and Management, National Yunlin University of Science and Technology,
No. 123 University Road, Section 3, Douliou, Yunlin 64002, Taiwan; m10821012@yuntech.edu.tw (B.-X.C.);
d10721004@yuntech.edu.tw (C.-H.L.); d10921002@yuntech.edu.tw (Y.-C.C.); fcwang@yuntech.edu.tw (F.-C.W.);
suct@yuntech.edu.tw (C.-T.S.)
* Correspondence: chenyich@yuntech.edu.tw or mitsukoshi901@gmail.com

Abstract: The means of accurately determining tool-wear status has long been important to manu-
facturers. Tool-wear status classification enables factories to avoid the unnecessary costs incurred
by replacing tools too early and to prevent product damage caused by overly worn tools. While
researchers have examined this topic for over a decade, most existing studies have focused on model
development but have neglected two fundamental issues in machine learning: data imbalance and
feature extraction. In view of this, we propose two improvements: (1) using a generative adversarial
network to generate realistic computer numerical control machine vibration data to overcome data im-
balance and (2) extracting features in the time domain, the frequency domain, and the time–frequency
domain simultaneously for modeling and integrating these in an ensemble model. The experiment
results demonstrate how both proposed modifications are reasonable and valid.

Keywords: tool wear; data imbalance; GAN; ensemble learning

1. Introduction

Tool management for computer numerical control (CNC) has long been a topic of
focus for manufacturers. Tools are worn down as they are used. Below a certain degree of
wear, they can still function normally. However, once the wear reaches the threshold, it
will no longer function normally and may even damage the products. Manufacturers must
therefore carefully monitor tool wear in CNC machinery and replace the tools when the
extent of wear approaches the threshold. In the past, the timing at which tools should be
replaced was difficult to determine. Manufacturers mainly had to rely on the experience of
onsite personnel, who determined the timing based on the sound of cutting or the statuses
of the previously processed product. This approach is inconvenient: an experienced worker
must be monitoring the machinery at all times during operation, and even then, tools
may be replaced too early or too late. The former means discarding tools when they can
still be used, which is a waste of resources. The latter may result in damaged products,
which reduces the yield and incurs additional costs. To avoid these issues, researchers have
developed the Prognostics and Health Management guidelines [1–3] to assist factories in
predicting and managing the health status of machines. This framework comprises the
six following steps: data processing, feature extraction, diagnostics, prognostics, decision
support, and feedback and learning. Among these, diagnostics (identification of tool wear
state) and prognostics (prediction of remaining tool life) are the most frequently discussed.
These two steps are key to the success of analysis, as it is impossible to manage the status
of machines if these two steps are not executed well. Both diagnostics and prognostics are
significantly influenced by variables such as the machine type, tool type, and environment.
In this study, we focus on diagnostics, which we define as directly determining the wear
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status of a tool (i.e., rapid initial wear, uniform wear, or failure wear) based on vibration or
sound data (see Figure 1).
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Figure 1. Examples of three types of tool-wear statuses.

Most existing methods for tool wear analysis employ various sensors such as vibration
sensors, acoustic emission sensors, and torque sensors to collect data from machine opera-
tions. Then, relevant information called features is extracted from the collected data. The
features are input into various machine learning models for modeling [4,5]. For example,
Chen et al. [6] used a logistic regression-based model to analyze the vibration signals for
monitoring the statuses of tools. Kong et al. [7] proposed a Gaussian process regression
model to predict the wear of the tool. Benkedjouh et al. [8] used multiple sensors to collect
data and used these data to understand the health of cutting tool. Cai et al. [9] proposed a
proportional covariate model for analyzing the vibration signals and thus monitored the
reliability of the tools. Zhu and Liu [10] and Yu et al. [11] applied the Markov-model-based
method to monitor the tool wear and predict the statuses of tools, respectively. Later, some
deep learning models were developed to assess the statuses of tools during the manufac-
turing process. For example, Kurek et al. [12] employed a convolutional neural network
to analyze the drill wear. Rohan et al. [13] used convolutional neural networks to detect
and diagnose the faults of an industrial robot. To predict tool wear, Zhang et al. [14] used a
long short-term memory model, whereas Cao et al. [15] combined derived wavelet frames
with a convolutional neural network. In contrast, Sun et al. [5] utilized an auto-encoder
method. Chen et al. [16] designed a framework based on the radial basis function and
deep recurrent neural networks to swiftly generate lightweight models for the prediction of
tool lifespan.

The researchers above all claimed that their approaches could successfully analyze
tool-wear status and lifespan. However, we found that most of these studies focused on
model development and neglected two fundamental issues in machine learning: data
imbalance and feature extraction. The quantity of data for the three tool-wear statuses
(i.e., rapid initial wear, uniform wear, and failure wear) will always be imbalanced. For
example, in Figure 1, the quantities of the tool-wear statuses in descending order are
uniform wear > failure wear > rapid initial wear. In practice, data on failure wear are even
less, as tools are replaced as soon as failure wear is detected. Therefore, most manufacturers
will only have access to the datasets featuring data imbalance. Few studies have addressed
this topic. Carino et al. [17] proposed using incremental learning to debug data imbalance
for the friction test. Brito et al. [18] suggested using unsupervised artificial intelligence
techniques to improve the identification of imbalanced datasets while Miao et al. [19]
proposed using deep supervision to introduce a surrogate loss function based on the
Matthews correlation coefficient. Similarly, Rohan [13] and Rohan et al. [20] proposed using
a generative adversarial network model with robotic arms. However, the methodology
proposed by [13,17,20] is not specifically designed for tool wear, and while the methodology
proposed by [18,19] is applicable to tool wear, its solution is limited to a specific model,
which is not generalizable. The current paper therefore proposes a novel approach to data
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imbalance that is widely applicable. With regard to feature extraction, most algorithms
only implement a single feature extraction method, such as one that only considers the
features of tool-wear data in the time domain, the frequency domain, or the time–frequency
domain. However, whether a single feature extraction method can completely extract
features crucial to tool-wear status remains undetermined. This is not only because the
features of wear data generated by different CNC machines may differ, but also because
the features of wear data generated by the same CNC machine may also vary significantly
with the workpiece. The features of wear data from different wear statuses may also vary.
For some wear statuses, time features may be better classified in the time domain; for other
wear statuses, the frequency or time–frequency domain may be required. Thus, we propose
that multiple feature extraction methods are imperative in modeling tool wear.

This study proposes two approaches to overcome the aforementioned issues: (1) using
a generative adversarial network (GAN) to generate data to overcome data imbalance and
(2) extracting three types of features in the target algorithm and integrating these in an
ensemble model. With regard to the first approach, GANs are a type of deep learning
model in the field of artificial intelligence. They use two deep learning networks, namely
a generator and a discriminator, that learn from each other to generate realistic data. The
generator receives input comprising a set of vectors and then creates data that have features
similar to those of historical data, whereas the discriminator determines whether the data
generated by the generator are realistic. During the training process, the generator and the
discriminator are continuously trained to outperform the other; the better the generator
is at creating realistic data, the better the discriminator must become at identifying fake
data. After a series of rounds, the features of the data produced by the generator become
increasingly similar to those of historical data, thereby achieving the objective of the
GAN. The GAN has been widely applied to various topics involving data generation.
For instance, Goodfellow [21] designed a basic GAN framework to generate real-looking
handwritten numbers and human faces. Karras et al. [22] proposed a novel progressive
GAN and verified that it can greatly improve human face generation. Yadav et al. [23]
developed a cyclic synthesized attention-guided GAN to further optimize virtual human
face generation. Shi et al. [24] designed a GAN that transforms 2D human face images into
3D images. Fang et al. [25] developed a GAN to produce human faces from human speech
fragments. Chen et al. [26] proposed a GAN that uses two discriminators at the same time
to repair images. Wei et al. [27] presented an occlusion-aware warping GAN to overcome
the issue of blocked human images in videos. In addition to human face recognition, a
number of recent studies have applied GAN to generate manufacturing data. For example,
Tagawa et al. [28] used a GAN to reconstruct sound signals and detect abnormalities in
noisy factory environments. Zhang et al. [29] proposed a multi-view GAN to generate
images of real vehicles from skeleton views. Gan et al. [30] employed a GAN to enhance
the detection rates of an automatic leather patch defection system. Gu et al. [31] utilized a
conditional GAN to generate samples of rolling bearing failures and thereby enhance the
accuracy of detecting failure based on vibration signals from rolling bearings. In the current
paper, we applied a GAN to generate realistic CNC machine operating data (including
vibration signals and sound signals) to resolve data imbalance.

In terms of feature extraction, we surveyed relevant studies to identify the three
domains most commonly employed for modeling: the time, frequency, and time–frequency
domains. We established a deep learning model for each type of extracted feature and
then employed an ensemble learning model to integrate the results. We postulated that
extracting various types of features will offer an advantage in tool-wear status classification
by processing wear problems comprehensively.

In our framework, we first cleaned the collected data and used a GAN to produce
additional operating data. Then, we obtained features from the time, frequency, and
time–frequency domains. Third, we used three deep learning models to model the three
types of features; the output of each model was the classification of the current tool-wear
status as rapid initial wear, uniform wear, or failure wear. Finally, we used an ensemble
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learning model to integrate the results of the three models to output the current tool-wear
status to the user. We conducted several experiments to verify the performance of the
proposed approaches.

The remainder of this paper is structured as follows. Section 2 introduces relevant
literature on tool wear and Section 3 outlines the framework of the proposed approaches.
Section 4 presents our experiment simulations and Section 5 contains the conclusion and
directions for future work.

2. Related Work

This chapter reviews three important topics: (1) tool-wear statuses; (2) data fields
suitable for tool wear predictions; and (3) existing tool wear prediction methods.

2.1. Tool-Wear Statuses

Tool wear can be divided into three phases [32]: rapid initial wear, uniform wear,
and failure. These are depicted in Figure 1. In the first phase, tool blades may not be of
uniform lengths and blade edges are very sharp. Thus, wear in this phase is rapid. In the
second phase, differences in tool length have evened out, creating a larger area to bear
force, which reduces the pressure. Thus, wear in this phase is slower and steadier, with
no sharp fluctuations. In the final phase, the tool has become blunt, thereby increasing
the cutting resistance, required cutting power, and cutting temperature. The wear rate
therefore significantly increases, and the probability of failure is high. In practice, tools are
replaced before they reach this phase to protect process quality. To achieve consistency and
comparability in tool-wear judgment, ISO 8688-2 suggests that tools should be replaced if
the average wear of multiple tools exceeds 0.3 mm or if the wear of a single tool exceeds
0.5 mm [33].

2.2. Data Fields Suitable for Tool Wear Predictions

Researchers have demonstrated which data fields can be used to effectively pre-
dict tool-wear statuses; these include sound, vibrations, and electric currents. For in-
stance, Erturk et al. [34] indicated that process parameters such as cutting speed, cutting
time, and cutting depth all exert influence on tool wear. Bhuiyan et al. [35] utilized an
acoustic emission sensor to collect the soundwave signals produced by a cutting tool
to analyze tool-wear statuses. Dolinsek et al. [36] similarly used an acoustic emission
sensor to examine the relationship between tool-wear statuses and workpiece material.
Bhuiyan et al. [37] speculated that when tools become dull, the rotational speed slows
down, causing the machine to increase its electrical current to reach the required speed.
They therefore used the relationship between the rotational speed and electrical current
to predict tool wear. In recent years, a number of studies have used vibration signals to
predict tool wear [6,9]. Despite good results, some researchers insist that a single sensor
fails to provide a comprehensive evaluation of tool wear. For example, Benkedjouh et al. [8]
used acoustic emission sensors, accelerometers, and force sensors to collect data on
tool wear.

2.3. Existing Tool Wear Prediction Methods

Approaches to tool wear prediction research can be divided into two categories: early
machine-learning methods and recent deep-learning methods. The former approach has
been widely applied in a range of contexts. Li et al. [38] used a random forest and a
multiple linear regression model to analyze vibration signals. Kong et al. [7] proposed a
novel Gaussian regression model. Cai et al. [9] proposed a proportional covariate model
for vibration signals. Gomes et al. [39] employed a support vector machine to analyze the
vibration data from milling manufacturers. Mohanraj et al. [40] also used a support vector
machine for milling data but included a decision tree for feature selection to increase the
monitoring accuracy. Jalali et al. [41] used a support vector machine to monitor the ball
bearing failure with a genetic algorithm for feature selection. Markov models and artificial
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neural networks are also popular. For instance, Zhu and Liu [10] and Yu et al. [11] utilized
a Markov model to predict the tool statuses, while Corne et al. [42] and Hesser et al. [43]
used artificial neural networks to, respectively, monitor drilling processes and tool wear.

The emergence of DLMs brought increased accuracy to tool wear predictions.
Zhang et al. [14] and Zhao et al. [44] used LSTM models to monitor machine health.
Kurek et al. [12] analyzed the drill head wear using a convolutional neural network.
Cao et al. [15] and Cheng et al. [45] first applied the wavelet transform to sound or vibration
signals and then input the results into a convolutional neural network. Other examples in-
clude Sun et al. [5], who used an auto-encoder method, and Zhao et al. [46], who employed
a gated recurrent unit-based approach to perform the gear and shaft malfunction detection.
These studies demonstrate the superiority of DLMs over conventional machine learning.

3. Frameworks

The framework in this paper is divided into two stages, as shown in Figure 2. In the
first stage, collected tool vibration data are cleaned using linear interpolation to fill in the
missing values and the data are organized into a temporal matrix format to serve as GAN
input. This represents Step 1. In Step 2, the GAN model is established and trained to solve
the common data imbalance issue in tool-wear problems. The second stage includes Step 3,
in which three different methods are employed to obtain the features of tool-wear status
classifications and solve the problem of the unsuitability of single-classification feature
selection methods for all tool-wear problems. In Step 4, a convolutional neural network
(CNN) is established and trained for each feature selection method to classify the tool-wear
status. The final step of the second stage is Step 5, in which a shallow neural network (SNN)
is used to perform ensemble learning with the outputs of the three CNNs established in the
previous step. Below, we describe all five steps in detail.
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Figure 2. Flow chart of research framework.

3.1. Introduction to the Dataset and the Methods for Data Cleaning

The dataset used in this study was from the 2010 PHM Data Challenge [16,47]. It
contains data collected during cutting using a CNC machine, with a sensor data collection
rate of 50 k/Hz, 6 mm ball nose tungsten carbide cutters, and HRC52 stainless steel
workpieces. The parameters of the machine-cutting experiment were a spindle speed
of 10,400 RPM, a feed rate of 1555 mm/min, and a cutting depth of 0.2 mm. Data were
included from six cutters. The organizers of the challenge selected three of the six cutters
as training sets and provided the wear value after each cut as well as the vibration data
from the cutting processes. The data from the three remaining cutters served as test sets.
For these cutters, the wear values after each cut were not provided, so we only employed
the three datasets serving as training sets in this study.
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Each cutter was used to make 315 cuts, and for each cut, various features were recorded,
as shown in Table 1. The seven columns in the table present acceleration in the x axis,
acceleration in the y axis, acceleration in the z axis, vibration in the x axis, vibration in
the y axis, vibration in the x axis, and acoustic emission. As the cutting time varied with
each cut, the quantity of data collected ranged from 100,000 to 300,000 items. As for the
tool-wear status, we divided the wear values into rapid initial wear (0~≤66); uniform wear
(>66~≤165); and failure wear (>165), as suggested by experts. As shown in Figure 3, the
amount of uniform wear data was far greater than the amounts of rapid initial wear and
failure wear, which makes the dataset suitable for verifying the proposed algorithm.

Table 1. Dataset from 2010 PHM data challenge.

Acceleration
in x Axis

Acceleration
in y Axis

Acceleration
in z Axis

x Vibrations y Vibrations z Vibrations
Acoustic
Emission

1 0.704 −0.387 −1.084 0.018 0.031 0.027 −0.004
2 0.772 −0.573 −1.153 −0.056 −0.057 −0.058 −0.004
3 0.828 −0.673 −1.242 0.037 0.019 0.031 −0.004

. . . . . . . . . . . . . . . . . . . . . . . .
127,399 0.207 0.483 0.292 0.111 0.114 0.125 −0.004
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Figure 3. Distributions of tool-wear classifications.

Our data cleaning process includes two parts, namely the linear imputation process
and the data conversion process. We now introduce these parts in the following.

Linear imputation: the vibration data used in this study were collected from sensors
installed on CNC machines. However, voltage instability, network equipment failure, or
issues with the sensors themselves during machine operation may have caused missing
values in the collected data, and such data cannot be used for model training. As suggested
in past studies [48], we employed linear imputation to fill in the missing values, as follows:

xn = xn−1 + nΔ, (1)

Δ =
xt+1 − x0

t + 1
, (2)

where t denotes the range in need of imputation and n represents the nth item of data in
need of imputation.

Data conversion: GAN training in past studies was achieved using images. We
attempted to conduct training using time series. To input the time series data into the GAN
for training, we converted the post-linear imputation data into a temporal matrix format.
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3.2. Use of GAN to Generate Realistic Vibration Data to Overcome Data Imbalance

This section introduces the GAN framework and training method of the target ap-
proach. Figure 4 displays the framework of the target GAN, which includes a generator and
discriminator. The generator receives random noise and then generates a set of tool vibra-
tion data, whereas the discriminator receives the generated vibration data and the original
vibration data and determines whether the generated vibration data are similar to the true
data. The resulting determination is then provided to the generator as feedback. Based
on the feedback, the generator then generates even more realistic tool vibration data for
the discriminator to assess. The entire training process is repeated until the discriminator
cannot determine whether the generated data are real or not.

Original 
vibration data

Random 
noise Generator

Discriminator

Real or Fake

Generated vibration data 

Figure 4. Proposed GAN framework.

The generator used in this study comprised three types of layers: an input layer,
multiple upsampling layers, and multiple convolution layers. Below, we explain the input
and the formulas of the neurons in each layer in the generator in detail. First, regarding the
input data, suppose that the random data have n items of data and m features. Thus, the
input is a n × m random number matrix, the elements of which are normally distributed
random numbers between 0 and 1.

The input layer places the input data in the model. The input data of this layer are the
output results, as follows:

Oinput
i = xinput

i , (3)

where O denotes the neuron output, x represents the input data, and i is the ith input of
the model.

The upsampling layers employ nearest-neighbor interpolation, copying existing data
to augment the feature map so that the model can better learn the features of the data
during training. With input n and sample size size, the formula of the upsampling layers is
as follows:

Oi = x
i/size�, i ∈ [0, n × size), i ∈ N (4)

where Oi represents the output of the ith neuron and xi denotes the ith input.
In convolution layers, each node has k kernels of size m. Thus, the formula of the

convolutional layers is as follows:

Oi = act
(
∑k=m−1

k=0 xi+m−kwk + bi

)
, (5)

where Oi represents the output of the ith neuron, xi denotes the ith original input, W is the
filter, and act(•) is an activation function.

Table 2 shows the structure of the GAN generator as applied to the 2010 PHM dataset.
The random numbers we input initially formed a 125 × 128 matrix. Then, aside from
the input layer, the model itself also included four sets of upsampling and convolution
layers. Note that the number of sets was decided via trial and error. Due to the high degree
of detail that we desired from the produced signals, we set the kernel size and stride at
3 and 2, respectively. Finally, for the activation function, we used LeakyReLU in the first
three convolutional layers to ensure that the features in the inputs could be fully displayed
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without falling into the dead zone. Due to the output signal values, we adopted tanh for
the last convolutional layer to obtain better results. Finally, because the original 2010 PHM
dataset contained seven dimensions, we set the number of dimensions in the generator
output data to seven.

Table 2. The structure of the generator.

Layer Type Output Size Kernel Size Stride Activation Function

Input Input 125 × 128 - - -
U1 Upsampling 250 × 128 - - -
C2 Convolutional 125 × 64 3 2 LeakyReLU
U3 Upsampling 250 × 64 - - -
C4 Convolutional 125 × 64 3 2 LeakyReLU
U5 Upsampling 250 × 64 - - -
C6 Convolutional 125 × 64 3 2 LeakyReLU
U7 Upsampling 250 × 64 - - -

Output Convolutional 250 × 7 - - tanh

The discriminator used in this study employs a one-dimensional CNN, the input
of which is real tool vibration data and the tool vibration data generated by the genera-
tor and the output is the degree of similarity between the two. The architecture of this
CNN includes four types of layers: an input layer, multiple convolution layers, multiple
batch normalization layers, and an output layer. The convolution layer and the batch
normalization layer are used alternately.

The mathematical formulas of the input layer, convolution layers, and output layer are
identical to those in the generator. The batch normalization layers help mitigate gradient
vanishing and accelerate neural convergence, as follows:

Oi =
xi − x√
Var(xi)

+ β, (6)

where O and x denote the output and input, respectively, i represents the ith neuron, and γ
and β represent the scale and shift.

Once the generator and discriminator have been established, we used a backpropa-
gation algorithm to train the two networks. The aim is to minimize generator loss, which
means that the data generated by the generator are as close as possible to the ground truth,
making it difficult for the discriminator to distinguish real data from generated data. The
formula for generator loss is as follows:

GeneratorLoss =
1
N

N

∑
i=1

log
(

1 − D
(

G
(

Ri
)))

, (7)

where R is a vector of random numbers, D and G represent the discriminator and generator,
respectively, and N denotes the training data. With regard to the discriminator, the aim
is to minimize discriminator loss, which means that the discriminator has the ability to
distinguish real data from generated data. The formula for discriminator loss is as follows:

Discriminator = − 1
N ∑N

i=1 log D
(

Xi
)
− 1

N ∑N
i=1 log

(
1 − D

(
X̂i

))
, (8)

where X denotes the original data, X̂ represents the generator, D is the discriminator, and
N denotes the training data.

Table 3 presents the structure of the GAN discriminator as applied to the 2010 PHM
dataset. The realistic data generated by the generator and the real data were both input
to the model. After the input layer, we used a convolutional layer to perform dimension
reduction. We then used three sets of convolutional layers and batch normalization layers
to check the generated data. The number of sets was also decided via trial and error. As for
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the kernel size and stride parameters, we adopted settings similar to those of the generator,
setting them as 3 and from 1 to 2, respectively. Finally, for the activation function, the
objective of the discriminator was to inspect whether the data features are reasonable. We
therefore used LeakyReLU for all convolutional layers to ensure that the features in the
inputs could be fully displayed without falling in the dead zone. Finally, we used a fully
connected layer to gauge whether the output was realistic.

Table 3. The structure of the discriminator.

Layer Type Output Size Kernel Size Stride Activation Function

Input Input 250 × 7 - - -
C1 Convolutional 125 × 128 3 2 LeakyReLU
C2 Convolutional 63 × 128 3 2 LeakyReLU

BN3 Batch normalization 63 × 128 - - -
C4 Convolutional 63 × 64 3 2 LeakyReLU

BN5 Batch normalization 63 × 64 - - -
C6 Convolutional 63 × 64 3 1 LeakyReLU

BN7 Batch normalization 63 × 64 - - -
Output Fully connected 1 - - -

3.3. Feature Selection

This section introduces three methods that we used to extract the features of the
vibration signals. The first method is time series feature extraction, in which changes in the
amplitudes of tool cutting in the same time interval are analyzed. The second method is
fast Fourier transform (FFT), in which the relationship between amplitude and frequency
during tool cutting is observed and analyzed. The last method is continuous wavelet
transform, in which changes in the amplitudes in time and frequency during tool cutting
are observed and analyzed.

3.3.1. Time Series Feature Extraction

To extract the important features of the time series, researchers have used overlapping
windows of a fixed size to segment time series into equal lengths and then extracted various
feature statistics (including maximum, minimum, mean, sum, average absolute deviation,
root mean square error, and standard deviation) from each segmented window [49]. In
this study, we used this approach to extract the statistical features of the vibration data in
all seven domains. Below, we introduce the formulas for each feature, assuming that the
original dataset can be expressed as X = [x1, x2, x3, . . . , xn] and data X(t) in the window at
time point t can be written as X(t)=[xt, xt+1, . . . , xt+w], where w is the length of the window:

1. FMax(t) is the maximum value in X(t);
2. FMin(t) is the minimum value in X(t);
3. Favg(t) is the mean of all values in X(t);
4. Fsum(t) is the sum of all values in X(t);
5. Fmad(t) is the degree of dispersion among all values in X(t):

MAD =
1
|t| ∑|t|

i=1|xi − m|, (9)

6. FRMSE(t) is the root mean square error of all values in X(t):

RMSE =

√
1
|t| ∑|t|

i=1 x2
i , (10)

99



Electronics 2022, 11, 2364

7. Fstd(t) is the standard deviation of all of the values in X(t):

STD =

√
∑n

i=1(xi − x)2

n − 1
, (11)

3.3.2. Fast Fourier Transform (FFT)

Tool vibration data are continuous, and many researchers have analyzed such data
using FFT [50–53]. FFT is an accelerated form of the discrete Fourier transform which
converts time-domain data into the frequency domain for the convenience of users. Its
formula is as follows:

x
(

ejω̂k
)
= ∑L−1

n=0 x[n]ejω̂kn, (12)

where x(ejω̂k ) is a continuous function of frequency, ω̂k is a certain frequency sample
equaling 2πk

N , and L denotes the length of x[n]. This formula analyzes the components of
the signal (i.e., the total proportions of various frequencies), as shown in Figure 5. Using
this technique, the model can subsequently learn the features of the tool-wear data in the
frequency domain.
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Figure 5. Example of tool-wear vibration data converted into frequency domain using FFT:
(a) original tool vibration signal; and (b) data in frequency domain.

3.3.3. Continuous Wavelet Transform

The continuous wavelet transform technique was first proposed by Grossman et al. [54].
It uses a continuous function to process continuous time data, thereby obtaining a wavelet
coefficient to analyze changes in frequency at different times and extensions. Ultimately,
the goal of converting the time series data into time–frequency domain data is achieved.
Due to space restrictions and the maturity of this technique, we will not go into the details
here. Figure 6 displays an example of transformed tool-wear vibration data. This figure
clearly shows that the two sections with completely different vibration signals remain
different following conversion into a time–frequency graph.

 
(a) 
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Figure 6. Example of tool-wear vibration data converted into frequency domain using continuous
wavelet transform: (a) original tool vibration signal; and (b) time–frequency graph.

3.4. CNN

We employed a CNN to model the different features. The input of the model can be
features extracted using any of the methods discussed in the previous section. The output
of the model is the classification of tool-wear status, which can be the rapid initial wear,
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uniform wear, or failure wear. The framework has one input layer, n convolutional layers,
n max pooling layers, and m fully connected layers. The convolutional and max pooling
layers are alternated. As the CNN is widely applied, we present only a brief introduction
to its framework.

Regarding the input data, suppose that the original data contain n items of data and m
features. Thus, the original data will form an n × m matrix. Applying the feature selection
methods to the data then produces h important feature values, from which an n × m × h
input data matrix can be obtained.

The input layer places the input data in the model. The input data of this layer are the
output results, as follows:

Oinput
i = xinput

i , (13)

where O denotes the neuron output, x represents the input data, and i is the ith input of
the model.

The purpose of the convolutional layers is to extract each local feature by sliding a
filter along the series data. Each node of the neurons in the designed convolutional layers
has k kernels of size m. Ultimately, we can write the formula of the neurons as follows:

Oi = act
(
∑k=m−1

k=0 xi+m−kwk + bi

)
, (14)

where Oi represents the output of the ith neuron, xi denotes the ith original input, w is the
filter, act(•) is an activation function (for which we used Relu), and bi denotes the bias
value of the ith neuron.

Then there are the max pooling layers. Suppose that the input dimensions are (Li,Di)
and the pooling size and stride of the layers are p and s, respectively. Then, the formula of
this layer can be written as follows:

Ly =
Li − pi

s
+ 1, (15)

Dy = Di, (16)

and the final output is (Ly, Dy).
The purpose of the fully connected layers is to integrate the outputs of the neurons of

the previous layer and then output the classification results. The formula of each neuron is
as follows:

Oj = act
(
xj × wij

)
+ bj, (17)

where Oj represents the output of the jth neuron, xj is the input of the jth neuron, wij
denotes the weight of the connection with the previous layer, bj is the bias value of the jth
neuron, and act(•) is an activation function. If the fully connected layer is used to output
the classification results, then we use the Softmax activation function; if not, then the Relu
activation function is used. Finally, the entire model is trained using backpropagation.

Table 4 exhibits the structure of the CNN as applied to the 2010 PHM dataset. In this
table, h denotes the number of important features extracted and m is the original number
of features. The target CNN contained four sets of convolutional layers and max pooling
layers, which would gradually flatten out the important features and thereby enable the
extraction of the key factors for classification. We then set the kernel size and stride of the
convolutional layers as 3 and 1, respectively, to ensure a full examination of the data. As
with most CNN frameworks, we used the Relu activation function in the convolutional
layers. Finally, we used two fully connected layers to estimate the output results. As the
last layer outputs the classification results, we adopted the Softmax activation function.

101



Electronics 2022, 11, 2364

Table 4. The structure of the convolutional neural network.

Layer Type Output Size Kernel Size Stride Activation Function

Input Input m × h - - -
C1 Convolutional h × 2log2 [m∗2]+1 3 1 Relu
P2 Max pooling (h/2)× 2log2 [m∗2]+1 - - -
C3 Convolutional (h/2)× 2log2 [m∗2]+2 3 1 Relu
P4 Max pooling (h/4)× 2log2 [m∗2]+2 - - -
C5 Convolutional (h/4)× 2log2 [m∗2]+3 3 1 Relu
P6 Max pooling (h/8)× 2log2 [m∗2]+3 - - -
C7 Convolutional (h/8)× 2log2 [m∗2]+3 3 1 Relu
P8 Max pooling (h/16)× 2log2 [m∗2]+3 - - -
F9 Fully connected 512 - - Relu

Output Fully connected 3 - - softmax

3.5. Use of SNN to Achieve Ensemble Learning

This section introduces the use of an SNN to achieve ensemble learning. First, regard-
ing the input data, suppose that we use a total of h methods to extract the features and that
each model has n classification results for tool-wear status. Thus, the input data can be
expressed using an h × n matrix. Then, the input layer places the input data in the model.
The input data of this layer are the output results, as follows:

Oinput
i = xinput

i , (18)

where O denotes the neuron output, x represents the input data, and i is the ith input of
the model.

The hidden layer of the SNN comprises multiple fully connected layers, the number
of which is determined by the number of previous neurons. Suppose that the output of the
previous neuron is α. The fully connected layer has a total of log2 α layers. The neurons on
each layer integrate the outputs of the neurons in the previous layer, and they are all fully
connected. Thus, the formula is as follows:

Oj =
(
xj × wij

)
+ bj, (19)

where Oj represents the output of the jth neuron, xj is the input of the jth neuron, wij
denotes the weight of the connection with the previous layer, and bj is the bias value of the
jth neuron.

The objective of the final output layer is to combine the outputs of all the neurons of
the previous layer, input them to the activation function, and then output the results. The
formula is as follows:

Oj = act
(
xj × wij

)
+ bj, (20)

where Oj represents the output of the jth neuron, xj is the input of the jth neuron, wij
denotes the weight of the connection with the previous layer, and bj is the bias value of the
jth neuron. The target problem is a classification problem, so we use the Softmax activation
function for act(•).

After modeling, the weights are updated using backpropagation, and the model is
trained repeatedly until maximum accuracy is obtained.

4. Experiments

Experiments were conducted to demonstrate the efficiency of the proposed methods.
All models and experiments were completed using Python on an Intel Core i7-9700KF
CPU at 3.6 GHz with 16 GB member, Nvidia RTX 2080 ti 8 GB GPU, and the Windows 10
operating system.
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4.1. Results of Using GAN to Generate Data

This section introduces the parameter settings of the target GAN and the results of
using realistic data to complete the original data. First, all training data were normalized
using the tool ‘minmaxscaler’. We then used the popular tool “Adam” as the optimizer.
Through trial and error, we determined that the optimal learning rate was 0.0002. We set the
upper limit for epochs at 4000, which takes one day to complete in the selected environment
and fits neatly within factory work schedules. For performance evaluation, we referred to
Heusel et al. [55] in our use of the Frechet inception distance (FID) score to assess model
similarity and the number of iterations to ensure that the distribution of the generated data
resembled that of the original data. The FID score calculates the Gaussian distribution
distance between the feature vectors of real images and generated images. A smaller value
indicates that the Gaussian distribution of the generated image is closer to that of the real
image. Figure 7 displays the FID scores during the training process. Observation shows
that the FID score was smallest at the 800th epoch, meaning that this distribution was
closest to real statuses. Figure 8 compares the generated data under different numbers of
epochs. As can be seen, after 800 epochs, the data generated by the GAN model deviated
from the original data (Figure 8a), whereas the data generated by the GAN model trained
for 800 epochs were similar to the original data. This result corresponds with the FID score
results. The results of Figures 7 and 8 indicate that the GAN is subject to overfitting after
800 epochs. Hence, in the following experiments, we trained the model for 800 epochs.

After identifying the optimal parameter settings, we used the GAN to capture rapid
initial wear and failure wear data, and the amounts of these two classifications of data were
identical to those of uniform wear data. Ultimately, the proportions of original data and
GAN-generated data were as shown in Figure 9.

4.2. Validity of Using GAN-Generated Data to Overcome Imbalance in Tool-Wear Data

To verify the validity of using GAN-generated data to overcome data imbalance,
we compared the proposed approach with four other methods: (1) directly using the
original data without balancing; (2) using augmentation methods to balance the data [56,57];
(3) using SMOTE to balance the data [58–60]; and (4) using downsampling to balance the
data [57,61,62]. We compared these five methods by using them to generate a new training
set. For the first method, we copied all the original data into the training set. For the second
and third methods, we employed the same approach as the proposed GAN method and
generated large quantities of rapid initial wear and failure wear data so that the amounts
of these two classifications of data equaled that of the uniform wear data. For the final
fourth method, with the amount of rapid initial wear data as the benchmark, we randomly
extracted the same amount of uniform wear and failure wear data to form the training
set. Once the training sets were generated, we used the three feature selection methods
(time series feature extraction, FFT, and continuous wavelet transform) to extract important
features. The results of each method were used to train a CNN. We therefore trained a total
of 15 models (5 methods of handling data imbalance × 3 feature selection methods). Finally,
we input the 13,586 items of the original data into these 15 models and observed their
prediction results. We used two indices to examine the quality of the prediction results:
accuracy and recall. We specifically used recall rather than precision because manufacturers
are generally more concerned with the identification of real tool-wear statuses rather than
whether each of the predictions is correct.
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Figure 7. FID scores during training process.
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Figure 8. Generated data comparison between different numbers of epochs: (a) original data;
(b) 100 epochs; (c) 800 epochs; (d) 2000 epochs; and (e) 4000 epochs.
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Figure 9. Comparison of data before and after data generation.

Table 5 compares the accuracy values of the 15 models. In this table, we first com-
pared the prediction results of the method using the original data and those of the other
methods. Surprisingly, among the methods using time series and FFT, those modeled
using the original data had the highest accuracy. Furthermore, among the methods using
the continuous wavelet transform, the one modeled using the original data had the third
highest accuracy. We speculated that this was because the training data were identical to
the test data, and naturally, this led to the highest accuracy. However, in practice, training
data would never be identical to test data. Thus, in subsequent analyses, we merely used
the prediction data of the methods modeled using the original data as high standards for
the other methods (i.e., the prediction results that the models could achieve under the
best circumstances). If we apply this standard to assess the prediction performance of the
proposed GAN approach, its results come close. This serves as preliminary confirmation of
the reasonableness of the proposed approach.

Table 5. Comparison of the accuracy of all combinations of data balancing and feature
extraction methods.

Time Series Feature Extraction FFT Continuous Wavelet Transform

Original data 90.08% 88.13% 94.41%
Augmentation 83.40% 84.01% 93.51%

SMOTE 83.45% 82.88% 92.67%
Downsampling 86.09% 86.22% 95.05%

GAN 88.17% 85.85% 96.50%

Then, we compared the prediction performance of the GAN approach with that of the
other three data-balancing methods. We found that, regardless of the feature extraction
method, the GAN approach provided the most accurate prediction results. This demon-
strates that the GAN approach is indeed superior to existing methods in overcoming data
imbalance. However, we must mention that the prediction accuracy of the GAN approach
paired with FFT was slightly lower than that of the downsampling method. We speculate
that this is due to sampling errors in downsampling and the fact that the sample data
coincidentally had a distribution similar to that of the test data.

Table 6 compares the recall results of the 15 models with different tool-wear classifica-
tions. For the sake of convenience, we presented the amounts of test data for each type of
classification. As can be seen, for uniform wear, the recall of the GAN approach was close
to 99% and far higher than that of any other method regardless of the feature extraction
method. However, for rapid initial wear and failure wear, the recall values were slightly or
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far lower than those of the other methods. At first glance, these results show that the GAN
approach offers no advantages; however, in practice, manufacturers are most interested
in the identification of uniform wear status (as stated in the example in Section 1). Rapid
initial wear is usually not of concern because it is rare. With regard to failure wear, we can
see from Table 6 that the amount of failure wear data is about one-third that of uniform
wear, but in practice, tools are generally replaced as soon as failure wear occurs. Thus,
there is rarely such a large quantity of failure wear data, which means that manufacturers
have little interest in accuracy rates for this classification. Based on the above arguments,
we can see that the efficacy of the proposed GAN approach remains valid.

Table 6. Comparison of recall of all combinations of methods with different tool-wear classifications.

Time Series Feature Extraction FFT Continuous Wavelet Transform

Rapid Initial Uniform Failure Rapid Initial Uniform Failure Rapid Initial Uniform Failure

Number of data 124 9919 3543 124 9919 3543 124 9919 3543
Original data 98.39% 96.22% 72.88% 100.00% 84.50% 98.11% 0.00% 97.43% 89.53%

Augmentation 100.00% 86.95% 73.13% 100.00% 93.30% 57.69% 84.68% 93.93% 92.89%
SMOTE 100.00% 88.03% 70.31% 100.00% 85.35% 75.61% 83.87% 92.48% 93.76%

Downsampling 100.00% 87.68% 81.40% 100.00% 88.05% 80.86% 45.16% 96.85% 92.01%
GAN 97.58% 98.75% 58.51% 100.00% 98.40% 50.52% 64.52% 98.93% 91.08%

4.3. Verification of Necessity of Multiple Feature Extraction Methods for Tool Wear

Most existing studies used a single feature extraction method to predict tool wear.
However, we believe that this approach is flawed and therefore used three feature extraction
methods for tool-wear prediction. We then combined the prediction results of these methods
to derive our final prediction results. We use Table 7 to verify this approach. The table
compares the recall results of the three feature extraction methods with the ensemble model.

Table 7. Comparison of recall of different feature extraction methods for different tool-wear statuses.

Rapid Initial Wear (Recall) Uniform Wear (Recall) Failure Wear (Recall)

Time series feature extraction 97.58% 98.75% 58.51%
FFT 100.00% 98.40% 50.52%

Continuous wavelet transform 64.52% 98.93% 91.08%
Ensemble 98% 99% 88%

We first observed the results of the three individual feature extraction methods, which
clearly show that the prediction results of time series and FFT were better with regard
to rapid initial wear and uniform wear but were poorer with regard to failure wear. We
speculate that because these two methods only consider time or frequency information,
the features of which do not differ significantly at the junction in uniform wear and failure
wear, they could not differentiate between failure wear and uniform wear data. Then, we
found that the continuous wavelet transform approach produced better prediction results
for uniform wear and failure wear but poor prediction results for rapid initial wear. We
believe that this is because the wavelet transform approach extracts the time and frequency
features from the data at the same time, which benefits the identification of uniform wear
and failure wear data at the junction. However, this also provided too much information
and made it difficult to differentiate between the relatively simple rapid initial wear and
uniform wear.

Then, comparing the results of the ensemble model with those of the three feature
extraction methods, we found that the ensemble model could achieve relatively good
accuracy for all three tool-wear statuses. Compared to the three feature extraction methods,
which could only obtain superior results for two tool-wear statuses, the results of the
ensemble model were significantly better. This demonstrates the validity of using the
ensemble approach to integrate different feature extraction methods.
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5. Conclusions and Directions for Future Research

Traditionally, manufacturers have relied on experience to determine when a tool
should be replaced. While many researchers have developed algorithms to automate
this process using CNC machine operating data, most existing studies focus on model
development and neglect two fundamental issues in machine learning: data imbalance and
feature extraction. In view of this, we applied two approaches for improvement: (1) using
a GAN to generate realistic CNC machine vibration data to overcome data imbalance and
(2) extracting features in the time, frequency, and time–frequency domains simultaneously
and integrating these in an ensemble model. The experimental results demonstrate the
validity of the proposed approaches.

In future work, we plan to modify the proposed GAN into a conditional GAN to
consider other relevant factors that influence tool wear, such as spindle speed or feed rate,
to produce more realistic data.
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Abstract: Speckles and wrinkles are common skin conditions on the face, with occurrence ranging
from mild to severe, affecting an individual in various ways. In this study, we aim to detect these
conditions using an intelligent deep learning approach. First, we applied a face detection model
and identified the face image using face positioning techniques. We then split the face into three
polygonal areas (forehead, eyes, and cheeks) based on 81 position points. Skin conditions in the
images were firstly judged by skin experts and subjectively classified into different categories, from
good to bad. Wrinkles were classified into five categories, and speckles were classified into four
categories. Next, data augmentation was performed using the following manipulations: changing
the HSV hue, image rotation, and horizontal flipping of the original image, in order to facilitate
deep learning using the Resnet models. We tested the training using these models each with a
different number of layers: ResNet-18, ResNet-34, ResNet-50, ResNet-101, and ResNet-152. Finally,
the K-fold (K = 10) cross-validation process was applied to obtain more rigorous results. Results of
the classification are, in general, satisfactory. When compared across models and across skin features,
we found that Resnet performance is generally better in terms of average classification accuracy when
its architecture has more layers.

Keywords: image processing; skin condition detection; deep learning; ResNet

1. Introduction

Speckles and wrinkles on the face are common skin conditions. They affect an in-
dividual’s appearance to different degrees. Wrinkles typically increase with age. With
skin care [1], the appearance of such skin features may be delayed. Skin conditions, when
serious, are typically treated by clinicians after visual assessment, though they are often
difficult to diagnose with the naked eye. Here, we aim to implement a diagnostic tool for
clinicians to facilitate their professional assessments, focusing on classifying grades of skin
conditions.

Skin is the largest organ in the human body [2]. It is divided into three parts: epidermis,
dermis, and subcutaneous tissue (Figure 1).

Physicians routinely examine skin abnormality using the non-invasive dermatoscope
with optical magnification. Some skin diseases are misdiagnosed, even by professional
doctors [3]. To improve subjective judgment, images obtained by the dermatoscope have
been subjected to deep learning models [4]. Lesions from other systemic diseases [5–8], and
oral diseases have been similarly identified through deep learning [9].

In 2004, Mukaida et al. [10] proposed to extract wrinkles and spots based on local
analysis of their shape characteristics. In 2015, Ng et al. [11] proposed the method of Hessian
line tracking (HLT), based on the Hessian filter. This method strengthens connectivity of
wrinkles, improving the accuracy of locating wrinkles. In 2017, Canak et al. [12] used local
binary patterns to extract wrinkle features. In 2017, Zaghbani et al. [13] used the Gabor filter
to extract wrinkles for facial emotion studies. These methods are used exclusively to detect
wrinkles and spots, but do not distinguish the severity or grading of the skin conditions.
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Figure 1. Diagram of skin anatomy [2].

In face detection, several methods have been proposed, including OpenCV’s Haar
Cascade Classifier, Dlib’s Histogram of Gradient (HOG), and Dlib’s convolutional neural
network (CNN). The object-detection in OpenCV is Cascade Classifier, which is a boosting
method serially connecting multiple weak classifiers. The early Cascade Classifier of
OpenCV makes use of Haar-like features, later adding Local Binary Pattern (LBP) and
Histogram of Gradient (HOG). In 2001, Viola and Jones proposed an algorithm of Viola–
Jones’ Object detection framework. Face feature-point detection is used to identify common
features on the face [14], by comparing dark circles and upper cheeks, brighter area of
the nose-bridge between two eyes, and the nose-bridge, and by detecting feature point
positions of the eye, nose and mouth.

In recent years, applications of face images have been growing. For example, the
COVID-19 epidemic has forced people to wear face masks. Other applications include
popular software for special effects such as processing of faces, fast face synthesis sketch-
ing [15], and face swapping [16]. In 2017, Rosebrock proposed a 68-point face model for
multi-point image capture for face alignment [17], as shown in Figure 2a, based on the Dlib
library. Through this algorithm, facial features are first marked with numbers, and then
the target block is intercepted according to these points. With this approach, face images
can be used for training by deep learning. Subsequently, various applications have been
achieved: e.g., face changing [16], head pose estimation [18], expression discrimination [19],
and emotion analysis [20]. In 2019, other researchers added 13 to the 68 points to form an
81-point model [21], further improving the performance.
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(a) (b) 

 
(c) (d) 

Figure 2. (a) A result plot produced by the 81-point model showing the point-locations in green;
(b) Defined forehead region extracted from (a); (c) Defined eyes region; and (d) Defined cheeks region
also extracted from (a).

2. Materials and Methods

Deep learning is gradually becoming integrated into everyday life. Through deep
learning, computers can learn and may even surpass human performance. In this study,
we applied a supervised system for feature detection. For relevant training, the system was
given multiple pictures with answer labels. These answer labels were produced by human
experts. To generate classified results consistent with the perspectives of both the public
and experts, we invited professional beauticians and non-professional people to help label
the skin conditions in the images, with slightly more weight given to the professionals.

In order to isolate facial regions, we used Dlib’s 81-point model for detecting facial
feature points and for their polygonal segmentation. To improve the image processing,
some technical issues needed to be resolved regarding image capturing. These issues
included sufficient lighting, and camera stability using a tripod.

We first applied a facial positioning technique of 81-points to divide the face into three
gross areas (forehead, eyes, and cheeks). We then increased the original number of images
through data augmentation. Data augmentation involved the following manipulations:
changing the HSV, and changing the rotational angle of the original image to produce new
images. These data were then trained via the residual neural network (ResNet). Since there
is only one result after training, it is necessary to use K-fold (K = 10) cross validation in
order to obtain more rigorous results. In K-fold cross validation, 10% of data were used
only for testing, not for training. The original data were hence segregated randomly into
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ten equal parts, and training was repeated ten times at the ratio of 9:1. For each 1000 epochs
of training, we also checked results with K-fold (K = 10) cross validation. Whenever the
accuracy rate appeared to grow rapidly, training was terminated. This step was to prevent
model overfitting.

2.1. Face Detection

Facial landmarks are useful in predicting shapes. In the input image, we judged and
assigned areas of interest, based on the shape predictors and the locations of all points of
interest along the shape outline. A two-step procedure was followed:

1. Locating the entire face in the image: this step can be achieved in many ways. Three
built-in training detectors are available in OpenCV: Haar, LBP, and HOG. Haar feature
detection is most popular. Here, we applied the mainstream deep learning algorithm
for face positioning. Once the face in the image was detected and the image positioned,
we proceeded to the next step.

2. Detecting areas of interest of the face: during the first step, the (x, y) coordinates
of the face were obtained, and various facial marker detectors were then applied.
Specifically, the following face areas were marked: right eyebrow, left eyebrow, right
eye, left eye, nose, mouth, and jaw. By importing the image file in ‘.dat’ format, and
using Dlib as the predictor, we were able to display the desired points on the face and
the cropped rectangular or polygonal areas from the image.

2.2. Polygon Images

To avoid irrelevant parts affecting training, the image was cut through those 81 points
to form polygons each representing areas of forehead, eyes, or cheeks. Figure 2a shows an
example of the 81-point model. We further defined intermediate points. If A and B are two
of the 81 feature points, the intermediate point M(A, B) is the mid-point between them as
represented by:

M(A, B) = round
(

Ax + Bx

2
,

Ay + By

2

)
(1)

Sometimes it is necessary to involve three instead of two points according to the following:

M(A, B, C) = round
(

Ax + Bx + Cx

3
,

Ay + By + Cy

3

)
(2)

2.3. Residual Neural Network (ResNet)

Residual Neural Network (ResNet) was proposed by He et al. in 2016 [22]. Figure 3
shows the various architectures of the ResNet network including: ResNet-18, ResNet-34,
ResNet-50, and ResNet-101. Their difference is in the number of layers. Taking the exam-
ple of ResNet-152, there is a layer of input at the front, plus the middle building block,
3 + 8 + 36 + 3 = 50, and then each block is divided into three layers, giving 50 × 3 = 150,
plus the last classification layer. It therefore has a total of 1 + 150 + 1 = 152 layers. In
addition, the training parameters used in this study are: number of epochs: 1000, batch size:
128, learning rate: 0.001, momentum: 0.9, optimizer: stochastic gradient descent (SGD), loss
function: cross entropy.

2.4. Data Augmentation

In the event of insufficient data, deep learning training will likely fail. It is necessary
to augment the amount of data without changing the parameters that affect training. For
example, in training for skin color, image volume can be increased by rotating the angle of
an image (1 to 5◦ clockwise or anti-clockwise). This approach is not applicable in training
for wrinkles, because the training will be affected. For wrinkles or speckles, we increased
the data volume by changing the H and S in HSV, as this does not affect training.
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Figure 3. Details of each layer in the ResNet architecture [22].

Through changing the HSV and rotation angle of the image, and with various com-
binations, we increased 200 raw images to >10,000 images for training. Specifically, the
hue of the image is subjected to H±0 to 5 for a total of 11 amplifications. The altered
images did not appear very different to the naked eye. Regarding the change to saturation
of the image, we applied five amplifications at S±0 to 2, finally giving 11 × 5 − 1 = 54
permutations and combinations. In addition, there are another two types of amplifications
with horizontal flips, and six types of amplifications with three rotational angles (left or
right by 5, 10, and 15◦). Finally, data augmentation increased the original 200 images to
200 × (11 × 5 − 1) × 2 × 6 = 129,600 images.

3. Results

We analyzed 129,600 facial images obtained after data augmentation. Based on the
81-point model, the face is segmented into three regions: forehead, eyes, and cheeks. Images
of the whole face and the segmented areas were first viewed by professional beauticians
to score wrinkles and speckles in terms of quality grading. After completing a model’s
training, we used K-fold (K = 10) cross validation to show the model’s performance (namely,
accuracy in classifying skin conditions in terms of gradings). Note that in the K-fold cross
validation, for each iteration, we used 90% original data plus their augmented data for
training, with the remaining 10% (including original and their augmented data) being used
for testing and not for training.

3.1. Dataset

The data used in this study is a dataset obtained by collaborating with a commercial
company. There is a total of 200 face images. All subjects in the images provided written
informed consent (in Chinese) after a clear explanation of the study protocol. As facial
features of individual participants were extracted in fragments and randomly coded, facial
data were hence not traceable to individuals. There was no privacy issue involved. At the
time of taking these images, there was no lighting problems (too bright or too dim). For
subsequent training and pre-treatment, we adopted the influence of elimination. Then, we
solved the problem of over-reconciliation caused by insufficient data volume, that is, the
number of images was increased to 129,600 through data augmentation as described above.

3.2. Skin Grading

To avoid visual fatigue of viewers, images were rated in batches of 20 images each time
(from the 200 original images), resulting in ten rating sessions for each viewer. Finally, these
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ratings were averaged across viewers to become the rating of each image. The images were
then augmented as described above. In rating skin conditions, wrinkles have five grades:
Grade 1 is the best, and Grade 5 is the worst. For speckles, because they are less common
than wrinkles, the sample size is smaller, and there are only four grades. Section 3.2.4 below
shows an example of the image database.

3.2.1. Forehead Wrinkles

Figure 4 shows that Grade 1 has almost no wrinkles with obvious skin luster. This
grade is found with most young people aged between 20 and 30 years old. With good skin
care, some 40 years old also have this skin grade. Grade 2 shows a few fine lines. Grade 4
has obvious wrinkles, but these are not as deep and abundant as in Grade 5. Wrinkles of
Grades 2 and 3 are age-related and are found in people aged between 40 to 60 years old.
Grades 4 and 5 are common in the elderly.

    
(a) Grade 1 (b) Grade 2 (c) Grade 3 (d) Grade 4 (e) Grade 5 

Figure 4. Examples of the five grades of forehead wrinkles (regions are similar to Figure 2b).

3.2.2. Eye Wrinkles

Figure 5 shows that Grade 1 has no wrinkles around the eyes. Grade 2 has some faint
wrinkles at the lower eyelid. Grade 3 has more wrinkles. In Grade 4 the wrinkles appear
more obviously, and appear even on the nose. In Grade 5, wrinkles appear deeper. Grades
3 to 5 are age-related, and are found in subjects >40 years of age.

     
(a) Grade 1 (b) Grade 2 (c) Grade 3 (d) Grade 4 (e) Grade 5 

Figure 5. Examples of the five grades of eye wrinkles (regions are similar to Figure 2c).

3.2.3. Cheek Wrinkles

Although there are some red speckles on cheeks, this is also a classification of wrinkles.
Thus, only wrinkles are classified as shown in Figure 6.

     
(a) Grade 1 (b) Grade 2 (c) Grade 3 (d) Grade 4 (e) Grade 5 

Figure 6. Examples of the five grades of cheek wrinkles (regions are similar to Figure 2d).

3.2.4. Cheek Speckles

Regarding speckles, only four categories are classified. Grade 1 has very few speckles.
Grade 2 has one or two speckles. Grade 3 has a small number of speckles. Grade 4 has even
more speckles, commonly in middle-age or older subjects (Figure 7).
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(a) Grade 1 (b) Grade 2 (c) Grade 3 (d) Grade 4 

Figure 7. Examples of the four grades of cheek speckles (regions are similar to Figure 2d).

3.3. Training Results
3.3.1. Training Results with Polygon Images

Figure 8 shows an example of Grade 1 forehead wrinkles, and the training results
using various models. This type of image was originally classified as Grade 1. Through
training with ResNet-18, ResNet-34 and ResNet-50, it was classified as Grade 2, while with
ResNet-101 and ResNet-152 it is correctly classified as Grade 1. Here, ResNet-152 shows the
biggest improvement in accuracy. The poorer performances by models with fewer layers
are likely due to presence of hair bangs in the images.

 

 
Grade 2 
89.31% 

 
Grade 2 
83.86% 

 
Grade 2 
77.80% 

 
Grade 1 
74.58% 

Grade 1 
77.76% 

(a) Grade 1 
(desired) (b) ResNet-18 (c) ResNet-34 (d) ResNet-50 (e) ResNet-101 (f) ResNet-151 

Figure 8. Example and training results of Grade 1 forehead wrinkles (wrongly classified grades
are underlined).

Figure 9 similarly shows Grade 2 eye wrinkles. In ResNet, several architecture models
show the correct classifications rather satisfactorily.

 
 

Grade 2 
39.41% 

 
Grade 2 
45.95% 

 
Grade 2 
74.12% 

 
Grade 2 
95.75% 

Grade 2 
94.31% 

(a) Grade 2 
(desired) 

(b) ResNet-18 (c) ResNet-34 (d) ResNet-50 (e) ResNet-101 (f) ResNet-151 

Figure 9. Example and training results of Grade 2 eye wrinkles.

Figure 10 shows Grade 3 cheek wrinkles. This type of images is not classified cor-
rectly even with ResNet-152. Shadows on both sides of the nose likely cause such poor
performances.

 

 
Grade 2 
61.20% 

 
Grade 2 
48.44% 

 
Grade 2 
69.68% 

 
Grade 2 
66.81% 

Grade 2 
62.52% 

(a) Grade 3 
(desired) 

(b) ResNet-18 (c) ResNet-34 (d) ResNet-50 (e) ResNet-101 (f) ResNet-151 

Figure 10. Example and training results of Grade 3 cheek wrinkles (wrongly classified grades
are underlined).
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Figure 11 shows Grade 4 cheek speckles. Speckles on the face appear more clearly in
the images compared with other skin features. Model classification accuracy is not so good
using models with fewer layers. With more layers, model accuracy greatly improves.

 

 

Grade 3 
48.68% 

 

Grade 4 
79.55% 

 

Grade 4 
73.66% 

 

Grade 4 
74.58% 

 

Grade 4 
75.51% 

(a) Grade 4 
(desire) 

(b) ResNet-18 (c) ResNet-34 (d) ResNet-50 (e) ResNet-101 (f) ResNet-151 

Figure 11. Example and training results of the Grade 4 cheek speckles (wrongly classified grades
are underlined).

Figure 12 shows Grade 5 forehead wrinkles. Despite the clarity of these wrinkles,
ResNet-18 gives only a fair accuracy in classification. With ResNet-34 or more layers,
classification accuracy improves steadily.

 
 

Grade 5 
51.50% 

 
Grade 5 
54.86% 

 
Grade 5 
74.41% 

 
Grade 5 
77.11% 

 
Grade 5 
84.44% 

(a) Grade 5 
(desired) 

(b) ResNet-18 (c) ResNet-34 (d) ResNet-50 (e) ResNet-101 (f) ResNet-151 

Figure 12. Example and training results of Grade 5 forehead wrinkles.

In brief, as the number of model layers increases progressively, the accuracy increases
in parallel. As expected, model performance is closely related to its number of layers
(Figure 13).

Figure 13. Model accuracy results (from K-fold cross validation) plotted against model layers and
facial features.
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3.3.2. Results of Model Classification Using Polygon Images Presented in Terms of
Precision and Recall

Figure 14 shows results of precision, and Figure 15 shows results of recall. The overall
pictures are basically similar to those of accuracy (Figure 13), despite some minor disparities.
These disparities are likely related to characteristics of the dataset, such as sample size, hair
or shadow noise, and relative abundance of skin features across facial regions. Again, as
the number of model layers increases, the precision or recall rate increases.

Figure 14. Results of classification precision (from K-fold cross validation) plotted against model
layers and facial features.

Figure 15. Results of classification recall (from K-fold cross validation) plotted against model layers
and facial features.

3.3.3. Training Results Using Whole Face Images

Because the whole face has a larger picture size, training takes more time (at least
twice as long) when compared with training using the smaller polygon images. Figure 16
clearly shows that the average accuracy using polygon images is much higher than that
using whole face images. Such discrepancy is likely due to interference of the non-feature
regions in the whole face images.
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Figure 16. Average accuracy results (from K-fold cross validation), comparing training with the
whole face and with polygon images.

3.3.4. Extended Results Using Other Models

After our study with Resnet, other models like AlexNet, and VGG were also tested.
Figure 17 confirms that training results using Resnet152 are still the best. These other
models give high correct rates comparable to those from Resnet50.

Figure 17. Accuracy results (from K-fold cross validation) on forehead wrinkles plotted across
several models.

3.3.5. Limitations

Two main limitations of the study are as follows: (a) the data augmentation step
undoubtedly introduced strong bias. If we had larger datasets (e.g., 20,000 original images)
our conclusions would definitely be more convincing; (b) we have not compared other
models exhaustively. For example, after segmenting the face into various regions, we did
not continue with the face detection model for wrinkle and speckle detection and grading
classification. The reason for this is technical, as we needed to manually mark and grade
the features on the images, a process that is labor-intensive and has questionable accuracy.
We therefore do not rule out the possibility of a better performance by other models that
we have not fully tested.

4. Conclusions

This is the first deep learning modeling study on classifying grades of two common
skin conditions (wrinkles and speckles) using polygon images. The overall test results
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from classifying such conditions using Resnet models are satisfactory. Deep learning using
polygon images produces better results than those using whole face images. A greater
number of layers in ResNet produces better performance. ResNet-152 so far shows the best
results compared with the other models we tested.
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Abstract: In the 5G massive machine type communication (mMTC) scenario, user equipment with
poor signal quality requires numerous repetitions to compensate for the additional signal attenuation.
However, an excessive number of repetitions consumes additional wireless resources, decreasing
the transmission rate, and increasing the energy consumption. An insufficient number of repetitions
prevents the successful deciphering of the data by the receivers, leading to a high bit error rate.
The present study developed adaptive repetition approaches with the k-nearest neighbor (KNN)
and support vector machine (SVM) to substantially increase network transmission efficacy for the
enhanced machine type communication (eMTC) system in the 5G mMTC scenario. The simulation
results showed that the proposed repetition with the learning approach effectively improved the
probability of successful transmission, the resource utilization, the average number of repetitions,
and the average energy consumption. It is therefore more suitable for the eMTC system in the mMTC
scenario than the common lookup table.

Keywords: massive machine type communications (mMTC); enhanced machine type communication
(eMTC); repetition; machine learning; k-nearest neighbor (KNN); support vector machine (SVM)

1. Introduction

Machine type communication (MTC) describes data exchange and communications
between machines and is a crucial component in areas such as smart cities, traffic optimiza-
tion, smart poles, e-medicine, and the industrial Internet of Things (IoT) [1,2]. Following the
increase in MTC applications, the number of connected wireless devices has risen dramati-
cally; the number of wireless MTC devices is expected to reach several billion [3]. However,
this has created a critical challenge for the devices’ network-access capability. Massive
MTC (mMTC) is the primary third-generation partnership project (3GPP) fifth-generation
(5G) application scenario and technology implemented in IoT devices [4]. The respective
technology involves connecting a massive number of components. For each square kilome-
ter of area in a developed region, the machine–machine communications between 1 million
devices are expected. Such communications are primarily for small quantities of data with
relatively high latency tolerance. The components must be cost-efficient and equipped with
long battery lives.

3GPP enhanced MTC (eMTC) and 3GPP narrowband IoT (NB-IoT) are 5G IoT tech-
nology standards that address the requirements of 3GPP 5G mMTC application scenar-
ios. Studies have explored the physical characteristics and design goals of eMTC and
NB-IoT [5–7]. In the long-term evolution (LTE), the 5G, advanced eMTC, and NB-IoT
user equipment (UE) switches from idle mode to connected mode through random ac-
cess (RA) [8,9]; this process is achieved through a four-way handshake, which involves a
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preamble transmission, an RA response, a connection request, and a connection resolution.
When the UE transmits data in a highly synchronized manner, the signaling capacity of
the evolved node B can be easily exceeded, causing severe system congestion [10]. Ali and
Hamouda [11] proposed an algorithm involving beehive search and initial synchronization.
The simulation results confirmed that the algorithm provides satisfactory network efficacy
even for devices with an extremely low signal-to-noise ratio. In [12], a maximum-likelihood
detector was applied for initial timed collection in IoT devices. The average detection
latency of the detector was half as high as that of the related method, and the energy
required for each timed collection decreased by 34%. An approach integrating agent-based
modeling and simulation was employed for IoT system efficacy analysis in [13,14]. The
agent-based cooperative smart object [15] approach uses OMNeT++ for simulation. Liu
et al. [16,17] proposed two novel resource coordination methods that involve bridging
dynamic sensing tasks with heterogeneous IoT sensors and controlling the operating cycles
of devices to save energy. In [18], eMTC infrastructure coverage efficacy was analyzed and
compared with that of LTE technology to reinforce the eMTC coverage at 15 dB.

The design of mMTC technology must fulfill the following four requirements:
a. Coverage: The coverage of mMTC must attain a maximum coupling loss (MCL)

of 164 dB [19]. Even when the signal from the transmitter to the receiver is attenuated
by as much as 164 dB, the receiver must successfully decipher the packet. In addition,
because increasing coverage through repeat transmission reduces the data transmission rate
substantially, 5G mMTC coverage must also be successfully implemented at a transmission
rate as high as 160 bit/s. Therefore, selecting an appropriate coverage enhancement (CE)
level and number of repetitions for the signal quality is critical.

b. UE battery life: Devices with long battery lives are required in 5G MTC applications
such as smart electric and water meters. These devices may be installed in environments
that impede battery replacement or in which the cost of a battery replacement is excessive.
Therefore, mMTC devices must have battery lives of no less than 10 years [20], similar to
those of eMTC or NB-IoT devices.

c. Connection density: As the demand for IoT applications increases, the density of
5G IoT devices is expected to reach approximately 1 million devices per km2 in developed
areas. Therefore, 5G mMTC must support a connection density value as high as 106 devices
per km2 while maintaining a specific quality of service.

d. Latency: Although most MTC devices have considerable data transmission latency
tolerance, the 5G mMTC specifications include a latency tolerance requirement to ensure sat-
isfactory quality of service. Specifically, for each 20-byte application layer packet transmitted
by a device, the latency should not exceed 10 s in a channel with an MCL of 164 dB.

Both NB-IoT and eMTC are low-power wide-area network technologies in authorized
spectra. NB-IoT is versatile in spectra and can support three modes of deployment. How-
ever, eMTC is faster and exhibits a broader range of applications; in a half-duplex system,
the uplink and downlink speed of eMTC is 375 kbps, making eMTC applicable for IoT
applications for which a medium data rate is required. Regarding peak speed, NB-IoT
exhibits almost no mobility because it does not support handover between base stations,
whereas eMTC exhibits more favorable mobility.

Several papers have proposed the study and overview of machine learning technolo-
gies, applications, and challenges for IoT and 5G networks [21,22]. Ref. [23] proposes the
method with a game and transport theoretic approach for a fog load balancing problem.
The work provides a feasible and efficient load balancing solution to ensure an optimal job
assignment in the fog computing network with the NB-IoT. One study [24] used machine
learning techniques that can be applied for the automation of network functions in 5G net-
work slicing. The intelligent station recognition scheme with support vector machines
(SVMs) has been proposed to achieve the fine management of stations [25]. A scheduler
framework using reinforcement learning has been proposed [26]; the appropriate schedul-
ing strategy is able to maximize user satisfaction, measured in terms of the distinct quality
of the service requirements. Ref. [27] proposes the learning approach to implicitly extract
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channel features and recover tag symbols using the deep transfer learning (DTL) approach.
In [28], a spectrum management architecture was studied and a machine learning–based
spectrum decision framework for the IoT network was proposed.

The eMTC requirements support two CE levels (CE Mode A and CE Mode B) [29] and
several numbers of repetition, and each piece of UE can select the appropriate CE levels
and number of repetitions according to the signal quality. UE with inferior signal quality
requires numerous repetitions to compensate for additional signal attenuation, as depicted
in Figure 1, which shows the CE level and repetitions for eMTC.

 
Figure 1. CE level and repetitions for eMTC.

In the eMTC system and mMTC application scenario, due to the main consideration
of coverage and power consumption, UE pieces with poor signal quality will use more
repetitions to compensate for additional signal attenuation. For the selection of the UE’s CE
level and repetition times, if they are too high they will waste valuable wireless resources,
reduce the transmission rate, and consume more power; if they are too low, the data
may not be successfully resolved at the receiving end, resulting in a higher BER (bit
error rate). Therefore, we propose the learning adaptive repetition approaches based on
k-nearest neighbor (KNN) and the support vector machine (SVM) for an eMTC system
in an mMTC application scenario. KNN is easy to implement, has high accuracy, and
is insensitive to outliers. When KNN selects appropriate training parameters, the KNN
approach can achieve high discrimination accuracy. SVM can avoid the neural network
structure selection and local minima problem. SVM does not have a general solution
to nonlinear problems; therefore, we significantly choose the kernel function to handle
it. For the selection of the CE level and repetition times, we adopted KNN and SVM to
propose a learning-based repetition approach, which effectively saves energy efficiency and
improves overall network transmission performance. In the present study, a repetition with
the learning approach (RLA) was proposed and developed with the aim of substantially
increasing the network transmission efficacy. The main contributions of this paper are
summarized as follows: (1) we study the problem of repetition number selection for the
eMTC system in the mMTC scenario, where the main goal is to minimize the average
energy consumption and block error rate (BLER) and maximize the successful transmission
probabilities of UE pieces and resource utilization. (2) Due to the limited UE energy
efficiency and slave resources of eMTC, we provided the easy-to-implement and learning-
based policy for repetition number selection to ensure that eMTC saves energy efficiency
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and improves transmission efficiency. (3) We adopted the KNN approach and selected
the appropriate training parameters meaningfully so that the KNN approach could be
easily implemented and could have high accuracy. (4) We adopted the SVM approach
to avoid the neural network structure selection and local minima problem and chose the
kernel function significantly. (5) Finally, we conducted an extensive numerical analysis to
evaluate the performance of the proposed repetition number selection approaches, and the
simulation results show that our proposed approaches (RLA–KNN and RLA–SVM) are
more efficient than the common lookup table (LUT) method. The proposed repetition with
the learning approach can effectively improve the probability of successful transmission,
resource utilization, average number of repetitions, and average energy consumption. The
remainder of this paper is organized as follows. Section 2 describes the eMTC system. The
proposed approaches are presented in Section 3. In Section 4, we evaluate the performance
of our proposed approaches through simulation. Finally, Section 5 provides the conclusions.

2. eMTC System

eMTC technology involves enhancing and customizing mMTC according to the ap-
plication requirements, such as repetition, scheduling, discontinuous reception, control
channels, and system information block (SIB). The eMTC UE monitors the same master
information blocks (MIBs), the scheduling period of which is 40 ms. With eMTC, however,
within 40 ms, the MIB information is transmitted at the 0th, 18th, and 19th time slots
in each radio frame. As such, the coverage of a physical broadcast channel is enhanced
through repetition.

In the 3GPP protocol, eMTC independently defines the SIB information; that is, SIB–
BR is composed of SIB1–BR and other numbers of SIB information. SIB–BR features a
time–frequency position different from that of LTE. SIB1–BR is transmitted on a physi-
cal downlink shared channel (PDSCH) at a fixed period of eight radio frames (80 ms).
Within each period, SIB1–BR is repeatedly transmitted 4, 8, or 16 times according to the
designation by an MIB.

SIB1–BR is transmitted without a controlled schedule through frequency hopping
between NBs. The pattern of the frequency hopping is related to the system bandwidths
and physical-layer cell identities. The other SIB–BR information is transmitted in the
PDSCH; the system information is transmitted without controlled schedules. The schedule
information of the system information, such as the time–frequency locations, modulation
coding scheme levels, and number of repetitions, is determined in SIB1–BR.

When changes occur in the broadcast information, except for SIB10–BR, SIB11–BR,
SIB12–BR, and SIB14–BR, an update is announced through paging or DCI6-2 during the
period of change, and new broadcast information is transmitted in the subsequent period
of change. The same procedure applies when changes occur in SIB10–BR, SIB11–BR,
SIB12–BR, and SIB14–BR.

Unlike NB-IoT, eMTC supports the switching of connection statuses and uninterrupted
service transmission when the UE moves across regions. Therefore, eMTC is applicable
for services such as voice calls and logistics tracking. The energy-saving function of
eMTC is achieved through extension discontinuous reception, power saving mode, and the
reduction in the periodic position update frequency. The 3GPP system extends the time of
the periodic position update procedure to reduce the periodic position update frequency
of the UE, thereby mitigating the signal load in the networks and the power expense in
the UE. With the power saving mode of the 3GPP R12 system, the UE timer enters a deep
sleep mode after the UE’s tracking area is updated and its attach procedure is completed.
In the deep sleep mode, the UE does not monitor paging, and the radio transceiver unit
is switched off to save significantly more power than that saved in the idle mode. The
UE remains registered in the network in the deep sleep mode without the requirement of
rerunning the attach procedure or reestablishing the packet data network connection.

The physical layer of eMTC is redesigned through 3GPP, and the eMTC signal coverage
is enhanced through the repetition mechanism in the physical channel. In downlink, eMTC
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employs neither a physical control format indicator channel nor a physical hybrid automatic
repeat request indicator channel. The number of signals transmitted in the 40 ms period is
increased in the physical broadcast channel. Rather than the conventional LTE physical
downlink control channel, an MTC physical downlink control channel is employed for
a maximal repetition number of 256. A maximum of six RBs can be applied by a UE unit in
a PDSCH. The modulation coding scheme level and the maximal number of repetitions
are restricted; specifically, the maximal number of repetitions is set as 2048. Similarly, a
maximum of six RBs can be applied by a UE unit in a physical uplink shared channel
(PUSCH). The modulation coding scheme level and the maximal number of repetitions
are restricted. In particular, the maximal number of repetitions is set as 2048. In a physical
random access channel, a maximum of six RBs can be applied by a UE unit, and a maximum
of 128 repetitions can be performed. In a physical uplink control channel (PUCCH), a
maximum of 32 repetitions can be performed. The coverage modes of the UE connected to a
network can be categorized into two types, namely CE mode A, which indicates satisfactory
coverage with no or few repetitions, and CE mode B, which involves more repetitions. In
CE mode A, the maximal number of repetitions is 32 in a PDSCH or a PUSCH and 8 in a
PUCCH; in CE mode B, the maximal number of repetitions is 2048 in a PDSCH or a PUSCH
and 32 in a PUCCH.

3. Repetition with Learning Approaches

Most repetition approaches involve determining the number of repetitions according
to the one-dimensional channel quality measured in a data table generated through a simu-
lation. This method is strongly reliant on specific channel models, and errors in the channel
quality measurement can lead to the selection of an incorrect number of repetitions. More-
over, a large-dimension data table requires considerable memory space. With the future
trend of repetition technology development, one-dimensional channel quality indicators
can no longer comprehensively represent the conditions of the channels in complex systems.
This is because the link efficacy is related to numerous system parameters, and this can
lead to erroneous channel quality assessment and inhibited system efficiency. The accuracy
of channel quality indicators can be improved through an increase in the dimension of
the channel quality. Machine learning provides a system with high-dimensional channel
quality indicators that take into account changes in the environment. The relationship be-
tween channel quality and link reliability can be identified through examining the historical
records in data transmission, thereby attaining an accurate prediction of the number of
repetitions required according to the channel quality measurement results. Conventional
repetition approaches are based on inquired data tables and cannot be updated according
to system environments; this reduces their flexibility. Machine learning enables a system
to learn and adapt to changes in an environment and flexibly adjust its channel quality
selection standards, thereby accurately predicting the number of repetitions required. Ac-
cordingly, research on the implementation of machine learning to predict the number of
uplink repetitions in eMTC is paramount for system efficacy enhancement.

K-nearest neighbor (KNN) is a supervised learning approach in which a particular
sample is considered to belong to a specific class if most of the k-nearest neighbors to it
in its eigenspace also belong to said class [30–32]. In particular, a non-classified sample
is categorized to the class in which its nearest classified neighbors belong. When new
samples enter a group of classified samples, their distances from the training data are
calculated, and the k-nearest samples are determined. Subsequently, the class with the
greatest number of neighbors among the k-selected data is determined, and the new sample
is classified accordingly.

In the training phase, according to the feature set acquired from the signal-to-interfere-
nce-plus-noise ratio (SINR) of each subcarrier, number i, which corresponds to repetition
number, is selected to optimize the data rate and categorize the training set. All of the
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elements in each feature set must satisfy the optimized class, which maximizes the number
of data transmitted, subject to the limitations of the block error rate.

arg max
i

{RNi : BLERi < H} (1)

RLA-KNN approach training requires a training set with SINR feature vectors. Each
vector is assigned to a number i according to equation (1). In RLA-KNN, when the train-
ing sample set and the K value and distance are determined, the class of any new sam-
ple can be determined. U = {u1, u2, . . . , un}, representing the eigenvector training set,
and S = {s1, s2, . . . , sn}, representing the class to which each eigenvector corresponds.
RLA-KNN approach training is performed to identify all the vectors in a feature set and
the approximated repetition approach corresponding to them.

Let the training sample set TSS in KNN be

TSS = {(s1, u1), (s2, u2), . . . , (sn, un)} (2)

The sample to be classified, x, is imported. The distance between x and all other
samples in the training set can be calculated as follows: L

(
x, sj

)
, j = 1, 2, . . . , n. According

to the distance data, K samples in training set that are closest to x are determined and
referred to as Neark(x).

Figure 2 illustrates the RLA using KNN (RLA–KNN), where k is the number of
comparisons, and L

(
x, sj

)
is a measured distance.

 

Figure 2. RLA–KNN approach.
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In the KNN approach, distance measurement is the most effective approach to deter-
mining the similarity between two samples. Commonly used distance measures include
the Euclidean distance, Manhattan distance, Chebyshev distance, and Minkowski distance.

Let the eigenspace X be an n-dimension real vector space (Rn): xi, xj ∈ X;

xi =
(
x1

i , x2
i , . . . , xn

i
)T ; and xj =

(
x1

j , x2
j , . . . , xn

j

)T
. The distance between xi and xj is

defined as [33]:

Lp
(
xi, xj

)
=

⎛
⎝ n

∑
l=1

∣∣∣x(l)i − x(l)j

∣∣∣p
⎞
⎠

1/p

(3)

When p ≥ 1, the Minkowski distance is derived. When p = 1, the Manhattan
distance is derived. When p = 2, the Euclidean distance is obtained. When p = ∞, the
Chebyshev distance is derived. In the RLA-KNN, we set the p to 2, using distance measures
by Euclidean distance.

The time complexity of the prediction for the RLA–KNN approach is O(N), and the
time complexity of sorting for the RLA–KNN approach is O(N log N). KNN approaches
are generally inapplicable for large-scale communication systems because of the complex
calculation procedure involved. Therefore, SVMs are implemented to identify the repetition
approach according to high-dimensional channel quality measurement results. SVM is a
commonly employed machine learning method, which is generally modeled as a convex
quadratic programming problem [34,35]. Therefore, an SVM is simpler to execute than
the KNN approach.

Figure 3 depicts the RLA using an SVM (RLA–SVM) approach, in which a repetition
approach is selected according to the BLER in the data.

 

Figure 3. RLA–SVM approach.

For a set of data X and label Y, the task of SVM is to find a set of parameters such that
xθ T

= threshold, and the samples with xθ T
< threshold are judged as negative samples,

and the samples with xθ T
> threshold are judged as positive samples. The sample X is a

two-dimensional data set of channel quality:
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X =

⎡
⎢⎢⎢⎢⎢⎢⎣

x(1)1

x(2)1

x(1)2

x(2)2
...

x(m)
1

...
x(m)

2

⎤
⎥⎥⎥⎥⎥⎥⎦

(4)

This dataset X is linearly inseparable on the two-dimensional plane, and the new
dataset generated by a transformation function φ(x) is linearly separable:

φ(x1, x2 ) =
(

x2
1,
√

2x1, x2, x2
2

)
(5)

For the new dataset after the dimension increase, the prediction y for repetition number
can be expressed as:

ypredition =
m

∑
i=1

λiy(i)
〈
φ(x̂), φ(x(i))

〉

=
m

∑
i=1

λiy(i)
〈
((x̂2

1,
√

21, x̂2, x̂2
2 )), (x(i)1

2
,
√

2x(i)1 , x(i)2 , x(i)2

2
)
〉

=
m

∑
i=1

λiy(i)(x̂2
1, x(i)1

2
+ 2x̂1x(i)1 x̂2x(i)2 + x̂2

2, x(i)2

2
)

=
m

∑
i=1

λiy(i)
〈
(x̂1, x̂2), (x(1)1 , x(2)2 )

〉2

=
m

∑
i=1

λiy(i)
〈

x̂1, x(i)1
〉2

(6)

Through the above transformation, after the data set is upscaling, the calculation of
SVM training and prediction can actually be converted into the calculation of the original
feature. We choose a function: k(x1, x2) =

〈
x1, x2

〉2, use it to replace the inner product
calculation of SVM:

ŷ =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

+1,
m

∑
i=1

λiyik
(
x̂, xi) ≥ +1

−1,
m

∑
i=1

λiyik
(

x̂1, xi) ≤ +1

(7)

The training and prediction process of this SVM model is equivalent to doing it in a
high-dimensional space, which achieves the purpose of linearly dividing the data set, and
does not add complex operations, among which is the kernel function.

The loss function of SVM is:

Loss = 1
2‖θ2‖+∑

i
max(0, 1 − yŷ)

= 1
2‖θ2‖+∑imax(0, 1 − y(xθ + θ0))

(8)

The predicted result corresponds to a repetition number. Select the parameters corre-
sponding to the predicted classification (repetition number) to set for transmission.

4. Performance Evaluation

The RLA was applied to evaluate efficacy. The performances for RLA–KNN and
RLA–SVM were analyzed subject to various parameters for a single piece of UE, evaluated
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in a simulated environment and compared with those of the common lookup tables (LUTs)
from the eMTC system optimization. This analysis included the successful transmission
probabilities of the UE, the average numbers of the repetitions, the resource utilization, and
the average energy consumption.

The traffic model defined in 3GPP TR 36.763 [36] was used as the traffic model in
the simulation, where the number of eMTC devices was set to 20,000–200,000 per sector;
the average number of uplink traffic reports was set to 20/s; and the payload size of each
device ranged from 20 to 200 bytes. In the simulation, each point represented the average
of 10,000 samples, each of which was acquired between the first uplink transmission
and the end of the last uplink transmission (i.e., the observation interval). The relevant
simulation environment parameters are illustrated in Table 1. The indicators used to
evaluate the performance of the proposed approach were as follows: (1) BLER versus signal
to interference plus noise ratio (SINR) for various k values in RLA–KNN using a single
piece of UE; (2) throughput versus SINR for the various k values in RLA–KNN using a
single piece of UE; (3) BLER versus SINR with the RLA–SVM–radial basis function (RBF),
RLA–SVM–linear, and RLA–KNN for a single piece of UE; (4) throughput versus SINR
with RLA–SVM–RBF, RLA–SVM–linear, and RLA–KNN for a single piece of UE; (5) the
successful transmission probabilities of the UE pieces; (6) the average number of repetitions;
(7) the resource utilization; and (8) the average energy consumption.

Table 1. Simulation Parameters.

Parameter Assumption

Sector per cell 3
Fractional frequency reuse Hard
Allocation size 12 tones @ 15 KHz
Resource Unit (RU) 1 ms
eMTC Bandwidth 6 PRBs (1.08 MHz)
Channel Model Typical Urban (TU)
Payload size 20~200
Number of eMTC UE pieces per sector 20,000~200,000
DL Antenna Configuration gNB: 2Tx/4Tx, UE: 1Rx
Uplink Antenna Configuration gNB: 2Rx/4Rx, UE: 1Tx
Doppler Spread 1 Hz
gNB Tx power 43 dBm
UE Tx power 20 dBm

The RLA–KNN repetition approach consists of a training phase and a test phase. The
training phase requires a training set, each of which corresponds to a unique SINR sequence
and is assigned to a repetition number. During the training phase, all the vectors in the
training set must undergo all repetitions for accurate classification of the set to the repetition
number. The vectors are then classified according to the BLER value of each repetition.

As shown in Figures 4 and 5, a higher k leads to higher system efficacy. However, after
k exceeds a certain value, the system efficacy begins to drop. Ordinarily, a higher k limits the
effect of erroneous classification on the training results more effectively, yielding a smaller
classification error during the test phase and higher system efficacy. However, because of a
limit in the size of the training set, the error rate starts to increase after k exceeds a certain
value, lowering system efficacy. As shown in the simulation results, the system efficacy
was maximized when k was 30; so, this value was employed in the follow-up simulation.
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Figure 4. BLER versus SINR for various k values in RLA–KNN.

Figure 5. Throughput versus SINR for the various k values in RLA–KNN.

Accordingly, when the number of data in the system is high, the KNN approach
requires a complicated calculation procedure and cannot be unsuitably applied in actual
network communications without dimensionality reduction. Therefore, the SVM approach
is relatively flexible because it can employ numerous kernel functions, reducing the com-
plexity of the calculation procedure considerably. In an RLA–SVM repetition approach,
to classify a new sample (the SINR set of a subcarrier), the interference function hm(x) of
each repetition and the BLER of approximately rm(hm(x) corresponding to each of the said
functions must be identified. We compared the efficacy of the RLA–SVM approach with
that of the RLA–KNN approach.

As depicted in Figures 6 and 7, for RLA–SVM the linear kernel function is nearly
as efficient as the Gaussian RBF kernel. In particular, the RBF kernel function is slightly
more efficient than the linear kernel function, but the RBF kernel function involves a
more complicated calculation procedure and requires a larger space for data storage.
Moreover, the RLA–SVM repetition approach involves considerably lower calculation and
time complexity than does the RLA–KNN repetition approach, even though the two are
almost equally efficient in data transmission. Therefore, the RLA–SVM repetition approach
is more applicable for an actual eMTC system than the RLA–KNN repetition approach.
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Figure 6. BLER versus SINR for RLA–SVM–RBF, RLA–SVM–linear, and RLA–KNN.

Figure 7. Throughput versus SINR for RLA–SVM–RBF, RLA–SVM–linear, and RLA–KNN.

After analysis of the performance of RLA–KNN and RLA–SVM subject to various
parameters for a single piece of UE, to optimize the eMTC system we compare the per-
formances of RLA–KNN, RLA–SVM, and LUT. This analysis includes the probability
of successful transmission, the average number of repetitions, resource utilization, and
average energy consumption.

The successful transmission probabilities for RLA–KNN, RLA–SVM, and the LUT are
shown in Figure 8. The probability of successful transmission gradually decreases as the
intensity of the number of pieces of UE per sector increases (i.e., as more users attempt
access). Failure probability is observed for high intensity with the use of the LUT method.
Apart from collision, the increased failure rate is due to the interference and radio channel
effects, caused by the presence of many pieces of UE with wide coverage close to the eNB,
which affects such UE pieces farther away in the same coverage zone. The probabilities of
successful transmission for RLA–KNN and RLA–SVM are higher than for the LUT method
because the repetition number selection policy is considered to be an interference factor
from the training data.
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Figure 8. Probability of successful transmission according to UE numbers.

Figure 9 presents the average numbers of repetitions in the RLA–KNN, RLA–SVM, and
LUT methods. With the RLA–KNN and RLA–SVM approaches, a significant reduction in
repetition is observed. The repetition for the LUT method is noted to be greater than for the
RLA–KNN and RLA–SVM methods. In many cases, the LUT method uses excessive num-
bers of repetitions to achieve successful transmission. In RLA–KNN and RLA–SVM, the
number of repetitions required to achieve successful transmission is significantly reduced
by the training data and learning processes.

 
Figure 9. Average number of repetitions.

The resource utilization for RLA–KNN, RLA–SVM, and the LUT is presented in
Figure 10. The resource utilization for the three methods is seen to decrease as the number
of UE pieces per sector increases. RLA–KNN and RLA–SVM also exhibit higher resource
utilization than the LUT because more resources are utilized in the same time period if a
shorter repetition is adopted. The result indicates that a smaller number of repetitions is
associated with greater resource utilization.
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Figure 10. Resource utilization.

Figure 11 presents the average energy consumption per sector in the transmission
mode by all users. This decreases the number of repetitions and, thus, power consumption.
With the suitable reduction in repetition using the RLA–KNN and RLA–SVM methods,
energy consumption is also significantly reduced. A significant reduction in energy con-
sumption is achieved for the uplink compared with for the LUT method. More frequent
transmission increases power consumption quickly, which is impractical for IoT devices.
More efforts are required to reduce the power consumption of the radio-frequency modules,
such as the number of repetitions, under the satisfaction of successful transmission.

Figure 11. Average energy consumption.

5. Conclusions

An insufficient number of repetitions prevents the successful deciphering of the data
by the receivers, leading to a high bit error rate. Excessively high repetitions of UE pieces
lead to the wastage of valuable wireless resources in 3GPP mMTC. Therefore, in the
present study, adaptive repetition approaches with machine learning were developed to
substantially increase the network transmission efficacy for eMTC systems in mMTC. The
simulation results show that the proposed RLA could effectively improve the transmission
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probabilities, the resource utilization, the average number of repetitions, and the average
energy consumption. The proposed RLA is more suitable than the common LUT for the
eMTC system in mMTC. In future work, we will adopt online deep learning approach for
6G or open radio access network (O-RAN) AI architecture and specific use cases. We will
enable the approach to learn effectively in special communication scenarios with difficult-
to-obtain training samples and have more appropriate depth and accuracy of learning.
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Abstract: In the era of vigorous development of the Internet of Things (IoT), the IoT has been widely
used in people’s daily life. Before the user starts using an IoT product, the developer provides a
privacy consent form for the user to fill in. However, the content of the consent form is usually too long
for the user to read, and the user neglects the provisions related to privacy use, which often results in
personal information being recorded in the database of the product without the user’s knowledge. To
protect users’ informed use, we propose a privacy protection standard of the general data protection
regulation (GDPR) law applicable to smart-family-related applications and data security with a
consensus mechanism. We also propose a unified device data format agreement. Each product can
communicate with each other through a smart housekeeper and can collect personal information
between its own products and users based on the personal data protection law. Through practice, we
demonstrate the feasibility of this open system. In addition, we also collected 70 questionnaires. If the
GDPR specification is placed on smart appliances, about 90% of people can accept smart appliances.
If smart appliances can be compatible with different brands’ unified standards, about 97% of people
can accept smart appliances. Therefore, we recommend the introduction of GDPR specifications for
smart home appliances.

Keywords: Internet of Things (IoT); EU general data protection regulation (GDPR); consensus mechanism

1. Introduction

With the rapid development of science and technology, the application of the IoT
has become an indispensable part of people’s lives. According to a McKinsey Digital
report, its IoT will have a certain impact on the economy by 2025. From the statistics,
it can be seen that the total undervalued value is 4 trillion, and the overvalued value is
11 trillion [1]. Its application can range from small to large scale. For small scale, it can
be used to understand and control home appliance status from a distance in terms of
general household equipment, such as air conditioners, refrigerators, televisions, etc. The
large-scale representative is a large-scale factory with extremely high productivity. With
the maturity of the IoT, production speed can be improved to increase economic value.

The convenience of the IoT is beyond human imagination. The most common places
to use the IoT are factories and cities. With the emergence of many sensors and Radio
Frequency Identification (RFID) technology, factories have become the places where the
IoT is applied most, leading to the emergence of the term Industry 4.0 [2]. After the sensor
technology is combined with the machine and connected to the Internet, the sensor data are
transferred into the database, and the data are analyzed in real time so that the production
line can be corrected in the shortest time, thus improving production speed. In addition,
it can improve product quality and enable employees to efficiently produce customized
products [3].

In order to improve the quality of life, many manufacturers have developed smart
home appliances. Generally, smart appliances record the user’s habits or judge weather
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conditions of the day and adjust themselves. For example, the air conditioner will give the
most comfortable temperature and wind direction according to the indoor temperature and
human body position. However, smart devices are constantly innovating, and they have
also developed exclusive applications that can interact with home electronic devices. Some
manufacturers have designed a master control system combining artificial intelligence and
speech recognition to provide users with voice control to control household appliances.

In real life, the development and practical application of the IoT can connect hundreds
of millions of devices [4], indicating the arrival of huge amounts of data, and some of the
data are relatively private information, such as username, IP address, time of use, and
religious belief. The data generated by IoT devices can be used for a wide range of purposes.
The data are likely to be analyzed without the user’s knowledge, which can lead to data
misuse and victimization of the user.

As a variety of smart home appliances replace traditional home appliances, it simulta-
neously raises some concerns and has the potential to improve the quality of life of users.
Smart home appliances on the market have a variety of contents and services. When users
buy products, it means they need to match the applications provided by the manufacturer
to interact. Users are constrained by the products designed by the brand, which limits their
choices and leads to low use rate of smart home appliances [5]. Users must fill in terms
before operating the application. Generally, the consent terms ask users whether they agree
to collect personal information. When users choose not to, the application will not operate.
Users need to consent to the collection of personal information, which means that personal
privacy may be exposed at any time.

Most users in China have not yet understood the personal data collected by devices.
To help users understand the details of personal data collection and protect users more
simply, this paper joined the most stringent European General Data Protection Regulation
(GDPR) in the world, designed the smart home devices in this study to protect users, and
paid special attention to the memory block of personal data exposure.

This paper focuses on two key projects, namely, GDPR personal information protection
and consensus mechanisms to give users the right to choose their personal information and
equipment data generated by smart housekeepers. The goal is to provide users the right to
choose their personal information freely. In recent years, GDPR has been the most rigorous
data protection law and the focus of attention of all countries, so all countries are following
suit. Those who need to enter the EU market must comply with the relevant provisions
of the GDPR. In recent years, the cookie consent notice seen by browsing a website is
also set according to the GDPR [6]. Because the website may involve the collection of
messenger data or tracking the location, users can protect the right to personal sensitive
information through this regulation. The consensus mechanism is a technology of memory
blockchain, which is one of the most core technologies. It is a mechanism used to ensure
that participants reach consensus and achieve trust between blocks through decentralized
consensus algorithms. At present, the consensus mechanism is applied in the field of
cryptocurrency. Through the consensus mechanism, fairness, efficiency, and consistency
can be achieved.

This paper combines the concept of legal protection and consensus mechanisms into
IoT technology to implement security management on the data generated by the equipment
in the smart butler and the user’s personal information data. Through the framework
proposed in this paper, users can better understand the personal data processing principles
in EU general information protection regulations and their own right of refusal. If users
want to remove the device history records stored in the system, they can implement the
right of deletion to remove the records.

In this manuscript, we added the GDPR data protection specification to the intelligent
butler equipment of the Internet of Things to realize the GDPR data protection specification.
In contrast, on the basis of compliance with the principle, GDPR system was not used, the
minimum collection volume of GDPR data was kept confidential for the user’s personal
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data, and GDPR pseudonym protection was supported to make it impossible to meet
the requirements.

In addition, the user can decide whether the GDPR rejection right of the recorded data
needs to be checked according to the individual. Compared with the existing system, users
can have more choices in terms of recording personal data.

Compared with the existing service communication architecture and standards in the
smart home industry, the main advantage of this research was to propose a unified device
data format protocol. Each product can communicate with each other through a smart
housekeeper and can keep the personal information collection between its own product
and users based on the personal data protection law. Therefore, the protection of personal
information is relatively complete.

This paper contributes to the research literature in four major areas: (1) using the
unified device data format protocol, each product can converge and transmit information to
each other, and each product can maintain data collection with users; (2) we designed and
imported GDPR data protection mechanisms into the smart home appliance IoT platform;
(3) we increased the lifetime, interaction, and thoroughness of interest groups; and (4) it
promoted people’s willingness to use the smart family system to realize these goals.

The framework of this paper is mainly divided into five sections. The first section
states the background, motivation, and research purpose of this paper, and it outlines the
framework of each chapter. The second section discusses the related literature, including
IoT, memory blockchain, and GDPR. Through this section, we can better understand the
basic concepts of this paper. The third section is the research method of the paper. It
presents the overall architecture of the intelligent butler system in the form of a system
diagram and then explains how the equipment created in this design can protect the user’s
personal resources and how to combine IoT equipment with the consensus mechanism in
the memory blockchain. The fourth section presents the experimental process and explains
in detail where and how to apply GDPR in this system. The fifth section is the summary,
contribution, and suggestions for future research.

2. Related Work

This section introduces the relevant content and technology of this paper, which will
facilitate the subsequent system introduction, including the Internet of Things, general data
protection regulations, and consensus mechanisms.

2.1. IoT

IoT technology serves to connect various independently operated devices or objects to
the Internet [7] and realize interconnection and intercommunication. There are two ways
for objects to connect to the network: wired networks or wireless networks. The most
common way is to connect to wireless networks. Through wireless network technology,
not only can the data obtained by devices can be transmitted to computers or servers, but
mobile phones or computers can also be used to connect objects to devices or machines
for control. In daily life, IoT technology is mostly used in factories, but in recent years, the
application of home IoT has gradually become a trend [8].

In the application of home IoT, the most common smart devices include smart light
bulbs, smart switches, sweeping robots, and smart speakers. The difference between
smart home appliances and general home appliances lies in whether there is an Internet
connection. By using the Internet connection method, users can use mobile phones or
computers to control home appliances in other places at any time to achieve a system of
interconnection between things. The main concept of IoT technology is information reading
and transmission. Reading is to obtain information through sensors, while transmission is
to transfer information obtained by sensors through the Internet [9].

The concept of IoT originated in 1970. At that time, the world’s first IoT device
connected to the Internet was a Coke vending machine [10], which was in the Carnegie
Mellon University (CMU) in the United States. It was developed by students of the
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Department of Computer Science. It provided functions such as confirming the quantity of
beverages in the vending machine and checking the inventory.

According to literature records, the term IoT officially appeared in public in 1999, when
it was first proposed by Kevin Ashton of Procter&Gamble (P&G). At first, Kevin Ashton
used the title [11,12] in his speech to explain how to apply Radio Frequency Identification
(RFID) to the company’s supply chain. So far, IoT involves many technologies, such as
cloud computing, low-energy wireless communication, and wireless sensor networks, and
these technologies are also developing continuously [13].

IoT architecture is generally divided into two types, namely, three-tier architecture
and five-tier architecture. The most common is three-tier architecture [14]. The three
tiers are the perception layer, network layer, and application layer. IoT devices can be
transmitted through wireless networks, mobile networks, Bluetooth, or wired networks [15].
Application layer applications cover everything in human life, such as smart homes that
can improve the quality of life, smart agriculture that can monitor the quality of crops,
and smart cities that can assist medical personnel in medical care and monitoring traffic
conditions [16,17].

2.2. GDPR

GDPR [18,19], jointly formulated by the European Parliament, the European Executive
Committee, and the European Council, has 99 articles. It was passed in April 2016 and
took effect in May 2018 [20–24], replacing the Data Protection Directive launched by the
European Union in 1995. GDPR is a regulation on the protection of personal data and
privacy of all EU citizens in EU laws. It is implemented in countries belonging to the EU.
All enterprises that have business dealings with EU countries, regardless of their location,
also belong to the implementation scope of GDPR.

On 14 April 2016, the European Parliament adopted the GDPR, and the regulation
came into force 40 days after it was published in the Official Journal of the European Union
on 24 May of the same year [25]. On 25 May 2018, two years after the regulation came into
force, the EU regulations directly applied to all Member States. On 20 July of the same
year, the Joint Commission of the European Economic Area and Iceland, Liechtenstein, and
Norway reached an agreement to comply with the regulation, and GDPR came into effect
in the countries of the European Economic Area.

The differences between the national individual capital law and GDPR are shown
in Table 1. Within the scope of regulation, it is difficult for the country to prosecute and
punish overseas offenders due to its international status. The difference between the
requirements of consent is that the country can obtain the consent of the data subject
explicitly or implicitly, and GDPR must inform the clear action. A vague description or
an option that is preset as consent may violate the GDPR. The right to be forgotten in the
home country is notified by the processor to the party concerned that the specific purpose
of collecting personal information disappears or the party concerned requests to delete
personal information.

In addition to the above circumstances, GDPR also gives the party concerned the
right to withdraw its consent. The data portability right has no relevant provisions in the
country. GDPR stipulates that the data subject has the right to require the data controller
to provide itself or transmit it to other designated controllers. Regarding obligations of
data controllers and processors, each country requires that the safekeeping of personal data
must take security measures and meet the current technological or professional standards.
When GDPR requires large-scale processing of personal data, a data protection impact
assessment should be made, and a dedicated data protector should be appointed. In princi-
ple, the country allows cross-border transmission of individual assets. Except for special
circumstances, GDPR prohibits cross-border transmission of individual assets in principle,
except for obtaining sufficient recognition or enterprises meeting the protection measures.
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Table 1. Differences between China’s individual capital method and GDPR [26].

Matter National Personal Capital Law GDPR

Scope of specification It is difficult to prosecute foreigners If we collect personal resources from EU
citizens, it will be regulated

Requirements of consent Can be expressed or implied Must inform clear action

The right of data subject to be forgotten

The processor shall take the initiative to
inform that the specific purpose of

personal data collection disappears, or
the party concerned requests to delete

personal data

Give the parties the right to withdraw
their consent

Data portability of data subject’s rights No relevant regulations
The data subject has the right to require
the data controller to provide itself or

transmit it to other designated controllers

Obligations of data controllers
and processors

Security measures must be taken to keep
personal data, and the technology or

professional standards at that time must
be met

When processing individual resources on
a large scale, a data protection impact
assessment shall be prepared, and a

dedicated data protection officer shall
be appointed

Cross-border transmission
Cross-border transmission is allowed and

prohibited only under special
circumstances

It is only acceptable to obtain sufficient
certification or the enterprise complies

with the protection measures

2.3. Consensus Mechanism

As one of the core technologies of the memory blockchain [27], the consensus mecha-
nism plays an indispensable role in obtaining protocols in a distributed environment. The
consensus mechanism is a combination of consensus and mechanism. The consensus is
to agree on different opinions or interests and achieve consistency. The mechanism is a
rule. As the memory blockchain is a point-to-point network system, anyone can participate
in the network and use the system without a central server to jointly manage the entire
system. It is thus necessary to maintain the operation order and fairness of the system
by the rules of the consensus mechanism and reward the nodes that provide resources to
maintain the memory blockchain and punish the nodes that intend to harm the system.

Most people think that the consensus mechanism is the protocol generated by the
memory blockchain, but in fact, the consensus mechanism came out about 20 years earlier
than the memory blockchain. The consensus mechanism appeared in 1989. Lynch, Dwork,
and Stockmeyer first proposed in 1988 that consensus was the beginning in the case of
partial synchronization [28], while the first consensus mechanism was the Paxos algo-
rithm [29] proposed in 1989. Subsequently, the Raft algorithm, Byzantine fault tolerant, and
multi-Byzantine protocols were derived. In recent years, with the popularity of memory
blockchain cryptocurrencies, many consensus mechanisms suitable for cryptocurrencies
have been developed, and each cryptocurrency uses different consensus mechanisms.

At present, there are eight common consensus mechanisms: workload proof [30],
holding proof [31], agent holding proof [32], space proof [33], Paxos algorithm, Raft algo-
rithm [34], Byzantine fault tolerance [35], and LibraBFT [36]. None of the eight consensus
mechanisms is perfect, and each has its own advantages and disadvantages. Although
there is currently no perfect consensus mechanism, there is a concept of cryptocurrency
using a hybrid mechanism, which combines workload proof and holding proof to balance
their respective shortcomings.

Jingwen Pan et al. compared three main consensus mechanisms in the paper De-
velopment in Consensus Protocols: From PoW to PoS to DpoS, which were workload
proof, holding proof, and agent holding proof. The author said that newer protocols could
solve the problems of previous protocols. For example, proof of holdings and proof of
agent holdings could solve the problems of running speed and resource consumption of
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proof of workload. The security problem also alleviated 51% of attacks harmful to proof
of workload [37]. According to Omar Alfandi et al. in [38], in the context of the IoT and
memory blockchains, using Byzantine fault-tolerant consensus protocols to select a group of
authenticated devices in the network was considered as a more efficient solution than other
consensus protocols. In this paper, the authors evaluated the fault tolerance of different
network settings and verified their proposed model. The research results showed that the
mixed scenario proposed by the authors was better than the non-mixed scenario.

The Byzantine general problem is a distributed peer-to-peer network communication
fault-tolerance problem, which was proposed by Leslie Lamport in 1982. In the paper The
Byzantine General Problem, the author discussed how a reliable system should handle the
failure of one or more computers, and the computer with failure may often be ignored or
send wrong conflict information. The author called these problems Byzantine problems [39].

Considering that the personal information collected in smart appliances and the data
generated by smart appliances need to be properly and reasonably operated, this paper
combines GDPR to regulate the right to use personal information and device data. The
user can clearly know the use of personal information and equipment data through the
GDPR specification of the system, and the user can also decide whether to accept the data
generated by the system’s recording equipment. According to the provisions in the GDPR,
users need not worry about whether they need to have the protection of this regulation in a
specific country.

With the emergence of a large number of smart home appliances, ensuring the safety of
equipment is a difficult and very important task. We investigated how to confirm whether
the equipment is under the control of the intentional person. Therefore, among many
consensus mechanism technologies, the choice of Byzantine general is the most appropriate.
We used the concept of Byzantine general problem to judge whether the equipment is safe
based on the consensus reached among the equipment terminals.

3. System Model

Due to the maturity of IoT technology and the increasing number of users, personal
digital information and values in the living environment have become indispensable data
for IoT technology. The more data are obtained by the IoT, the more convenient life will be.
In view of data security, this system was standardized with the most stringent GDPR, and
the consensus mechanism technology was used to confirm whether the equipment was
controlled by unknown people. This paper hopes to solve users’ data security concerns
through three different technologies.

The system architecture of this paper is shown in Figure 1, which is composed of three
parts: GDPR provisions, equipment data format conversion, and the consensus mechanism.
GDPR provisions should be applied to the template system to provide a guarantee for
users’ personal information. When users add smart home appliances, they can decide
whether to record device data according to their preferences. Since there is no uniform
data format in the smart home system on the market today, if users want to buy smart
home appliances, they must choose the same brand, which indirectly leads to a decline in
users’ purchasing desire. To solve this problem, the system will convert the data format of
household appliances of different brands so that users can choose more smart appliances
without being limited to the same brand. The consensus mechanism is used to ensure
the security of the user’s equipment. The Byzantine general problem using the consensus
mechanism can determine whether the equipment is under the control of the user.

In this paper, the system operation module is shown as the schematic diagram of
each module in Figure 2, which is divided into four modules: server side, device control
side, user control side, and consensus mechanism. The server side is responsible for
providing services, the device control side is responsible for converting the device data
format and communicating with the server side, and the user control side is responsible
for providing the interface for the user to control the device. Then this paper introduces
the hardware equipment used by the four modules, the server erected, the transmission
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mode, the technology used, the operation mode provided for users, and how to combine
the four modules.

Figure 1. Schematic diagram of system architecture.

The hardware device used on the server side was Raspberry Pi 4, and the socket
server, PostgreSQL database, PHP website, and user interface provided for users to operate
were set up in Raspberry Pi 4. The socket server also serves an important role as a bridge
between the transmission of each module. The device control end and the user control
end are connected to the server through the wireless network. The user control end can
transmit the instructions to the device control end through the socket and control the
household appliances.

The database built on the server side was PostgreSQL, which is an associated database.
The database is responsible for storing various data in this system. The data stored include
the user account password and the use status of household appliances. The purpose of
recording the user account password is to provide users with access to the system, while
the purpose of recording the status of household appliances is to provide users with a
historical record of the real-time status or status of household appliances.

The server-side user interface is written using Python language graphical interface
PyQt, which provides users with a simple operation screen. This service combines GDPR
and provides users with six operation functions, including adding users, adding devices,
logging off devices, deleting records, viewing device status, and viewing historical records.
This paper introduces how to integrate GDPR into each function and the applied provisions
in Section 3.2 and describes the provisions in detail.

The main hardware of the device control terminal is the development version of ESP32
single chip microcontroller, which combines Wi-Fi and Bluetooth functions and has a low
cost. ESP32 is used to connect with household appliances and convert the data format of
the original household appliances to the unified format of the system. ESP32 transmits the
converted data to the socket server on the server side through Wi-Fi and stores the home
appliance status in the database. The device control end generates a log file and transmits
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it to other home appliances and the user control end, and it confirms with the user control
end through the consensus mechanism to ensure that the device is controlled by family
members. In Section 3.3, this paper introduces how the system uses the technology of the
consensus mechanism.

Figure 2. Module connection framework.

The mobile application developed by the user control terminal for this system is
written using Flutter suite. The user control terminal is designed with five functions for
users to operate, including user login, binding device, controlling device, viewing device
status, and logging off. The user login function can only log in to the account that has been
applied for on the server to ensure that the user is a family member. The device-binding
function scans the QR code generated by the server to bind the device to the APP, and the
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control device function controls the device. The view device function allows users to view
the current usage status of the device.

3.1. GDPR Articles

GDPR is the largest and most rigorous data protection regulation. Compared with
other data protection regulations, the scope of GDPR is not only limited to specific regions
but also to the people or companies of any country. The systems generated by European
companies and the software and hardware that European people will use are subject to
the scope of GDPR. This paper used five GDPR provisions to provide users with a secure
system environment.

The GDPR provisions used in this system are shown in Table 2. Item 5 pseudonymiza-
tion in the definition of Article 4 refers to the mechanism of processing personal data.
Without the use of additional information, personal information cannot be identified, pro-
vided that the additional information is kept separately and subject to the constraints
of science, technology, and organizations to ensure that the personal information cannot
identify the person concerned. The system complies with this provision and changes the
identifiable name to the name filled in by the user’s preference so that the information of
the party concerned cannot be identified.

Table 2. Explanation of GDPR Articles [40].

Article No Article Name Article Description

Article 4
Item 5 Pseudonymization It means that personal information cannot be identified without

using additional information.

Article 5
Point c of Item 1

Principle of minimum data
collection

Personal data should be appropriate, relevant, and limited to the
minimization of necessary data related to processing purposes.

Article 8
Conditions applicable to child’s

consent in relation to information
society services

It is legal to process the personal information of children over the
age of 16, but it is legal only with the consent and authorization of

the legal guardian if they are under the age of 16.

Article 17 Right to be forgotten
The data party shall have the right to delete personal information
from the controller without unreasonable delay, and the controller

shall have the obligation to delete personal information.

Article 21 Right to object
When the controller processes personal data for direct marketing

purposes, the data party has the right to refuse to process the
personal data involved in marketing purposes at any time.

In addition to the inability to identify the information of the person concerned, the
principle of minimum data collection in point c of Item 1 of Article 5 (Personal Data
Processing Principles of the Regulations) shall also be observed, which means that the
personal data shall be appropriate, relevant, and limited to the minimization of necessary
data related to processing purposes.

Article 8 of the regulation refers to the conditions for children’s consent in information
society services, which are divided into three items. Item 1: if a child is 16 years old or older,
it is legal to process the child’s personal information, but if the child is not 16 years old, such
processing must be authorized by the consent of the legal guardian. However, EU Member
States can define a lower age for passing the law, provided that the minimum age is not
less than 13 years old. Item 2: under the available technology, the controller shall make
reasonable efforts to verify whether the legal representative agrees or authorizes. Item 3:
(1) shall not affect the general regulations of EU Member States, such as the provisions on
the validity, formation, or impact of regulations related to children.

Article 17, right to erasure, is also called right to be forgotten, and its provisions are
divided into three items. Item 1: when personal information is no longer needed or is
illegally processed, data parties shall have the right to obtain the deletion of personal
information from the controller without unreasonable delay, and the controller has the
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obligation to delete personal information. Item 2: if the controller discloses personal
information, according to Item 1 of this article, and if the data party requires deletion, the
controller shall delete any connection or copy related to the data. Items 1 and 2 of these
articles do not apply when Item 3 is to exercise the right to freedom of expression and
information or to establish, exercise, or defend legal requirements.

The right to object in Article 21 of GDPR is divided into six items. The first item
expressly stipulates that the data party has the right to refuse the regulations based on
specific circumstances. Point e or f of the first item deals with relevant personal information,
including all filing of this provision, unless the controller proves that the processing was
prior to the legal basis, establishment, exercise, or defense of the rights and freedoms of the
data party. Otherwise, the controller shall not process personal data. Item 2: when personal
information is processed for direct marketing purposes, the data parties have the right to
reject the scope of data processing involved in marketing purposes at any time.

Item 3 of the right of refusal is as follows: when the data party refuses to process for
direct marketing purposes, such purpose processing will no longer occur. Item 4: when
communicating with the data parties for the first time, the rights of Items 1 and 2 shall be
clearly put forward, and the difference between any information shall be clearly introduced.
Paragraph five states that in the process of using information society services, despite the
provisions of Directive 2002/58/EC, data parties may refuse to use the automated methods
of technical specifications. Paragraph six states that if the processing of personal data
is for scientific, historical, or statistical research purposes in accordance with paragraph
one of Article 89, the data party shall have the right to refuse the processing of relevant
personal information.

In this paper, the server side of Figure 2 is detailed in Figure 3. The system combines
the five GDPR clauses in Table 2 with the server-side user interface functions, as shown
in Figure 3. On the server side, there are three kinds of running functions: sending and
receiving instructions, fetching status, and user interface. The socket server is used for
sending and receiving instructions. The user control end transmits the sent instructions to
the socket server. At this time, the socket server transmits the received instructions to the
device control end and transmits the device control status to the database for recording.
The crawl status function displays the information in the database through the web page.

The user interface function provides six functions, including adding users, adding
devices, logging off devices, deleting records, viewing device status, and viewing history.
When adding users and new devices, the system writes the new results to the database.
Logging off the device and deleting the record removes the corresponding data in the
database. Viewing the device status and viewing the history displays the data in the
database. Among them, new users, new devices, cancelled devices, and deleted records are
combined with GDPR provisions into the function.

When new users are added, the family may include minors, so the age judgment
function was added to protect minor children. This design needs to ask whether users are
13 years old or older, and if they are at least 13 years old, it must ask whether they are 16
years old or older. This step is to comply with the conditions for the consent of children
involved in information society services. After completion, new users can be added.

The newly added equipment functions should comply with the principle of
pseudonymization, minimum data collection, and the right of refusal. Kana is used to
record the name of the device, which is customized by the user. In terms of data collection,
this paper refers to [41] to summarize the personal information most frequently collected
by suppliers, and the data collected by this system are described in Table 3. As shown in
Table 3, the system follows the principle of minimum data collection, as it collects equip-
ment status information but excludes equipment values. The right of refusal is provided
to the user to refuse to collect data, and the user can decide whether to accept the data
collected by the system according to his own investigation.
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Figure 3. Schematic diagram of server module.

Table 3. Data collection.

Item Collect Do Not Collect

1. Equipment use status �
2. Equipment service time �
3. User email �
4. Equipment serial number �
5. Equipment name �
6. Position �
7. Personal preference �
8. User name �
9. ID card No �
10. Card number �
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The system has the right to delete the contents of the clauses. When the user needs to
remove the equipment or wants to remove the collected information, he/she can perform
two functions at any time, namely, logging off the device and deleting the record. If the
user executes this function, he/she cannot view the historical record or query the device
information. In other words, if deleted, it will be deleted together with the data accessed at
that time in the database, leaving no records.

3.2. Equipment Data Format Conversion

Data format refers to the format of data storage records or files of hardware devices.
Generally, the types of formats are numerical, binary, octal, or hexadecimal. However,
the data formats used by various hardware equipment manufacturers on the market are
different. When users buy products from different manufacturers, they need to use the
application programs developed by the manufacturers themselves, which causes inconve-
nience to users.

In order to provide users with multiple choices for household appliances, the system
performs data format conversion for household appliances. Figure 4 shows a schematic
diagram of the conversion of binary data to the hexadecimal format. Since the device
formats provided by various manufacturers are different, it is necessary to connect the
home appliance with ESP32 first. After ESP32 connects with the home appliance, it reads
the data format of the home appliance and uniformly converts the data to the hexadecimal
format through the program.

 
Figure 4. Schematic diagram of converting binary data to the hexadecimal format.

After the device data format is converted by ESP32, the wireless network can be used
to transmit packets to the server through the socket. The server confirms the identity of the
device by the header and footer of the received packets. As shown in the packet information
diagram in Figure 5, the system distinguishes packets of household appliances of different
brands by different headers and tails. If the header of packets received by the server is 0xa1
and the tail of packets is 0xa5 and 0xa6, the household appliances can be determined to be
A-brand LED.

Except for the header and footer, the rest of the packet is the device information. When
the status of the appliance changes, the device control terminal writes the information into
the packet, and the server knows the appliance status through the middle section of the
packet. The user control end uses the same principle to write the instruction to be controlled
into the packet and transmits the packet to the device control end through the socket server.
The device control end will change the status according to the received packet.
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Figure 5. Schematic diagram of packet information.

3.3. Consensus Mechanism

In modern life, the IoT is widely used and convenient. However, with the increasing
number of IoT devices, determining how to ensure data security is a major challenge for
developers. The security risk of the IoT not only relates to data theft but also to the use
various methods to maliciously attack or control appliances. If developers ignore IoT
security issues, it may bring inconvenience or danger to users’ lives.

For IoT security issues, the system adds consensus mechanism technology to improve
security and to quickly ensure that devices are controlled by people with a mind. At present,
there are many kinds of consensus mechanisms, each of which has its own advantages,
disadvantages, and different functions. The system uses the concept of the Byzantine
general problem to reach a consensus between each device control end and the user control
end. If one node does not match the information of other nodes, it can be determined that
the device is controlled by someone with a mind.

The schematic diagram of the consensus mechanism module of the system is shown
in Figure 6. When the user control terminal operates device control terminal two, the user
control terminal transmits a log file to device control terminal one, device control terminal
two, and device control terminal three, and the operated device control terminal two also
transmits the log file to device control terminal one, device control terminal three, and the
user control terminal for confirmation. The contents of the log file are the MAC address,
the changed state of the equipment, and the time of the changed state of the equipment. If
a hacker invaded device control terminal one and operates it, device control terminal one
would transmit the log file to device control terminal two, device control terminal three,
and the user control terminal, while other terminals would not send out the log file. At this
time, it can be known that the operation of device control terminal one is not performed by
a family member.

Algorithm 1 shows that the user control terminal operates the virtual code of device
control terminal two. The user control terminal writes the MAC address of the device to be
controlled, the status to be changed, and the execution time to the log file and sends the
log file to all device control terminals. The device control end being operated writes the
MAC address, changed status, and execution time to the log file and sends them to the
other device control ends and user control ends.
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Algorithm 1 Pseudocode of user control terminal operating device control terminal 4

1. let user = User control terminal
2. let device_1 = Equipment control terminal 1
3. let device_2 = Equipment control terminal 2
4. let device_3 = Equipment control terminal 3
5. let user_log = Log file of user control terminal
6. let device_2_log = Log file of equipment control terminal 2
7.
8. # User-operated equipment 2
9. User sends command to device 2

10. user_log = MAC address, status to be changed, and execution time of the device 2
11. Send user_ Log to device 1, device 2, and device 3
12.
13. if device_2 Receive instructions
14. device_2 Implementation status change action
15. Device_2_log = MAC address, change status, and execution time of device 2
16. Send device_2_Log to device_1, device_3, and user
17. else
18. Do not perform actions

The device control terminal judges whether the operation is a family member virtual
code, as shown in Algorithm 2. When device control terminal one receives the log files
of the user control terminal and device control terminal two, it first judges whether the
information of the log files of the user control terminal and the device control terminal are
consistent. If the information of the two files is consistent, it can be determined that the
operation is conducted by a family member. If the information is inconsistent, it can be
determined that the user control terminal is not operated by a family member. If device
control terminal one only receives the log file of device control terminal two, it can be
determined that the operation of device control terminal two was performed by a hacker.

Algorithm 2 Virtual code for judging operation result at equipment control terminal

1. let user = User control terminal
2. let device_1 = Equipment control terminal 1
3. let device_2 = Equipment control terminal 2
4. let user_log = Log file of user control terminal
5. let device_2_log = Log file of equipment control terminal 2
6.
7. if device_1 Received user_ Log and device_ 2_ log
8. # Check the log content
9. If user_log == device_2_log

10. Decide to act as a family member
11. else
12. User is not a family member
13. else if Only device is received_ 2_ log
14. Confirm that the device has been hacked
15. else
16. Waiting to receive
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Figure 6. Schematic diagram of consensus mechanism module.

4. Research and Analysis

This paper combined GDPR with IoT technology applications and provided a user
interface and user interaction in the server. Figure 7 shows the operation sequence between
the user and the server. First, the user creates a new user in the server. During the process
of creating the user, the server asks the user about the GDPR clause, and the user replies to
the clause. After the server confirms that the user’s account format is correct and the fields
are filled in, the new user is successfully created.

After the user logs in with the newly created user account, the server checks whether
the account exists in the database and then confirms whether the password is correct. If both
are correct, the system will jump to the interface for entering the verification code. Then the
server randomly generates a group of verification codes. The server writes the verification
codes into an email and sends a letter to the user’s mailbox. The user needs to enter the
verification code in the letter into the field. After the server compares the correctness of the
verification code entered by the user, the interface jumps to the control interface.

The user operation’s initial screen is shown in Figure 8. This is the user operation
interface, which provides three functions: user login, account application, and password
forgetting. To improve security, the system limits the user account format to the email
format, uses email to verify whether the user is himself or herself, and prevents the
account from being stolen by intentional persons. The system will hide the password in the
password input field, providing an environment for users to enter the password safely.
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Figure 7. Sequence diagram of user and server operation.

 

Figure 8. User operation interface.

The account application function abides by Article 8 of GDPR: comply with the consent
conditions that involve information society services for children. In Article 8, it is necessary
to first pay attention to whether the user’s age is 13 years old, as shown in Figures 9 and 10,
because it is stipulated that the minimum age is 13 years old. As shown in Figure 9, when
the user clicks the option under 13 years old, the system will send it directly without asking
for more details and will unconditionally not collect any relevant information from the
user in accordance with the provisions. As shown in Figure 10, if the user clicks the option
of 13 years old or older, the system will pop up the option of asking whether the user is
16 years old or older.
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Figure 9. Interface of account creation under 13 years old.

 
Figure 10. Interface of account creation age over 13.

According to Item 1 of Article 8 of the GDPR, it is legal to process the personal
information of users who have reached the age of 16. If the service provider needs to collect
the personal information of users who have not reached the age of 16, it is legal only when
authorized or agreed to by the legal representative. As shown in Figure 11, when the user
indicates that he/she is under the age of 16, the system will pop up and fill in the legal
representative email field to be authorized by the legal representative. To comply with the
provisions of Item 1, Article 8 of the GDPR, the user must fill in the legal representative
email before creating. As shown in Figure 12, if the user clicks the option of over 16 years
old, the user can decide the use of personal information by himself/herself without the
authorization of the legal representative.

 

Figure 11. Interface of account creation under the age of 16.
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Figure 12. The interface of account establishment when the age is over 16.

After being inquired by the system, the user can create a new user account and log
into the user operation interface from this account. The user needs to input the applied
account password into the field, and the system will confirm whether the account exists
and whether the password is correct in sequence. After confirmation, the system jumps to
the screen of entering the verification code and generate a group of verification codes. This
verification code is sent to the user’s letter by email. The user needs to fill the verification
code in the letter into the field. After the system confirms that the verification code is
correct, it can jump to the user control interface.

If the user enters the verification code input interface but has not received the letter
for a long time, the user can click the re-send verification code function, and the system
will re-generate a set of verification codes and send them to the user’s email. This system
uses the verification code mechanism to send by email. To ensure that the user is himself,
even if someone embezzles the account, the user can find out from the verification code
letter and change the password.

Then this paper introduces the user operation interface, which provides five main
functions and convenient viewing time for users. Four GDPR clauses are combined in the
functions of adding devices, canceling devices, and deleting records. Users can decide the
access and use of personal information under the protection of the clauses.

The new device functions need to be matched with the webcam. In order to unify the
format of household appliances, the system needs to obtain the information of the original
household appliances first. First, the user can scan the QR code of the original home
appliance. Then the system will capture the required part of the scanned information, such
as the manufacturer’s license, device name, and device serial number, and then display the
captured QR code information in the device information interface of the new device.

This system combines Article 4 (pseudonymization), Article 5 (principle of minimum
data collection), and Article 21 (right of refusal) of GDPR. In combination with Article 4,
the system provides users with the ability to name household appliances according to
their own preferences so as to prevent data information from being unrecognizable when
it is stolen. As the system only obtains the manufacturer’s brand, equipment name, and
equipment serial number (but not other information), it complies with Article 5. The user
is asked whether to record the historical status. If the user does not want to record, the
provisions of Article 21 can be implemented. After the user fills in the information, the
system will generate a new QR code, which will be used to bind the device at the user
control end.

The deletion right in Article 17 of GDPR is combined in the function of canceling the
device and deleting the device. When the user can delete the device or the use record of the
device he wants to cancel, he can implement Article 17 to cancel or delete the device at any
time. When indicating the device to be logged off or the record to be deleted, the system
will pop up the option of reconfirmation. In order to prevent the user from accidentally
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clicking, the user needs to enter a password to ensure that the user can only log off or delete
the record if it was not accidentally clicked.

This function of viewing device status interface is used to provide users with informa-
tion about the device. In this paper, LED (LED small bulb) and FAN (motor fan) were used
as experimental equipment. The nickname refers to the name that the user chooses for the
device. The serial number is the original serial number of the appliance. Whether or not
to record the status selected by the user is whether or not to record the status. If the user
selects no, the device status cannot be known in this interface. The status is the current use
status of the device.

Users can query the status and time of equipment changes through the view history
function. In this paper, LED (LED small bulb) and FAN (motor fan) were used as exper-
imental equipment. LED has two states, namely, on and off. The FAN has four states,
namely, close, small, middle, and big. In addition to the user operation interface on the
server side, the system also provides the user control side and the web page version to
view the history. Users can use computers or mobile phones to query the history of the
device at home without going to the device to operate.

The user control end of this system is a self-developed mobile application using Flutter
as the framework and Dart as the program language. Figure 13 shows the user control
terminal login sequence. When the user enters the account and password at the device
control terminal to log in, the device control terminal confirms to the server whether there
is such an account. After confirming that the account exists, the server confirms whether
there was an error in entering the password. After confirmation, the server returns the
result to the user control terminal.

 

Figure 13. Sequence diagram of user control terminal login.

Currently, the user control terminal performs interface conversion, and the server
generates a group of verification codes and sends them back to the user control terminal.
At the same time, the verification codes are sent to the user email. The user needs to input
the verification code in the email into the verification code interface. After the verification
code is identified as correct through comparison, the user control terminal will convert
the interface.
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A sequential diagram of the user’s operation on the device control terminal is shown
in Figure 14. After the user presses the device start button (device control terminal one), the
user control terminal first sends the command to the server, and the server sends the device
start command to device control terminal one after receiving the command. After receiving
the command, device control terminal one starts the device and transmits the log file of
device control terminal one to the user control terminal and device control terminal two.
The log file of the user control terminal is also transmitted to device control terminal one
and device control terminal two. Currently, device control terminal two needs to confirm
the log files of the user control terminal and device control terminal one.

 

Figure 14. Sequence diagram of user control equipment.

In addition, we collected questionnaires from 70 people, including 34 people aged
16–30 and 36 people aged 31–65. A total of 67 people wanted to buy smart home appliances,
52 people wanted to buy smart home appliances of different brands, and 59 people believed
that if different brands are not compatible, it would indeed affect their willingness to use
smart home appliances. However, nearly 32 people could not accept smart home appliances
to record personal information. However, if the GDPR specification was put on smart
home appliances, about 90% of people could accept smart home appliances. If smart home
appliances could be compatible with a unified format with different brands, about 97%
of people could accept smart home appliances. Therefore, we recommend smart system
products. If they are popular with the public, we suggest that the GDPR specification
and the transmission formats of different brands can be unified and introduced into smart
system products, which will make more people willing to accept them.

5. Conclusions

This paper adds GDPR data protection specification to IoT intelligent housekeeper
equipment in order to achieve GDPR data protection specification. Compared with cases
where the GDPR system is not used, this system, based on complying with the principle
of minimum collection of GDPR data, keeps the user’s personal data confidential and
protected by means of pseudonymization of GDPR, making it impossible for interested
persons to identify the data subject when stealing data. In addition, the user can decide
whether the data needs to be recorded according to personal inspection through the GDPR
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refusal right. Compared with the existing system, the user has more choices in terms of
recording personal data.

Compared with the existing service communication architecture and standards in the
smart home industry, the main advantage of this research was to propose a unified device
data format protocol. Each product can communicate with each other through a smart
housekeeper and can keep the personal information collection between its own product
and users based on the personal data protection law. Therefore, the protection of personal
information is relatively complete. In addition, we also proposed a consensus mechanism
to ensure the security of the user’s equipment. Through the Byzantine general problem
method, we can determine whether the equipment is controlled by the owner. In this
study, the concept of consensus mechanisms was used as the protection judgment standard
for equipment safety. Through the consensus mechanism, each device end generates an
independent log file. When a malicious person intrudes, the user receives the log data of
the intrusion device, but it does not send the relevant operation log information. In this
way, users can know the important information about the intrusion of the device so that
they can take corresponding measures at the first time.

This paper contributes to the research literature in four major areas: (1) using the
unified device data format protocol, each product can converge and transmit information
to each other, and each product can maintain data collection with users; (2) designed and
imported GDPR data protection mechanisms into the smart home appliance IoT platform;
(3) increased the lifetime, interaction, and thoroughness of interest groups; and (4) promoted
people’s willingness to use the smart family system to realize these goals.
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Abstract: To cultivate students’ skills in building autonomous vehicle neural network models and to
reduce development costs, a system was developed for on-campus training and verification. The
system includes (a) autonomous vehicles, (b) test tracks, (c) a data collection and training system,
and (d) a test and scoring system. In this system, students can assemble the hardware of the vehicle,
configure the software, and choose or modify the neural network model in class. They can then
collect the necessary data for the model and train the model. Finally, the system’s test and scoring
system can be used to test and verify the performance of the autonomous vehicle. The study found
that vehicle turning is better controlled by a motor and steering mechanism, and the camera should
be mounted in a high position and at the front of the vehicle to avoid interference with the steering
mechanism. Additionally, the study revealed that the training and testing speeds of the autonomous
vehicle are dependent on each other, and high-quality results cannot be obtained solely by training a
model based on camera images.

Keywords: self-driving car; donkey car; autonomous car

1. Introduction

The frequent occurrence of traffic accidents has allowed for extensive statistical analy-
sis, which shows that more than 90% of traffic accidents are caused by human negligence.
Research by Boverie et al. [1] showed that more than 20% of traffic accidents were caused by
drivers’ hypo-vigilance, such as dozing off or distracted driving. Therefore, governments
around the world have been working diligently to try to reduce the occurrence of traffic
accidents. Some experts estimate that about 70% of traffic accidents can be avoided with
the assistance of automated driving systems or autonomous driving technologies. In order
to encourage schools and manufacturers to invest in the research and development of
relevant technologies, the United States held the first DARPA Grand Challenge [2] in the
Mojave Desert region of the United States in 2004, starting the research and development
competition for autonomous driving technologies, which also contributed to the launch of
Google’s Self-Driving Car and Tesla’s autonomous commercial vehicles.

With the rapid development in artificial intelligence and deep learning technologies in
recent years, research related to autonomous driving technology through deep learning
has also begun to flourish. Navarro et al. [3] proposed using a camera with a deep neural
network to develop an automatic driving system and collect information through a camera
installed in front of the vehicle for automatic driving. In addition, Bojarski et al. [4–6]
designed a system that could input the collected images of the road in front of the vehicle
into a neural network, extract image features through multi-layer convolutional layers,
perform nonlinear operations on features through multiple sets of dense layers, and then
conduct regression to output the value (normalized in the range from 0.0 to 1.0) of the
steering angle of the vehicle to achieve automatic driving.

However, considering the cost and the feasibility of a project for teaching experiments,
the construction of a large-scale system architecture is not easy to achieve. Therefore, one
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option to consider is to lower the threshold for learning and verifying autonomous driving
technology. A variety of simulation systems and small vehicle verification systems have
been developed so far, including (a) AWS DeepRacer [7], (b) Udacity’s Autonomous Car
Simulator [8], (c) CARLA Simulator [9], and (d) Donkey Car Simulator [10].

AWS DeepRacer is a fully autonomous vehicle simulation and training environment.
In this environment, the Amazon corporation uses cloud services to implement reinforce-
ment learning in the cloud. The AWS DeepRacer Evo car is commercially available on
amazon.com and is equipped with stereo cameras and an LiDAR sensor. Forward-facing
left and right cameras constitute stereo cameras, which allows the vehicle to learn depth
information in images. This information can then be used to sense and avoid approaching
objects on a track. The LiDAR sensor is backward-facing and detects objects behind and to
the sides of the vehicle. From the perspective of education, Cota et al. [11] analyzed and
proposed blueprints for the future training of autonomous vehicles through reinforcement
learning using the AWS DeepRacer.

Udacity’s Autonomous Car Simulator primarily uses training data generated by
driving a car to simulate autonomous driving and uses PilotNet [12] to set up a set of
virtual cameras on the left, middle, and right sides of the simulator to collect driving
images. The software has two different modes: a training mode and an autonomous
mode. In training mode, the user can control and drive the vehicle manually through the
keyboard or a mouse. In this mode, there are three cameras set up in front of the vehicle to
record the driving behavior and the steering angle, driving speed, throttle, and brake data.
Technically, the simulator acts as a server from which the program can connect and receive a
stream of image frames. With enough driving data collected, the system is trained with the
PilotNet neural network. In autonomous mode, the machine learning model can be tested
through a network interface. On top of that, this system also provides two different tracks
for users to choose from, and it is considered a good entry-level system for autonomous
vehicle research. There are no complex roads, no traffic signs, no buildings, no pedestrians,
and no vehicles designed as obstacles in the system. Despite being a very basic software
package for simulating autonomous driving, Udacity’s Autonomous Car Simulator is an
open-source project.

CARLA Simulator is a complete simulation environment that can be used for au-
tonomous vehicle testing. It uses Unreal Engine as the basic engine software for field
object calculation. In addition to the built-in scenes provided, the system also supports
users to define street scenes and interactive scenarios, and supports external sensors or
related modules, including RGB Cameras, IMUs (Inertial Measurement Units), RADAR
(Radio Azimuth Direction and Ranging), DVSs (Dynamic Vision Sensors), etc. Apart from
user-defined sensing modules, this system can also switch between different weather
conditions for simulation and testing. It is a simulation system virtually identical to the
real environment. It can also support SUMO co-simulation mode, which can be used to
randomly simulate multiple vehicles driving on the road at the same time. In the CARLA
environment, complex traffic scenarios can be simulated and verified through the simu-
lator. Óscar et al. [13,14] used the ROS framework through deep reinforcement learning
to verify autonomous driving applications on the CARLA simulator. Terapaptommakol
et al. [15] proposed using a deep Q-network method in the CARLA simulator to develop
an autonomous vehicle control system that achieves trajectory design and collision avoid-
ance with obstacles on the road in a virtual environment. This approach allows for the
avoidance of collisions with obstacles and enables the creation of optimized trajectories in a
simulated environment. In addition, Gutiérrez-Moreno et al. [16] presented an approach to
intersection handling in autonomous driving, specifically the use of a deep reinforcement
learning approach with curriculum learning and the effectiveness of the Proximal Policy
Optimization algorithm in inferring desired behavior based on the behavior of adversarial
vehicles in the CARLA simulator.

Donkey Car, similar to the AWS DeepRacer, is a simulation system that provides
both a virtual autonomous environment and physical vehicles. Donkey Car is also an
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open-source project, through which users or manufacturers can develop or modify the
software and hardware, and there are many related products on the market that can be
purchased. However, the primary problem with this system is that although the training
methods of the real and simulated environments are the same, the results of training a
neural network using data collected on real-world roads cannot be directly applied to
enable a vehicle to drive on simulated roads in a simulator. Similarly, the results of training
a neural network using data collected in a simulator cannot be directly applied to enable a
real-world vehicle to drive on real-world roads. In simple terms, the simulation software
and the physical vehicles belong to two different training settings. Only when the training
track is exactly the same as the test track can the autonomous vehicle be verified on the
same track in the simulation system after the software has been trained. Overall, however,
Donkey Car is an excellent system for autonomous vehicle research, with an open-source
autonomous platform providing all the necessary details for users, and there are numerous
ways to use the simulator, depending on one’s goals.

2. System Design

Based on Donkey Car, the autonomous driving training and verification system in
this paper was designed to be used in teaching experiments. In addition to setting up
autonomous vehicles freely, developers can adjust the model in the environment for training.
At the same time, developers can objectively evaluate the advantages and disadvantages of
the model on the automatic test and scoring system. The design of this system is explained
as follows.

The system consists of four components: (a) autonomous vehicles, (b) test tracks, (c) the
data collecting and training system, and (d) the test and scoring system. The autonomous
vehicles use Raspberry Pi as the core and are installed with a Raspberry PI OS and the
Donkey Car environment for management. Users design the geometric shapes of the test
tracks, which are combined through poster printing. The data collection and training
system is a computer running Ubuntu OS with the Donkey Car environment installed. Its
main function is to receive data collected by the autonomous vehicles, perform post-data
processing and training, and return the results to the autonomous vehicles. The test and
scoring system is a computer with Microsoft Windows 11, and installed with Anaconda,
PyCharm community, Yolo V7 [17], and the software proposed in this paper. It processes
real-time images captured by the overhead camera of the test track and determines if the
wheels of the autonomous vehicles touch the track or go beyond the boundary. The system
block diagram is shown in Figure 1.

Figure 1. System block diagram.
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2.1. Autonomous Vehicles

There were two kinds of design for autonomous vehicles in this paper, which we will
designate Vehicle A and Vehicle B. Both used a Raspberry Pi 4 B, which is manufactured by
the Raspberry Pi Foundation headquartered in London, United Kingdom, as the hardware
core for the computing system, Donkey Car version 4.2.1 as the software, the DC Gearbox
Motor as the vehicle drive motor, and the L298N as the motor controller. The primary
difference between the two was the steering mechanism. For the steering mechanism,
Vehicle A was steered by controlling the rotational speed difference between the left and
right wheels, as shown in Figure 2a. For Vehicle B, the front wheel steering mechanism
was achieved by controlling the steering of the servo motor, as shown in Figure 2b. The
hardware block diagrams of the two vehicles are shown in Figure 2.

Figure 2. Hardware block diagrams of two vehicles, (a) Vehicle A is steered by controlling rotational
speed differences between the left and right wheels, while (b) Vehicle B is steered by controlling the
servo motor.

2.2. Test Track

The test track is assembled by piecing together output posters, and users can adjust or
design the geometry of the track during testing. This design enables the testing method of
the system to be more flexible. Track A is a closed ellipse track with an S-shaped curve, as
shown in Figure 3a. Track B is a closed ellipse track, shown in Figure 3b.

Figure 3. Vehicle test tracks, (a) Track A, a closed ellipse track with an S-shaped curve, and (b) Track
B, a closed ellipse track.

2.3. Data Collection and Training System

The entire autonomous vehicle training and verification process is shown in Figure 4.
The trainer supervises the overall situation or the front-facing image of the remote vehicle
through visual inspection or a computer screen, respectively, and operates the Xbox racing
wheel and pedal to control the steering of the vehicle, as shown in Figure 4a. The speed of
the vehicle was controlled by pedaling the accelerator or the brake, and the driving data
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were collected. When the driving data collection was complete, redundant and blurred
images were corrected or removed, as shown in Figure 4b, and then the neural network
was trained by collecting and correcting images and data in the direction of vehicle travel.
A screenshot of the training screen is shown in Figure 4c.

 
Figure 4. Flow of the autonomous vehicle training and verification process, (a) driving for data
collection, (b) data correction, (c) training through the neural network, and (d) testing and scoring.

In the test mode, when the training of the neural network was complete, the trained
weight files and neural network description files were transplanted into the autonomous
vehicle. The autonomous vehicle predicted the steering angle of the vehicle through the
neural network based on the front-facing images that were captured. The system converted
the angle into corresponding parameters and sent them to the servo motor, which controlled
the steering mechanism through GPIO, which allowed the vehicle to drive by itself on the
track. The experimenters conducted scoring and verification through the test and scoring
system, as shown in Figure 4d. The screenshots of the flow of the autonomous vehicle
training and verification process are shown in Figure 4.

2.4. Testing and Scoring System

In order to evaluate the performance of the autonomous vehicle on the test track,
a test and scoring system for the autonomous vehicle was set up. The scoring of the
autonomous vehicle was achieved by first setting up an overhead camera, with the camera
facing downward towards the track, and then using machine vision technology to conduct
image processing and recognition. The system needed to first find the track, then locate
the position of the vehicle, and after collecting images of the wheels for neural network
training, it was able to identify the exact position of the wheels. Finally, it is possible to
determine if a vehicle has gone off the track by checking if the coordinates of the vehicle’s
wheels intersect with the lane markings. The identification and processing methods are
shown in Figure 5.

Figure 5. Schematic diagram of processing method for vehicle off-track detection.

2.4.1. Equipment Installation

In order to recognize whether the vehicle was driving on the track, there was an
overhead camera set up in the system, and the camera was installed facing the track, as
shown in Figure 6.
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Figure 6. Photo of the system installation.

2.4.2. Explanation of the Testing and Scoring System

When system execution began, the system first captured an image with no footage
of a vehicle as the test background, as shown in Figure 7a. The image was converted into
grayscale and denoised; then, the Canny edge detection algorithm was used to find the
edge features of the track. Finally, the findContours function was used to detect the contour
for the extraction of the lane markers of the track, as shown in Figure 7b.

 
Figure 7. Marking the lane markers of the test track, (a) the image of the test track background, and
(b) the image of the lane marker of the test track.

When the system started scoring, the system sequentially processed each frame of
images captured by the overhead camera. The vehicle position was obtained by subtracting
the background image from the acquired image. The schematic diagram of positioning
vehicle coordinates is shown in Figure 8.
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Figure 8. Schematic diagram of the program positioning vehicle coordinates: (a) image of a vehicle
driving on the track, (b) test track background, and (c) image of vehicle positioning.

As the overhead camera was installed pointing at the track, when the autonomous
vehicle was driving, this system could identify whether the wheels of the vehicle touched
the lane marker or not and for how long it went off the track. As an example, in the
orthographic projection of the vehicle body exhibited in Figure 9 below, the vehicle crosses
the track line, but its wheels do not actually touch the lane marker, as shown in Figure 9a.
Conversely, the system must be able to detect correctly if a wheel even only slightly touches
a lane marker, as shown in Figure 9b. Therefore, instead of scoring lane integrity based on
the outline of the vehicle body, it was decided that the system needed to correctly locate
the outline of the wheels.

Figure 9. Schematic diagram of lane-touching conditions of the autonomous vehicle, (a) vehicle body
crossing the track line not counting as off-track, and (b) wheel touching the lane marker counting
as off-track.

In order to correctly locate the wheel coordinates, Yolo v7 was used as the neural
network for recognizing wheels in this study. While the vehicle was driving under different
rotation angles, images were simultaneously collected by the overhead camera. After
subtracting the background image from the acquired images, the four wheels of the vehicle
in the images were labeled and then trained through the Yolo v7 neural network. Finally, a
system that could correctly recognize and locate the wheels was developed. The training
process of the wheel image recognition system for autonomous vehicles is shown in
Figure 10.

Figure 10. The training process of wheel image recognition system for autonomous vehicles.
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The position of the relevant object as recognized by Yolo v7 was marked with a
rectangular box. The wheels, however, drove at various angles while the vehicle was in the
process of turning.

Figure 11a is a schematic diagram exhibiting the wheels’ angles during vehicle turning.
The red boxes frame the wheels as recognized through Yolo v7; this is schematized in
Figure 11b. The red rectangles here clearly do not precisely represent the outline of the
wheels. Therefore, an algorithm was developed to obtain the actual wheel contours by
performing an intersection operation between the vehicle image obtained and the red
rectangle regions extracted by Yolo V7; this is schematized in Figure 11c.

Figure 11. Schematic diagram of the turning vehicle,:(a) a top-down view of the vehicle, (b) locating
the wheels, and (c) obtaining the wheels’ outline.

2.4.3. Testing and Scoring Algorithm

In this paper, the background image without vehicles is defined as FrameNocar and the
image with the vehicle is defined as Framecar. FrameNocar was subtracted from Framecar
through Formula (1) to obtain the vehicle image ImageCar, and then the pre-trained Yolo
v7 was used to locate the four wheels, defined as WheelsYolo. Using Formula (2) to deter-
mine the overlapping area of the ImageCar and WheelsYolo images, the final range of the
WheelsEdge is produced. In the following formulas, adding ‘(t)’ to the formula means that
the frame read at time t.

ImageCar(t) = Framecar(t) − FrameNocar (1)

WheelsEdge(t) = ImageCar(t) ∩ WheelsYolo(t) (2)

All that is required is to ascertain whether there was an overlap between the outlines
of the wheels and the track lane marker to judge that the driving vehicle had gone off the
track. FrameNocar was computed through the Canny edge detection algorithm to find the
edge features of the track, and the findContours function was used to define the coordinates
sets of the contour as TrackContours, as shown in Formula (3).

TrackContours(t) = findContours(CannyEdgeDetection(FrameNocar(t))) (3)

Next, WheelsEdge was computed through the Canny edge detection algorithm to find
the edge features of the vehicle wheels, and the findContours function was used to define
the coordinate sets of the contour as WheelsContours, as shown in Formula (4).

WheelsContours(t) = findContours(CannyEdgeDetection(WheelsEdge(t))) (4)
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Finally, an intersection function was used to determine whether there was an overlap
between TrackContours and WheelsContours to determine if the vehicle had driven onto the
track lane marker OutputOutofBounds, as in Formula (5).

OutputOutofBounds(t) = intersection (WheelsContours(t), TrackContours(t)) (5)

When the test and scoring system was executed, two values were generated: the first
being the number of times that the wheels of the autonomous vehicle touched the track lane
marker and the second being the number of frames in which the wheels of the autonomous
vehicle touched the track lane marker, defined as follows.

The number of times the wheels of the autonomous vehicle touched the lane marker
of the track was defined as Countertouch. Once the wheels of the vehicle in the captured
image touched the lane marker, going off and then back on to the track again, the count
of Countertouch would be increased by 1, as in Formula (6), primarily to keep track of the
number of times the autonomous vehicle had touched the track lane marker. The symbol Ø
represents an empty set and n represents a positive integer.

Countertouch = Countertouch + 1,
if (OutputOutofBounds(t) �= Ø and OutputOutofBounds(t + n) = Ø and n > 0)

(6)

However, there might be an omission of relevant data if one evaluates an autonomous
vehicle based only on the number of times the wheels touch a lane marker. One needs to
consider if the wheels immediately correct back to the track after touching a lane marker,
or if they go off the track for a significantly longer time before correcting back, which
constitute two different conditions. In order to be able to distinguish between these two
conditions, CountertouchFrame was specifically defined in this paper to represent each frame
in the video captured by the system that recognized wheels touching a lane marker, which
increases the count of CountertouchFrame by 1, as in Formula (7).

CountertouchFrame = CountertouchFrame + 1, if OutputOutofBounds(t) �= Ø (7)

During testing, if any of the wheels of the autonomous vehicle touched the lane marker
of the track and failed to correct back to the track, causing the vehicle to run off the track,
the test would be judged as a failure.

Figure 12 is a screenshot of the execution of the test and scoring system. It shows the
position of the driving vehicle and the four wheels. The yellow number in the upper left
corner indicates the number of times the vehicle touched the lane marker, Countertouch,
and the red number in the upper left corner indicates the number of video frames in which
the vehicle touched the lane marker, CountertouchFrame, during the test.

 
Figure 12. Screenshot of the execution of the test and scoring system.
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2.5. The Process of the Course

Figure 13 is a flowchart depicting the process of course execution. In this course,
students learned how to assemble an autonomous car, install and configure the necessary
software, and perform a series of tests to ensure that the car was functioning properly. In
the interests of reproducibility, we relate the concrete steps that the students covered:

Step 1: Students assembled the car hardware, including the chassis, motors, motor drivers,
battery pack, wheels, Raspberry Pi, webcam, and wiring.

Step 2: Students installed the Raspberry Pi and set up the Donkey Car environment,
including configuring the necessary hardware drivers. For example, they needed to
add a driver for their hardware chip to the actuator.py file in the Donkey Car
project’s parts folder. Then, in the manage.py and myconfig.py files, they needed to
specify the hardware driver they just set up.

Step 3: Students tested the functionality of the Donkey Car. They started by lifting the
assembled car off the ground and running the command “python manage.py drive”.
This started the car and allowed them to verify that the webcam was streaming
properly and that the mechanism and wheels were turning correctly.

Step 4: Students used two different methods provided by the system to operate the vehicle
and collect training data. The first method involved manually driving the vehicle
and collecting data by entering the command “python manage.py drive”. Prior to
starting, they could access a menu by entering “http://vehicle-IP:8887” into a web
browser on a computer or mobile device, where"vehicle-IP" refers to the Wi-Fi IP of
the autonomous car. In the menu, they could set the value for “Max Throttle” and
select “User(d)” in the “Mode and Pilot” menu to configure the parameters for
remote control of the vehicle.

The second method involved using an Xbox racing wheel and pedals to control
the vehicle via Bluetooth by entering the command “python manage.py drive –js”. The
direction of the vehicle could be controlled using the steering wheel, while the throttle
could be adjusted using the pedals to increase or decrease the throttle value.

Step 5: Students uploaded the collected data to a server or computer for further processing.

(Note: Steps 6 through 9 were all carried out on a server or computer.)

Step 6: Students modified the Donkey Car neural network model on their computer.
Step 7:Driving the car may cause it to leave the track boundary or collect too much repetitive

data; thus, before training the neural network, students needed to delete or correct
any data that included improper driving or unclear images.

Step 8:Students trained the model by running the “python train.py –tub <path_to_collected_data>
–model <name_of_output_model_file>“ command.

Step 9: Students downloaded the completed weight file from the trained model to the
autonomous car for testing.

Step 10: Students launched the testing program with “python manage.py drive –model
trained_Model” and configured the maximum throttle value and mode as well as
pilot menu setting “Local Pilot(d)” in the browser window at “http://vehicle-IP:8887”.
Then, they tested the car using the testing and scoring system. The system measured
the car’s performance, including its ability to stay on the track and avoid obstacles.

Step 11: If the test results did not meet requirements, they went back to step 4 to collect the
data and train the model again.

By the end of the process, students learned how to assemble and configure an au-
tonomous car, collect training data, and train and test a neural network model for au-
tonomous driving.
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Figure 13. A flow chart depicting the process of course execution.
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3. Experiment and Results

Before using the test and scoring system, this system must undergo verification. The
following describes the verification process for this system.

3.1. Verification of the Test and Scoring System

As the first stage of the experiment, testing and verification had to be conducted for
the test and scoring system. The operator used throttle of 20%, 35%, and 50% to remotely
control the autonomous vehicle driving on the test track using the Xbox racing wheel and
pedal. During the process, the operator intentionally made the vehicle’s wheels touch the
lane marker at different locations, and through this process simulated the driving path of
the vehicle; this was recorded with the overhead camera.

The next step was to capture frames from the three videos recorded under different
throttle conditions, have personnel check them one by one, and manually record the results
of Countertouch and CountertouchFrame. Meanwhile, the three different videos were tested
separately through the test and scoring system. It was thereby confirmed that the results
obtained through system detection were consistent with the results obtained from personnel
checking. With the verification of the test and scoring system completed, the evaluation of
the performance of the autonomous vehicles could commence.

3.2. Experimental Conditions

The default training model for the Donkey Car, Keras Linear, was used to train all
the autonomous vehicles in this study. The track featured an S-curve, turns, and straight
sections. During training, the car was operated by personnel, who found it difficult to
operate correctly with a throttle value greater than 50% on this short and varied track. On
the lower end, a throttle value set to less than 20% tended to cause the car to get stuck
at S-curve turns. Therefore, for this experiment, the throttle value was set between 20%
and 50%, and testing was conducted using a mid-range value of 35%. The test procedure
involved running autonomous Vehicles A and B on both Track A and Track B for 10 laps
each and recording the results. However, after confirming that Vehicle B outperformed
Vehicle A in steering performance, only Vehicle B was used in subsequent experiments.

The battery of the autonomous vehicle was fully charged for each experiment. In
this system, 100% throttle represented full power, with 50% throttle corresponding to half
power used to control the accelerator. To collect training data, both vehicles were driven
with a throttle value of 35% for 20 laps each on Track A.

All data collection, training, and testing procedures for the autonomous vehicles
followed the steps described in Section 2.5 above from Step 4 to Step 11.

In the preliminary stage of the study, it was found that the autonomous vehicle did not
operate accurately on the track, and it was observed that three primary problems needed
to be resolved: (a) the impact of vehicle steering mechanism on the test results of the
autonomous vehicles, (b) the impact of the location of the camera on the test results of the
autonomous vehicles, and (c) the correlation between the throttle for the training vehicle
and the throttle for the testing vehicle.

Next, we conducted tests to come up with the appropriate solutions for these three problems.

3.3. Impact of the Vehicle Steering Mechanism on the Test Results of Autonomous Vehicles

In order to find out whether different steering mechanisms impact the training and
verification of the autonomous vehicle, two vehicles with different steering mechanisms
were designed for this study.

Vehicle A was steered by controlling the rotational speed difference between the left
and right wheels, as shown in Figure 14a, and Vehicle B was steered by controlling a servo
motor, as shown in Figure 14b. The photos of two vehicles are shown in Figure 14.
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Figure 14. Photos of the two vehicles: (a) Vehicle A, steered by controlling the rotational speed
difference between left and right wheels, and (b) Vehicle B, steered by controlling a servo motor.

The camera setup in the two vehicles was installed at the same position. There were
two types of tracks in the experimental design, as shown in Figure 3a,b; they are designated
Track A and Track B, respectively.

The two vehicles used the same neural network for training in order to facilitate a
comparison of the effects of different steering mechanisms on vehicle autonomous training.
The experimental conditions are as described in Section 3.2, “Experimental Conditions”.

As shown in Table 1, when testing on Track A, the wheels of Vehicle A touched the
lane marker more frequently while driving on an S-shaped curve. The test results showed
that the number of times the wheels of Vehicle A touched the lane marker was 32, and
the number of video frames in which the wheels touched the lane marker was 526. The
number of times the wheels of Vehicle B touched the lane marker was 9, and the number of
video frames in which they touched the lane marker was 151. When driving on a closed
ellipse Track B, the number of times the wheels of Vehicle A touched the lane marker was
14, and the number of video frames in which the wheels touched the lane marker was 245,
whereas the number of times the wheels of Vehicle B touched the lane marker was 4, and
the number of video frames that they touched the lane marker was 63.

Table 1. Test results of vehicles driving with 35% throttle with different steering mechanisms on
different tracks for 10 laps.

Test Vehicle

Test Track
(Results)

Track A Track B

Countertouch CountertouchFrame Countertouch CountertouchFrame

Vehicle A 32 526 14 245
Vehicle B 9 151 4 63

As in Table 1, the experimental results showed that Vehicle B, whose steering mecha-
nism was controlled by a servo motor, performed much better than Vehicle A regarding
controlling the direction of the vehicle, especially when driving on the S-shaped curve or
sharp turns.

3.4. Impact of the Location of the Camera on the Test Results of the Autonomous Vehicles

Since the testing described above found that the design of the steering mechanism had
a better effect on controlling the direction of the vehicle, the following test was based on this
design. This test addressed whether the camera should be installed higher or lower, and
whether it should be installed in front of the vehicle or linked up to the steering mechanism.

In order to determine the best position to install the camera, the camera was set up in
three different positions, as shown in Figure 15. Position (I): the camera was installed in
front of the vehicle body and set up at a low position. Position (II): the camera was installed
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in front of the vehicle body and set up at a high position, with it facing downward towards
the track. Position (III): the camera was mounted on the vehicle steering mechanism.
The direction of the camera view installed at position (I) and position (II) was consistent
with the vehicle’s travel direction, and the direction of the camera view at position (III)
was synchronized with the vehicle’s steering direction (that is, not in the vehicle’s travel
direction). Schematic diagrams of the installation positions are shown in Figure 15.

 
Figure 15. Camera installation positions: low position (I), high position (II), and position linked with
the steering mechanism (III).

The procedure for collecting training data was to set up the camera on the vehicle in
the three different positions mentioned above, and make the vehicle drive on the track, as
shown in Figure 3. With the camera installed at different heights, different views would
be presented: the camera installed at a low position in front of the vehicle body (I), which
is the view shown in Figure 16a; and the camera at a high position in front of the vehicle
body (II), which is the view shown in Figure 16b.

 
Figure 16. Experimental field: (a) the view from position (I), (b) the view from position (II).

The experimental conditions are as described in Section 3.2, “Experimental Conditions”.
As shown in Table 2, when testing on Track A with the camera set at position (I), the

test results showed that the number of times the wheels touched the lane marker was 22,
and the number of video frames in which the wheels touched the lane marker was 358.
When the camera was set at position (II), the number of times the wheels touched the
lane marker was 9, and the number of video frames in which the wheels touched the lane
marker was 151. Unexpectedly, the test results showed the outcome was a failure when the
camera set at position (III).
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Table 2. Comparison results of test driving for ten laps at three camera installation positions.

Camera
Installed Position

Test Track
(Results)

Track A Track B

Countertouch CountertouchFrame Countertouch CountertouchFrame

Position (I) 22 358 11 176
Position (II) 9 151 4 63
Position (III) fail fail fail fail

As shown in Table 2, when testing on Track B, with the camera set at position (I), the
test results showed that the number of times the wheels touched the lane marker was 11,
and the number of video frames in which the wheels touched the lane marker was 176.
When the camera was set at position (II), the number of times the wheels touched the
lane marker was 4, and the number of video frames in which the wheels touched the lane
marker was 63. Once again, the test results showed the outcome was a failure when the
camera was set at position (III).

The experimental results in Table 2 show that when the camera was set at position (III),
most of the captured images were blurred due to the shaking of the camera when turning,
and the vehicle would then go off the track during the test, which was thus rated as “failed”.
When the camera was set at position (I) and position (II), automatic driving was able to
be successfully completed. However, it was clear that when the camera was installed in
position (II), the effect was much better than it being installed in position (I). The reason for
this is that when the camera was installed at position (I), its field of vision facing the track
was relatively narrow, and it was prone to falsely detect objects outside the track, which
resulted in mistakenly including them as part of the learning data for training, as shown in
Figure 16a. When the camera was installed at position (II), however, it was elevated and
facing the track, so that the autonomous vehicle could detect the situations ahead of the
track much earlier, as shown in Figure 16b, especially where there was a curve ahead.

3.5. Correlation between Throttle for the Training Vehicle and Throttle for the Testing Vehicle

In order to determine the correlation between the throttle for the training vehicle and
the throttle for the testing vehicle, tests were carried out as follows: the operator controlled
the autonomous vehicles remotely through the Xbox racing wheel and pedal to drive
Vehicle A on Track A for 20 laps using successive throttle percentages of 20%, 35%, and 50%
to collect data. After training with the collected data, testing was carried of the autonomous
vehicle in autonomous mode on Track A for 10 laps at a throttle percentage of 20%, 10 laps
at a throttle percentage of 35%, and 10 laps at a throttle percentage of 50%, separately, and
the results were recorded using the test and scoring system.

3.5.1. Training and Testing with the Same Throttle

As shown in Table 3, the experimental results show that when using a throttle of 20%
for training and testing, the number of times the wheels touched the lane marker was 8, and
the number of video frames in which the wheels touched the lane marker was 136. When
using a throttle of 35% for training and testing, the number of times the wheels touched the
lane marker was 9, and the number of video frames in which the wheels touched the lane
marker was 151. Finally, the results showed that when using a throttle of 50% for training
and testing, the number of times the wheels touched the lane marker was 9 and the number
of video frames in which the wheels touched the lane marker 143.
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Table 3. Comparison results of training and testing of the autonomous vehicle for 10 laps with
different throttles.

Throttle
in Training

Throttle
in Testing
(Results)

20% 35% 50%

Countertouch CountertouchFrame Countertouch CountertouchFrame Countertouch CountertouchFrame

20% 8 136 17 274 fail fail
35% 13 213 9 151 fail fail
50% 13 217 11 182 9 143

3.5.2. Training and Testing with Different Throttle

As shown in Table 3, the experimental results showed that when the system was
trained with 20% throttle and then the autonomous vehicle was tested at 35% throttle, the
number of times the wheels touched the lane marker was 17 and the number of video
frames in which the wheels touched the lane marker was 274. The experimental results
also showed that when the system was trained with 35% throttle and then the autonomous
vehicle was tested at 20% throttle, the number of times the wheels touched the lane marker
was 13 and the number of video frames in which the wheels touched the lane marker was
213. Finally, the results showed that when the system was trained with 50% throttle and the
autonomous vehicle was tested at 20% throttle, the number of times the wheels touched
the lane marker was 13 and the number of video frames in which the wheels touched the
lane marker was 217. The experimental results showed that the system was trained with
50% throttle and the autonomous vehicle was tested at 35% throttle, the number of times
the wheels touched the lane marker was 11 and the number of video frames in which the
wheels touched the lane marker was 182.

To summarize, the results were different when the throttle used for training and for
test were not the same. We note first that when samples were collected and trained with
20% throttle and then the autonomous vehicle was tested at 35% throttle, the autonomous
vehicle completed driving with the wheels occasionally touching the lane marker. When
the throttle was increased to 50% for the test, the autonomous vehicle went off the track
and failed the test. Second, when samples were collected and trained with 35% throttle and
then the vehicle was tested with 20% throttle, the autonomous vehicle functioned normally,
with the wheels occasionally touching the lane marker. However, when testing with 50%
throttle, the automatic driving could not be completed. Third, when the samples were
collected and trained with 50% throttle and then the vehicle was tested at 20% and 35%,
the autonomous vehicle functioned normally, with the wheels occasionally touching the
lane marker.

3.6. Comparison Results

As shown in Table 4, AWS DeepRacer, Udacity’s Autonomous Car Simulator, CARLA
Simulator, Donkey Car, and the vehicles designed in this paper were compared. All of
them have simulation capabilities, but only AWS DeepRacer, Donkey Car, and the vehicles
in this paper have physical cars that can be verified.

The DeepRacer and DeepRacer Evo are priced at USD 399 and USD 598, respectively,
while Donkey Car is priced at approximately USD 325. The materials for Vehicle A and
Vehicle B, which can be assembled by oneself, cost approximately USD 110 and USD 132,
respectively. For AWS DeepRacer, training and model evaluation in the cloud cost USD
3.5/2 h each, and additional storage rental is required. Udacity’s Autonomous Car Sim-
ulator, CARLA Simulator, and Donkey Car can be installed on a personal computer, so
there is no need to pay for usage. Vehicle A and Vehicle B in this paper can be designed
to run on self-made tracks, which can be printed on A0 posters for USD 15 per sheet. It is
worth noting that this paper introduces a unique test and scoring system, which allows for
immediate measurement of the autonomous car’s performance after training, specifically
with regard to the duration that its wheels are in contact with the road dividers. Overall, the
design in this paper has the advantages of being more cost-effective and flexible in terms of
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increasing or modifying vehicle functions, and provides a more clear and structured way
to evaluate and verify performance in testing, especially in educational settings.

Table 4. Comparison results of the items for different methods.

Types

Items Physical
Vehicles

Prices
Test

Environment

Auto Scoring and
Verification System

AWS DeepRacer AWS DeepRacer
and Evo car

DeepRacer USD 399
DeepRacer Evo USD 598 AWS Cloud N/A

Udacity’s Autonomous
Car Simulator N/A N/A Simulator based on

the Unity N/A

CARLA Simulator N/A N/A Simulator based on
the Unreal Engine N/A

Donkey Car Donkey Car USD 325
Simulator based on

the OpenAI
gym wrapper

N/A

Vehicle A
in this paper Vehicle A USD 110 Piecing together

output posters Available

Vehicle B
in this paper Vehicle B USD 132 Piecing together

output posters Available

4. Discussion

We conclude from the above experiments that Vehicle A, with the mechanism of
steering through rotational speed difference, performed poorly in controlling the direction
of the vehicle, especially when driving on an S-shaped curve or sharp turns.

We also found that when the camera was installed in position (II), the track’s front
image could be collected much earlier for a turn because of the camera’s higher position,
and that under the same training mode, a camera installed on a tall vehicle body would have
a much better effect on the front images collected for training by the autonomous vehicle.

The above experiments further showed that with a fixed throttle, tests failed under
different conditions when only inputting front driving images to control the steering wheel
of the autonomous vehicle, due to the difference between the throttle used for the training
and the throttle used for the test. Therefore, throttle and front images must be taken into
consideration together.

The vehicle design in this study is relatively cheap compared to other platforms,
allowing students must have their own autonomous car for implementation in group
projects. Although the hardware for the test and scoring system is more expensive, it can
be shared during the course for cost efficiency. In addition, the testing track for the vehicles
in this study can be customized by combining output posters, allowing for flexibility in
adapting to different classroom sizes. Furthermore, the unique design of the auto scoring
and verification system in this paper allows for a more concrete and efficient evaluation of
the performance of the trained autonomous vehicles.

5. Conclusions

The system designed in this paper describes a complete environment that can be
applied in training and verification of autonomous vehicles in schools or research units.
Users can modify or replace the Keras Linear model originally used in Donkey Car and
can also quickly verify results through the test and scoring system to optimize the neural
network. Moreover, through the output of different posters, diverse types of tracks can
be assembled freely, such as intersections, multi-directional tracks, etc. This system can
provide a teaching and verification platform for schools to conduct autonomous-vehicle-
related research courses.
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